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Abstract 

Adolescent idiopathic scoliosis (AIS) is a three-dimensional (3D) spinal deformity with 

unknown causes and with prevalence of 1.5 - 3% of adolescents. If AIS is left untreated, it 

may progress, leading to back pain, cardiopulmonary problems, and psychosocial concerns, 

and eventually resulting in surgical intervention. Four types of scoliosis treatment exist and the 

selection of management depends on the severity and the risk of progression.  

Currently, the Cobb angle is the gold standard to measure the severity of the spinal 

curvature on a two-dimensional (2D) postero-anterior (PA) radiograph. However, this 2D 

measurement may underestimate the true severity of scoliosis, which affects treatment 

decisions. To report the actual severity, the Cobb angle on the plane of maximum curvature 

(PMC) must be measured, requiring a 3D spinal image. Although X-ray based imaging 

modalities such as computed tomography (CT) and multi-planar radiography provide good 3D 

images of the spine, the cumulative amount of ionizing radiation increases the risk of cancer. 

Therefore, 3D ultrasound was proposed in this PhD research as an alternative imaging method 

to measure spinal severity. In addition to the Cobb angle, the axial vertebral rotation (AVR) 

and the lateral deviation were also measured from the ultrasound images.   

To reconstruct 3D spinal images from 2D B-scans (B-mode images), a software was 

developed using the voxel-based reconstruction method with bi-linear interpolation. This 

software could also measure the AVR, the Cobb angle and the lateral deviation on the PA 

plane and the PMC.  

In order to obtain an optimal reconstructed image, in-vitro and in-vivo experiments were 

performed to investigate the optimal ultrasound configurations that consisted of the ultrasound 
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frequency, the minimum spacing between two adjacent B-scans, and the reconstruction 

resolution. From both in-vitro and in-vivo studies, it was recommended that the frequency of 

2.5 MHz, the spacing of 0.2 mm, and the reconstruction resolution of 0.6 mm constituted the 

best results.  

To measure the AVR, the Cobb angle and the lateral deviation on the PA plane and the 

PMC, the centre-of-lamina method was used. In-vitro and in-vivo studies were performed and 

the results demonstrated that the intra- and inter-rater reliabilities were high for all five 

parameters (ICC > 0.90). In addition, the Cobb angle measurements from the PA ultrasound 

images agreed well with the Cobb angle measurements from scoliosis clinics with a small 

variation (MAD < 3) and high correlation (ICC > 0.90). The measurements of the lateral 

deviations also showed high reliabilities (ICC > 0.90 and MAD < 7 mm). Furthermore, the 

average difference between the PMC Cobb angle and the PA Cobb angle was 1.0 ± 1.0 

within the range of 0 and 7. This result agreed with reports from literature. In addition, the 

AVR from the in-vitro study showed a strong correlation and high agreement between the 

ultrasound and CT images (ICC > 0.90, MAD < 2). Unfortunately, the in-vivo intervertebral 

rotations reported from the EOS system did not match to the ultrasound measurements. 

Further studies will be required to understand the reasons for the discrepancies.  

Since the 3D ultrasound was able to provide true spinal deformity information, a study to 

investigate which demographic and 3D ultrasound parameters correlated with the progression 

of AIS was conducted. A preliminary predictive model was developed using multi-linear 

regression and 23 retrospective subjects’ data. The results demonstrated the PMC Cobb angle 

and the number of vertebrae within the largest curve were the most reliable predictors. A 

preliminary validation using 6 subjects was performed. The variation between the measured 
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and the predicted Cobb angles was 2.9 ± 1.3. The adjusted r2 was 0.87, indicating a good fit 

of data to the model. 

In conclusion, this PhD thesis demonstrated that the 3D freehand ultrasound method could 

be used to reconstruct 3D images of the scoliotic spine. The AVR, the PMC Cobb angle and 

lateral deviation could be measure reliably to assess the true severity of AIS. The PMC Cobb 

angle and the number of vertebrae within the largest curve were the potential parameters that 

could be used to predict the progression of AIS. 
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Introduction 

 

1.1 Motivation 

Scoliosis is a three-dimensional (3D) deformity of the spine with axial vertebral rotation 

(AVR). Adolescent idiopathic scoliosis (AIS) is defined as scoliosis whose etiology remains 

unknown and occurs in children who are 11 - 17 years old. It affects 1.5 - 3% of the 

adolescent population (Lonstein, 1994). Curve progression, back pain, cardiopulmonary 

problems, and psychosocial concerns are the most common long-term consequences in 

untreated AIS patients (Asher and Burton, 2006, Weinstein et al., 2008). There are four types 

of scoliosis treatment including observation, exercises, bracing and surgery, and the selection 

of management depends on the severity and the risk of progression.  

Current clinical practice uses the Cobb angle as the gold standard to measure the spinal 

curvature on a two-dimensional (2D) PA radiograph. This 2D method may underestimate the 

true severity of scoliosis, which may affect treatment decisions. To report the actual severity, 

Stagnara et al. (Stagnara et al., 1965) proposed measuring the Cobb angle on the PMC. The 

PMC generally occurs near the maximum axial vertebral rotation plane. To determine the 

PMC, a 3D spinal image is required. Although computed tomography and multi-planar 

radiography provide good 3D images of the spine, exposing children to ionizing radiation 

increases the risk of cancer (Miller, 1999, Doody et al., 2000, Ronckers et al., 2010, McKenna 

et al., 2012). Therefore, an innovative 3D ultrasound spinal imaging method is proposed and 

developed in this research to measure the spine severity. In addition to the Cobb angle 

measurements, the AVR and the lateral deviation were also measured from the ultrasound 

images to understand better the 3D deformity of the spine.   
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To provide the most effective management, a good prediction of curve progression is 

important. From literature, researchers have been using patients’ demographics information 

and measurements from radiographs to develop models to predict the progression of scoliosis. 

The 2D radiography parameters’ model is lack of accuracy (Yamauchi et al., 1988). Although 

the 3D radiography parameters’ models are quite accurate (Wu et al., 2005, Wu et al., 2010, 

Parent et al., 2014), the approaches expose growing children to ionizing radiation. Therefore, 

this research is also to determine which demographic and 3D ultrasound parameters correlate 

with the progression of AIS. 

1.2 Objectives  

The objectives of this research are to:  

1. determine the optimal ultrasound configuration to reconstruct 3D spinal images, 

2. investigate if 3D ultrasound images of the spine can be reconstructed within a clinic 

time (less than 20 minutes), 

3. determine the repeatability of the ultrasound scanning method and measurements, 

4. determine the reliability and the validity of the ultrasound measurements on the AVR, 

the Cobb angle, and the lateral deviation from ultrasound images, and 

5. study which 3D ultrasound parameters can be used to predict the progression of 

scoliosis. 

1.3 Thesis overview 

This thesis contains 8 chapters. In this chapter, the motivation and the objectives of this 

research are described. The remaining chapters are organized as follows. 

Chapter 2 introduces the background of scoliosis, the anatomy of the spine and vertebrae, 

and the anatomical planes of the human body. It also reports the three important parameters 

that are commonly used to assess scoliosis severity. 

Chapter 3 reports a comprehensive literature review on different imaging modalities for 

scoliosis and predictive models to estimate the progression of scoliosis.  

Chapter 4 describes different 3D ultrasound reconstruction methods and the developed 

method on using 3D ultrasound data to reconstruct a 3D spine. Based on both the in-vitro and 
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in-vivo studies, the optimal ultrasound configuration to reconstruct 3D vertebral and spinal 

images are reported.  

In Chapter 5, there is analysis of the optimal configuration through variations in the 

measurements of the AVR, the Cobb angle and the lateral deviation on the PA plane and the 

PMC. The methods to measure these five parameters are described in the in-vitro studies. 

Chapter 6 contains the in-vivo repeatability and reliability studies on the measurements of 

the AVR, the Cobb angle and the lateral deviation on the PA plane and the PMC from the 3D 

ultrasound images. The measurements of the PA Cobb angle and the AVR on ultrasound 

images are compared with that measured on the corresponding radiographs and 3D spinal 

images from the EOS system, respectively.  

Chapter 7 describes a retrospective study to develop a preliminary predictive model that 

can be used to estimate the future PMC Cobb angle from the current ultrasound measurements 

using multiple linear regression. 

Finally, in Chapter 8, the conclusion, the limitations of this research work are discussed 

and the recommendations for future studies are described. 
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Background 

 

This chapter introduces the background of scoliosis and its related definitions. In section 

2.1, the anatomy of the spine is described, emphasizing on the major anatomical planes of the 

human body, the structure of the spine, and the structure of vertebrae. In addition, section 2.2 

mainly focuses on three important parameters to assess the severity of scoliosis: the coronal 

curvature, the AVR, and the lateral deviation. The classification and treatment options of 

scoliosis are also mentioned in this chapter. 

2.1 Anatomy of the spine 

2.1.1 Anatomical planes of the human body 

The human body is a 3D object. Any slice or plane that cuts through a 3D object can be 

described with reference to three major planes: the transverse plane, the coronal plane and the 

sagittal plane (Figure 2.1). These planes are useful as they produce a common method of 

communication for physicians to describe the location of structures or the direction of 

movements. 

The transverse plane (or the axial plane) is a horizontal plane that is perpendicular to the 

long axis of the body and divides it into superior (upper) and inferior (lower) sections. A 

division along this plane is called a transverse section, or cross section. Meanwhile, the 

coronal plane (or the frontal plane) is a vertical plane that parallels the longitudinal axis of the 

body and splits the body into anterior (front) and posterior (back) sections. The sagittal plane 

(or the lateral plane) is also a vertical plane that parallels the longitudinal axis of the body. It 

extends from anterior to posterior, separating the body into left and right sections. This plane 

can also move from a medial position (closer to the midline of the body) to a lateral position 
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(further from the midline of the body). A plane that passes along the midline of the body and 

divides it into left and right halves is a midsagittal plane, or a median sagittal plane. A plane 

that is parallel to the midsagittal line is a parasagittal plane. 

 

 

Figure 2.1 Planes of human anatomy (Modified from (Interactive Biology, 2016)). 

 

2.1.2 Structures of the human spine 

The spine (also known as the vertebral column) of an adult comprises of 26 bones, 24 of 

which are vertebrae followed by the sacrum and the coccyx (Figure 2.2). The vertebrae 

provide a passageway to protect the spinal cord. They also support the head, the neck, the 

trunk, as well as maintain the body in the sitting or standing position. 

The spine is divided into five sections including cervical, thoracic, lumbar, sacral, and 

coccygeal sections. The cervical section consists of 7 vertebrae and connects the neck to the 

trunk. Twelve thoracic vertebrae constitute the thoracic section that is the longest section of 

the spine. Each thoracic vertebra articulates with one or more pairs of ribs to form the rib cage 

that functions as a guard to protect the internal organs. The twelfth thoracic vertebra 
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articulates with a pair of half ribs and is adjacent to the lumbar region. The lumbar region is 

comprised of five lumbar vertebrae. The first lumbar vertebra is connected to the twelfth 

thoracic vertebra while the fifth lumbar vertebra is joined with the sacrum. The coccyx ends 

the vertebral column. In adults, the average spinal length is 71 cm or 28 inches (Martini et al., 

2003). The normal spine looks straight on the coronal plane; however, it has a certain 

curvature on the sagittal plane as shown in Figure 2.2. 

 

 

Figure 2.2 The anatomy of the spine (Martini et al., 2003) 

 

2.1.3 Structures of the human vertebrae 

Generally, all twenty-four vertebrae have four parts in common: the vertebral body, the 

vertebral arch, the articular processes, and the vertebral articulation (Figure 2.3). 

The vertebral body (also known as the centrum) is the thick oval front segment of a 

vertebra that transfers weight along the axis of the vertebral column (Figure 2.3a, b). Each 
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vertebral body is connected with neighboring bodies by ligaments and separated by the inter-

vertebral discs. Inter-vertebral discs are pads of fibrocartilage that absorbs spinal compression 

while permitting slight movements of the vertebrae. Their function is to spread loading evenly 

on the vertebral bodies no matter what the spine is under compression or flexion. 

The vertebral arch (also known as the neutral arch) is formed by the laminae, pedicles, 

and processes. Two pedicles arise along the sides of the vertebral body to connect the 

vertebral body to the vertebral arch. The laminae project dorsally and medially to join and 

complete the vertebral arch. The fusion of the laminae forms the spinous process that projects 

dorsally and posteriorly from the junction of the laminae. Muscles and ligaments are attached 

to the spinous processes. The spinous processes can be visualized and recognized on the back. 

There are also two transverse processes, each of which arises from either side of the vertebral 

body at the point where the lamina and the pedicle are joined. These processes also serve to 

attach muscles and ligaments.    

The articular processes also project at the pedicle - laminae junction. Each side of the 

vertebra locates a superior and inferior articular process. The superior articular processes 

project toward the head or superior end of the body (cranially) while the inferior articular 

processes arise toward the inferior end of the body (caudally). 

Vertebral articulation links the inferior articular processes of one vertebra with the superior 

articular processes of the lower vertebra. Each articular process has an articular facet that is a 

polished surface. The superior processes have articular facets on their dorsal surfaces, whereas 

the inferior processes articulate along their ventral surfaces. 

Although the vertebrae share some common features, some others distinguish the cervical, 

thoracic, and lumbar vertebrae from each other. 

The cervical vertebrae (named C1 - C7) reside right below the skull and are the thinnest 

and most delicate vertebrae as compared to the thoracic and lumbar vertebrae. The oval-

shaped cervical vertebral body is relative small with respect to the size of the triangular 

vertebral foramen. Their spinous processes are generally short with the exception of C2 and 

C7. 
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The thoracic vertebrae (named T1 - T12) are located in the middle region of the spine with 

vertebra T1 being adjacent to vertebra C7. The body of a thoracic vertebra has a distinctive 

heart-shape and weighs more than a cervical vertebra. Nevertheless, the vertebral foramen of 

the former is rounder and relative smaller than that of the latter. The thoracic vertebra has 

transverse processes with surfaces articulating with the ribs, and the long, slender spinous 

process projecting postero-caudally. The spinous processes of vertebrae T10, T11, and T12 

increasingly resemble those of the lumbar vertebrae due to a transition between the thoracic 

and the lumbar curvatures.  

The lumbar vertebrae (named L1 - L5) reside between the ribcage and the pelvis and are 

the largest vertebrae of the spine. They do not articulate with the ribs and have sturdy 

construction since they need to bear more weight than the others do. The body of a typical 

lumbar vertebra is thicker than that of a thoracic vertebra. In addition, the superior and inferior 

surfaces are oval rather than heart-shaped. The spinous processes are stumpy and project 

dorsally while the slender transverse processes project dorsally and laterally.  

 

 

Figure 2.3 Vertebral anatomy: (a) The lateral and inferior view of a vertebra; (b) The 

inferior view of a vertebra; (c) The posterior view of three vertebrae stacked together; (d) The 

lateral view of three vertebrae stacked together (Martini et al., 2003). 
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2.2 Scoliosis 

2.2.1 Definition 

There are several abnormal spinal curvature, of which scoliosis is the most common type 

(Martini et al., 2003). Originally, scoliosis was a Greek term meaning curved or bent. 

Although ancient works described people with spinal deformities since 3500 BC, it was not 

until the fifth century BC that Hippocrates (460 - 370 BC) was the first to explicitly describe 

scoliosis (Vasiliadis et al., 2009). Concepts such as the magnitude of deformity and 

knowledge of curve progression were mentioned in his works. The term ‘scoliosis’ used in his 

works has a general meaning and applies to almost all kinds of spinal curvature. 

Consequently, little information can be derived from the Hippocratic texts when the term is 

placed in its contemporary context (Marketos and Skiadas, 1999). 

Today, even though scoliosis is described as a complex 3D deformity of the spine 

characterized by the AVR and the lateral spinal curvature (Deacon et al., 1984), it is defined 

as a lateral spinal curvature of the spine that is 10 or greater measured on a standing frontal 

radiograph (Figure 2.4). Currently, the Cobb angle (Cobb, 1948) is the gold standard to 

quantify the spinal curvature of each curve on PA radiographs. It is defined as the angle 

between the line going through the top endplate and the bottom endplate of the two most tilted 

vertebrae (the upper end vertebra and the lower end vertebra) of the curve (Figure 2.4b). If the 

spinal curvature (or the Cobb angle) is less than 10, it is considered spinal asymmetry; 

otherwise, it refers to scoliosis (Van Goethem et al., 2007). Scoliosis is considered mild if the 

curvature is between 10 and 25, moderate if the curvature is from 26 to 45, and severe if 

the curvature is greater than 45. It is common in healthy children to have chest and trunk 

asymmetry. From a study conducted on a thousand physically mature high school students, 

Bunnell (Bunnell, 1993) found that only 1.6% of the students had a clinically determined 

straight spine (scoliometer reading of 0 at all three levels of the spine). According to the 

Hueter - Volkmann law (Mehlman et al., 1997), after a critical degree of coronal curvature has 

developed, a vicious mechanical cycle drives the progression of scoliosis which accelerates 

during periods of rapid spinal growth. Therefore, the Scoliosis Research Society has 

recommended that all children aged 10 - 14 years should be annually screened for scoliosis 

(Scoliosis Research Society, 1986). The Adam’s forward bend test (Adams, 1882) with the 
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use of a scoliometer is most often used in school screening for scoliosis (Bunnell, 2005). 

During this test, children take off their shirts to expose the spines. They are requested to bend 

over at the waist until the back comes parallel to the floor. Their feet are together with the 

arms hanging and the knees in extension as if they were touching their toes. The examiner 

stands and looks from behind the children, levels his or her eyes with the back, and searches 

for one side being higher than the other, or any asymmetry of the back. In addition, the 

examiner may use a scoliometer to measure the rotation of the trunk in this position. If a 

rotational deformity of the trunk exists, the examiner gently places the scoliometer along the 

thoracic, thoracolumbar, and lumbar spine and records measurements. The largest 

measurement is used for assessment of scoliosis (Bunnell, 1984). The axial trunk rotation 

threshold for referral to hospital should be 7 at any level of the spine (Bunnell, 1993). 

 

(a)                                                                                                           (b) 

Figure 2.4 The illustration of (a) The AVR; (b) The Cobb angle. 

 

Despite the 3D nature of scoliosis, the Cobb angle cannot quantitatively correlate to the 

AVR. The axial rotation of the vertebra is another parameter that produces the asymmetry of 

the rib cage and the flank muscle. It is determined by the angle between the vertical line and 

the line going through the tip of spinous process and the center of foramen (Figure 2.4a). 
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According to Stokes’ theory (Stokes, 2002), the abnormal spinal asymmetry is initiated by an 

vertebral rotation in the axial plane. There is an influence of rotation over frontal plane 

deformity and it is more apparent at curves with the AVR greater than 30; therefore, the 

actual Cobb angle might be 20% greater than the one measured on the PA radiographs (Gocen 

and Havitcioglu, 2001). For the actual measurement of the severity, the PMC was proposed by 

Stagnara et al. (Stagnara et al., 1965) as the vertical plane rotated around the gravitational axis 

where the projected Cobb angle is maximum. The illustration of the PMC in scoliosis via the 

projection of a vector is described in Figure 2.5. In physics, the projection of vector AB on a 

plane that is parallel to it provides its greatest length (Figure 2.5a). In this case, the projection 

of vector AB on a parallel plane (A1B1) is longer than that on any other arbitrary plane 

(A2B2). Similarly, the PMC is considered parallel to the curve and the projection of the curve 

on this plane provides the greatest spinal curvature (Figure 2.5b). The PMC can be acquired 

when a 3D spinal image is available. 

 

 

 

(a) In physics                                                        (b) In scoliosis 

Figure 2.5 The illustration of the PMC in scoliosis (b) via the projection of a vector in physics 

(a). 
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In scoliosis, there are some other general definitions, which are helpful in the discussion of 

this medical condition throughout this thesis. The apex (or the apical vertebra) is defined as 

the vertebra that has the largest AVR and furthest lateral deviation from the centre of the 

vertebral column. The end vertebrae are those with the largest tilt, but the least displacement 

and rotation. Each curve has two end vertebrae: the upper end and the lower end vertebrae. 

The neutral vertebra has no rotation and may be at the same level as end vertebrae, either 

above or below the end vertebra. The stable vertebra is the most proximal vertebra that is 

bisected or closely bisected by the central sacral vertical line. The central sacral vertical line 

bisects the sacrum vertically and is perpendicular to a tangential line drawn across the top of 

the iliac crests on PA radiographs. The lateral deviation is the horizontal distance from the 

centre of the apical vertebra to the central sacral vertical line. 

2.2.2 Classification 

Scoliosis is typically classified according to etiology, curve location, age at onset, and 

curve type (Van Goethem et al., 2007). 

Etiology 

In the ancient time when scoliosis was first described, Hippocrates mentioned two possible 

causes of this medical condition in his works entitled “On Joints”: “There are some in whom 

the vertebrae are curved laterally to one side or the other. All such affections, or most of them, 

are due to gatherings on the inner side of the spine, while in some cases the positions the 

patients are accustomed to take in bed are accessory to the malady” (Hippocrates, 1927). 

Today, scoliosis is more clearly understood; some causes could be explained. As a result, 

scoliosis is sub-categorized as congenital, idiopathic, generalized disease and syndrome-

related, traumatic, and degenerative scoliosis. 

Congenital scoliosis is a type of scoliosis, which occurs due to a defective formation or 

separation of vertebrae during the embryologic stage. Its progression depends on the types of 

improper development of the vertebra. The deviation develops from 1 to 2.5 per year if hemi-

vertebra exists; meanwhile, this deviation ranges from 2 to 5 per year in case of double 

hemi-vertebra (Van Goethem et al., 2007). Hemi-vertebra refers to the incomplete 

development of one side of a vertebra. 
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Idiopathic scoliosis is the most common type and accounts for about 80% of all scoliotic 

cases, and its potential causes are still unknown since the evidence of underlying physical or 

radiographic pathology does not exist. Some experts relate it to genetic factors (Alden et al., 

2006), an earlier growth spurt (Stokes and Windisch, 2006), and vertebral growth anomalies 

(Guo et al., 2003). 

Generalized disease and syndrome related scoliosis is caused by neuromuscular disorders. 

Marfan’s syndrome, neurofibromatosis, rheumatoid disease, or bone dysplasia are other 

causes. In addition, some people with Down syndrome also show an appearance of scoliosis. 

Traumatic scoliosis is another type of scoliosis caused by bony lesions such as fractures 

and dislocations or by soft tissue lesions resulted by burns or post-empyema. 

Finally, degenerative scoliosis occurs due to degeneration of the whole body and the spine 

deviates laterally after the age of 50. This type of scoliosis normally appears at the lumbar 

region because of a disc or facet join arthritics, a progression of adolescent scoliosis during 

adulthood, or osteoporosis. 

Curve location 

It is classified according to the position of the apex of a curve, which is defined as the most 

laterally deviated vertebra of the curve. There are six types of scoliosis in terms of curve 

location. It is considered cervical scoliosis if the apex is between C2 and C6, cervicothoracic 

scoliosis between C7 and T1, thoracic scoliosis between T2 and T11, thoracolumbar scoliosis 

between T12 and L1, lumbar scoliosis between L2 and L4, and lumbosacral between L5 and 

below (Van Goethem et al., 2007). Typically, over 90% of idiopathic scoliosis patients will 

develop a right thoracic or left lumbar curvature (Hresko, 2013). 

Age at onset 

Age at onset is the age at which scoliosis commences to occur and develop. Scoliosis can 

appear at four stages of age. Scoliosis can be sub-classified as infantile scoliosis if deformity 

occurs before or at three years old, juvenile scoliosis if it occurs during four to ten years of 

age, adolescent scoliosis in children between eleven to seventeen years of age, and adult 

scoliosis occurs when the patient is at or older than 18 years (Van Goethem et al., 2007). 
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Spinal deformity that occurs before the adolescent stage is more likely due to an underlying 

spinal cord abnormality. The prevalence of this condition is approximately 20% in infantile 

and juvenile patients (Gupta et al., 1998, Dobbs et al., 2002). 

Curve type 

The scoliotic spine can contain one or more curves, of which the largest one is known as 

the primary or major curve, whereas the smaller one if any is classified as secondary or minor 

curvature. The primary curve develops first and the secondary curve develop afterward to 

compensate for the unbalance that results from the progression of major curves by 

repositioning the head and trunk over the pelvis to maintain balance (Van Goethem et al., 

2007, Malfair et al., 2010). 

Although there are many types of scoliosis, AIS is the most common type. AIS affects 0.47 

- 5.2% of the population, and its incidence is 1.5 - 3 times higher in females than in males in 

the moderate and severe cases. This ratio increases significantly with increasing age 

(Konieczny et al., 2013). 

2.2.3 Treatments 

There are long-term complications if AIS is left untreated. The most common 

complications include back pain, physical disability, compromised self-image, pulmonary 

symptoms and early mortality (Asher and Burton, 2006). The treatment goals are to prevent 

progression and correct the existing curve. The treatment of idiopathic scoliosis depends on 

the severity of the curvature (the Cobb angle) at onset and the risk of progression. There are a 

variety of treatment including observation only, exercises, bracing, and surgery. 

Observation and/or physical exercise therapy 

Observation can only be applied to patients with mild idiopathic scoliosis (coronal 

curvature between 10 and 25) when they have a little or no discomfort and show no 

progression. In this case, patients need to be monitored every four to twelve months (Van 

Goethem et al., 2007). However, if the curve is greater than 30, monitoring for progression 

after skeletal maturity is required every five years (Van Goethem et al., 2007). Sometimes, 

patients are prescribed special physical exercises that can help to correct their spines. 



15 
 

Bracing 

Brace treatment (orthosis) is recommended for skeletally immature patients whose spines 

have curves ranging from 25 to 45 during their growth phase (Weinstein et al., 2008). The 

purpose of bracing is to prevent the curve from progression until the patient reaches skeletal 

maturity. Three main types of braces are widely used for scoliosis treatment. The first type is 

called a TLSO that stands for Thoraco-Lumbar-Sacral Orthosis. A TLSO is usually custom 

molded from plastic and covers the front and the back of the patient starting the pelvis to 

under the armpit. A three-point pressure from the brace is applied to the curvature to prevent 

its progression. This type of brace is generally for thoracic with an apex at or below T8, 

thoraco-lumbar, and lumbar curves (Canavese and Kaelin, 2011). Therefore, it is the most 

commonly prescribed. The second type is a CTLSO that stands for Cervico-Thoraco-Lumbo-

Sacral Orthosis. It is similar to the aforementioned TLSO, but a neck ring is included and held 

in place by vertical bars attached to the body of the brace. This type of brace is often 

prescribed for thoracic curves that have an apex at or above T8 (Canavese and Kaelin, 2011). 

Meanwhile, the third type is the nighttime bending brace and the most common one is the 

Charleston bending brace that is only worn while the patient is sleeping. It is molded to the 

patient while the patient is bent to the side, thus applying more pressure and bending the 

patient against the curve. This bending pressure overcorrects the curve while the patient is 

wearing his or her brace. In AIS patients, Weinstein et al. (Weinstein et al., 2013) found a 

positively strong correlation between the reduction in the progression of high-risk curves to 

the threshold for surgery and the hours of brace wear. The success rate of the treatment was 

72% and 48% for the bracing group and the observation group, respectively. The success rate 

was also higher (75%) in the group of patients randomly assigned to bracing than that of 

patients randomly assigned to observation (42%). The success rate could increase up to 93% if 

brace wear was over 12.9 hours per day. Morton et al. recommended bracing for 18 to 20 

hours a day since full-day adherence is hardly possible (Morton et al., 2008). However, in a 

recent study (Katz et al., 2010), Katz et al. reported that there was no significant difference 

between twenty-three hours and sixteen hours of brace wear. The patients who wore braces 

between school and bedtime and during school hours had the most successful treatment 

outcomes. The effectiveness of brace treatment for AIS was also confirmed with 76% of the 

curves being stabilized by Maruyama et al. (Maruyama et al., 2015). However, this 
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management is not always effective and not recommended for congenital scoliosis as most 

congenital scoliotic curves are not flexible, and therefore resilient to bracing (Kaspiris et al., 

2011).  

Surgery 

Surgery is a final option to improve spinal alignment and balance. It can help to prevent 

curves from further progression. This method is indicated when spinal curvature is greater 

than 45 while still growing (Weinstein et al., 2008). It can also be suggested when associated 

pain occurs after skeletal maturity. All scoliosis surgery approaches use modern 

instrumentation systems including hooks and screws to anchor long rods to the spine. The 

rod’s functions are to reduce the curvature and hold the spine, which are fused with bone to 

prevent further changes after surgery. Once the bone fuses, spinal fusion eliminates motion 

between vertebrae, thus ending the progression of the curve. The stainless steel Harrington rod 

was first introduced in the 1960s to provide a spinal fusion and internal fixation to maintain a 

straighter spine. Although complications and outcomes have been improved over years, the 

current techniques and implants still involve spinal fusion; thus, the correction of curvature is 

obtained at a cost of losing spinal motion. For that reason, a dual rod, segmental spinal 

fixation system is preferable since it yields multiple anchor points for attachment to the 

scoliotic spine (Hresko, 2013). 

2.3 Summary 

This chapter provided some background information on the structure of the spine in 

general, and vertebrae in particular. Scoliosis, and its types as well as treatment were also 

discussed. Although there are a variety of scoliosis, AIS is the most common type that 

accounts for 80% of all cases.  
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Literature review on imaging modalities and 

the prediction of AIS progression 

 

The treatment of scoliosis depends on the conditions of severity and the risk of progression. 

This chapter reports the literature review on the imaging modalities used to assess the severity 

of scoliosis and to predict the progression of scoliosis. In section 3.1, the working principles 

and utilities of the common imaging modalities, namely radiography, computed tomography, 

magnetic resonance imaging, multi-planar radiography, surface topography, and 

ultrasonography are extensively described in the context of scoliosis imaging. Section 3.2 

provides information on predictive models of the progression of scoliosis based on 

demographic and imaging parameters. Section 3.3 summarizes the aforementioned imaging 

modalities and predictive models through which the motivation of this PhD thesis is 

presented. 

3.1 Imaging modalities to assess the severity of scoliosis 

3.1.1 Radiography 

Radiography is an imaging technique that utilizes X-rays to view the internal structure of 

an object such as a human body. To create an X-ray image or radiograph, an X-ray tube 

generates a heterogeneous beam of X-rays upon the object. X-ray absorption, scattering, and 

transmission occur when the X-ray photons interact with the object. A certain amount of X-

ray energy is absorbed by the object while the remaining photons are transmitted through the 

object and captured by a detector (either photographic film in analog radiography or a digital 

detector in digital radiography) that is placed at the other side of the object. The detector then 

provides a superimposed 2D image displaying the internal structures of the object. Coronal 
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and lateral radiographs are usually taken during the initial scoliosis clinic visit. The Cobb 

angle is measured on the coronal radiograph. However, in order to reflect the 3D nature of 

scoliosis, the AVR should be measured.  

Figure 3.1 illustrates the shadows of the vertebral body, the spinous process, and the 

pedicles on a spinal radiograph. These landmarks were used in the following methods to 

measure the AVR.  

 

 

Figure 3.1 An example of a spinal radiograph showing the shadows of the vertebral body, the 

spinous process and the pedicle. 

 

In addition to the introduction of the Cobb angle, Dr. John Robert Cobb also introduced a 

method for measuring the AVR on radiographs (Cobb, 1948). His method is to use the width 

of the vertebral body on a PA radiograph to estimate the AVR. The vertebral body width is 

divided into six equal sections by seven vertical lines with the spinous process located at the 

central line (the fourth line) for a normal vertebra (Figure 3.2a). Depending on the position of 

the spinous process, the level of rotation is determined as neutral, +, ++, +++, or ++++, 

respectively (Figure 3.2b). This method is simple to use; however, it has some disadvantages. 
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The grading system is merely divided into 5 grades, which does not allow the quantification of 

the degree of the rotation angle. 

 

Figure 3.2 The Cobb method of determining the AVR: (a) Normal vertebra without rotation; 

(b) A vertebra with rotation. If the spinous process is at a, b, c, d, and beyond d, the vertebral 

rotation is neutral, +, ++, +++, and ++++, respectively (Cobb, 1948). 

 

The spinous process was reported to have a limited visibility on coronal radiographs (Nash 

and Moe, 1969), leading to the development of the Nash - Moe method (Nash and Moe, 1969) 

to measure the AVR. Figure 3.3 demonstrates the Nash - Moe method. This technique is 

similar to the previous Cobb’s method; nevertheless, the pedicles are used as landmarks 

instead of the tip of the spinous process. Since the pedicle shadow on the concave side of the 

curve disappears earlier in rotation than the pedicle shadow on the convex side, the latter was 

used as the standard landmark. The half width of the vertebral body on the convex side of a 

curve on a PA radiograph is divided into three equal segments. Grading the vertebral rotation 

from 0 to 4+ depends on the location of the pedicle within these segments. This method 

showed a better visibility of the selected anatomical landmark; therefore, it could investigate 

the rotation of the pedicle on the convex side up to 90. Furthermore, the pedicles are less 

deformed in severe scoliosis than the spinous process; therefore, symmetry remains 

unchanged. Yet, this method also shows the same disadvantage as the previous one when the 

percentage of pedicle displacement (0% - 100%) was used to approximate the degree of 

vertebral rotation (0 - 100). Moreover, this method does not account for the width of the 

vertebral body; therefore, the approximation of the vertebral rotation varies among vertebrae 

due to a difference in their sizes. 

(a (b) 
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Rotation grade = neutral 

 

Rotation grade = + 

 

Rotation grade = ++ 

 

Rotation grade = +++ 

 

Rotation grade = ++++ 

 

Figure 3.3 The pedicle method of determining vertebral rotation (Nash and Moe, 1969). 
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In order to overcome the disadvantages of the aforementioned methods in quantifying the 

degree of vertebral rotation, Perdriolle (Perdriolle and Vidal, 1985) proposed a torsion meter, 

which facilitated the process of measurement on anteroposterior radiographs. The torsion 

meter is placed over the radiograph such that the lateral borders of the vertebral body are 

aligned with the outer margins of the torsion meter. The AVR is then measured by a vertical 

line of the torsion meter going through the convex pedicle. This method shows an advantage 

over the Cobb and Nash - Moe methods in providing the quantification of the vertebral 

rotation with a ± 5° accuracy (Barsanti et al., 1990, Omeroğlu et al., 1996). Although it can be 

applied to mild or moderate scoliotic cases, one drawback of the previous methods is still 

unsolved in using the torsion meter is the inability of accounting for the sizes of vertebra in 

different locations (cervical, thoracic, and lumbar) are still not accounted for. Hence, the 

measurements of lumbar vertebral rotations are very accurate, but there is bigger difference 

between the measurement of thoracic vertebrae and that of the real rotation (Cerny et al., 

2014).  

In another study, Stokes et al. (Stokes et al., 1986) developed the measurement technique 

based on pedicle offset by accounting for the vertebral asymmetry and size differences of 

vertebrae from T4 to L4. The centers of the vertebral endplates, and the upper and the lower 

margins of the pedicles on each vertebra are used as landmarks. The vertebral rotation, , is 

denoted by 

 𝑡𝑎𝑛 = (
𝑎 − 𝑏

𝑎 + 𝑏
) x

𝑤

2𝑑
 (3.1) 

 

where a and b are the distances from the centres of pedicles to the vertebral body axis (the line 

connecting the endplate centres, and w/d is the width-to-depth ratio of each vertebra in the 

region T4 to L4. These ratios were experimentally determined from a 99 AIS patient dataset. 

The Stokes’s method produces errors of approximate ± 1mm in identifying landmarks, thus 

yielding an error of 2.7 in vertebral rotation. Even though this method has a simple 

measuring procedure, it creates a greater random error in comparison to methods involving 

marking of vertebral edges (Lam et al., 2008). 
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Recently, Cerny et al. proposed another radiographic method to measure the vertebral 

rotation based on the pedicle shadows, the properties of the geometric shape of vertebrae, and 

their dimensional proportions (Cerny et al., 2014). The method takes the difference in the 

sizes of vertebrae in various locations into consideration, and does not require any special 

devices. Although the Cerny’s method provides similar measurements to the Perdriolle’s 

method, it has some limitations. When the vertebral rotation exceeds 30, the pedicle on the 

concave side of the curve becomes invisible; therefore, the method is not applicable. In 

addition, if the vertebra is noticeably deformed, the rotation is less accurate. 

3.1.2 Computed tomography (CT) 

Computed tomography is one of the most promising methods to reconstruct the 3D images 

of the bony structures. It uses multiple views sampled at regular angular spacing to produce 

tomographic images. An X-ray source and detectors are located at opposite orientation. 

During data acquisition, the source and detectors rotate around the patient. X-rays transmitting 

through the body are recorded by the detectors. A high-speed computer processes the data to 

provide a cross sectional image. Modern multi-slice CT scanners provide sub-millimeter 

helical and volumetric scanning in few seconds.  

Aaro and Dahlborn developed a technique to measure the AVR, spinal deformity, and rib 

cage deformity based on CT images (Aaro and Dahlborn, 1981). The AVR was defined as the 

angle between the vertical line and the line going through the most posterior part of the spinal 

canal (point A) and the middle of the vertebral body (point B) (Figure 3.4).  

 

Figure 3.4 The Aaro-Dahlborn’s methods to measure the AVR on the CT image. 
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However, inaccuracy increases if the measured vertebra were tilted greater than 20 in both 

the coronal and sagittal planes. Aaro and Dahlborn also stated that the larger the distance 

between the dorsal central aspect of the vertebral foramen and the true axis for vertebral 

longitudinal rotation, the larger was the error. 

According to Ho et al. study (Ho et al., 1993), several methods could be used to measure 

the AVR on spinal CT images. However, one of the difficulties was to select the datum points 

that can be used to draw the reference axes reliably. Ho et al. proposed reliable datum points 

as illustrated in Figure 3.5. Their first proposed method to determine the AVR was by drawing 

a line through the junction of the inner surface of laminae (point A) and the center of posterior 

surface of the vertebral body (point B) relative to a vertical line. The reference points can also 

be the junction of inner surface laminae (point A) and the inner junctions between laminae and 

pedicles (points C). The AVR is determined by the angle between the line bisecting angle 

CAC and the vertical line (method 2). There are reliable referential points; these methods have 

an advantage of reducing errors, so require less experienced readers. However, in method 1, 

the midpoint is not easily identified and reading difference appeared; meanwhile, method 2 

showed no difference. 

 

 

Method 1 

 

Method 2 

Figure 3.5 The Ho’s methods to measure the AVR on the CT image. 
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Krismer et al. proposed another CT method to measure the AVR of a scoliotic vertebra 

using different reference points. Figure 3.6 illustrates how the AVR is measured. Point A is 

the centre of the segment connecting two laminae. Point B is the most anterior part of the 

spinal canal. Point C is the centre of the longest diameter through the vertebral body. The 

AVR is the angle between AB and BC. 

 

Figure 3.6 The Krismer’s methods to measure the AVR on the CT image. 

 

Gocen et al. performed a clinical intra- and inter-rater analysis to compare three 

aforementioned CT measurement methods (Gocen et al., 1998). There was no correlation 

between the Krismer’s method and the other two (p > 0.05) while there was a significant 

correlation between the Aaro-Dahlborn’s method and the Ho’s method (p < 0.02). The study 

also demonstrated that the Ho’s method was the most reliably and clinically useful method to 

measure the AVR in AIS. 

Although CT can provide clear 3D bone structures, it is relatively expensive and requires 

patients in the supine position when comparing with plain radiography. The supine position 

eliminates the gravitational effect, which makes the spinal curvature appear smaller (Torell et 

al., 1985, Yazici et al., 2001, Forsberg et al., 2013). Torell et al. attempted to compare data on 

standing and supine Cobb angle measurements in lateral curves in girls with idiopathic 

scoliosis (Torell et al., 1985). The mean difference in the Cobb measurements was 8.9° and 

the standard deviation was 6.2°. Yazici et al. (Yazici et al., 2001) compared the AVR values 
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measured by the Perdriolle’s method (Perdriolle and Vidal, 1985) with those obtained by the 

Aaro-Dahlborn’s method (Aaro et al., 1978). The standing vertebral rotation angles were 

measured using the torsion meter while the supine vertebral rotation angles were obtained 

using the Aaro-Dahlborn’s method on the CT scans. Their result also showed a large 

difference in measurements between standing and supine position even measured by the same 

method. The discrepancy in the average apical vertebral rotation angle between standing and 

supine position was approximately 6, whereas the disparity in the average Cobb angle was 

about 16. As a result, CT scans were primarily used to provide a high quality 3D image of a 

section of spine to identify the underlying causes of scoliosis. The use of CT for scoliosis is 

limited due to high radiation exposure to patients. Although dose-reduction technology has 

been implemented in recent CT scanners, radiation dosage is still significant (Illes et al., 

2011). Recently, Kalra et al. attempted to use the sub-milliSievert scanning protocol to scan 

the whole spine for pediatric patients (Kalra et al., 2013). However, the dosages were found to 

be two to three times higher than plain radiography reported in the Chamberland’s study 

(Chamberlain et al., 2000). Therefore, CT scans are still used only for surgical planning or 

assessing post-operative complications of scoliosis (Imagama et al., 2011, Kim et al., 2010). 

3.1.3 Magnetic resonance imaging (MRI) 

Another promising 3D imaging modality is MRI, which utilizes the property of nuclear 

magnetic resonance to image nuclei of atoms inside the body to visualize internal structures. 

MRI not only generates more detailed images of the human body than the standard X-rays but 

also provides good contrast between soft tissues and bone structures. The magnets of an MRI 

scanner generate a strong magnetic field that forces protons (dipole) in the body to align in the 

same direction. When radiofrequency pulses are transmitted through the patient, the protons 

are stimulated, and knocked out of alignment. When the radiofrequency waves are turned off, 

the protons realign with the magnetic field and release the energy as radio signals that are 

detected by MRI sensors. These output signals provide clinicians with information about the 

location of the dipoles in the body. They are also used to distinguish different types of internal 

tissue since the time it takes for the protons to realign with the magnetic field varies with the 

environment and the chemical nature of the molecules. 
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There are three types of MRI scanners: closed, open, and upright MRI. A closed system 

looks like a tube. The restricted space may cause patients discomfort, especially for those with 

claustrophobia and obesity (Dewey et al., 2007, Brennan et al., 1988, Sarji et al., 1998). 

Although the open MRI scanner provides more space for patients, the quality of image is 

lower than that from the closed MRI. It is because the open MRI scanner produces weaker 

magnetic field than the closed MRI scanner (Chung et al., 2011). Furthermore, both the closed 

and open models require patients in the supine position, which reduce scoliosis severity by 

removing gravity effects, thus the MRI imaging method is not suitable to diagnose and 

monitor the severity of scoliosis. Recently, upright MRI is available allowing images to be 

obtained in either the standing or sitting position. Unfortunately, this upright system also 

provides inferior image quality when compared to the closed system (Chung et al., 2011). 

The AVR in patients who have AIS can also be measured with MRI images (Birchall et al., 

1997). In Birchall et al. study, the apex, the two vertebrae above the apex, and the two others 

below the apex of the scoliotic curve were imaged in the axial plane. The reconstruction was 

done in the axial plane of each endplate from selected sections passing through superior and 

inferior endplates of each vertebra. Vertebral rotation was measured in a similar manner to the 

Ho’s method. On one hand, this method yielded small intra-observer and inter-observer 

variations, and is therefore reproducible. On the other hand, its absolute accuracy depends on 

reference to a neutrally rotated vertebra.  

Unlike CT, MRI is a non-invasive approach but its use for scoliosis remains limited. The 

operation cost of a MRI machine is much higher than that of a radiographic facility and the 

scan time is usually longer, which restricts throughput in a clinical setting. Additionally, MRI 

is not recommended for patients with surgical implants since the non-ferromagnetic metallic 

implants create artefacts, thus reducing the quality of images. For these reasons, it is mainly 

used to assess neurological complications and often used for a complementary diagnosis 

examination. Furthermore, both CT and MRI are not suitable for studying spine mobility since 

the patient is constrained in a small area. 

3.1.4 Multi-planar radiography (MPR) 

Apart from the CT and MRI imaging modalities, the 3D spinal images can be reconstructed 

from multi-planar standing radiography. The principles of 3D reconstruction are based on the 
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direct linear transformation (DLT) with stereo corresponding points (SCPs), the DLT with 

non-stereo corresponding points (NSCPs), and the semi-automatic statistics. The SCPs are 

points that are identifiable in two or more orthogonal radiographs. For example, Figure 3.7 

illustrates a six-vertex object with the lateral and antero-posterior images. Vertices 1 and 3 are 

SCPs because they manifest in both images while vertices 2, 4, 5, and 6 are NSCPs as they 

appear only in one image. 

 

 

Figure 3.7 The illustration of SCPs and NSCPs of a 6-vertex object. Vertices 1 and 3 are 

SCPs while vertices 2, 4, 5, and 6 are NSCPs. 

 

Direct linear transformation with stereo corresponding points 

The direct linear transformation was proposed by Aziz and Karara and further developed 

by Marzan (Aziz and Karara, 1971, Marzan, 1976). For 3D spinal reconstruction, two 

radiographs are obtained at different angles with a minimum of six stereo corresponding 

anatomical landmarks for each vertebra. To display a complete vertebra, a total of 178 points 

were required (Trochu, 1993). The kriging interpolation method was used to generate 178 

points from the six SCPs. Each vertebra was then reconstructed using either triangles or 

quadrangles to link the points to form a vertebral surface. However, the accuracy of the 
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reconstruction image was low. Occasionally, the DLT method had difficulty to identify SCPs 

in the stereo images (Nyström et al., 1994). If a blur occurred in one of the points, it led to 

reconstruction errors (Pearcy, 1985). Despite that the dual kriging interpolation method could 

further smooth the 3D reconstruction surface (Andre et al., 1996), six landmarks for each 

vertebra were still not adequate. An increased number of landmarks were needed to achieve a 

better quality of 3D images. 

Figure 3.8 illustrates the principle of the DLT, which is explained as follows. Assuming 

that source S1 has coordinates (X0,Y0,Z0) in the reference coordinate system (X,Y,Z) of the 

calibrating frame and (x0,y0,z0) in the reference (X1,Y1,Z1) coordinate system of the image 

plane. N(X,Y,Z) is an arbitrary point in the calibrating frame. P1(x1,y1,0) is the projection of N 

from S1 on the image plane (X1,Y1).  

 

 

 

Figure 3.8 The Direct linear transformation with stereo corresponding points. 
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Since S1, N, and P are on the same line, the relationship among them can be expressed in 

Equation 3.2: 

 

 𝑆1𝑃1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = 𝑑. 𝑆1𝑁⃗⃗⃗⃗ ⃗⃗  ⃗ (3.2) 

  

where d is a proportional coefficient. 

 𝑆1𝑃1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = (

𝑥1 − 𝑥0
𝑦1 − 𝑦0
−𝑧0

) (3.3) 

 

  and   

 𝑆1𝑁⃗⃗⃗⃗ ⃗⃗  ⃗ = (
𝑋 − 𝑋0
𝑌 − 𝑌0
𝑍− 𝑍0

) (3.4) 

   

Substitute Equations 3.3 and 3.4 into Equation 3.2, we obtain Equation 3.5: 

 

 (

𝑥1 − 𝑥0
𝑦1 − 𝑦0
−𝑧0

) = 𝑑. [

𝑟11 𝑟12 𝑟13
𝑟21 𝑟22 𝑟23
𝑟31 𝑟32 𝑟33

] . (
𝑋 − 𝑋0
𝑌 − 𝑌0
𝑍− 𝑍0

) (3.5) 

 

Deploy and simplify Equation 3.5, we achieve: 

 

 𝑥1 =
𝐿1𝑋 + 𝐿2𝑌 + 𝐿3𝑍 + 𝐿4
𝐿9𝑋 + 𝐿10𝑌 + 𝐿11𝑍 +  1

 (3.6) 

 

 𝑦1 =
𝐿5𝑋 + 𝐿6𝑌 + 𝐿7𝑍 + 𝐿8
𝐿9𝑋 + 𝐿10𝑌 + 𝐿11𝑍 +  1

 (3.7) 

  

where 

𝐿1 = 
𝑥0𝑟31 −  𝑑. 𝑟11

𝐷
 𝐿2 = 

𝑥0𝑟32 − 𝑑. 𝑟12
𝐷

 

𝐿3 = 
𝑥0𝑟33 − 𝑑. 𝑟13

𝐷
 𝐿5 = 

𝑦0𝑟31 − 𝑑. 𝑟21
𝐷
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𝐿4 = 
(𝑑. 𝑟11 −  𝑥0𝑟31). 𝑋0 + (𝑑. 𝑟12 − 𝑥0𝑟32). 𝑌0 + (𝑑. 𝑟13 − 𝑥0𝑟33). 𝑍0

𝐷
 

𝐿6 = 
𝑦0𝑟32 − 𝑑. 𝑟22

𝐷
 𝐿7 = 

𝑦0𝑟33 − 𝑑. 𝑟23
𝐷

 

𝐿8 = 
(𝑑. 𝑟21 −  𝑦0𝑟31). 𝑋0 + (𝑑. 𝑟22 − 𝑦0𝑟22). 𝑌0 + (𝑑. 𝑟23 − 𝑦0𝑟33). 𝑍0

𝐷
 

𝐿9 =
𝑟31
𝐷

 𝐿10 =
𝑟32
𝐷

 

𝐿11 =
𝑟33
𝐷

 𝐷 = −(𝑥0𝑟31 + 𝑦0𝑟32 + 𝑧0𝑟33) 

 

 

L1 …. L11 are referred to as DLT parameters. As can be seen from Equations 3.1 - 3.6, one 

calibrated point N generates two equations including five known coordinates (X,Y,Z,x1,y1) 

and eleven DLT unknown parameters (L1 …. L11). The first step in the 3D reconstruction 

procedure is to determine the DLT parameters. In order to determine the DLT parameters, we 

need to predetermine the coordinates in at least eleven equations. Therefore, six calibrated 

points are needed to generate twelve equations to solve for the DLT parameters. In the next 

step, each stereo corresponding point of the object and its 3D reconstruction can be performed 

based on the DLT parameters and its 2D coordinates in at least two different images. 

The application of SCP-DLT for 3D spinal reconstruction is not new. De Smet et al. used 

triangulation to display the top view of a 3D reconstructed spine to predict the progression of 

scoliosis (De Smet et al., 1983). Aubin et al. performed 3D reconstruction of vertebral 

endplates to measure wedged scoliotic vertebrae and intervertebral disks (Aubin et al., 1997). 

Jaremko et al. used Dansereau’s techniques described in (Dansereau et al., 1990) and neural 

networks to correlate spine and rib deformity in scoliosis (Jaremko et al., 2000). The indices 

that were commonly extracted from the 3D reconstruction were the Cobb angle, the apex 

location, the magnitude of vertebral axial rotation for each level, the magnitude of posterior 

rib rotation, and the orientation of the PMC. Artificial neural networks and linear regression 

models have been used to predict rib rotation based on these spinal indices. Carpineta and 

Labelle determined the Cobb angle in the frontal and sagittal planes, in the planes of 

maximum and minimum deformity, and the orientation of the plane of maximum and 
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minimum deformity to find evidence of 3D variability in scoliotic curves (Carpineta and 

Labelle, 2003). 

 

Direct linear transformation with non-stereo corresponding points 

Mitton et al. and Mitulescu et al. improved the 3D reconstruction image quality by 

increasing the number of 3D reconstructed points (Mitton et al., 2000, Mitulescu et al., 2001). 

This technique required 25 vertebral landmarks: six SCPs and nineteen NSCPs. The six SCPs 

were obtained from the DLT and the nineteen NSCPs were extracted from a priori knowledge 

of vertebra anatomy. The principle was based on the deformation of an elastic generic object 

that respected SCP and NSCP observations available in various projections. The kriging 

interpolation technique was then applied to the 25 points to obtain a set of 178 points for a 

single vertebra. Although the image quality was improved, the processing time also increased 

to the extent that this technique was not suitable as a clinical tool. 

Furthermore, there were several studies applying the DLT-NSCP technique to study 

scoliosis. Dumas et al. performed 3D reconstruction on ten patients who had right thoracic 

curves for surgical treatment outcomes evaluation (Dumas et al., 2003). This group also 

evaluated the accuracy and precision of the 25-point vertebral model and the basic 6-point 

model (Dumas et al., 2004). The DLT-NSCP results were close to those obtained using 3D 

reconstruction from CT scans. 

Semi-automated statistical method 

Pomero et al. reported a semi-automated statistical method which was based on the 

vertebral body volume (Pomero et al., 2004). This method required a reliable known 

knowledge of the vertebral shape and used eight measurements from a vertebral body to 

estimate 21 coordinates of each vertebra. The results showed a similar accuracy of 3D 

reconstruction between the manual DLT-NSCP technique and the semi-automated statistical 

method with regard to the CT-scan references. Modifications for the statistical method have 

been made to improve image quality (Blanchard and Elbaroudi, 2008, Dumas et al., 2008), 

and reduce user’s interactions (Deschenes et al., 2004). 
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Apart from the aforementioned approaches, other MPR techniques have also been proposed 

to increase the simplicity, accuracy and implementation speed of 3D reconstruction. The 

triangulation technique helped to determine the location of any point when the locations of 

both X-ray sources and the projected images were known (De Smet et al., 1980). A 

computerized method using three radiographs, or a 3D/2D statistical registration model for a 

minimization of a cost function for each vertebra were also reported (Cook et al., 1981, 

Benameur et al., 2003). A single radiograph and prior vertebra models were added to visualize 

the lateral view of the spine in a lateral bending position when only an anterior–posterior view 

is available (Novosad et al., 2004). In addition, the hierarchical statistical modelling was 

proposed to overcome the problem of supervision (Benameur et al., 2005). Involuntary motion 

occurring between X-ray exposures could be compensated by a novel calibration jacket worn 

by the patient during imaging and explicit calibration algorithm (Cheriet et al., 2007b). In 

addition, an estimation from partial 3D spine models and articulated spine model 

reconstruction from radiographs could be applied in case of missing information (Boisvert et 

al., 2008). Finally, the application of epipolar geometry could accurately identify the 

corresponding landmarks, or that of a deformable articulated model could minimize the need 

for calibration objects (Zhang et al., 2010, Moura, 2010). 

Traditional MPR exposes a lower radiation dose than CT while remaining sensitive to bony 

structures. However, the method also has some drawback. MPR does not exploit all the 

information contained in the two or more X-ray radiographic projections. The DLT-based 

stereography allows the 3D reconstruction and requires a small number of stereo 

corresponding anatomical landmarks (6 points for each vertebra). However, the DLT showed 

a difficulty to identify corresponding points in images (Nyström et al., 1994, Pearcy, 1985), 

leading to reconstruction errors. Common radiographic digitization errors of up to 2 mm can 

cause 3D reconstruction errors of up to 5 mm (Otsu, 1979). In order to achieve higher quality 

images, researchers proposed increasing the number of 3D reconstructed points to improve the 

reconstruction accuracy (Mitton et al., 2000, Mitulescu et al., 2001, Pomero et al., 2004, 

Benameur et al., 2005, Moura et al., 2011, Kadoury et al., 2008). However, the increase in the 

number of reconstructed points results in longer processing time. Nevertheless, the MPR 

approaches also require a large database as a priori knowledge. They can only be applied to 

less deformed vertebrae. Also, these methods require a calibrating frame encompassing the 
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patient’s trunk (Aubin et al., 1997, Mitton et al., 2000, Mitulescu et al., 2001, Dumas et al., 

2003, Pomero et al., 2004, Benameur et al., 2003, Benameur et al., 2005, Dansereau and 

Stokes, 1988), a rotatory platform with calibration objects (Cheriet et al., 2007b), or small 

calibration objects at an expense of more user interaction (Cheriet et al., 1999, Kadoury et al., 

2007). The calibration process makes the clinical routine setup complicated, time-consuming, 

and contributes artefacts to the reconstructed images. The fact that two or more exposures are 

not taken simultaneously makes the calibrations and 3D position of the spine are not 

consistent, causing the reconstruction vulnerable to the patient’s motion or re-positioning 

between exposures (Marcil et al., 1995). Furthermore, these techniques require a high level of 

user interaction by well-trained experts. Therefore, they are mainly used for research 

purposes. Like CT and MRI, MPR is not appropriate for the lateral bending test; therefore, a 

novel method was developed (Novosad et al., 2004). In terms of accuracy, a summary of an 

error analysis from different techniques is carefully described in the Moura’s thesis (Moura, 

2010). 

Recently, an advanced version of MPR (EOS® imaging system) can scan the patient in the 

standing position with two X-ray sources and provides the coronal and lateral radiographs 

simultaneously. Its radiation dose is at least 9 times lower than computed radiography 

(Dubousset et al., 2005, Deschenes et al., 2010, Release, 2013), and its 3D reconstruction 

accuracy is similar to a CT scan (Dubousset et al., 2005, Glaser et al., 2012). In addition, its 

image quality is claimed to be better than the traditional radiography (McKenna et al., 2012, 

Wade et al., 2013). The dedicated software combines the details (simultaneity and 

orthogonality) of several landmarks digitized by the operator on both radiographs and a priori 

statistical knowledge to reconstruct a 3D envelope of the bone structure. The software 

displays the 3D images within 15 minutes.   

The EOS® imaging has several advantages. First, the exposures are taken with the patient 

standing, thus eliminating the effect of gravity. Second, the radiation dose is less with very 

good image contrast and without the distortion inherent in today’s longer length film and 

digital imaging systems (Dubousset et al., 2005, Deschenes et al., 2010, McKenna et al., 

2012, Wade et al., 2013). For the EOS®, the scale of the subject and the image is considered 

1:1, whereas the image is usually larger than the subject for the other radiographies. Third, the 
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imaging system performs the simultaneous acquisition of the PA and lateral X-ray images. 

The simultaneous acquisition minimizes the patient motion artifacts between the two 

radiographs, thus resulting in better image quality. Furthermore, EOS 3D reconstruction 

depends on landmark digitization and a priori database. Better quality images show clearer 

landmarks, resulting in more accurate landmark digitization and then more accurate 

reconstruction. The accuracy of the 3D reconstruction obtained from both EOS® and CT was 

reported to be similar (Dubousset et al., 2005, Glaser et al., 2012). However, the enclosed 

design of the EOS® system posts limitations on the patient’s size as well as the bending test.  

Although X-ray based imaging modalities provide good images of bony structures, they 

raise a concern of radiation-induced cancer risk among the patients and their families. The 

majority of patients with scoliosis are relatively young, thus being more sensitive to the 

harmful radiation than adults are. Children are also more likely to manifest radiation-induced 

effects over their lifetime (Brenner et al., 2001). In general, during the treatment or 

observation periods, patients with AIS may have repeated radiographs every four to twelve 

months (Doody et al., 2000); the cumulative amount of ionizing radiation may increase the 

risk of cancer (McKenna et al., 2012, Doody et al., 2000, Miller, 1999, Ronckers et al., 2010). 

In the Ronckers et al. study (Ronckers et al., 2010), they reported the potential risk of 

radiography and found that the cancer mortality of scoliotic patients was 8% higher. Miller 

also claimed that less than 10% of the patients who underwent radiological examinations 

required treatment (Miller, 1999). This means that more than 90% were exposed to X-ray 

radiation unnecessarily.  

3.1.5 Ultrasonography 

Ultrasound is a sound wave with frequency higher than the upper audible limit of human 

hearing that is approximate 20 kHz. The ultrasound frequencies for most medical applications 

are usually in the range of 2 MHz to 10 MHz. Ultrasonography or ultrasound imaging is an 

ultrasound-based diagnostic imaging technique, which has been used to visualize soft tissues. 

Using ultrasound to image bone has become popular because of increasing concerns with 

ionizing radiation exposure, especially in growing children. Ultrasonography in imaging bone 

can be 2D and 3D. 
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Two-dimensional ultrasonography 

In 2D ultrasonography, the pulse-echo technique is used in such a way that a short-duration 

pulse of mechanical energy is transmitted into the region of interest of tissues at the speed of 

sound (1,540 m/s), and echo signals reflecting from reflection and scattering return to the 

source and are detected and displayed. The amount of reflection and scattering energy vary 

with the changes in the tissue acoustic properties. Images are displayed as cross-sections of 

the region of interest and are called B-mode images. Due to the difference in acoustic 

impedances, the reflection of ultrasound energy occurs at the boundary between two different 

tissues. Figure 3.9 demonstrates the pulse-echo techniques. For instance, at point A as shown 

in the figure, the reflection coefficient R can be expressed as follows. 

 𝑅 =
𝐼𝑟1
𝐼𝑖1
= (

𝑍2 − 𝑍1
𝑍2 + 𝑍1

)2 (3.8) 

 

where Ir1 and Ii1
 are the reflected and incident intensity in media 1 and 2, respectively, Z1 and 

Z2 are the acoustic impedances of media 1 and 2, respectively. 

 

Figure 3.9 The pulse-echo technique. 
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Suzuki et al. were the first to utilize ultrasound technique to scan the back of the patient in 

the prone position to measure the AVR (Suzuki et al., 1989). At first, an antero-posterior 

radiograph was taken to determine the inclination of the vertebrae relative to the horizon. 

Lines were then drawn parallel to the inclination of the vertebrae on patients’ back through 

previously marked spinous processes. The ultrasound probe that was attached with an 

inclinometer was placed on the spinous process along each line. The screen displayed the 

transverse processes and the laminae; the transducer was then tilted until the image of the 

laminae became horizontal on the screen. In this study, laminae were used as landmarks to 

measure the AVR and the rotation of the laminae were determined by using the inclination of 

the transducer. The result showed that ultrasound could be used to visualize the spinous 

process and the laminae, leading to the measurement of the AVR. Ultrasound was also used to 

measure laminal and rib rotations directly on the back of the patient in the prone position 

(Burwell et al., 2002). However, prone positioning was reported to reduce all spinal curves 

(Driscoll et al., 2012). 

Years later, Chen et al. proposed a method using the centres of lamina (COL) instead of 

vertebral body endplates as landmarks to measure the proxy Cobb angle (Chen et al., 2012, 

Chen et al., 2013). The proxy Cobb angle was measured by the angle between two lines going 

through the COL of the two most tilted vertebrae of each curve. The difference in the Cobb 

angle between the traditional Cobb and COL methods was quite small (0.7 ± 0.5), inferring 

that the latter can replace the former. The measurement of the AVR using the COL on the 

transverse view demonstrated high intra- and inter-rater reliability for both in-vitro and in-vivo 

studies (ICCs > 0.91, MAD < 1.4) (Chen et al., 2016). The in-vitro results also showed good 

correlation with the Stokes method (ICC = 0.84 - 0.85, MAD = 4.5 - 5.0); however, poor 

agreement was for the in-vivo study (ICC = 0.49 - 0.54, MAD = 2.7 - 3.5). This was the 

pilot study and the validity of the method was not performed. 

Many researchers applied the COL method to measure the spinal curvature and the AVR 

on ultrasound images (Zheng et al., 2015, Vo et al., 2015, Young et al., 2015, Wang et al., 

2015, Wang et al., 2016). In the Wang et al. study (Wang et al., 2015), the spinal curvature 

was measured using the COL method on the ultrasound image while using the Cobb method 

on the MRI image. Their results showed that there was no significant difference (p < 0.05) and 
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high agreement (r > 0.9) between the two methods. Wang et al. (Wang et al., 2016) 

determined the validity of the AVR measurement using 3D ultrasound in AIS. The COL 

method and the Aaro-Dahlborn’s method were used to measure the AVR on the ultrasound 

transverse image and MRI image, respectively. Their in-vivo study reported high intra- and 

inter-rater reliabilities (ICC(2,k) > 0.978). In addition, the mean absolute differences between 

the two methods for the vertebral rotation range of 0 - 5, 5 - 10, and > 10 were 0.3 ± 

0.3, 0.5 ± 0.3, and 1.0 ± 1.1, respectively. In another trend, Young et al. and Zheng et al. 

(Young et al., 2015, Zheng et al., 2016) investigated if the reliability and accuracy of the 

coronal curvature were improved with the aid of previous radiographs in AIS. In these studies, 

the last pair of ribs was used to determine the vertebra T12 on the ultrasound image. Raters 

laid the current ultrasound image over the previous radiograph such that the corresponding 

designated points, laminae on the ultrasound image and pedicles on the radiograph, were lined 

up. The measurement of spinal curvature was performed on the overlaid images. It was found 

that the previous radiograph helped to increase the agreement between ultrasound and 

radiograph measurements (r2 = 0.90, MAD = 2.8). It also helped the user to select the end 

vertebrae on the ultrasound image more accurately (improved 43%). 

Three-dimensional ultrasonography 

All internal human organs are 3D objects; therefore, 2D B-mode images cannot present the 

true shape and structure of the scanned objects. In the past, physicians used their imagination 

to reconstruct the 3D images in their minds, which may lead to inevitable errors. Thus, 3D 

ultrasonography is needed. In theory, 3D ultrasound images can be obtained by stacking a 

series of acquired 2D B-mode images together with their position and orientation information. 

Reviews of 3D ultrasound imaging techniques can be found in (Fenster et al., 2001, Solberg et 

al., 2007, Prager et al., 2010). There are two major steps to obtain a 3D ultrasound spinal 

image: scanning the spine to acquire 3D ultrasound data and reconstructing the acquired data 

into the 3D spinal image. 

In general, there are four 3D ultrasound scanning approaches, which use: a) a dedicated 3D 

transducer, b) freehand techniques with position tracking, c) freehand techniques without 

position tracking, and d) a 2D-array transducer. 
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Scanning using a dedicated 3D transducer 

The probe with motorized scanning consists of a linear ultrasound transducer, which is 

controlled by a mechanical motor to translate or rotate to generate the 3D ultrasound images. 

There are three types of mechanical scanning: tilt, linear, and rotational (Figure 3.10). For the 

tilt configuration, the transducer sweeps within a pre-determined angulation and acquires data 

at a regular angular spacing interval (Figure 3.10a). Meanwhile, B-scans generated by linear 

scanning are translated within a pre-determined distance and are parallel to each other at a 

regular spacing (Figure 3.10b). The rotational scanning configuration is similar to the first 

type; however, it has a wider angulation of 360 (Figure 3.10c). In all configurations, the 

speed of the motor is steadily controlled to move the transducer array that generates B-scans; 

therefore, the 3D mechanical scanning technique can provide short-time imaging, high-quality 

3D images, and real-time 3D visualization. However, this type of transducer is bulky and 

heavy with the motorized mechanism, thus inconvenient to be used for scanning long objects 

like the entire spine. 

 

Figure 3.10 3D ultrasound scanning configurations (a) Dedicated 3D tilt scanning; (b) 

Dedicated 3D linear scanning; (c) Dedicated 3D rotational scanning; (d) Freehand 3D 

scanning. 
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Scanning using the freehand technique with position tracking 

In order to overcome the clumsiness of the motorized probe, the freehand 3D scanning 

technique with position sensing has been developed. With this configuration, the operator is 

free to move the transducer along any arbitrary direction (Figure 3.10d). The conventional 2D 

ultrasound linear transducer has no mechanical mechanism, but is attached to a position sensor 

(for example, an electromagnetic sensor) to track the position and the orientation of the 

transducer when it moves over the object. As the transducer moves along the scanning object, 

a series of 2D B-mode images can be captured. After the completion of the data acquisition, 

the 2D B-mode images and their tracking data are used to form a 3D volume. This freehand 

technique is considered more suitable for imaging the spine due to the flexibility and ease of 

mobilizing the transducer. Unfortunately, the acquired data are usually irregularly spaced; 

resampling the data for a regularly spaced data set is a time-consuming process (Figure 

3.10d). 

Position tracking techniques can be categorized into five major types (Fenster et al., 2001, 

Cinquin et al., 1995, Mercier et al., 2005): articulated arm, optical sensing, magnetic sensing, 

acoustic sensing, and speckle decorrelation. Position and orientation sensing can be obtained 

by attaching the ultrasound probe on a mechanical articulated arm having a minimum of six 

degrees of freedom. Potentiometers mounted at the joints of the arm provide necessary 

information to determine the position and orientation of acquired B-scans. Even though the 

articulated arm has acceptable accuracy, it is bulky and can only track one object at a time. 

Optical sensing is the most accurate localizer that can be used to track multiple objects. 

Cameras are used to observe markers on the objects and the position of each marker will be 

reconstructed by the system. Unfortunately, it requires a line of sight between the cameras and 

the markers so that the optical signal can be transmitted and received properly. In 

electromagnetic sensing, a spatially varying magnetic field is produced by a transmitter and its 

magnetic field strength is sensed by a receiver having three orthogonal coils. The position and 

orientation of each acquired B-scan can be calculated from the strength of three components 

of the local magnetic field. Despite being small and not obstructed by an object between the 

transmitter and the receiver, electromagnetic sensing devices are affected by metal located in 

the surrounding environment. In acoustic sensing, three sound emitters are attached on the 
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probe while an array of fixed microphones are placed over the patient. The microphones 

continuously receive sound pulses from the emitters while the probe is being moved. The 

position and orientation of each acquired B-scan are calculated based on the information on 

the speed of sound in air, times from each emitter to each microphone, and the fixed locations 

of the microphones. Acoustic sensing is affected by variations in temperature, pressure and 

humidity and it requires a clear space between the speaker and the microphone. In speckle 

decorrelation, ultrasound image speckle can be used to track the positions and orientations of 

two adjacent B-scans. If one of the B-scans is moved parallel relative to the other, the degree 

of decorrelation is proportional to the distance between two B-scans. If the B-scans are tilted 

or rotated, they are divided into smaller regions. Similar regions in these adjacent B-scans are 

cross-correlated to generate a decorrelation pattern that determines the relative position and 

orientation of the two B-scans. Speckle decorrelation techniques for 3D ultrasound imaging 

are complicated and time-consuming. 

Scanning using the freehand technique without position tracking 

If spatial accuracy is not required, the freehand scanning technique without position 

tracking can be used. In this approach, the transducer is manipulated over the body in a 

predefined and regular scanning geometry. The 2D acquired images are assumed to be 

uniformly or regularly spaced. In the scanning process, the operator attempts to control the 

motion speed of the transducer as steadily as possible along the path of the anatomy. 

Scanning using a 2D-array transducer 

In this approach, a 2D phased array of transducer elements is used to generate a broad 

beam of ultrasound covering a truncated pyramid shaped volume. The ultrasound signals 

returning to the 2D-array transducer are processed to display multiple planes from this volume 

in real time. The limitations of this technique are the high cost and large size of the 2D-array 

transducer. 

3D reconstruction 

As previously mentioned, the acquired 2D B-scans need stacking together to form a 

volume. For the scanning technique using a dedicated 3D probe and the freehand scanning 
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without position sensing, only a set of B-scans is acquired. The regular spacing or angulation 

between two adjacent frames is set by the mechanical configuration of the dedicated probe or 

by the software in case of not using position sensing. For freehand scanning with position 

sensing, it is obvious that B-scans are irregular and not uniform. In order to more easily render 

and manipulate the reconstructed volume, these B-scans need to be rearranged in such a way 

that all of them are regular; that is, the spacing between two consecutive B-scans are equal. 

There are four distinct reconstruction approaches based on their implementation: feature-

based reconstruction, voxel-based reconstruction, pixel-based reconstruction, and function-

based reconstruction. 

In the feature-based reconstruction method, surfaces of desired anatomical structures are 

first determined, extracted and then reconstructed into 3D images. This approach generates a 

smaller size of data because non-featured data is removed; therefore, the reconstruction 

process takes a shorter time and the manipulation of the reconstructed image can be easily 

performed using a less powerful computer. However, it is tedious and time-consuming if the 

feature extraction step is manually performed. Furthermore, this technique only keeps data on 

the features; data beyond the features are missing, thus leading to an inability to display region 

data on an arbitrary plane.  

The voxel-based reconstruction method (VBM) is more popular than the feature-based 

method. The voxel-based method is also known as the backward reconstruction method since 

it traverses each voxel in the reconstructed volume across 2D images and gather information 

of the corresponding pixel from the acquired 2D images to be assigned for the voxel. The 

reconstruction process undergoes two major steps. In the first step, the acquired images are 

stacked into the image volume by placing each 2D pixel coordinates (x’,y’) to its 

corresponding 3D coordinates (x,y,z). In the second step, each voxel value is calculated based 

on its nearest neighbors. There are several variants of voxel-based methods. If only the closest 

pixel to the voxel is used without any weighting, the method is then called voxel-nearest-

neighbor (VNN) (Sherebrin et al., 1996). It can be done by traversing each volume voxel 

across the target voxel grid and assigns the value of the nearest image pixel as illustrated in 

Figure 3.11.  

 



42 
 

 

Figure 3.11 The Voxel Nearest Neighbor (VNN) method. The square grid is the cross section 

of the volume and the intersections of the vertical and horizontal lines are the centers of 

voxels; The tilt lines are the cross sections of B-scans; The dots are pixels on each B-scan (for 

example, numbered from 1 to 7); P1 and P2 are projection points on B-scan A and B-scan B, 

respectively. 

 

For simplicity, two B-scans are inserted into the volume: B-scan A and B-scan B. In order 

to find a value for voxel P, the distances from voxel P to the two B-scans PP1 and PP2 are 

calculated respectively. Intuitively, PP1 is shorter than PP2, which means voxel P is closer to 

B-scan A than B-scan B. Therefore, the value assigned to voxel P should be situated on B-

scan A. In the next step, the pixel closest to projection point P1 should be found. In this 

example, pixel 3 is closest to P1; therefore, its intensity value is used to assign to voxel P. 

Another variant of the VBM is the Voxel-Based Method with Interpolation (VBMI) that 

uses one value achieved by the interpolation of several input pixel values for deciding a voxel 

value. Trobaugh et al. proposed an algorithm to decide a voxel value by an interpolation from 

the two nearest surrounding slices (Trobaugh et al., 1994). This approach traverses the voxel 

across the target volume grid and finds the two nearest 2D slices on each side of the voxel. An 

example of bilinear interpolation with the two nearest B-scans is shown in Figure 3.12. We 

suppose that voxel P finds its two nearest B-scans: B-scan A and B-scan B among many other 

B-scans in the volume. The projections of the voxel on these two slices are determined by P1 
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and P2, respectively. The four surrounding pixels of P1 and P2 are bi-linearly interpolated in 

each plane to calculate values of P1 and P2. 

𝑣𝑎𝑙𝑢𝑒𝑃1 = 𝐵𝑠𝑐𝑎𝑛𝐴(𝑥1, 𝑦1)(1 − 𝑥𝑏1)(1 − 𝑦𝑏1) + 𝐵𝑠𝑐𝑎𝑛𝐴(𝑥1 + 1, 𝑦1)𝑥𝑏1(1 − 𝑦𝑏1)

+ 𝐵𝑠𝑐𝑎𝑛𝐴(𝑥1, 𝑦1 + 1)(1 − 𝑥𝑏1)𝑦𝑏1 + 𝐵𝑠𝑐𝑎𝑛𝐴(𝑥1 + 1, 𝑦1 + 1)𝑥𝑏1𝑦𝑏1 
(3.9) 

 

Similarly, 

𝑣𝑎𝑙𝑢𝑒𝑃2 = 𝐵𝑠𝑐𝑎𝑛𝐵(𝑥2, 𝑦2)(1 − 𝑥𝑏2)(1 − 𝑦𝑏2) + 𝐵𝑠𝑐𝑎𝑛𝐵(𝑥2 + 1, 𝑦2)𝑥𝑏2(1 − 𝑦𝑏2)

+ 𝐵𝑠𝑐𝑎𝑛𝐵(𝑥2, 𝑦2 + 1)(1 − 𝑥𝑏2)𝑦𝑏2 + 𝐵𝑠𝑐𝑎𝑛𝐵(𝑥2 + 1, 𝑦2 + 1)𝑥𝑏2𝑦𝑏2 
(3.10) 

  

The final voxel value is calculated as a weighted sum with interpolated values from the two 

planes based on the distances d1 and d2 from the voxel to the planes.  

 

 𝑣𝑎𝑙𝑢𝑒𝑣𝑜𝑥𝑒𝑙𝑃 =
𝑣𝑎𝑙𝑢𝑒𝑃1.

1
𝑑1
+ 𝑣𝑎𝑙𝑢𝑒𝑃2.

1
𝑑2

1
𝑑1
+
1
𝑑2

 (3.11) 

 

 

 

 

Figure 3.12 Bilinear interpolation of two B-scans in the VBMI. 
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The interpolated value can be achieved from more B-scans for a higher accuracy. In this case, 

it is generalized that: 

 

 𝑣𝑎𝑙𝑢𝑒𝑣𝑜𝑥𝑒𝑙𝑃 =
∑ (𝑣𝑎𝑙𝑢𝑒𝑃𝑖.

1
𝑑𝑖
)𝑖

∑
1
𝑑𝑖
𝑖

 (3.12) 

 

where i is the number of B-scans involved in the interpolation. 

Coupé et al. modified this approach by proposing the probe trajectory method (Coupe et 

al., 2005). For each voxel, two nearest B-scans also need to be determined. Instead of finding 

an orthogonal projection of the voxel on each of these slices, a probe trajectory is estimated 

and used for finding the corresponding pixels in the nearest 2D planes. 

The VBM does not leave any holes since all voxels are traversed throughout the target 

volume and acquire non-empty values from somewhere, no hole filling is necessary. However, 

this algorithm requires the completion of data acquisition before the reconstruction process 

can commence; therefore, real-time imaging may be difficult to achieve.  

In the pixel-based reconstruction method (PBM), each pixel in the input image is traversed 

and its value is assigned to one or more voxels (outputs); therefore, the PBM is also referred 

to as the forward reconstruction. The PBM is implemented in two steps: the distribution step 

(bin filling) and the hole-filling step. The distribution step traverses each input pixel and 

assigns its value to one or several voxels. Most PBM methods use the Pixel Nearest Neighbor 

(PNN) bin filling as shown in Figure 3.13. In the PNN method, the value of the pixel is 

assigned to the voxel that is closest to that pixel. As can be seen from Figure 3.13, voxel P 

receives two assignments from pixels 3 and 4 of B-scan B. If there are multiple assignments to 

a single voxel, the voxel value can be one of the following: the last value (Ohbuchi et al., 

1992), the first value (Trobaugh et al., 1994), the maximum value (Nelson and Pretorius, 

1997), or the average of all contributions (McCann et al., 1988, Nelson and Pretorius, 1997, 

Gobbi and Peters, 2002). If the voxel value is updated with the first or the last value, it can be 

erroneous if the updated value is erroneous due to noise in tracking data or ultrasound sensing. 

Updating the voxel value with an averaged value of all contributions reduces noise at an 
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expense of image blurring at that voxel. Therefore, updating the voxel with the maximum 

value among all contributions can be useful to avoid deleting non-erroneous values by 

overwriting them with erroneous values. It is also likely that there are voxels existing without 

any contribution of a pixel value, especially when the object has not been scanned with a 

dense sampling. Therefore, the second step may be needed to fill the remaining gaps. In 

(Nelson and Pretorius, 1997), Nelson and Pretorius proposed a method and later applied by 

Solberg et al. (Solberg et al., 2011) in which empty voxels are filled by taking the average of 

the filled voxels in a 3 x 3 x 3 neighborhood. If there are remaining unfilled voxels, they are 

then filled by averaging originally filled voxels in a 5 x 5 x 5 neighborhood and so on, until all 

voxels are filled. The PBM can be implemented along with data acquisition, which enables 

real-time imaging. Nevertheless, this method may encounter more problems in the 

determination of holes and finding values in the neighborhood to fill these holes. 

Finally, in the function-based reconstruction method (FBM), a function or functions 

through input pixels are estimated for reconstruction. A particular function (such as a 

polynomial) is chosen and coefficients are determined to make one or more functions pass 

through the input pixels. A regular voxel array is created by evaluating the function or 

functions at regular intervals. Rohling et al. proposed the Radial Basis Function interpolation 

(RBF) which is an approximation with splines using the underlying shape of the data in the 

volume reconstruction (Rohling et al., 1999). Although the RBF offers more accurate 

reconstruction than the standard methods, it is computationally expensive. 
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Figure 3.13 The Pixel Nearest Neighbor (PNN) method. The square grid is the cross section 

of the volume and the intersections of the vertical and horizontal lines are the centers of 

voxels; The tilt lines are the cross sections of B-scans; The dots are pixels on each B-scan (for 

example, numbered from 1 to 7); P1 and P2 are projection points on B-scan A and B-scan B, 

respectively. 

 

3D ultrasound images for scoliosis applications  

Unlike MPR, only few studies reported on 3D ultrasound reconstruction of the scoliotic 

spine. Purnama et al. introduced a framework for human spine imaging using a freehand 3D 

ultrasound system with an optical tracking device (Purnama et al., 2007a). The 3D 

reconstruction process underwent four stages: bin-filling (VNN), hole-filling, volume segment 

alignment and volume segment compounding. The AVR and the tilt of each vertebra were 

calculated based on the centres of mass of the selected vertebral regions that were determined 

manually and semi-automatically by landmark points. The 3D deformity of the spine was 

determined by two curves connecting the centres of mass of the left and the right selected 

regions of each vertebra. The coronal projection of this curve shows lateral deviation whereas 

the projection on the lateral plane provides information on the magnitude of kyphosis and 

lordosis of the spine. The thresholding method was proposed to improve the estimation result 

(Dewi et al., 2009). Purnama et al. built a 3D spinal modal from a non-scoliotic healthy 

volunteer (Purnama et al., 2007a), and then validated the model using 5 data sets from 
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scoliotic patients (Dewi et al., 2009). The validation was not fully proven. In a recent study, 

the surface rendering technique was applied to display a 3D reconstructed spine from 

ultrasound data (Nguyen et al., 2015). Nguyen el al. used manual digitization method of the 

vertebral surface from each B-mode image to reconstruct the spine. The 3D reconstruction 

process was fast but the digitization process was tedious and time-consuming. Furthermore, 

since the vertebral body could not be identified and reconstructed, the COL method was used 

to measure the Cobb angle (Chen et al., 2012). Two lines were drawn through the COL of two 

most tilted vertebrae of each curve. The study reported a good reconstruction of the whole 

spine with a difference of 4 in the Cobb angle and 2 in the AVR. 

Cheung et al. designed a system with a freehand 3D ultrasound system and an 

electromagnetic spatial sensing device for a scoliosis application (Cheung et al., 2015a). After 

a patient was scanned, a series of B-mode images was collected and displayed in the 3D space 

according to their corresponding spatial information. The sharpest tips of different bony 

features (transverse process, superior articular process) were manually identified on the B-

mode images and marked with spherical markers using the custom-designed software. All the 

selected tips were reconstructed into a virtual 3D model of a patient’s spine, which was 

projected to form a coronal image analogous to the PA radiograph. The spinal curvature was 

the angle between two lines connecting the markers of transverse process or superior articular 

process of the most tilted vertebrae. The results reported a significant linear correlation (r2 = 

0.86, p < 0.001) between spinal curvatures measured on ultrasound images and radiographs. 

The limitations of this study were the time consumption and subjectivity of the manual 

marking procedure, and the influence of ultrasound image quality on the identification of bony 

features. In another study (Cheung et al., 2015b), the ultrasound volume data was 

reconstructed by the squared distance weighted interpolation method. The narrow-band non-

planar volume-rendering algorithm was developed to better visualize spine anatomy through 

coronal images. The coronal image, which was similar to a PA radiograph, was obtained with 

the consideration of the natural curve of the spine therefore revealed more bony features. The 

spinal curvature was manually determined using either the spinous column profile or the 

transverse processes as reference. In the first method, the spinous processes created an 

ultrasound shadow curve nearby the midline of the spine image. The vertebra located at the 

curve inflection point could be considered as the most tilted vertebrae. Two short lines going 
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through the inflection points were manually drawn in the middle of the shadow curve. The 

angle between these two lines was spinal curvature. The second method used transverse 

processes as reference features. The spinal curvature was determined by the angle between 

two lines connecting two pairs of transverse processes of the most tilted vertebrae. The results 

showed that the intra- and inter-rater variations between two methods were small (1.4 - 2.5), 

and the ultrasound methods had good linear correlation with X-ray Cobb method. However, 

there was a compromise between image quality and implementation speed.  

Ungi et al. proposed another freehand 3D ultrasound imaging method in which the tips of 

the transverse processes of each vertebrae were utilized as landmarks to calculate the 

transverse process angle relative to horizontal of each vertebra (Ungi et al., 2014). Instead of 

scanning the spine vertically as in the aforementioned approaches, their ultrasound transducer 

was orientated vertically while scanning from the side toward the midline of the spine. When 

the acoustic shadow of the transverse process of that side was most clearly visible, the tracked 

ultrasound image was taken in this position. The procedure was repeated for the other side of 

the vertebra. For each vertebra, two images of the transverse process were taken. The tips of 

the transverse processes were manually chosen on these ultrasound images. The line going 

through two tips of transverse process of each vertebra and the horizontal line formed the 

transverse process angle of that vertebra. Based on the calculated transverse process angle, 

upper and lower tilted angle to calculate the proxy Cobb angle could be calculated. This 

phantom study reported that the discrepancies between the ultrasonographically and 

radiographically measured transverse process angles were approximately 1 for the two spine 

phantoms. The limitation of this study was that the phantoms were rigid. Therefore, they did 

not bear any weight or change the curvature like in scoliosis patients. Furthermore, this study 

did not propose the measurement of the AVR. 

Ultrasonography is an alternative to image the scoliotic spine. It is a non-ionizing, low cost, 

portable and able to display real-time imaging. Non-ionization makes this imaging modality 

safe to patients. So far, there is no evidence that medical ultrasound causes any harms to 

internal organs. In addition, its mobility and configuration do not require a special setup, 

calibration and dedicated equipment like the other methods. In recent years, ultrasound has 

been used to characterize bone tissues (Zheng et al., 2007, Tran et al., 2013, Tran et al., 2014, 
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Nguyen et al., 2013, Le et al., 2010). Although spinous process, laminae, and transverse 

processes can be visualized and used as landmarks to measure the curvature and rotation 

(Purnama et al., 2007b, Cheung et al., 2015b, Ungi et al., 2014, Chen et al., 2013, Suzuki et 

al., 1989, Conversano et al., 2015), a full clinical validation on 3D measurements has not been 

performed yet. Despite having several advantages, ultrasonography still has limitations due to 

the characteristics of ultrasound and tissue. The majority of incident ultrasound beams are 

reflected at the interface between soft tissue and bone. Ultrasound signals are even worse 

when a patient has thick back muscles due to higher ultrasound attenuation. Thus, it is 

extremely hard or even impossible to recognize vertebral body on B-mode images, leading to 

the impossible reconstruction of the vertebral body. As a result, the upper end plate of the 

superior end vertebra and the bottom end plate of the inferior end vertebra cannot be identified 

to determine the Cobb angle. Other landmarks such as the COL (Purnama et al., 2007b, Chen 

et al., 2013, Vo et al., 2015, Vo et al., 2014), or the centres of transverse processes (Purnama 

et al., 2007b, Cheung et al., 2013, Cheung et al., 2015b, Ungi et al., 2014, Vo et al., 2014) 

have been proposed. Laminae are resistant to deformation, whereas transverse processes and 

spinous processes are not. Therefore, measuring the Cobb angle using transverse processes 

and spinous processes can only be applied to mild and moderate scoliosis. Another limitation 

is that sonographs include speckle noises. The interface between two different media is 

blurred, which makes the identification of posterior arch of a vertebra difficult. Hence, image-

processing techniques including filtering, edge enhancement, and segmentation are necessary 

to enhance signal-to-noise ratio prior to the 3D reconstruction. An additional drawback is that 

this 3D reconstruction is time-consuming. However, real-time or close to real-time 

reconstruction and visualization of ultrasound could be achieved by the Graphical Processing 

Unit (GPU)-based technique (Ludvigsen, 2010). Finally, 3D ultrasonography is currently used 

for AIS, not intentionally for the other types of scoliosis. 

3.1.6 Surface topography 

In contrast to the aforementioned imaging modalities, surface topography is a non-invasive 

method that can be used to study the 3D surface of the back. Normally, patients and their 

parents are more concerned with the cosmetics than the Cobb angle or the AVR. In general, 

there are several surface topography measurement systems that have been used to digitize the 
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patient torso to create a 3D model: the Moire fringes, the raster-stereography, the Integrated 

Shape Imaging System (Oxford Metrics Ltd., Oxford, UK), the Quantec imaging system, and 

the Inspeck system (Creaform Inc., Lévis, QC, Canada).  

The Moiré fringes are created by dark and light lines through interference between a screen 

and its shadow that falls on an object placed behind. The pattern of the fringes depends on the 

shape of the illuminated object. Every point on the same fringe has the same distance to the 

moiré screen. This distance, h, is calculated by: 

 ℎ =  
𝑠 ∗ 𝑙

𝑑 − 𝑠
 (3.13) 

where s is the screen intervals (the diameter of a screen wire + the space between two adjacent 

wires), l is the distance between the light source and the screen, and d is the distance between 

the light source and the camera. 

Since Takasaki used the Moiré fringes to describe the 3D shape of the body (Takasaki, 

1970), many researchers have used this method to measure the back morphology based on a 

change between two halves of the back due to a deformation (Turner-Smith et al., 1988, 

Sahlstrand, 1986, Weisz et al., 1988, Theologis et al., 1997, Berryman et al., 2008, Willner, 

1979b, Willner, 1979a, Daruwalla and Balasubramaniam, 1985, Adair et al., 1977, Ruggerone 

and Austin, 1986, Kim et al., 2001). 

In raster-stereography, a standard slide projector is used to project a regular line raster, a 

cross raster or a point raster onto the back surface to be measured. A camera records the 

projected and distorted raster lines. The projector and the camera may be considered as a 

stereo-photographic system with the raster diapositive and the camera image forming the 

stereo image pair. However, since the raster diapositive is a priori known, only the camera 

image must be analyzed. The data acquired from the camera image are converted into a 

conventional stereo image pair to enable conventional photogrammetric calibration and 3D 

model reconstruction. Raster stereo-photography was used by many researchers (Stokes et al., 

1988, Drerup and Hierholzer, 1994, Frobin and Hierholzer, 1982, Hierholzer and Frobin, 

1982, Frobin and Hierholzer, 1981). 

The Integrated Shape Imaging System (ISIS) was deployed by Weisz et al. to investigate if 

the value of ISIS surface shape measurements can be used to assess the progression of 
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scoliosis (Weisz et al., 1988). The ISIS is designed to quantify the apparent distortion of a 

horizontal line of light as it scans vertically over the back of a subject. It comprises an optical 

scanner and a moving line projector. The former is a stationary television camera producing a 

plane of light deflected by a mirror. The latter consists of a fixed light projector and a rotating 

mirror. The mirror is controlled so that it can be accurately positioned to direct the plane of 

light on different horizontal positions on the patient back. The horizontal line of light is 

viewed by the camera and light lines on the back are measured by the computer. As the line 

illuminates a section of non-uniform surface, it will appear to the camera to be distorted. The 

displacement of each element of the line can be shown to represent the distance of the surface 

of the object from the optical axis of the projector. Analysis programs convert the raw 

television data into 3D coordinates from which the clinical parameters are deduced by 

correlating the topographic findings with the spinal curvature. In Weisz et al. study, 51 

patients with AIS were recruited to study the correlation of the curve progression with the 

Cobb angles (initially between 10 and 55). The follow-up period was more than two years. 

The results showed that 84% of the patients who had curve progression was identified 

correctly. 

The Quantec imaging system was created by Quantec Image Processing in the United 

Kingdom in 1995. The Quantec system is based on raster stereography/photography and 

comprised of a digital camera, a quartz halogen light and booth. The computer software is able 

to measure the 3D trunk images, record and quantify scoliosis deformity. Scoliosis deformity 

includes trunk balance, spinal angles, sagittal angles, rib humps and surface asymmetry. This 

system measures a Quantec angle instead of a Cobb angle to assess the severity of scoliosis. 

Sakka and Mehta utilized the Quantec system to identify the correlation of the Quantec 

scanner measurements with the radiographic Cobb angles in scoliosis (Sakka and Mehta, 

1997). Their study included 128 patients aged from 2 to 60 years old (27 males and 101 

females) and all had the radiographs and the Quantec scans in the same week. The correlation 

coefficients for the thoracic and thoraco-lumbar regions were 0.91 and 0.92, respectively, 

indicating strong correlations between the Cobb angles and the Quantec angles. However, this 

coefficient was lower at the lumbar region (0.85). The mathematical equation relating the 

Quantec angle and the Cobb angle also reported a high r2 of 0.801. 
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The InSpeck system consists of four optical digitizers, skin markers, and a structured light 

projector that projects a pattern of black and white narrow stripes onto the patient’s trunk. 

Data consists of five data sets acquired from the four digitizers, four with fringes and the fifth 

without fringes, from each camera. Phase-shifted Moiré projections, an interferometer 

measuring method and an optical triangulation technique are used to reconstruct 3D models. 

Cheriet et al. used the InSpeck system to create an external 3D structure of a scoliotic trunk 

(Cheriet et al., 2007a). They studied a simulation tool that would allow clinicians to monitor 

the progression of adolescent scoliosis. The tool was developed based on information 

collected on the trunk. The results demonstrated that the proposed tool could estimate the 

progression of scoliosis if measurements on the external trunk were given. Most recently, Clin 

et al. proposed a method using the InSpeck system that included the gravitational forces in the 

finite element model of a scoliotic trunk in the standing position (Clin et al., 2011). They 

concluded that the developed method could study the effects of gravitational forces and the 

spinal loading in scoliosis biomechanics. This is important to investigate the 

pathomechanisms and treatment of the spinal deformity.    

Regarding surface topography, Bunnell summarized that the standard deviation between 

clinical deformity and radiographic measurement was so high that the degree of curvature 

could not be reliably predicted from surface topography in any given patient by any technique 

(Bunnell, 2005). Furthermore, it was also stated that surface metrics had very little correlation 

to Cobb angle measurements, and indices measured on different planes do not correlate to 

each other (Pazos et al., 2005, Patias et al., 2010, Parent et al., 2010). A review of surface 

topographic system could be found in the study conducted by Liu et al. (Liu et al., 2013). 

3.2 Prediction of progression in patients who have AIS 

Treatment of AIS is mainly dependent on the current severity and the progression of the 

scoliotic curve. A curve progresses if it shows an increment of 6 or more between the initial 

clinical visit and the consecutive follow-up clinic. Soucacos et al. reported that only a small 

percentage of those scoliotic curves progressed (14.7%) after prospectively following 1,436 

patients with untreated idiopathic scoliosis for approximately three years (Soucacos et al., 

1998). Therefore, to provide the most effective treatment in the timeliest manner, a good 
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prediction to estimate which spinal curve may progress is of importance (Lonstein and 

Carlson, 1984).  

Many researchers have attempted to determine which parametric values can contribute to 

the evolution of scoliosis. Some of the prognostic factors are measured from radiographic 

images: Cobb angle (Lonstein and Carlson, 1984, Duval-Beaupere and Lamireau, 1985, 

Weinstein and Ponseti, 1983, Duval-Beaupere, 1992, Duval-Beaupere, 1996, Wu et al., 2005, 

Tan et al., 2009, Wu et al., 2010, Wu et al., 2011, Lam et al., 2012), apex location (Peterson 

and Nachemson, 1995, Wu et al., 2011), apex lateral deviation (Yamauchi et al., 1988, Wu 

et al., 2005, Wu et al., 2010, Wu et al., 2011), axial vertebral rotation (Weinstein and 

Ponseti, 1983, Yamauchi et al., 1988), curve pattern (Weinstein and Ponseti, 1983, Duval-

Beaupere and Lamireau, 1985, Soucacos et al., 1998, Lonstein and Carlson, 1984), and rib 

hump (Duval-Beaupere, 1992, Duval-Beaupere, 1996). Others are growth factors: gender 

(Soucacos et al., 1998, Wu et al., 2011), age (Lonstein and Carlson, 1984, Peterson and 

Nachemson, 1995, Lam et al., 2012), Risser sign (Lonstein and Carlson, 1984, Yamauchi et 

al., 1988, Peterson and Nachemson, 1995), states of maturation (Lam et al., 2012), 

imbalance (Peterson and Nachemson, 1995), peak height velocity (Escalada et al., 2009, 

Chazono et al., 2015).  

In details, Tan et al. found that the initial Cobb angle was the strongest predictive factor in 

predicting long-term scoliosis progression (Tan et al., 2009). The Cobb angle threshold where 

a curve is likely to progress varies among studies. It was found that curves with a Cobb angle 

of equal or greater than 25 are likely to develop further to 30 or greater at skeletal maturity 

(68.4% probability), whereas this probability is 8.1% in case of less than 25 (Tan et al., 

2009). In a previous study, Weinstein and Ponseti reported that scoliosis with the curvature 

(Cobb angle) of less than 30 had no tendency to progress after skeletal maturity regardless of 

curve patterns (Weinstein and Ponseti, 1983). Meanwhile, Lonstein and Carlson (Lonstein and 

Carlson, 1984) reported a threefold increase in the percentage of patients with progressive 

curves when the initial curve was greater than 20. The average initial Cobb angle was 15 for 

non-progressive curves while it was 19.7 for progressive curves. Duval-Beaupere found that 

95% of the patients who had the supine Cobb angle larger than 17 had progressive curves 

(Duval-Beaupere, 1996).  



54 
 

The apex location is another prognostic factor. An apical level was found to independently 

contribute to the progression of scoliosis (Peterson and Nachemson, 1995). Apex locations in 

the progressive group were reported approximately 1.2 vertebra levels higher than those in the 

non-progressive group (Wu et al., 2011). Regarding the lateral deviation of the apical vertebra 

level, Yamauchi et al. performed a multiple regression analysis and found that the lateral 

deviation seemed to have great significance (Yamauchi et al., 1988). Maximal apex lateral 

deviations were strongly correlated with maximal Cobb angles (r = 0.77 - 0.85) in the 

progressive group, but moderately correlated (r = 0.33 - 0.78) in the non-progressive group.  

(Wu et al., 2011).  

In terms of curve pattern, the incidence of progression was different for the different curve 

patterns. Soucacos et al. reported a significant change in the proportion of progression 

according to the pattern of the curve, with double curves showing a higher incidence of 

progression (21%), followed by thoracic (16.9%), lumbar (14.3%), and then thoraco-lumbar 

curves (10.1%) (Soucacos et al., 1998). In addition, the direction of the curve was also a 

decisive prognostic factor for scoliosis progression. Meanwhile, Lonstein and Carlson 

determined that double curves was 10% more progressive than single curves (27% versus 

17.6%) (Lonstein and Carlson, 1984). This study also showed that among the progressive 

double curves (thoracic and lumbar), 25% of the curves progressed in the thoracic region, 

43% in the lumbar region, and 32% in both regions. Among the progressive double curves 

(thoracic and thoraco-lumbar), 31% progressed in the thoracic region, 40% in the thoraco-

lumbar region, and 29% in both regions. In another trend, Duval-Beaupere and Lamireau 

investigated the progression rate of scoliosis (Duval-Beaupere and Lamireau, 1985). 

According to their study, the rate of progression was greater for thoracic and double curves 

than for the other curves (5/year versus 3.5/year). Their results also explained why these two 

types of curves were often detected earlier than the others (age of detection: 10 years 9 months 

versus 12 years 2 months). 

Rib hump is also used to predict the risk of scoliosis progression. Duval et al. measured the 

rib hump in the sitting position and used it to predict when scoliosis progressed (Duval-

Beaupere, 1992). They found that all scoliosis with the rib hump of more than 11 mm would 

progress. However, they were not sure if scoliosis with a lower rib hump would not progress. 
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Regarding the gender, Soucacos et al. found that there were fewer boys than girls with 

progressive scoliosis (2.6% versus 12%, respectively), including a remarkable difference in 

the percentage of progression between boys and girls for double and thoracolumbar curves 

(double curves: 8.3% versus 23.6% and thoracolumbar curves: 4.9% versus 12.9%, 

respectively) (Soucacos et al., 1998).  

The incidence of progression decreased as the chronological age increased (Lonstein and 

Carlson, 1984). Peterson and Nachemson developed a prognostic model including the Risser 

sign, the apical level, the imbalance, and the chronological age to classify a curve as either 

progressive or non-progressive (Peterson and Nachemson, 1995). This study reported that 

81% of the patients who had thoracic or thoracolumbar curves were predicted correctly as 

either progressive or non-progressive. The chronological age was also put into another logistic 

regression model from which the p-value for the regression coefficient of variable age could 

derive and was smaller than 0.001 (Lam et al., 2012). This indicated that age contributed 

significantly to determine whether a curve was progressive or not. In the same study, the 

menarche status also had the p-value smaller than 0.001. Puberty is another important 

predictive factor in determining whether scoliosis develops or not. Tan et al. reported a 

probability of 82.23% to progress to a curve of 30 or more in a girl less than 12 years old and 

before her puberty with an initial Cobb angle of equal or greater than 25 (Tan et al., 2009). 

However, this probability of progression to 25 or more is 2.39% in a post-pubertal boy who 

is 12 years old or older and has a spinal curvature of less than 25. Similar to the 

chronological age, the incidence of curve progression decreased with the increasing initial 

Risser sign. Thirty-six per cent of the patients with a Risser sign of 0 or 1 developed 

progression, whereas this figure in the patients whose Risser sign was 2, 3, or 4 was 11% 

(Lonstein and Carlson, 1984). 

The final prognostic factor is the peak height velocity. The peak height velocity and the 

peak angle velocity occurred simultaneously one year prior to menarche in progressive curves 

that were managed with a brace in AIS (Escalada et al., 2009). Changes in height growth 

velocity influenced changes in angle velocity. As of six months after menarche, the height 

velocity was inversely related to the curve progression in the group of AIS girls with 

progressive curves managed with a brace. As the height velocity starts decreasing at one year 
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prior to menarche, this study indicates that at the end of puberty, a risk of progression still 

exists in this group of girls despite bracing.  

The prediction outcomes of most of the aforementioned studies were only qualitative; they 

only showed the risk of progression. It is not clear how much a curve will progress. For this 

reason, Yamauchi et al. developed an equation to predict quantitatively scoliosis progression 

with five variables: the initial Cobb angle, the apical AVR, the apical lateral deviation, the 

maturation index of the iliac apophysis, and the Risser sign with correction. In this study, a 

curve was considered to progress if its Cobb angle increased 5 or more during more than 2 

years. Unfortunately, their prediction outcome was poor and the error was ± 10 (Yamauchi et 

al., 1988). 

These aforementioned studies only used data acquired from the initial clinical visit and the 

final follow-up to predict if a curve would progress or not. However, it requires time for a 

curve to progress or stabilize. The progression or stabilization of different curves may vary. 

For this reason, Wu et al. developed quantitative predictive models for the progression of AIS 

at 6 or/and 12 month intervals using serial 3D spinal curves and apex lateral deviations (Wu et 

al., 2005, Wu et al., 2010). The 3D reconstruction of the spine and rib cage was performed by 

the bi-planar radiography with the direct linear transformation. The 3D spinal curve was 

represented by a line passing through the centers of pedicles and best fit with the third order 

Fourier series smoothing function. In (Wu et al., 2005), the combination of fuzzy c-means 

clustering and artificial neural network was used to establish the predictive model. The 

accuracy for the test data sets were within 4.40° (± 1.86°) of Cobb angles and 3.98 (± 3.41) 

mm of lateral deviations. In the other study (Wu et al., 2010), the artificial progression surface 

technique was developed to predict scoliosis future progression. This artificial technique was 

constructed by three previous 6-month interval consecutive spinal curves (acquired from 11 

AIS patients) and the non-uniform rational B-spline surfacing technique. The generalized 

cross-validation extrapolation technique was applied to align the curves on the artificial 

progression surface to obtain the future progression. The prediction accuracy at the next 6-

month interval were 4.1 ± 3.3 for Cobb angles and 3.6 ± 3.5 mm for apex lateral deviations. 

Wu et al. developed their predictive models using radiographic metrics and the prediction 

could only start after three or four clinical visits. 



57 
 

Nault et al. investigated if 3D morphological parameters of the spine could differentiate 

which curve would progress after the initial visit. The findings showed that this predictive 

model could increase the precision of the prediction of the final deformity (Nault et al., 2013, 

Nault et al., 2014). In their retrospective study (Nault et al., 2013), there were 6 categories of 

measurements: angle of the PMC, Cobb angles (kyphosis, lordosis), 3D wedging, rotation, 

torsion, and slenderness. This study reported that 3D morphologic parameters could be used in 

the prediction of AIS progression as early as the initial visit. Their prospective case-control 

study confirmed that there were significant differences in 3D morphology in terms of the 

plane of maximal curvature, torsion and apical intervertebral rotation between non-progressive 

and progressive AIS even at the initial presentation (Nault et al., 2014). In those two studies, 

measurements were made on the 3D spine reconstructed using multi-planar radiography that is 

an expensive and complicated technique.  

3.3 Summary 

In summary, imaging modalities have been used in the scoliosis domain to diagnose and 

assess the severity of scoliosis. This chapter summarizes that the X-ray based imaging 

modalities expose patients to ionizing radiation which increases the risk of cancer. 

Meanwhile, CT and MRI are costly and require patients in the supine position, which may 

underestimate the severity of scoliosis. Surface topography is a non-ionizing imaging 

modality, but surface metrics have very little correlation to Cobb angle measurements. 

Ultrasonography has shown its ability and feasibility to image scoliosis in the standing 

position. This imaging modality is cost effective and free of ionizing radiation; therefore, it is 

safe to patients.  

Some works have been done using measurements obtained from the X-ray based imaging 

modalities to develop a model to predict the progression of scoliosis. The 2D predictive 

models have been used for few decades but the accuracy is still low. The 3D models due to 

their adaptiveness to the 3D nature of scoliosis improve the accuracy of the prediction. 

Unfortunately, all of the models deploy radiographic metrics, which expose patients to 

radiation. Therefore, it is essential to develop an accurate 3D model from parameters acquired 

from a non-ionizing radiation imaging modality to predict numerically the progression of 

scoliosis. 
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Development of 3D freehand ultrasound 

reconstruction and determination of the 

optimal configuration1 

Chapter 3 indicated that sonography could be used to image the spine and monitor the 

progression of scoliosis. In this chapter, the development of an ultrasound method to 

reconstruct the 3D spine is reported. The optimal configuration including the operating 

frequency, the penetration depth, the minimum distance, and the reconstruction resolution is 

determined to provide optimal reconstructed images. Sections 4.1 and 4.2 introduce the 

ultrasound system, and the developed software, respectively; they are used throughout this 

PhD study. Section 4.3 presents the image processing techniques for the 3D freehand 

ultrasound reconstruction of an object. Section 4.4 describes the in-vitro study to determine 

the optimal configuration to obtain the optimal reconstructed images. Section 4.5, reports the 

in-vivo study to confirm the optimal configuration on human subjects. 

4.1 The ultrasound system 

The equipment used for data acquisition throughout the study was the Ultrasonix 

SonixTABLET ultrasound system (Analogic Ltd., USA). This system consists of three 

components: the main ultrasound scanner (SonixTablet), the transducer (or the probe), and the 

position and orientation tracking system (SonixGPS) (Figure 4.1). 

                                                 
1 Part of the materials in this chapter was published in: Vo, Q.N. et al. Investigation of the optimal freehand 

three-dimensional ultrasound configuration to image scoliosis: An in-vitro study. In: Vo, T. V. & Tran, P. H. L., 

eds. The fifth international conference on the development of biomedical engineering in Vietnam, 2014 Ho Chi 

Minh City, Vietnam. Springer, 226-229. 
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Figure 4.1 The medical Ultrasonix SonixTablet ultrasound system. 

 

4.1.1 Ultrasound scanner 

The SonixTablet is a compact medical ultrasound scanner with a built-in 19” touch screen. 

This machine is designed to be portable. It can be mounted on a cart for ease of transportation. 

The machine is also equipped with an Ultrasound Research Interface (URI) software that 

enables raw data acquisition and storage in multiple formats. In addition, the URI enables the 

retrieval and modification of low-level parameters used to generate ultrasound images. 

4.1.2 Transducers 

Only two transducers that support the position and orientation tracking function (also 

known as the global positioning system (GPS)) are provided by the manufacturer: the convex 

transducer (C5-2/60 GPS), and the linear transducer (L14-5/38 GPS). The convex transducer 

consists of 128 elements that cover an active scanning area of 60 mm x 15 mm and operates at 

the ultrasound frequency range 2 - 5 MHz. Three frequencies of 2.5 MHz, 3.3 MHz, and 4.0 

MHz can be selected from the control panel, and the penetration depth can be programmed 

 

Electromagnetic 

GPS transmitter 

3D driving circuit 



60 
 

from 5 to 30 cm. The linear transducer also contains 128 elements covering 38 mm x 9 mm 

area. It operates at 6.6 MHz and 10 MHz and the penetration depth can be adjusted for 2 - 9 

cm. A spatial sensor (GPS receiver) is embedded in both transducers so that they can interact 

with the GPS transmitter to track or locate the position, and orientation of each acquired B-

scan (B-mode image) in the 3D space. Both transducers are one-dimensional array probes and 

coupled with the tracking system to generate 3D images.  

Clinically speaking, it is essential that the B-scan display the exact geometry of the cross-

section of the object being imaged. A B-scan is formed by combining all A-lines that are 

generated by elements in the transducers. As shown in Figure 4.2, a B-scan acquired by 

simply aligning vertically A-lines and placing them at regular intervals cannot satisfy the 

geometrical conservation of the cross section. For example, two pixels A and B (the red dots) 

of the yellow cross section of an object are obtained from A-line 3 (the third A-line from the 

left) in the transducer grid, but may be misinterpreted as pixels A’ and B’ (the blue dots) in the 

display grid. The reason is the formation of this image does not account for the geometry of 

the transducer.  This leads to a distortion of the displayed image. Therefore, scan conversion is 

necessary to map the acquired data to the actual geometry of the cross-section (Figure 4.2).  

 

 

Figure 4.2 Scan conversion from the transducer grid to the display grid. 
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The B-scan in the transducer grid is called the pre-scan converted B-scan. The scan 

conversion is an interpolation process in which the pre-scan converted B-scan is interpolated 

into the display grid, which represents the display pixels on the LCD screen of the system. 

The resolution of the converted B-scan, which depends on the penetration depth and 

transducer type, is shown in Table 4.1 and Table 4.2. The Δx and Δy are pixel dimensions. 

The converted B-scans can be exported from the Ultrasonix system and use throughout this 

thesis. Each converted B-scan is an 8-bit greyscale digital image with the size of 640 x 480 

pixels. Its brightness intensity values range from 0 to 255 with 0 being the darkest intensity 

and 255 being the brightest intensity. 

Table 4.1 The penetration depth versus the converted B-scan 

resolution on a convex transducer.  

Penetration 

depth (cm) 

Δx & Δy 

(mm) 

Penetration 

depth (cm) 

Δx & Δy 

(mm) 

5 0.127 15 0.345 

6 0.148 16 0.366 

7 0.171 17 0.389 

8 0.193 18 0.411 

9 0.214 20 0.454 

10 0.236 22 0.499 

11 0.257 24 0.542 

12 0.280 26 0.585 

13 0.301 28 0.629 

14 0.323 30 0.673 

 
 

Table 4.2 The penetration depth versus the converted B-scan 

resolution on a linear transducer.  

Penetration 

depth (cm) 

Δx & Δy 

(mm) 

Penetration 

depth (cm) 

Δx & Δy 

(mm) 

3 0.062 6.5 0.135 

3.5 0.072 7 0.145 

4 0.083 7.5 0.156 

4.5 0.093 8 0.166 

5 0.104 8.5 0.177 

5.5 0.114 9 0.187 

6 0.125   
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4.1.3 Position and orientation tracking system 

The position and orientation tracking system includes three components: the tracking 

receiver, the tracking transmitter, and the driving circuit. The interaction between the tracking 

receiver (GPS receiver) attached to the ultrasound probe and the tracking transmitter (GPS 

transmitter) via the driving circuit provides the position, and orientation of each B-mode 

image (B-scan) relative to the transmitter (referred to the global coordinate system).  

The transmitter used in this thesis was the mid-range transmitter that offers a flexible set-

up; therefore, it can be integrated into scoliosis imaging applications where the tracking 

volume needs to cover a large anatomical region. As the electromagnetic field is easily 

distorted or affected by surrounding metals, it is recommended that no metal present within 30 

cm around the transmitter. Furthermore, the electromagnetic signal strength is always checked 

prior to scanning an object to ensure that it is strong within the scanning area.  

4.2 Computer hardware and software 

Apart from the ultrasound system, a high-end desktop computer was used to process the 

data obtained from the ultrasound system. The Matlab R2015a v8.5 (Mathworks, U.S.A.) and 

its toolboxes (image processing toolbox v. 9.2, MATLAB coder v 2.8, MATLAB Compiler v. 

6.0, and Parallel Computing Toolbox v. 6.6) were used to develop the “Three-dimensional 

Scoliosis Analysis (3DSA)” software. The 3DSA software was then used to perform the 3D 

reconstruction, the determination of the PMC, the measurement of the AVR, the Cobb angle 

and lateral deviation of each curve on both the PA plane and the PMC.  

4.3 Three-dimensional ultrasound reconstruction method 

The 3D freehand ultrasound scanning technique was used in this study to acquire data from 

scanned objects. One drawback of this scanning technique is the result of irregular stack of 2D 

B-mode images. That means most of the acquired B-scans are not parallel to each other, and 

the distance between any adjacent B-scans varies. This irregular stack cannot be used by the 

regular rendering technique; thus, a rearrangement is required so that its 2D images are 

uniformly spaced. The following paragraphs presents how the original irregular stack is 

reconstructed. Figure 4.3 illustrates the four major steps, which are used to reconstruct 3D 

sonographs.  
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4.3.1 Step a: Three-dimensional freehand ultrasound data acquisition 

Figure 4.3a demonstrates how the object was scanned using the 3D freehand ultrasound 

scanning technique. After the scan was completed, two datasets were simultaneously acquired. 

Intensity data I in the *.b8* format which consisted of a stack of 2D B-scans obtained when 

the probe was moved along the surface of an object. Meanwhile, position and orientation data 

G in the *.gps* format was a pile of data sets corresponding to every B-scan. Both the I and G 

datasets are 3D matrices. They were first saved inside the ultrasound machine during the 

acquisition, then exported and loaded into the high-end desktop computer for further image 

processing. 

4.3.2 Step b: Image processing 

In order to improve the reconstruction speed and the clarity of the reconstruction image, 

image processing techniques that include reduction of the overlapping data, removal of 

speckle noise, increase of image contrast, and segmentation of vertebral features were applied 

to raw datasets I and G. 

Reduction of overlapping data 

During the scanning process, duplicated data might be obtained because the transducer 

could not move smoothly along the object surface. When this situation occurred, it would 

increase the data size with duplicated data. Hence, some overlapped B-scans in dataset I and 

their corresponding information in dataset G should be deleted. The number of eliminated B-

scans depended on the pre-selected spacing (minimum distance) between two adjacent B-

scans by the operator. The optimal spacing value was determined after the study that was 

described in section 4.4. If the distance between the kth and (k+2)th B-scans in dataset I was 

smaller than the selected spacing, the (k+1)th B-scan was discarded (k is the order of the B-

scan in the dataset). 

Removal of speckle noise 

Speckle noise is one of the characteristics of sonographs. A median filter is the most 

effective and widely used technique (Conversano et al., 2015) to remove speckle noises on 2D 

ultrasound images. The process was implemented by running through the image pixel by pixel 
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and replacing each pixel with the median of neighboring pixels. In this study, a 9 x 9 

neighboring (filtering) windows was chosen as a compromise between the image quality rated 

by its signal-to-noise ratio and the processing time. Generally, the larger the window is, the 

better the signal-to-noise ratio is, but the longer the filtering process takes. 

 

 

Figure 4.3 A flow chart of the voxel-based reconstruction method. 

 

Contrast stretching 

The contrast of an ultrasound image depends on reflection of ultrasound energy at the 

interface between two media. The stronger reflection signals from a point on the interface are 

the brighter that point is displayed on the B-scan. The reflect intensity is given by the 

reflection coefficient, R, which depends on the acoustic contrast of the two media:      
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 𝑅 =  
𝐼𝑟
𝐼
= [

𝑍2 − 𝑍1
𝑍2 + 𝑍1

]
2

 (4.1) 

 

where Z1 and Z2 are the acoustic impedances of media 1 and 2, respectively, Ir is the reflection 

intensity at the interface, and I is the original intensity coming out from the transducer. 

Acoustic impedances for tissues in the human body are provided in Table 4.3 (Bushberg et 

al., 2012). 

Table 4.3 Acoustic impedance, Z, for selected tissues. 

Tissue Z (Rayls) 

Fat 1.34 x 106 

Water 1.48 x 106 

Kidney 1.63 x 106 

Blood 1.65 x 106 

Liver 1.65 x 106 

Muscle 1.71 x 106 

Skull bone  7.8 x 106 

 

From Table 4.3, the acoustic impedance of bone is significantly higher than that of 

surrounding tissues (muscle, fat, water, etc.), leading to a substantially higher reflection 

coefficient R at a bone interface when ultrasound penetrates from soft tissue to bone. 

However, a penetration of ultrasound from bone to soft tissues results in a significantly lower 

reflection coefficient at the bone interface. As a result, when imaged using the pulse-echo 

ultrasound technique starting skin, bone features normally have considerably higher image 

intensity values than their surrounding tissues on the same ultrasound image (B-scan). 

Contrast stretching was applied to compress the values of darker pixels (lower-level values) in 

an image while enhancing the brighter pixels (higher-level values). Vertebral bone features, of 

which brightness intensity values are higher on B-scans, were of interest throughout this 

thesis. Therefore, the contrast stretching function was aimed to enhance vertebral features, 

separated them from surrounding tissues for ease of segmentation in the next step. 

The contrast stretching output, Iout, was calculated as follows: 

 𝐼𝑜𝑢𝑡(𝑚, 𝑛) =
𝐼(𝑚, 𝑛) − 𝑚𝑖𝑛𝑉𝑎𝑙𝑢𝑒

𝑚𝑎𝑥𝑉𝑎𝑙𝑢𝑒 − 𝑚𝑖𝑛𝑉𝑎𝑙𝑢𝑒
∗ 255 (4.2) 



66 
 

where minValue and maxValue are the non-zero minimum and the maximum intensity values 

of input image I (B-scan), respectively, m and n are the position of the pixel at row m and 

column n.  

Fuzzy segmentation 

In this step, vertebral features should be segmented from their surrounding tissues so that 

only bone structures could be reconstructed. There are many techniques, which can perform 

image segmentation. However, the fuzzy segmentation technique is a good choice for this 

application because it is able to solve the geometrical fuzziness problems when the boundary 

between two adjacent image segments is unclear.  

The fuzzy segmentation technique is based on the IF-THEN rule as follows. 

 IF a pixel is dark THEN make it darker. 

 IF a pixel is gray THEN keep it gray. 

 IF a pixel is bright THEN make it brighter. 

This process underwent three steps: image fuzzification, membership modification with the 

support of expert knowledge and the fuzzy set theory, and image defuzzification as illustrated 

in Figure 4.4. 

 

Figure 4.4 A fuzzy interference system. 

 

Expert knowledge was based on the physics of the ultrasound imaging as described above 

and summarized as follows: 
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 Vertebral features reflect stronger ultrasound signals than surrounding soft tissues 

when ultrasound energy penetrates from soft tissue to bone. This phenomenon occurs 

because bone has higher acoustic impedance. As a result, the vertebral features 

displayed brighter (higher brightness intensity value) than the surrounding materials in 

B-scans. 

 Vertebral features hardly reflect ultrasound energy at the bone interface when 

ultrasound energy penetrates from bone to soft tissues; therefore, regions behind the 

vertebral features appear as black pixels having value 0 in the B-scan. 

The first step in the segmentation was the image fuzzification, in which a membership 

function defined how each point in the input space was mapped to a membership value (or a 

degree of membership) between 0 and 1. Figure 4.5 illustrates common membership functions 

such as triangular-shaped, trapezoidal-shaped, bell-shaped, gaussian, sigmoidal, and S-shaped 

functions. As shown in Figure 4.5, the first four membership functions can be used to enhance 

gray pixels (for example, brightness intensity range 50 - 200) while suppressing darker and 

brighter pixels. Meanwhile, the last two membership functions can boost brighter pixels and 

compress darker pixels. Furthermore, the S-shaped membership function is easier to calculate 

than the sigmoidal membership function; therefore, it is the most suitable to the 

aforementioned IF-THEN rule. 

The S-shape membership function is given by: 

 𝜇𝑚𝑛 =

{
 
 

 
 

0,                                            𝐼𝑚𝑛 ≤ 𝑎

2 (
𝐼𝑚𝑛 − 𝑎
𝑏 − 𝑎

)
2

,               𝑎 ≤ 𝐼𝑚𝑛 ≤
𝑎 + 𝑏
2

1 − 2 (
𝐼𝑚𝑛 − 𝑏

𝑏 − 𝑎
)
2

,        
𝑎 + 𝑏

2
≤ 𝐼𝑚𝑛 ≤ 𝑏

1,                                             𝑏 ≤ 𝐼𝑚𝑛

 (4.3) 

 

where parameters a and b locate the extremes of the sloped portion of the curve, and µmn is the 

membership value of pixel Imn. In this thesis, the S-shaped membership function is used and 

the non-zero minimum and maximum values of each ultrasound image are chosen as a and b, 

respectively. 
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x-axis (horizontal): brightness intensity values [0 255] 
y-axis (vertical): membership values [0 1] 

 

Figure 4.5 Examples of the common triangular-shaped, trapezoidal-shaped, bell-shaped, 

gaussian, sigmoidal, and S-shaped membership functions. 
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The membership modification is the heart of the fuzzy segmentation because it helps to 

further suppress darker intensity values and enhance brighter intensity values. The 

membership values are modified using a contrast intensifier. There are two commonly used 

contrast intensifiers, namely the square operation and the cube operation; however, the latter is 

used because it provides better contrast than the former. The cubic contrast intensifier 

operation is written as: 

 𝜇𝑚𝑛
′ = {

4 ∗ 𝜇
𝑚𝑛
3 ,                           𝜇

𝑚𝑛 
≤ 0.5

1 − 4 ∗ (1 − 𝜇
𝑚𝑛
)
3
,     0.5 ≤  𝜇

𝑚𝑛
≤ 1.0

 (4.4) 

 

where µ’mn is the new value of µmn.  

Image defuzzification is the inverse of the fuzzification process. Its algorithm is to map the 

fuzzy plane back to gray level intensities within value range [0 255]. 

4.3.3 Step c: Formation of a regular volume 

As previously mentioned, the irregular stack of 2D images (called SB) (Figure 4.6a) cannot 

be used by the regular rendering techniques. Thus, a rearrangement of the images to be 

uniformly spaced (Figure 4.6b) is necessary. To rearrange, the previously processed vertebral 

feature data were integrated with corresponding position, and orientation data to form a target 

volume using the voxel-based method with bi-linear interpolation as proposed by Trobaugh et 

al. (Trobaugh et al., 1994). The voxel-based reconstruction method was applied to a series of 

acquired 2D images (B-scans) to form a voxel-based 3D image. Initially, target volume grid V 

of isotropic resolution was created so that it could just cover the SB (Figure 4.6c). This 

approach traversed the voxel across the target volume grid and found the two nearest B-scans 

on both sides of the voxel. A projection of the voxel on each of these B-scans was determined 

and its value was calculated by a bi-linear interpolation of its four surrounding pixels in each 

plane. The final voxel value, valuevoxelP, was then calculated as a weighted sum with 

interpolated values from the two planes based on the distances from the voxel to the planes 

(Figure 4.6d). 
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 𝑣𝑎𝑙𝑢𝑒𝑣𝑜𝑥𝑒𝑙𝑃 =
𝑣𝑎𝑙𝑢𝑒𝑃1.

1
𝑑1
+ 𝑣𝑎𝑙𝑢𝑒𝑃2.

1
𝑑2

1
𝑑1
+
1
𝑑2

 (4.5) 

 

where valueP1 and valueP2 are the interpolated intensity value of the projection of P on the 

first and second nearest plane, respectively. They are bi-linearly interpolated from their four 

neighbouring pixel values of projection P1 and P2. d1 and d2 are distances from voxel P to the 

first and second nearest planes, respectively. For those voxels that could not identify the 

closest B-scans on their both sides, values of NaN (not a number) were assigned. 

 

 

Figure 4.6 The voxel-based technique with bilinear interpolation. 

 

This regular formation step was very time-consuming. To reduce the implementation time, 

two techniques were applied. The first technique divided target volume V into N equal 

sections (VS) along its length (z-axis) to take advantage of the multi-core central processing 
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unit (CPU) in the computer. The number of section N was equal or lesser than that of CPU 

cores. Each volumetric section VS was assigned to each CPU core so that N sections could be 

simultaneously executed and then combined into the whole volume. Thus, the processing time 

was reduced. For example, for an 8-core CPU, the target volume V was divided into 8 

volumetric sections VS. The other technique that accelerated the computation process was to 

limit the search region. Instead of searching the entire B-scans (SB) data to find the two 

closest B-scans, the search region was limited to a certain number of B-scans. Figure 4.7 

shows the process of the limitation of the search region in each of the eight volumetric 

sections ith VS. The first step of the process was to find the kth B-scan that was approximately 

at the same level as the jth voxel respective to plane xy. Then, the two nearest B-scans to the jth 

voxel were expected to be close to the kth B-scan on either sides. If all B-scans were parallel to 

each other, the two closest B-scans were among the (k-1)th, kth, and (k+1)th B-scans. Since B-

scans were usually not parallel due to freehand scanning and might cross each other, the two 

closest B-scans might not be among these three B-scans. For example, one of the closest B-

scans to the jth voxel is (k-2)th B-scan, not the (k-1)th B-scan. Therefore, in order to avoid this 

situation, the search region was expanded from the kth B-scan toward its both sides a number 

of scans (ns). In order to determine the two closest B-scans of the jth voxel, the distance d from 

the jth voxel to plane xy was first calculated. Then, the distance d_temp from the centre of the 

kth B-scan to the xy plane was also calculated. If d_temp was greater than or equal to d, the 

execution stopped and the search region was formed from (k-ns)th to (k+ns)th B-scans. If not, 

the execution continued until the condition was reached. In this study, ns = 25 was selected by 

experiment with an assumption that there was no missing data. 

The preceding paragraphs presented the method to convert pixel intensity values of B-scans 

into corresponding voxel intensity values of the reconstructed volume. However, in order to 

display the reconstructed volume, it was required to determine voxel coordinates with respect 

to the global coordinate system that depended on pixel coordinates in 3D space. Therefore, 

there was a requirement for the conversion of all 2D ultrasound image pixels to the global 

coordinate system (transmitter coordinate system). This coordinate conversion process 

underwent two steps: 
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Figure 4.7 The illustration of the search region for the jth voxel of the ith volume section ith 

VS. An example with ns = 3. 

 

 In the first step, the 2D B-scan coordinate system was converted to the local 3D 

coordinate system (receiver coordinate system). The ultrasound coordinate system 

U(x,y) was transferred to the receiver coordinate system P(xp,yp,zp) through a probe 

calibration matrix Sp. 

𝑃(𝑥𝑝, 𝑦𝑝, 𝑧𝑝) =  𝑺𝒑 ∗ 𝑈(𝑥, 𝑦) 

 In the second step, the local 3D coordinate system was converted into the global 3D 

coordinate system (transmitter coordinate system). The receiver coordinate system 

P(xp,yp,zp) was transferred to the global transmitter coordinate system GS(xg,yg,zg) 

through the rotation matrix R and translation vector V(xt,yt,zt). The rotation matrix R 

and translation vector V were included in position, and orientation dataset G (*.gps*). 

𝐺𝑆(𝑥𝑔, 𝑦𝑔, 𝑧𝑔) = 𝑹 ∗ 𝑃(𝑥𝑝, 𝑦𝑝, 𝑧𝑝) + 𝑉(𝑥𝑡, 𝑦𝑡, 𝑧𝑡) 

4.3.4 Step d: Volume visualization 

Finally, the rendering technique was applied to the target volume to display the 3D 

reconstructed image. This 3D image could be manipulated and rotated freely under the 

program. 
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4.4 Determination of the optimal ultrasound configuration to image a 

cadaveric vertebra: An in-vitro study 

3D ultrasound imaging technique has been applied to image the scoliotic spine. 

Researchers used different ultrasound configurations including the type of transducer, the 

operating frequency, the penetration depth, and the reconstruction resolution (the voxel size) 

to acquire images (Cheung et al., 2015, Ungi et al., 2014, Nguyen et al., 2015, Young et al., 

2015, Zheng et al., 2015, Chen et al., 2013, Purnama et al., 2009, Dewi et al., 2009). Figure 

4.8 shows the relationship among the ultrasound frequency, resolution, and penetration depth. 

The higher the operating frequency, the higher the image resolution, but the lower the 

penetration depth. Therefore, an in-vitro study was conducted to investigate the optimal 

ultrasound configuration by comparing the results of the reconstructed images based on the 

visualization of the image quality and the measurement accuracy with a cadaver.  

 

 

Figure 4.8 The relationship among frequency, resolution and penetration (Otto, 2000). 

 

The following paragraphs present the experimental setup, study method and the results 

from the in-vitro study to determine the optimal ultrasound configuration to image a cadaveric 

vertebra and reconstruct images in terms of the operating frequency, reconstruction resolution 

(voxel size), minimum distance between two adjacent B-scans, and penetration depth.  

 

wavelength (resolution) 



74 
 

4.4.1 Experimental setup and scanning procedures 

For the in-vitro study, a cadaveric thoracic T7 vertebra was used. This vertebra was 

mounted on a plastic bar with a pointer attached to its centre (Figure 4.9a). The plastic bar was 

then secured on top of a plastic platform that consisted of a protractor to indicate the vertebral 

rotation. The pivot point was located at the centre of mass of the vertebral body. During 

experiments, the tested vertebra was submerged into an acrylic water tank with a wall 

thickness of 4.5 mm. The vertebra was entirely covered by water. This set up was to simulate 

a body environment as water has a similar acoustic impedance to the soft tissue (1.48 x 106 

Rayls to 1.50 x 106 Rayls). The acrylic wall simulated the role of skin and fat. Although the 

acrylic wall had a higher acoustic impedance (3.26 x 106 Rayls) than skin (1.7 x 106 Rayls) 

and fat (1.34 x 106 Rayls), the thickness of the wall was similar to skin and fat. Figure 4.9b 

shows the experimental set up in which the transducer was faced to the posterior arch of the 

vertebra. The vertebra was set at 0 rotation, which was obtained when the pivot was set at 0 

degree position on the protractor and perpendicular to the surface of the water tank. The GPS 

transmitter was set up within the working range of 5 - 25 cm relative to the GPS receiver (or 

the ultrasound probe). 

 

 

(a) Cadaveric vertebra T7 

 

(b) In-vitro experimental setup 

Figure 4.9 Cadaveric vertebra T7 and the in-vitro experimental setup. 

 

4.4.2 Methods 

Both the convex probe (C5-2/60 GPS) and the linear probe (L14-5/38 GPS) were used in 

this study. For the convex probe, the following three operating frequencies were tested: 2.5 
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MHz, 3.3MHz and 4.0 MHz. For the linear probe, the following two frequencies were used: 

6.6 MHz and 10.0 MHz. The depth was set at 9 cm and the acquisition frames rate was 

automatically set by the machine based on the operating frequencies (2.5 MHz, 3.3 MHz, 4.0 

MHz, 6.6 MHz, and 10.0 MHz) to 27, 36, 36, 8, and 10 frames per second, respectively. The 

scanning time was approximate 23 seconds for the convex probe and 46 seconds for the linear 

one. The five scans at different frequencies were performed, resulting in five datasets for each 

frequency. After the scanning process, a series of B-scans was acquired, including the 

intensity data I (*.b8*) and GPS data G (*.gps*). These two data were then imported into the 

developed program described in section 4.3, which deployed the voxel-based method to 

reconstruct the T7 vertebra into a 3D image. 

In order to eliminate the overlapping B-scans, the spacing (minimum distance (MD)) 

between two adjacent B-scans was preliminarily experimented to investigate the limit of 

spacing. It was found that the spacing that was equal or greater than 0.4 mm eliminated most 

of B-scans; therefore, the reconstructed image could not be recognized. Hence, three 

minimum distances (0.1 mm, 0.2 mm, and 0.3 mm) were scrutinized. To investigate the 

reconstruction resolution, three different voxel sizes (or reconstruction resolution - RR) of 0.2 

mm, 0.6 mm, and 1.0 mm were also determined. Each dataset acquired with each operating 

frequency was reconstructed with each spacing and voxel size. As a result, 45 configurations 

(3 MD x 3 RR x 5 frequencies) were established, providing 45 reconstructed images. 

To evaluate the effects of the ultrasound penetration depth on the image reconstruction 

accuracy, the entire aforementioned process was repeated with the penetration depth of 6 cm. 

Another 45 images were also reconstructed. 

Evaluation 

For each of penetration depth (6 cm or 9 cm), 45 configurations (3 MD x 3 RR x 5 

frequencies) were obtained. To determine the reconstruction accuracy, four distance 

parameters (Figure 4.10) were measured three times on both the images and the cadaver by a 

rater in one week apart to minimize memory bias. Four distance measurements between a) the 

left superior articular process and the right superior articular process, b) the left transverse 

process and the right transverse process, c) the left superior articular process and the spinous 

process, and d) the right superior articular process and the spinous process were calculated 
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after the featured landmarks were identified on the developed software (3DSA). The 3DSA 

software captured the landmark coordinates and provided the measurements. For the cadaver, 

the rater used a Vanier caliper (Mitutoyo Coporation, Japan) to measure the distances between 

those landmark points. The averaged measurements that were performed on the image and the 

cadaver were used to evaluate the accuracy of the 3D reconstruction. The mean absolute 

difference (MAD) with the standard deviation (SD) and the Pearson correlation coefficient 

(Pearson’s r) were used to evaluate the reconstruction accuracy and linear correlation between 

two averaged measurements. The reconstructed image for each operating frequency was rated 

by its accuracy (MAD ± SD) and intuitive image quality. The smaller the MAD ± SD was, the 

better the image. A better intuitive image was judged by the details and the geometrical 

similarity to the cadaver. Furthermore, a higher r showed a higher linear correlation, 

indicating a higher agreement between measurements on the cadaver and the image.  

 

 

Figure 4.10 The four distance parameters on the cadaveric vertebra T7: 1. Left superior 

articular process - right superior articular process, 2. Left transverse process - right 

transverse process, 3. Left superior articular process - spinous process, 4. Right superior 

articular process - spinous process. 

 

4.4.3 Results 

Table 4.4 reports the MAD ± SD and Pearson’s r of the 45 configurations for the 

penetration depths of 9 cm. For the 9-cm penetration depth, the smallest MADs ± SDs were 

0.9 ± 0.6 mm, 0.6 ± 0.3 mm, and 0.9 ± 0.3 mm for three frequencies 2.5 MHz, 4.0 MHz, and 

10.0 MHz, respectively, when the MD was 0.3 mm and the RR was 1.0 mm. Meanwhile, 0.8 ± 
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0.4 mm and 2.0 ± 1.2 mm were the smallest MAD ± SD obtained at the MD of 0.2 mm and 

the RR of 1.0 mm for frequencies 3.3 MHz and 6.6 MHz, respectively.  

Similarly, Table 4.5 summarizes the MAD ± SD and Pearson’s r of the 45 configurations 

for the penetration depths of 6 cm. For the 6-cm penetration depth, the results were different 

with the 0.3 mm/1.0 mm configuration yielding the smallest MAD ± SD of 0.9 ± 0.6 mm and 

0.7 ± 0.8 mm for frequencies 2.5 MHz and 3.3 MHz, respectively. For the 4.0 MHz 

frequency, the MAD ± SD at the 0.3 mm/0.6 mm (MD/RR) configuration was smallest and 

equal to 1.1 ± 0.5 mm. The smallest MAD ± SDs for frequencies 6.6 MHz and 10.0 MHz 

occurred at the smaller minimum distances, specifically at the 0.2 mm/1.0 mm and 0.1 mm/0.6 

mm configurations, respectively. 

In most of the reported configurations, MADs ± SDs yielded by the linear probe were 

greater than that by the convex probe. In addition, as can be seen from Table 4.4 and Table 

4.5, all Pearson’s correlation coefficients are greater than 0.90, ranging from 0.909 

(0.3/0.2/10.0 MHz/6 cm) to 0.999 (0.1/1.0/2.5 MHz/6 cm). That means there were high 

correlations between measurements performed on the cadaver and the images, indicating high 

reliabilities of measurements. 

Based on the above results, the best intuitive quality and the image with the smallest MAD 

± SD for each frequency at the 9 cm and 6 cm penetration depths are illustrated on Figure 4.11 

and Figure 4.12, respectively. It was recognized that the convex probe (frequencies 2.5 MHz 

to 4.0 MHz) provided the images with more details and more similar in shape to the cadaver 

than those from the linear probe. However, the images from the linear probe showed better 

spinous process than that from the other. In most of the reported cases, there was a difference 

between the two selected images (one with the best intuitive image quality and the other with 

the smallest MAD for the same operating frequency at the same penetration depth). For the 

4.0-MHz frequency at the 6-cm penetration depth, the two selected images were the same. 

Nevertheless, the differences in averaged measurements (MAD ± SD) between the two images 

are small, ranging from 0.0 ± 0.0 mm to 1.1 ± 0.7 mm as reported in Figure 4.11 and Figure 

4.12. 
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Frequency 
Image with the best intuitive 

quality 
Image with the smallest MAD 

MAD ± SD 

(mm) 

2.5 MHz 

 
MD/RR = 0.2/0.6 

 
MD/RR = 0.3/1.0 

0.7 ± 0.4 

3.3 MHz 

 
MD/RR = 0.2/0.6 

 
MD/RR = 0.3/1.0 

0.5 ± 0.3 

4.0 MHz 

 
MD/RR = 0.2/0.6 

 
MD/RR = 0.3/1.0 

0.8 ± 0.6 

6.6 MHz 

 
MD/RR = 0.2/0.6 

 
MD/RR = 0.2/1.0 

1.0 ± 0.4 

10.0 MHz 

 
MD/RR = 0.2/0.6 

 
MD/RR = 0.3/1.0 

0.9 ± 0.9 

Figure 4.11 The best reconstructed images and the corresponding configurations for the 

penetration depth of 9 cm. 
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Frequency 
Image with the best intuitive 

quality 
Image with the smallest MAD 

MAD ± SD 

(mm) 

2.5 MHz 

 
MD/RR = 0.2/0.6 

 
MD/RR = 0.3/1.0 

1.0 ± 0.8 

3.3 MHz 

 
MD/RR = 0.2/0.6 

 
MD/RR = 0.3/1.0 

0.9 ± 0.9 

4.0 MHz 

 
MD/RR = 0.3/1.0 

 
MD/RR = 0.3/1.0 

0.0 ± 0.0 

6.6 MHz 

 
MD/RR = 0.1/0.6 

 
MD/RR = 0.2/1.0 

1.1 ± 0.7 

10.0 MHz 

 
MD/RR = 0.2/0.6 

 
MD/RR = 0.1/0.6 

0.5 ± 0.3 

Figure 4.12 The best reconstructed images and the corresponding configurations for the 

penetration depth of 6 cm. 
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Table 4.6 reports the maximum absolute and relative errors of measurements, which were 

performed on 45 reconstructed images for the ultrasound penetration depths of 6 cm and 9 cm. 

It was shown that the errors from the linear probe (6.6 MHz and 10.0 MHz) were higher than 

that from the convex probe. In particular, the errors from the linear probe were doubled in 

compared to those from the convex probe for the 6-cm penetration depth. However, the ratios 

of the errors from the linear probe to those from the convex probe were less than 2 for the 9-

cm penetration depth. 

Table 4.6 The maximum absolute and relative errors.  

 Convex probe Linear probe 

Frequency 2.5 MHz 3.3 MHz 4.0 MHz 6.6 MHz 10.0 MHz 

Depth 6 cm 9 cm 6 cm 9 cm 6 cm 9 cm 6 cm 9 cm 6 cm 9 cm 

Max. absolute 

error (mm) 
3.6 2.7 2.7 2.6 2.9 2.8 7.3 4.5 8.6 3.9 

Max. relative 

error (%) 
7.1% 6.1% 6.1% 5.9% 5.7% 6.3% 14.5% 10.2% 17.0% 8.8% 

 

4.4.4 Discussion 

The convex probe provided better image quality than the linear one in terms of the intuitive 

image quality and the mean absolute difference for two reasons. Firstly, the acquisition frame 

rate of the convex probe was greater than that of the latter at the same penetration depth. This 

resulted in the higher number of B-scans that were available for the 3D reconstruction process. 

Even though the scanning time of the linear probe doubled that of the convex one to 

compensate for its lower frame rates, the number of frames acquired with the linear probe was 

still smaller. At the 9-cm penetration depth, the number of acquired frames at the 2.5MHz, 

3.3MHz and 4 MHz were 621, 828, and 828, respectively; at the 6.6MHz and 10.0MHz, the 

number of acquired frames were 368 and 460 frames, respectively. Furthermore, the 

reconstruction algorithm applied interpolation to form a regularly spaced volume. According 

to equation 4.5, a voxel value was proportional to the intensity values of the two projected 

pixels on the two nearest B-scans of the voxel, but inversely proportional to the distances 

between the voxel and the two B-scans. If the two B-scans were located far from the voxel 

due to the low number of acquired B-scans, the interpolated value was then small and would 

be ignored, leaving a ‘blank’ at the voxel’s position.  
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Regarding the ultrasound penetration depth, there was an insignificant difference between 

one configuration at one depth and the same configuration at the other depth. The reason is the 

resolutions of a converted B-scan provide by the convex and linear probes at the 6-cm 

penetration depth are 0.148 mm and 0.125 mm, respectively. Meanwhile, these resolutions are 

0.214 mm and 0.187 mm at the 9-cm penetration depth (Table 4.1 and Table 4.2). These 

resolutions are close or even much smaller than the reconstruction resolutions (0.2 mm, 0.6 

mm, 1.0 mm). Thus, a change in the penetration depth from 6 cm to 9 cm did not affect the 

resolution of the reconstructed image. 

In most of reported cases, the selected images with the best intuitive quality were obtained 

at the reconstruction resolution of 0.6 mm while the selected images with the smallest mean 

absolute difference were obtained at the reconstruction resolution of 1.0 mm. Meanwhile, the 

difference between the two selected images ranges from 0.0 ± 0.0 mm to 1.1 ± 0.7 mm (Figure 

4.11 and Figure 4.12). These errors were close to one voxel size (reconstruction resolution), 

thus being considered measurement errors rather than reconstruction errors. Therefore, the 

configuration that provided the image with the best intuitive quality was considered the 

optimal configuration for the frequency. For example, at the 9-cm penetration depth, the 0.2 

mm/0.6 mm configuration is optimal for frequency 2.5 MHz. 

4.4.5 Conclusion 

This in-vitro study concluded that the convex probe generated better images than the linear 

probe. In addition, the penetration depth, the reconstruction resolution, and the operating 

frequencies generated by the same probe did not affect substantially the reconstruction of 

images. The configuration with the frequency of 2.5 MHz, the spacing of 0.2 mm, and the 

reconstruction resolution of 0.6 mm was chosen as the in-vitro optimal configuration. 

4.5 Determination of the optimal ultrasound configuration to image scoliotic 

spines: An in-vivo study 

The in-vitro study reported that the convex probe provided better images with smaller 

MADs and higher Pearson’s correlation r values between measurements performed on the 

images and on the cadaver than the linear probe. However, in an in-vivo situation, the media 

that surround the vertebrae are inhomogeneous materials, which include soft tissues, fat, and 
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muscle. Therefore, the image quality may be different. The purpose of this in-vivo study was 

to confirm that the in-vitro optimal ultrasound configuration could be applied. 

4.5.1. Subject recruitment and scanning procedure 

To confirm the optimal ultrasound configuration could be applied on subjects, one healthy 

volunteer and two patients with AIS were recruited. The healthy volunteer was an adult male 

while the patients were a 16-year-old girl and a 13-year-old boy. Both patients were recruited 

from the local scoliosis clinics with inclusion criteria of: i) diagnosed with AIS, ii) had no 

previous treatment, iii) had out-of-brace radiographs taken on the same day; and iv) had Cobb 

angle less than 45. The ethics was approved by the University of Alberta ethics board, and 

both patients signed the consents before participating in the study.  

Figure 4.13 illustrates how the subject was scanned using the ultrasound system. Each 

subject was scanned in the standing position similar to the posture that the corresponding 

standing radiograph was taken. The scanning process started from thoracic vertebra C7 and 

ended at lumbar vertebra L5. The subject wore a gown with an opening at the back and stood 

with both hand touching to a wall. The operator used her finger to identify the C7 spinous 

process and put a red sticker at that level. Each scan took less than one minute. The 

penetration depth of the ultrasound beam was set at 6 cm. However, the penetration depth 

could be adjusted based on the operator’s experience to estimate the thickness of the subject’s 

muscle. The aim of the adjustment was to optimize the image quality.  

 

Figure 4.13 The subject scanning procedure. 
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4.5.2 Methods 

Unlike the in-vitro study, the 3D in-vivo images were usually not available on subjects due 

to extra imaging modality requirement (computed tomography or magnetic resonance 

imaging). Therefore, references were not available for comparisons between measurements on 

the reconstructed images. Thus, the reconstructed images could only be initially assessed by 

their intuitive image quality in this pilot study.  

The healthy subject was scanned with five operating frequencies: 2.5 MHz, 3.3 MHz, 4.0 

MHz, 6.6 MHz, and 10.0 MHz. However, the two patients were scanned with 2.5 MHz and 

4.0 MHz only to reduce extra scanning time, which might slow down the clinic. At each of the 

operating frequency, images were reconstructed with three different minimum distances 

(MDs) (0.1 mm, 0.2 mm, and 0.3 mm) and three different reconstruction resolutions (RRs) 

(0.2 mm, 0.4 mm, and 0.6 mm). As a result, 45 images (3 MDs x 3 RRs x 5 frequencies) for 

the healthy volunteer and 18 images (3 MDs x 3 RRs x 2 frequencies) for each of the two 

patients were obtained. These images were then evaluated individually by a panel of six raters 

who were blinded with the ultrasound configurations and patients’ information. Each rater 

selected five best images on each subject group to select visually the five best ones, ranking 

from the first to the fifth. The selection criteria were dependent on the clarity of the image as 

well as the details of the vertebra. The details included the appearance of the lamina, the 

transverse processes, and the ribs on each reconstructed image. All images were displayed on 

the monitors with the resolution of 1920 x 1080 pixels. Each selected image was scored with 

1.0, 0.8, 0.6, 0.4, or 0.2 depending on its ranking from the first to the fifth positions, 

respectively. The total scores of each selected image was the sum of the raters’ scores in 

which the highest score image was selected as the best image. The configurations that 

produced the best image corresponded as the optimal configurations. 

4.5.3 Results 

Forty-five images obtained from the volunteer were randomly rearranged and labelled from 

1 to 45. Six raters judged these coded images according to the clarity and the details of the 

vertebra. Table 4.7 summarizes the best five coded images from the volunteer selected by the 

six raters. Their scores are reported in Table 4.8. The two coded images with the highest 
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scores of 3.2 and 2.6 are 29 and 41, respectively, followed by images 5, 21, and 31, having the 

same score of 1.8.  

Table 4.7 Rankings of the best five coded images from the volunteer selected by six raters. 

Rater 
Ranking 

1st 2nd 3rd 4th 5th 

1 5 29 41 9 31 

2 20 26 24 5 9 

3 41 31 29 21 7 

4 7 14 21 5 29 

5 29 21 30 39 14 

6 41 31 29 8 10 

 

Table 4.8 Scores of the selected coded images from the volunteer selected by six raters. 

Image 5 7 8 9 10 14 20 21 24 26 29 30 31 39 41 

Score 1.8 1.2 0.4 0.6 0.2 1.0 1.0 1.8 0.6 0.8 3.2 0.6 1.8 0.4 2.6 

 

Similarly, eighteen images obtained from each patient were also randomly rearranged and 

coded from 1 to 18. One rater of the panel could not participate in this study; hence, five 

remaining raters judged these coded images according to the same selection criteria. Table 4.9 

illustrates the best five coded images from the two patients selected by the five raters. The 

total score for each image is reported in Table 4.10. For patient 1 (P1), images 17, 8, 9, 19, 

and 7 had the highest scores of 3.4, 3.0, 2.2, 2.2, and 1.8, respectively, and were ranked from 

the first to the fifth. For patient 2 (P2), the five raters selected images 17, 16, 8, 14, and 9 as 

the best ones with the highest scores of 3.0, 2.4, 2.4, 1.8, and 1.4, respectively.  

Table 4.9 Rankings of the best five coded images selected for the two patients by five raters. 

Rater 

Ranking 

1st 2nd 3rd 4th 5th 

P1 P2 P1 P2 P1 P2 P1 P2 P1 P2 

1 7 7 9 9 14 14 8 8 17 17 

2 9 14 7 13 17 18 8 10 15 7 

3 17 17 8 8 16 16 9 9 14 14 

4 8 17 17 16 16 8 5 5 12 13 

5 16 16 17 17 9 8 8 3 1 9 
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Table 4.10 Scores of the selected coded images from the two patients selected by five raters. 

 Patient 1 

Image 1 5 7 8 9 12 14 15 16 17 

Score 0.2 0.4 1.8 3.0 2.2 0.2 0.8 0.2 2.2 3.4 

 Patient 2 

Image 3 5 7 8 9 13 14 16 17 18 

Score 0.4 0.4 0.2 2.4 1.4 1.0 1.8 2.4 3.0 0.6 

 

Table 4.11 lists the configurations from which the five best images for each subject were 

selected. The configuration is presented in the form of spacing (minimum distance) - voxel 

size - frequency. The spacing ranges from 0.1 mm to 0.3 mm while the voxel size changes 

between 0.6 mm and 1.0 mm. The three first ranked images for the three subjects report the 

spacing of 0.1mm and the voxel size of 1.0 mm with a compromise between 2.5 MHz and 4.0 

MHz. Furthermore, five listed images for the healthy volunteer were reconstructed from 

datasets acquired with 2.5 MHz and 3.3 MHz with a domination of the former. That means the 

convex probe provided better images than the linear one on the volunteer, who was scanned 

with all five frequencies. However, the results from the two patients reports that 4.0 MHz was 

slightly better than 2.5 MHz.  

Table 4.11 The ranking of the 3D reconstructed images from the first to the fifth quality for 

the volunteer and the two patients. 

 

 1st 2nd 3rd 4th 5th 

Volunteer 0.1-1.0-2.5 0.3-1.0-2.5 0.2-1.0-2.5 0.3-0.6-2.5 0.1-0.6-3.3 

Patient 1 0.1-1.0-4.0 0.3-1.0-4.0 0.1-1.0-2.5 0.2-1.0-4.0 0.3-1.0-2.5 

Patient 2 0.1-1.0-4.0 0.2-1.0-4.0 0.3-1.0-4.0 0.2-1.0-2.5 0.1-1.0-2.5 

 

Figure 4.14 demonstrates an example of two reconstructed images provided by the convex 

probe and the linear probe. The two images were reconstructed with the same minimum 

distance of 0.2 mm and the same reconstruction resolution of 1.0 mm from two datasets 

acquired from the same subject but different frequencies of 2.5 MHz and 6.6 MHz. The 

convex probe yielded the image with more details than the linear probe did. The convex-probe 

image can show laminae and portions of ribs while the linear-probe image can only show 

laminae. 
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(a) Convex-probe image (2.5 MHz) 

 

(b) Linear-probe image (6.6 MHz) 

Figure 4.14 Three-dimensional reconstructed image provided by: (a) The convex probe (2.5 

MHz), and (b) The linear probe (6.6 MHz). 

 

4.5.4 Discussion 

The convex probe was confirmed to provide better images than the linear probe. The 

convex-probe images showed laminae, transverse processes, and ribs while the linear-probe 

images could only display laminae. This can be explained by the following reasons. Firstly, 

the geometry of the convex probe provides wider scanning field than the linear one, which 

acquires more data. A larger field of view captures more vertebral data and the ribs 

information assists the determination of the vertebral level. Secondly, the convex probe 

operates in lower frequency than the linear probe. Ultrasound attenuation is approximately 

proportional to frequency as denoted in the following equation: 

 𝐴𝑡𝑡𝑒𝑛𝑢𝑎𝑡𝑖𝑜𝑛 =  𝜇 ∗ 𝑙 ∗ 𝑓 (4.6) 

where µ is the ultrasound attenuation coefficient [dB/cm/MHz], l is the distance through the 

imaging medium [cm], and f is the ultrasound frequency [MHz]. 
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Unlike the in-vitro study, the soft tissue in the in-vivo study attenuated 2,500 times more 

than the water; the soft tissue attenuation coefficient is 0.5 dB/cm/MHz (Bushberg et al., 

2012) while the water attenuation coefficient is 0.0002 dB/cm/MHz. Consequently, for the 

same propagation media (soft tissue) and travel distance (from the back skin to the vertebra), a 

higher ultrasound frequency signal loses more energy than the lower ultrasound frequency. In 

other words, higher frequency (6.6 MHz and 10.0 MHz) ultrasound loses more features of 

interest or generates lower brightness intensities on B-scans, leading to missing the details on 

the 3D reconstructed images. One more feature that should be taken into account is that the 

convex probe was found to adapt more easily to the scoliotic back than that of the linear 

probe. A good contact with the convex probe would lead to good datasets and minimize 

attenuation. Furthermore, higher frequency provides higher resolution sonographs; that is, 

there are more tiny particles present in the images. Figure 4.15 illustrates two examples of B-

scan, one of which was acquired with frequency 2.5 MHz, and the other was acquired with 

frequency 6.6 MHz at the same penetration depth of 6 cm. In the 2.5 MHz B-scan, vertebral 

features such as laminae, transverse process, and ribs distinguish from other features were 

easily segmented and reconstructed with less chance of data missing. In contrast, the 6.6 MHz 

B-scan shows many features that have similar brightness to vertebral features, leading to a 

difficulty in the vertebral segmentation. Consequently, missing information of interest was 

inevitable. 

 

 

    2.5 MHz B-scan 

 

   6.6 MHz B-scan 

Figure 4.15 Examples of two B-scans acquired with frequencies 2.5 MHz and 6.6 MHz at the 

same depth of 6 cm. 
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The last reason was the acquisition frame rate of the convex probe was greater than that of 

the linear probe at the same penetration depth, which was explained in details in section 4.4.4. 

Table 4.12 reports the scan time and the number of B-scans acquired with five frequencies 

from the volunteer. The number of B-scans acquired with 6.6 MHz and 10.0 MHz were 

substantially less than the other three frequencies, even though the scan time for 10.0 MHz 

was the longest. The distances between a voxel to its closest B-scans are longer in case of less 

B-scans, leading to a smaller value assigned to that voxel. This value might be too small to be 

displayed in the 3D reconstructed image. 

Table 4.12 The scan time and the number of B-scans acquired with five frequencies from the 

volunteer.  

 Frequency 2.5 MHz 3.3 MHz 4.0 MHz 6.6 MHz 10.0 MHz 

 Scan time 43 s 40 s 39 s 34 s 54 s 

 No. of B-scans 1407 1599 1581 478 884 

 

The healthy volunteer was scanned with five frequencies and 2.5 MHz was present in four 

top best configurations followed by 3.3 MHz. For the two patients, 2.5 MHz contributed to 

generate 4 out of the 10 best images. By combining these two results, 2.5 MHz was selected 

and used in in-vivo studies as the optimal frequency. In addition, although the images were 

ranked from the first to the fifth for each subject, the raters found insignificant differences 

among those five images. Thus, the minimum distance of 0.2 mm and the reconstruction 

resolution of 0.6 mm were chosen as the optimal default reconstruction parameters. However, 

these values could be changed between 0.1 mm and 0.3 mm and between 0.2 mm and 1.0 mm, 

respectively. 

4.6 Summary 

This chapter has demonstrated that 3D freehand ultrasonography was feasible to image the 

cadaveric vertebra as well as the human scoliotic spine. The in-vitro experiment demonstrated 

that the dimensional error between the reconstructed image and the cadaver was quite small, 

encouraging further studies. Furthermore, the effect of the reconstruction configuration on the 

quality of the reconstructed images was investigated and identified. From both in-vitro and in-

vivo studies, it was decided that the convex probe 2.5 MHz operating frequency, 0.2 mm 
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spacing, and 0.6 mm reconstruction resolution constituted the optimal configuration and will 

be used throughout the rest of the thesis. 
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In-vitro validation of the optimal 

configuration in imaging AIS2 

 

In this chapter, the optimal configuration is used to reconstructed 3D images from which 

scoliosis-related parameters are measured and validated. Section 5.1 presents the statistics 

analysis definition and theory that are used in this thesis. Section 5.2 reports an extension of 

the in-vitro study to determine the accuracy and correlation of the 3D reconstruction images 

compared to the CT images. Section 5.3 describes the method to measure the AVR of the 

three cadaveric vertebrae. Section 5.4 investigates the study to determine the PMC on which 

the maximum Cobb angle is measured using two spine phantoms. Then, AIS patients are 

recruited to investigate the repeatability and reliability of the proposed ultrasound method. 

The method to measure the Cobb angle and the lateral deviation on the PA plane and the 

PMC, and the AVR are proposed in section 5.5. The intra- and inter-rater reliabilities are 

reported in section 5.6.  

5.1 Statistical analysis 

Statistical analysis is a method to analyze, evaluate and explore the collecting data to 

discover underlying patterns and trends and to answer some scientific decisions that the 

proposed method is applicable to a specific application. The reliability or the repeatability 

measurements are usually evaluated by the intraclass correlation coefficient (ICC) and the 

standard error of measurement (SEM) with 95% confidence interval. Meanwhile, the Pearson 

correlation coefficient is widely used as a measure of the degree of linear dependence between 

                                                 
2 Part of this chapter was published in: VO, Q. N. et al. 2014. Measurement of axial vertebral rotation using 
three-dimensional ultrasound images. Scoliosis, 10, 1-4, VO, Q. N. et al. 2015. 3D ultrasound imaging method to 
assess the true spinal deformity. Conf Proc IEEE Eng Med Biol Soc, 2015, 1540-3. 
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two variables. The accuracy analysis is more relied on the mean absolute difference (MAD) 

and the standard deviation (SD). The following paragraphs briefly describe these statistical 

concepts.  

The Pearson correlation coefficient or the Pearson’s r is a measure of the strength of the 

linear relationship between two variables X and Y. This coefficient can range from -1 to 1. An 

r of 1 indicates perfectly positive correlation while 0 indicates no relationship, and -1 is 

perfectly negative correlation. The Pearson’s r can be calculated as  

 
𝑟 =  

𝑁 ∑(𝑋𝑌) − (∑𝑋)(∑𝑌)

√[𝑁 ∑𝑋2 − (∑𝑋)
2
][𝑁 ∑𝑌2 − (∑𝑌)

2
]

 
(5.1) 

 

where N is the number of pairs (x,y). x  X and y  Y. 

The ICC is a descriptive statistic that is a relative measure of the reliability of 

measurements. It describes how strongly member in the same group resemble each other. In 

this context, reliability or relative consistency is formally defined as follows (Baumgartner, 

1969): 

 𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  
𝑣𝑎𝑟𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑠

𝑣𝑎𝑟𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑠 + 𝑒𝑟𝑟𝑜𝑟
 (5.2) 

 

Therefore, the reliability (ICC) can theoretically vary between 0 and 1.0, where an ICC of 0 

indicates no agreement, whereas an ICC of 1.0 indicates perfect agreement. According to 

Currier (Currier, 1984), the ICC of 0.90 - 0.99 reflects a high reliability, whereas 0.80 - 0.89 

indicates a good reliability, and 0.70 - 0.79 a fair reliability. An ICC that is equal or lesser 

than 0.69 denotes a poor reliability. The intra-class correlation coefficient refers to a 

comparison between two groups of measurements performed by one rater. Meanwhile, the 

inter-class correlation coefficient requires two or preferably more raters involving in the study, 

and refers comparisons between measurements performed by different raters. In this thesis, 

ICCs with a two-way random model and an absolute agreement (ICC(2,1)) are used. 



94 
 

All measurements are inaccurate as they contain some amount of error. An obtained 

measurement consists of both true measurement and measurement error. True measurements 

and error measurements are always unknown quantities. However, these quantities can be 

estimated through the SEM. While the ICC is a relative measure of reliability, the SEM 

provides an absolute index of reliability. The ICC has no unit, whereas the SEM has the same 

units as the measurement of interest. The interpretation of the SEM centers on the assessment 

of reliability within individual subjects. The SEM is estimated by most references as follows 

(Weir, 2005): 

 𝑆𝐸𝑀 = 𝑆𝐷√1 − 𝐼𝐶𝐶                                                 (5.3) 

where SD is the standard deviation of the measurements from all subjects. 

As can be seen from Equation (5.3), the standard error of measurement is inversely 

proportional to the reliability. The higher the reliability is, the smaller the standard error of 

measurement, and vice versa. 

Another concept in statistical analyses is confidence bands that are often used in 

measurement reports. A confidence band represents the uncertainty about the value of a new 

data-point relative to the trend. A 95% confidence interval (95% CI) is used throughout this 

thesis. The last concept is the mean absolute difference (MAD) that is defined as the average 

of the absolute difference of two sets of measurements. It is reported with the standard 

deviation (SD). 

For visualization, the Bland-Altman plot (Bland and Altman, 1999), or the difference plot, 

is used to compare two quantitative measurements, based on the quantification of agreement 

between them to construct limits of agreement. These limits are calculated by using the mean 

and the standard deviation of the differences between two measurements. That is, these limits 

are equal to the mean difference plus and minus two times the standard deviation of the 

differences. In this Bland-Altman plot, the differences between the two measurements are 

plotted against the averages of the two measurement. Three horizontal lines are drawn: one at 

the mean difference, and two at the limits of agreement. The graphical method can also be 

used to compare a new measurement method with a gold standard. In this PhD thesis, the 

Bland-Altman plot is drawn using the Matlab software. 
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5.2 Accuracy of the 3D reconstruction of individual cadaveric vertebrae 

In the preceding chapter, the optimal configuration was determined based on the intuitive 

image quality of the thoracic T7 vertebra. This in-vitro study extends the previous study to 

validate further if the optimal configuration could be applied to the T7, L1, and L3 vertebrae, 

which represent three different dimensions and shapes of vertebrae. The goals are to 

determine the accuracy of the 3D reconstruction of the various single cadaveric vertebrae. 

5.2.1 Methods 

Thoracic vertebra T7 was scanned and measured in section 4.4. Its measurements were 

then used in this section. Two other cadaveric vertebrae L1 and L3 were scanned as described 

in Section 4.2.3 at 0 vertebral rotations. Three acquired ultrasound datasets were then 

reconstructed into three reconstructed images using the 3DSA software with the optimal 

configuration (frequency = 2.5 MHz, spacing (MD) = 0.2 mm, reconstruction resolution (RR) 

= 0.6 mm). The measurement methods performed on the images and the cadavers were 

described in section 4.4.2. The same procedure was applied to the lumbar vertebrae L1 and 

L3, but with five distance parameters. Figure 5.1 illustrates how to measure these five 

parameters including left superior process - right superior process (1), left transverse process - 

right transverse process (2), left inferior process - right inferior process (3), left superior 

process - left inferior process (4), and right superior process - right inferior process (5).  

 

 

Figure 5.1 Five distances to be measured on lumbar vertebrae L1 and L3: (1) left superior 

articular process - right superior articular process, (2) left transverse process - right 

transverse process, (3) left inferior articular process - right inferior articular process, (4) left 

superior articular process - left inferior articular process, and (5) right superior articular 

process - right inferior articular process. 
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For the lumbar vertebrae, it was more reliable to select two points between the superior and 

inferior processes than two points between the superior process and the spinous process. The 

mean absolute differences (MAD) and the standard deviations (SD) of the five distance 

parameters from the cadavers and images were used to investigate the accuracy of the 

reconstruction. The Pearson correlation coefficients were also used to determine the 

agreement between the measurements from the cadavers and images. 

5.2.2 Results 

The three cadaveric vertebrae were successfully reconstructed. Figure 5.2 illustrates the 

three cadaveric vertebrae and their corresponding reconstructed images. From the figure, the 

geometric shapes of the reconstructed images are visually similar to that of the corresponding 

cadaveric vertebrae. However, the vertebral body of the vertebrae could not be imaged 

completely, except a portion of the interface between the vertebral foramen and the vertebral 

body. 

 

 

Cadaveric vertebra T7 

 

Cadaveric vertebra L1 

 

Cadaveric vertebra L3 

 

Reconstructed vertebra T7 Reconstructed vertebra L1 

 

 
Reconstructed vertebra L3 

 

Figure 5.2 Cadaveric vertebrae T7, L1, and L3 and their corresponding 3D reconstructed 

images. 
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Table 5.1 reports the mean absolute differences (MAD ± SD) and Pearson correlation 

coefficients r between two sessions of measurements on the reconstructed image and between 

the averaged measurements on the image and cadaveric vertebra. The MAD of the intra-rater 

measurements performed on the reconstructed images were 0.8 ± 0.7 mm, 0.5 ± 0.4 mm, and 

0.4 ± 0.2 mm for vertebrae T7, L1, and L3, respectively; whereas, the MAD of the averaged 

measurements between the reconstructed images and the cadaver vertebrae were 1.5 ± 1.1 

mm, 1.8 ± 0.5 mm, and 2.9 ± 1.5 mm, respectively. The larger the vertebra, the greater the 

difference (MAD ± SD) between the image and the cadaver. Furthermore, all Pearson 

correlation coefficients are very high, very close to 1, indicating high agreement between two 

corresponding measurements. 

Table 5.1 The mean absolute difference and Pearson correlation between two sessions of 

measurements on the reconstructed image and between the image and cadaveric vertebra. 

 Reconstructed image Image vs. Cadaveric vertebra 

T7 L1 L3 T7 L1 L3 

MAD ± SD (mm) 0.8 ± 0.7 0.5 ± 0.4 0.4 ± 0.2 1.5 ± 1.1 1.8 ± 0.5 2.9 ± 1.5 

r 0.9993 0.9998 0.9996 0.994 0.999 0.994 

 

5.2.3 Discussion 

Regarding the accuracy of the measurement, the maximum MAD between the two 

measurements on the same reconstructed image was small (0.8 mm), which was close to the 

reconstruction resolution (0.6 mm). However, the difference between the reconstructed image 

and the cadaver augmented with an increase in the size and the structural complexity of the 

vertebra. Vertebra T7 which was the smallest and the least complex had the smallest MAD 

between the reconstructed image and the cadaver (1.5 ± 1.0 mm). Meanwhile, vertebra L3 

with its largest and most complex structure had the highest MAD (2.9 ± 1.5 mm). Locating 

precisely the same landmarks on a larger and more complicated area of both the image and the 

cadaver was more difficult, leading to a higher error. 

The three reconstructed images look geometrically similar to the three corresponding 

cadaveric vertebrae (Figure 5.2). The images were fairly clear although some data points were 

missing at the spinous process area. The reason of the missing data was that both sides of the 

spinous process were slopes that caused some of the ultrasound beams not to echo back 
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directly to the transducer; therefore, those portions were not imaged. Although the 

reconstructed shapes were geometrically reserved and the accuracy of the reconstruction was 

high, the ultrasound imaging method had limitations due to the reflection characteristic of the 

ultrasound that was discussed in section 4.3.2. The ultrasound method cannot image and 

display vertebral body due to the acquisition configuration and the lack of ultrasound energy 

penetrating through bone (Figure 5.3). According to Equation 5.4, the percentage of the 

original energy reflected at the interface from water to bone, R1, is denoted as the reflection 

coefficient and calculated 

                (5.4) 

where Z1 = 1.48x106 (Rayls) is the acoustic impedance of water, Z2 = 7.80x106 (Rayls) is the 

acoustic impedance of bone, Ir1 is the reflection intensity at the first interface, and I is the 

original intensity pulsing from the transducer. 

In theory, 46% of original energy bounces back at the first interface between water and 

bone. The remaining 54% continues to penetrate through bone until it reaches the second 

interface between bone and water from the bone side. A portion of this energy reflects at this 

second interface as shown in Equations (5.5) and (5.6). 

             (5.5) 

               (5.6) 

where R2 is the reflection coefficient at the second interface from bone to water, and Ir2 is the 

reflection intensity at the second interface.  

Therefore, only a quarter of the original energy coming back from the second interface at 

the boundary between vertebral body and water. In the real situation, the amount of the energy 

returning from the second interface is less than 25% of the original transmitted signal due to 

the absorption, scattering, and attenuation of signal within the bone and water. The reason 

why part of the vertebral body interface could be visualized is similar to the vertebral posterior 

arch. A portion of the original ultrasound beams could go directly through the empty space 

between the two superior articular processes, hit part of the vertebral body behind, and 
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bounced back to the probe. The recorded ultrasound signals from this part was strong enough 

to be reconstructed. 

 

 

 

Figure 5.3 The limitation to imaging the vertebral body due to the lack of ultrasound energy 

penetrating through bone. 

 

5.2.4 Conclusion 

This chapter described a complete validation of the reconstruction of three single vertebrae. 

The accuracy of the reconstruction was high for a variety of vertebrae and the posterior arch 

of the reconstructed image was similar to that of the cadaver. However, the complete vertebral 

body could not be reconstructed.  

5.3 Measurement of the AVR of cadaveric vertebrae 

In the previous section, the measurement of the shape of a cadaveric vertebra was 

examined. The measurement of the rotation of vertebrae is also of interest in the assessment of 

scoliosis. This section describes a method to measure the AVR on a cadaveric vertebra. The 

accuracy of the rotation measurement is also investigated. 
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5.3.1 Method 

The same cadaveric vertebrae T7, L1, and L3 from the previous experiment described in 

section 5.2 were scanned and the AVR as described in Section 4.4.1 were measured. The axial 

rotation of each vertebra was adjusted from 0 to 40° with 5° increments by rotating the pivot 

to the desired angle which was also shown on the protractor. Nine sets of ultrasound data were 

recorded from each reconstructed vertebra. 

Figure 5.4 shows the front view and the top view of the 3D reconstructed vertebra T7. To 

methods were proposed to measure the vertebral rotation based on using either the COLs (L-

L) or the centres of transverse processes (TP-TP). The COL method was proposed by Chen et 

al. to measure the proxy Cobb angle and the AVR (Chen et al., 2012, Chen et al., 2013, Chen 

et al., 2016). The user used the computer mouse pointer to locate manually the centres of 

either landmark on the reconstructed vertebral images according to their knowledge of 

vertebral anatomy (Figure 5.4a). The program detected the 3D coordinates of these points 

relative to the transmitter and calculated the AVR. The AVR was automatically determined by 

the angle between the line going through either the L-L or the TP-TP and a reference vertical 

plane (the scanning wall of the water tank), in this case plane xz as shown in Figure 5.4b. 

 

Figure 5.4 (a) - The frontal view (left) and (b) - The transverse view (right) of the 3D 

reconstructed T7 vertebra for AVR measurement (a) The COLs (red dots) or transverse 

processes (blue dots) were manually located by using the computer mouse pointer. (b) The 

rotation of each reconstructed vertebra was automatically determined by the angle between 

the line going through either the COLs (L-L) or the centres of transverse processes (TP-TP) 

and a reference vertical plane (xz). 
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To evaluate the accuracy and reliabilities of the measurement, three raters who had 6 

months of scoliosis research experience participated in this study. These three raters, blinded 

with the rotation information, measured the rotation in two sessions in a one-week interval to 

minimize memory bias. The intra-class correlation coefficients using the two-way random and 

absolute agreement (ICC[2,1]) were applied to calculate the intra-reliability and inter-

reliability. The accuracy of the measurement was determined based on the mean absolute 

difference with the standard deviation (MAD ± SD). 

5.3.2 Result 

Twenty-seven ultrasound datasets (9 datasets/vertebra x 3 vertebrae) were reconstructed 

into 3D vertebral images. It was found that one of the lamina areas were missing on vertebrae 

L1 and L3 when the AVR was greater than 30°. Figure 5.5 demonstrates the right lamina of 

the lumbar vertebra is missing when the rotation is larger than 30. As a result, the rotation 

measurement could not be measured on the images when the rotation angle was greater than 

30. However, it was not the case in vertebra T7; laminae could be identified in all T7 cases. 

Therefore, four cases were excluded out of 27 data sets.  

 

 

 

Figure 5.5 The top view (left) and the frontal view (right) of the 3D reconstructed L3 

vertebra for the lamina data missing due to ultrasound blocking. 

 

Table 5.2 and Table 5.3 list the intra- and inter-reliability with 95% confidence interval 

between two measurements of each rater and between raters, respectively. The ICC values of 
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the intra-reliability and the inter-reliability were greater than 0.98 indicating both methods (L-

L and TP-TP) were very reliable. The mean absolute difference (MAD) and the standard 

deviation (SD) between mean values measured by each rater and the actual values were 

similar and between 1 and 2 (Table 5.4). The range of absolute difference (RD) between the 

mean value measured by each rater and the actual value are also illustrated in Table 5.5. Rater 

3 shows the maximum difference of 10.9 when measuring the rotation using the laminae. It 

occurred at the angle of 30 where one of the two laminae was almost missing on vertebra L1 

and might be due to a wrong selection of the landmark point. This significant error made the 

ICC values between rater 3 and rater 1 (0.984) and between rater 3 and rater 2 (0.981) smaller 

than that between rater 1 and rater 2 (0.992). If this value was excluded, the maximum 

deviation of the RD was 5.7, similar to the other L-L ranges. Table 5.6 summarizes the 

MADs between any two raters, which were approximately 1. 

Table 5.2 The intra-rater reliabilities for three raters. 

ICC (95% CI) Rater 1 Rater 2 Rater 3 

L-L 0.990 (0.978 - 0.996) 0.992 (0.981 - 0.996) 0.998 (0.996 - 0.999) 

TP-TP 0.991 (0.979 - 0.996) 0.999 (0.999 - 1.000) 1.000 (1.000 - 1.000) 

 

Table 5.3 The inter-rater reliability between two raters. 

ICC (95% CI) Rater 1 vs. Rater 2 Rater 2 vs. Rater 3 Rater 3 vs Rater 1 

L-L 0.992 (0.983 - 0.997) 0.981 (0.955 - 0.992) 0.984 (0.964 - 0.993) 

TP-TP 0.990 (0.954 - 0.997) 0.995 (0.986 - 0.998) 0.997 (0.990 - 0.999) 

 

Table 5.4 The mean absolute difference [absolute (mean measured value - actual value)]. 

MAD ± SD Rater 1 Rater 2 Rater 3 

L-L 1.2 ± 1.4 1.4 ± 1.5 1.7 ± 2.6 

TP-TP 0.9 ± 1.1 1.2 ± 1.3 0.9 ± 0.7 

 

Table 5.5 The range of absolute difference [absolute (mean measured value - actual value)]. 

RD Rater 1 Rater 2 Rater 3 

L-L 0 – 4.1 0 – 5.3 0 – 10.9 

TP-TP 0 – 3.5 0 – 4.3 0 – 2.7 
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Table 5.6 The mean absolute difference between two raters. 

MAD ± SD Rater 1 vs. Rater 2 Rater 2 vs. Rater 3 Rater 1 vs. Rater 3 

L-L 1.1 ± 1.0 1.3 ± 2.1 1.0 ± 2.0 

TP-TP 1.2 ± 1.1 0.9 ± 0.7 0.6 ± 0.7 

 

It can be seen that all ICC values for TP-TP are slightly higher than that for L-L, whereas 

all MAD values for TP-TP are slightly lower than that for L-L except for the case between 

rater 1 and rater 2. The maximum absolute difference between measured values and actual 

values is 5 for all three raters for both of the L-L and TP-TP methods. 

5.3.3 Discussion 

Three different cadaveric vertebrae with different structures were used to investigate the 

accuracy of measuring the AVR from the 3D reconstructed ultrasound images. These three 

vertebrae represent the most common apical vertebrae in scoliosis for the thoracic, thoraco-

lumbar, and lumbar curves, respectively. The rotation of each vertebra was adjusted in one 

direction with an assumption that the vertebrae and the experimental setup were symmetric. 

Rotating the vertebrae in the other direction would provide the same results.  

The measurement procedure was simple and measured the AVR directly on the axial plane. 

The measurements on the reconstructed images were compared to their actual values on the 

vertebral rotation device. The ICC values, the MAD and RD values of the TP-TP method were 

slightly higher or better than the L-L method when the rotations of vertebrae L1 and L3 were 

between 0 and 30 and that of vertebra T7 were from 0 up to 40. This means that the type of 

the vertebra and the selection of landmark do not significantly affect the measurement of the 

rotation. Both the L-L and TP-TP methods could measure the AVR reliably from the 3D 

ultrasound images.  

This study pointed out that if the lumbar vertebra has the rotation greater than 30 one of 

the laminae cannot be completely identified. Therefore, measurements based on these 

landmarks could not be performed. However, this does not seem to be a limitation because the 

vertebral rotation was found in daily routine scoliosis clinics between 15 - 20, and rarely 

exceeding 30 or 40 (Weiss, 1995, Barsanti et al., 1990). In this study, the method was 

verified on three non-deformed cadaveric vertebrae; that is, the laminae and the transverse 
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processes were assumed symmetric. However, scoliotic vertebrae are not always symmetric; 

therefore, assuming the symmetry of the vertebra when calculating the rotation may be 

considered a limitation to some cases. 

5.3.4 Conclusion 

This study described the method to measure the AVR of the three different vertebrae. The 

results demonstrated that the accuracy of the AVR was high and that the L-L and TP-TP 

methods could be used interchangeably to measure the AVR from the 3D ultrasound images 

without any significant differences. That is, the vertebral laminae are used as landmarks to 

measure the AVR.  

5.4 Accuracy and reliability of the measurement of the AVR, the tilt angle, 

and the Cobb angle on the spine phantoms 

The measurement of the AVR on individual cadaveric vertebra yielded good results. Apart 

from the AVR, the Cobb angle is also an essential parameter to assess the severity of scoliosis. 

This section extends the previous study to apply to the spine phantoms to investigate the 

measurement of the Cobb angle. In this section, the accuracy and the reliability of the in-vitro 

ultrasound measurements of the AVR, the tilt angle (the angle between the vertebral tilt of two 

vertebrae), and the PA and PMC Cobb angles on the spine phantoms are determined.  

5.4.1 The experimental setup and scanning procedures 

Two Sawbones spine phantoms (Pacific Research Laboratories, Inc., USA) comprised of 

12 vertebrae from thoracic vertebra T6 to lumbar vertebra L5 were used. Figure 5.6 

demonstrates the two phantoms and the experimental setup. On the coronal view, one 

phantom was set to have a moderate scoliotic curve (Figure 5.6a), and the other was designed 

to be a straight spine (Figure 5.6b). On each phantom, each vertebra was linked to an adjacent 

vertebra using a plastic rod going through the centres of vertebral bodies. Each phantom was 

then fixed to an acrylic plate at seven different points and at least 5 cm above the plate. The 

plastic rod connected the entire spinal column was fused together with vertebrae to form a 

rigid model to prevent the phantom from changing its shape during experiments and 

transportation. During experiments, the Sawbones spine phantoms were completely immersed 

upright in a water-filled tank with 4 mm-thick acrylic walls to mimic the body setting (Figure 
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5.6c). The spines were scanned starting from the top to the bottom of vertebra so that all of the 

vertebrae were covered. The ultrasound probe was moved along the curve of the spine while 

its centre was facing the middle of the spinous process. 

 

 

(a) Spine phantom 1 (b) Spine phantom 2 
 

(a) Spine phantom scanning 

 

Figure 5.6 The in-vitro experimental setup: (a) Spine phantom 1 (scoliotic); (b) Spine 

phantom 2 (straight); (c) The spine phantom was immersed into a tank of water that mimicked 

the body setting. 

 

In order to determine the accuracy of the method, the two spine phantoms were also 

scanned by the Toshiba Aquilion ONE CT scanner (Toshiba Medical Systems, Japan). Figure 

5.7 shows how the spine phantom was scanned similar to a patient laying on a CT scanner’s 

couch. The phantom was secured by a strap to prevent it from vibrating when the couch was 

moving. Both spine phantoms were scanned with the voltage of 120 KV, the current of 150 

mA, and the slice thickness of 0.5 mm. These settings were selected by the CT scanner 

technologist. 

GPS transmitter 

Spine phantom 

Tank of water 

Transducer + 

GPS receiver 
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Figure 5.7 The spine phantom was CT scanned in the lying position. 

 

5.4.2 Methods 

In this study, the AVR was measured on both 3D ultrasound and CT images. The tilt angle 

and the Cobb angle were measured on the projected 2D PA plane and the PMC. These two 

planes were derived from the 3D image, which is described in the following paragraphs. 

Determination of the PA plane 

To determine the PA plane of the reconstructed spine, two hypotheses were made: (i) the 

surface of the ultrasound probe was parallel with the PA plane, and (ii) the lumbar vertebra L5 

had 0 rotation relative to this PA plane. Therefore, the rotation of the PA plane relative to the 

reference plane (xz) was equal to the rotation of vertebra L5 with respective to the same xz 

plane. The L5 rotation was calculated by using the average of rotations of the last twenty B-

scans. The estimated 2D PA image view was obtained by projecting the 3D spinal image on 

the PA plane. In other words, the 3D spinal image was rotated an angle that was estimated 

from L5 and then projected on the reference plane (xz). The largest voxel value along the 

projection ray was selected as the value of the corresponding projected pixel. Figure 5.8 

illustrates how a pixel of the PA image was determined from a voxel of the 3D spinal volume.  



107 
 

 

 

Figure 5.8 The determination of a pixel of the PA image from a voxel of the 3D spinal 

volume. 

 

That can be explained as follows. Suppose the 3D spinal volume has a size of m x n x p. 

The intensity value of pixel A(i,j) of the PA image (i = 0, 1,…, n; j = 0, 1,…, p) is the largest 

value among the values of voxels (i,j,k) in the voxel column along the projection ray when k 

ranges from 0 to m. 

Determination of the plane of maximum curvature 

The PMC is defined by the vertical plane that displays the maximum Cobb angle and 

generally occurs close to the maximum AVR plane. Figure 5.9 illustrates how to determine 

the PMC from a 3D spinal image and the apical vertebral rotation. To determine the PMC, the 

apex, and its two adjacent vertebrae were determined, and their AVRs were then measured. 

Five vertical planes were established and the first one was determined as follows. Suppose 

these three vertebrae had rotations 18, 20, and 17. The largest AVR among the three (in 

this case 20) was used to determine the first vertical plane that formed with reference plane 

xz. The 3D spine was projected on this PMC to obtain a 2D spinal image on which the Cobb 

angle was measured.  
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Figure 5.9 The determination of the PMC. 

 

Four other vertical planes were formed with 2 and 4 differences from the line AB on both 

directions (Figure 5.9). The Cobb angles on these planes were also determined similarly to 

that on the PA view. The largest Cobb angle among the five values was considered the PMC 

Cobb angle, and the plane that contained it was the PMC. 

Measurement of the AVR, the tilt angle, and the Cobb angle 

To determine the accuracy of the 3D construction of the spine phantoms, the AVR, the tilt 

angle of individual vertebra and the Cobb angle were measured using the developed 3DSA. 

Another Matlab-based program was developed to reconstruct CT slices into a 3D spinal image 

to measure the corresponding AVR, the tilt angle of individual vertebra and the Cobb angle. 

Two raters, a naive rater (Rater 1) and an experienced rater (the software developer) with one-

year ultrasound measurement experience (Rater 2), were blinded with information and 

performed measurements twice in one week apart. Prior to the measurements, the naive rater 

was trained to use the software to measure the AVR and the Cobb angle on test images until 

he felt confident to perform the measurements. A statistical analysis including the inter- and 
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intra-class correlation coefficients (ICC(2,1)), mean absolute difference (MAD), and standard 

error of measurement (SEM) was calculated to evaluate the accuracy and reliability of 

measurements. MAD values showed the discrepancies for each measurand between two 

measurements of each rater, between averaged measurements of the two raters, between 

ultrasound and CT measurements, and between the PA Cobb angle and PMC Cobb angle.  

In this in-vitro study, the centres of transverse processes were used instead of the COLs as 

landmarks for measurement. It was because the spine phantoms were homogenous; hence, 

their CT images were also homogenous, leading to homogeneity in the projection images. It 

was therefore more difficult to identify exactly the COLs than that of transverse processes. 

Furthermore, the previous study demonstrated that there was slight difference in 

measurements between the L-L and TP-TP methods. Twelve vertebrae of each phantom were 

measured. The AVRs of 11 lower vertebrae was calculated respective to that of the top one. 

The vertebra with the largest AVR was considered the apex. Instead of measuring only two 

Cobb angles from the spine phantoms, the tilt angle of the 12 vertebrae were measured 

respective to that of the top one. The tilt angle was formed by the line going through two 

COTPs of the top vertebra and the line connecting those of the other vertebra. The two raters 

also measured the Cobb angle of the spine on both of the PA and PMC views.  

5.4.3 Results 

The acquired ultrasound and CT data of the two spine phantoms were reconstructed. Figure 

5.10 shows the 3D reconstructed ultrasound and CT images of the two spine phantoms. It can 

be seen that the image of the straight spine (Spine 2) shows more details than that of the 

curved one (Spine 1). Furthermore, visually speaking, the ultrasound images display fewer 

details than the CT image, of which vertebrae have as many features as that of the spine 

phantoms including the vertebral body. Figure 5.11 shows the PA projection ultrasound and 

CT images of the two spine phantoms on which the tilt angle and Cobb angle were measured. 
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Phantom US image CT image Phantom US image CT image 

(a) Spine 1 (b) Spine 2 
 

Figure 5.10 The phantom, the ultrasound reconstructed image, and the CT reconstructed 

image of: (a) Spine 1 (curved), and (b) Spine 2 (straight). 
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US image CT image US image CT image 

Spine 1 Spine 2 

Figure 5.11 The US and CT PA images of the two spine phantoms. 

 

The AVRs of 12 vertebrae for each phantom were measured. The PA and PMC Cobb 

angles were also measured on both spine phantoms. Tables 5.7 - 5.10 summarize the in-vitro 

results. The comparison between the AVR and the tilt angle on the PMC measured on the CT 

images and their corresponding ultrasound images also shows a strong correlation, reliability 

and accuracy (ICC ≥ 0.922, MAD ≤ 1.9 ± 1.4, and SEM ≤ 1.7) (Tables 5.7 - 5.8). In 
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addition, the two raters provided US measurements, which were highly correlated and reliable 

as shown in Table 5.9. Meanwhile, Table 5.10 reports the Cobb angles measured on the PA 

and PMC views of the CT and US images by the two raters. In general, the discrepancies 

between the PA and PMC Cobb angles measured by the two raters for spine 2 are small. 

Nevertheless, rater 2 provided better measurements than rater 1. While the difference between 

two raters in the AVR is insignificant, that in the PMC Cobb angle is up to 3.3. 

 

Table 5.7 Intra-rater reliabilities of the AVR between CT and US measurements for the two 

raters. 

 
Rater 1 Rater 2 

Spine 1 Spine 2 Spine 1 Spine 2 

ICC 0.982 0.922 0.985 0.974 

MAD ± SD 1.9 ± 1.4 0.7 ± 0.5 1.6 ± 1.1 0.4 ± 0.4 

SEM* 
1.7 0.6 1.4 0.4 

*Calculated based on the CT measurements 

Table 5.8 Intra-rater reliabilities of the PMC tilt angle between CT and US measurements for 

the two raters. 

 
Rater 1 Rater 2 

Spine 1 Spine 2 Spine 1 Spine 2 

ICC 0.951 0.746 0.999 0.931 

MAD ± SD 4.2 ± 3.6 0.8 ± 0.9 0.9 ± 0.5 0.6 ± 0.3 

SEM** 
3.9 0.8 0.6 0.5 

**
 Calculated based on the CT measurements 

Table 5.9 Inter-rater reliabilities of the ultrasound measurements of the AVR and the PMC tilt 

angle. 

 Spine 1 Spine 2 

AVR TAPMC AVR TAPMC 

ICC 0.980 0.975 0.913 0.760 

MAD ± SD 2.1 ± 1.3 3.5 ± 2.6 0.6 ± 0.7 0.8 ± 0.8 

SEM*** 
1.7 3.1 0.6 0.7 

 

***
Calculated based on the measurements by Rater 2 
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Table 5.10 The Cobb angle on the PA and PMC view between CT and US measurements for 

the two raters. 

Cobb angle 

Rater 1 Rater 2 

Spine 1 Spine 2 Spine 1 Spine 2 

CT US CT US CT US CT US 

On the PA plane 48.4 54.4 6.0 5.1 55.0 55.8 4.3 5.6 

On the PMC plane 51.7 56.4 6.1 5.8 59.2 57.7 5.3 5.1 

 

5.4.4 Discussion 

Most of the measurements provided high intra- and inter-rater reliabilities (ICC > 0.90) 

except the PMC tilt angle for Spine 2 (0.746) and between the two raters (0.760). The Spine 2 

was designed without rotation on vertebrae and lateral curvature. That means that the AVR 

and the tilt angle of each vertebra were designed to be zero. Theoretically, the ICC value is 

affected by the range of measurement and the sample size of measurements. Therefore, Spine 

2 had lower ICC values when compared to the Spine 1 measurements. In addition, although 

Rater 1 supposed to be blinded to the curvature and AVR information on both of the spine 

phantoms, Rater 1 could recognize that Spine 2 was straight by looking at its images. Thus, 

the measurement obtained from Spine 2 might be biased. Furthermore, Rater 1 yielded a 

higher variation in the measurement of the tilt angle on Spine 1 (4.2 ± 3.6), leading to 

greater differences of 6 in the measurement of the Cobb angle between the ultrasound and 

CT images.  

As explained in section 5.2.3, only vertebral posterior arches could be imaged and 

displayed. The AVR and lateral deviation of Spine 1 can also be used to explain why data 

were missing on some vertebrae. Due to the ultrasound characteristics, the more the vertebra 

rotates, the higher chance the spinous process blocks the ultrasound signals, which may cause 

missing lamina data. 

Finally, yet importantly, the measurements performed by Rater 2 were more accurate than 

those by Rater 1 because Rater 2 had more experienced in measuring ultrasound images than 

Rater 1. This indicates that the accuracy of the measurements was related to user experience.   
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5.4.5 Conclusion 

In this study, the methods to determine the PA plane and the PMC were described. The 

accuracy and reliability of the measurement of the AVR, the tilt angle, the PA and PMC Cobb 

angles were also reported, which completed the preliminary investigation of the 3D ultrasound 

method into imaging scoliosis on the phantoms. 

5.5 Summary 

In this chapter, the methods to measure the AVR, the Cobb angle and the lateral deviation 

on the PA plane and the PMC were proposed. It was the first time that the PMC Cobb angle 

was proposed and measured on the PMC of ultrasound images. The 3D reconstruction of 

cadaveric vertebrae reported a good accuracy. The intra- and inter-rater ICCs of the in-vitro 

measurements of the AVR and the vertebral tilt angle were high, indicating a high reliability. 

The in-vitro results encourage further studies that are conducted under clinical settings to 

investigate the repeatability, reliability, and validity of the proposed method. These will be 

investigated and presented in the next chapter.  
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In-vivo repeatability of the ultrasound 

method, reliability of the ultrasound 

measurements, and validity of the PA Cobb 

angle and AVR measurements 

 

In this chapter, the repeatability of the ultrasound method and the reliability of the 

ultrasound measurements under clinical settings are investigated. Section 6.1 reports the 

methods to measure the AVR, the Cobb angle, and the lateral deviation on ultrasound images 

and the results of the repeatability study. The intra- and inter-rater reliabilities of the 

aforementioned ultrasound measurements are reported in section 6.2. Section 6.3 and section 

6.4 present the validity studies in which the measurements of the PA Cobb angle and the AVR 

on the ultrasound images are compared with that on the PA radiographs and EOS images, 

respectively. 

6.1 Repeatability of the 3D ultrasound method in imaging scoliosis 

The in-vitro studies described in Chapter 5 reported encouraging results such that further 

studies should be conducted to investigate if the proposed ultrasound method can be applied to 

in-vivo cases. When speaking of measurements, accuracy is most often discussed. However, 

the repeatability of measurements is equally important. The repeatability of measurements 

refers to the variation in repeated measurements conducted on the same subject under identical 

conditions. This can be interpreted that measurements are performed by the same instrument, 

the same method, and the same rater over a short period of time. To investigate the 

repeatability of the ultrasound method, AIS patients were scanned twice and their spinal 
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images were measured. The measurements from the first scan were compared to that from the 

second scan. 

6.1.1 Subject recruitment and scanning procedure 

Patients were recruited from the local scoliosis clinics and the inclusions criteria were: i) 

patients were diagnosed with AIS with the Cobb angle less than 45o, and ii) patients had no in-

brace radiographs taken on the same days. In addition, the exclusion criteria were patients 

who had had spinal surgery. The ethics was approved by the University of Alberta ethics 

board and all patients signed the consents before participating in the study.  

6.1.2 Methods 

Twenty-four AIS patients (18 females and 6 males with ages ranging from 10.8 to 17.8 

years old) were scanned twice in the standing position similar to the posture that the 

corresponding standing radiograph was taken as described in section 4.5.1. After the first scan, 

the patients were requested to stretch and twist their backs, and then walked around the clinic 

room before returning to have the same posture for the second scan. In the second scan, the 

same operator who had three years of experience in performing ultrasound scanning scanned 

the patients.   

For each scan set, 24 spinal images were reconstructed from 24 patient datasets using the 

3DSA software, but three images were excluded due to poor image quality. Among the 

remaining 21 images, 28 curves were recognized and measured from the ultrasound images. 

Five parameters (the AVR, the Cobb angles and the lateral deviations on both of the PA plane 

and the PMC) on both scans were measured twice in one-week interval by one rater and 

analyzed. The rater had a one-year experience of reviewing and measuring the Cobb angles 

and the AVRs on ultrasound images of the spine. For this repeatability study, the second 

session of measurements from the first scan (scan) was compared with the second session of 

measurements from the second scan (rescan). For the AVR in particular, for each curve, the 

rotations of the apex and the two adjacent vertebrae were recorded. Only the measurements of 

the AVR recorded at the same levels between the scan and the rescan were compared. The 

difference in vertebral level identification between the scan and the rescan was not accounted 

for. The ICC was used to investigate the agreement between the two measurement sets. The 
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Bland-Altman plot was also used to display graphically the agreement between two 

measurements of the 5 parameters. 

Measurement of the AVR 

The measurement of the AVR was performed on the PA view and the corresponding 

transverse view. Figure 6.1a illustrates the PA ultrasound image while Figure 6.1b displays 

the transverse view of a selected vertebra. Figure 6.1c shows the 3D coordinate system with 

the directions of the x-, y-, and z-axis. Firstly, the COLs were digitized on the PA image using 

the computer mouse pointer. For example, as shown in Figure 6.1a, the user selected the 

COLs of the thoracic vertebra: points A(xA,yA,zA) and B(xB,yB,zB) where (xA,zA) and (xB,zB) 

were the coordinates determined from the PA view. The rotation of that vertebra was then 

calculated on the corresponding transverse view, which was determined by a cross-section of 

volume V generated by a plane going through line AB and perpendicular to reference plane 

xz. 

On the transverse view, coordinates y of points A and B were automatically determined by 

using their brightness intensity values. On the column of pixels with coordinate x = xA, the 

software searched for the highest brightness intensity value of the pixel. Then, the y 

coordinate of that pixel was yA. Similarly, the software used the same approach to determine 

the coordinate of point B (xB, yB). The vertebral rotation, α, was the angle between line AB 

and the referenced horizontal line, and calculated as 

tan𝛼 =
𝑦𝐵 − 𝑦𝐴
𝑥𝐵 − 𝑥𝐴

 (6.1) 

 

𝛼 = arctan (
𝑦𝐵 − 𝑦𝐴
𝑥𝐵 − 𝑥𝐴

) (6.2) 

 

This was an automatic process. In addition, the user could fine-tune the location of points 

A and B on the transverse view, which might improve the results. 
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Figure 6.1 Measurement of the AVR: (a) PA view, (b) Transverse view, and (c) 3D 

coordinate system. 

 

 

Measurement of the Cobb angle on the PA view 

In order to identify the end plates, the apex, and the curve type of each curve, vertebral 

levels were determined respectively to the level of thoracic vertebra T12. Figure 6.2a 

illustrates the location of vertebra T12. According to the anatomy of vertebra T12, the 

identification of T12 on the PA ultrasound image was based on the following characteristics: 

 The shadows of T12 laminae are longer than that of the above vertebrae. 
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 The distance between two laminae of T12 is shorter than that of the above vertebrae. 

 Vertebra T12 is the last one that articulates with the ribs. 

 

The proxy Cobb angle of a curve from the ultrasound image is the angle between two lines 

going through the COLs of two most tilted vertebrae (Chen et al., 2012, Chen et al., 2013). In 

order to determine the proxy Cobb angle as well as the number of curves, tilt angles of all 

vertebrae that could be recognized on the PA view were measured. Two points were selected 

(for example, A and B) on each vertebra on the PA image; the software captured their 2D 

coordinates, and automatically calculated the vertebral tilt angle. At the same time, the AVR 

was also measured. The positive sign of the tilt angle was defined when point B was higher 

than point A (zA > zB); otherwise, it was negative. The number of curves associated with the 

change in the sign of the tilt angles. If there was a change from positive to negative, or vice 

versa, between two adjacent vertebrae, one curve was detected. For each curve, the two most 

tilted vertebrae were recognized by the largest positive tilt angle and the largest negative tilt 

angle. Therefore, the Cobb angle was the summation of the largest positive tilt angle and the 

largest negative tilt angle. Figure 6.2b illustrates the AVR and the Cobb angle: color magenta 

represents the upper and lower end vertebrae while color yellow represents the apex. 

 

Measurement of the Cobb angle on the PMC view 

The Cobb angle on the PMC view was calculated according to the vertebral levels obtained 

from the PA view. For each curve, the apical rotation was first used to determine the PMC as 

described in section 5.4.1. Then, the positions of the upper and lower end vertebrae were 

transferred to the PMC to estimate their corresponding positions on the PMC, from which the 

Cobb angle on the PMC was calculated. The positions of the upper and lower end vertebrae on 

the PMC could be fine-tuned by the user to achieve a better result. The PMC Cobb angle was 

calculated as follows: 

Let A, B, C and D be the left and right COL of the upper and lower end vertebra, 

respectively. The PMC Cobb angle was the angle  between two vectors AB and CD. 

𝐴𝐵⃗⃗⃗⃗  ⃗ = (𝑥𝐵 − 𝑥𝐴, 𝑦𝐵 − 𝑦𝐴) (6.3) 
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𝐶𝐷⃗⃗⃗⃗  ⃗ = (𝑥𝐷 − 𝑥𝐶 , 𝑦𝐷 − 𝑦𝐶) (6.4) 

 =  arccos (
𝐴𝐵⃗⃗⃗⃗  ⃗. 𝐶𝐷⃗⃗⃗⃗  ⃗

|𝐴𝐵⃗⃗⃗⃗  ⃗|. |𝐶𝐷⃗⃗⃗⃗  ⃗|
) (6.5) 

 

Measurement of the lateral deviation 

The lateral deviation in this PhD thesis was defined as the horizontal distance between the 

centre of the apical vertebra and the vertical line going through the centre of vertebra L5. The 

centre of a vertebra was identified as the mid-point on the segment connecting two COLs of 

that vertebra. When the AVR and the Cobb angle were measured, the coordinates of the COLs 

of the measured vertebrae on the PA image were recorded and saved. The 3DSA software was 

able to extract the coordinates of the COLs of the apical vertebra and vertebra L5 from the 

saved data and automatically calculated the lateral deviation on the PA plane. The coordinates 

of the COLs of the apical vertebra and vertebra L5 were transferred to the PMC and were used 

to calculate the lateral deviation on the PMC automatically.  
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(a) Determination of vertebra T12 

 

(b) Determination of the Cobb angle 

Figure 6.2 (a) The determination of vertebra T12, and (b) The determination of the AVR 

and the Cobb angle: color magenta represents the upper and lower end vertebrae while 

color yellow represents the apex.  

 

6.1.3 Results 

Figure 6.3 shows the reconstructed images from a patient and its PA and PMC images. As 

can be seen from Figure 6.3a, laminae and transverse processes combined with ribs could be 

imaged and displayed, but not the spinous processes. The spinous process of each vertebra 

was then emulated as the arrows based on the coordinates of the COLs of that vertebra 

T12 
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obtained on the PA image. The direction of the arrow represented the direction of rotation of 

the vertebra. The AVR of each vertebra is displayed on the PA image. The Cobb angle were 

measured, the end vertebrae and the apex were determined on the PA plane and the PMC. As 

shown on the PA view (Figure 6.3b), the patient had two curves. The tilt angles on the first 

four vertebrae from T2 to T6 were positive while on vertebrae T7 - T11 were negative. Since 

T4 and T10 had the largest positive and negative tilt angles, respectively, they were the upper 

and lower end vertebrae of the first curve. Since vertebra T6 had the largest lateral deviation 

and AVR, it was then identified as the apical vertebra. Similarly, T10, L3, and T12 were the 

upper end, the lower end, and the apical vertebrae of the second curve, respectively. It can 

also be seen that the curvature of upper curve on the PMC is larger than the corresponding one 

on the PA view (Figure 6.3c). Twenty-eight curves exhibited mild to moderate scoliosis with 

the Cobb angles ranging from 11 to 39 with a mean of 24.0 ± 8.9. 

Table 6.1 provides the ICC and MAD values for five measurements of the AVR, the Cobb 

angles and the lateral deviations on both of the PA and PMC views. A total of 46 vertebrae 

and 28 curves that were present in both sessions of measurements were compared. All ICC 

values were greater than 0.9, indicating a high agreement between the two sessions of 

measurements. The standard deviations of the difference for all five parameters were small 

(approximately 2 for the AVR and the Cobb angles; less than 6 mm for the lateral 

deviations). 

 

Table 6.1 Reliabilities of the measurements of the five parameters. 

 AVR PA-Cobb PMC-Cobb PA-LD PMC-LD 

ICC 0.949 0.985 0.982 0.903 0.949 

95% CI 0.909 - 0.971 0.968 - 0.993 0.961 - 0.992 0.801 - 0.954 0.893 - 0.976 

MAD ± SD 2.4 ± 2.3 1.2 ± 0.9 1.4 ± 1.1 7.4 ± 5.2 mm 6.0 ± 5.8 mm 
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(a) 3D view (b) PA view (c) PMC view 

Figure 6.3 a) 3D reconstructed spinal image with emulated spinous processes; b) The 

determination of end vertebrae, apex, the AVR, the Cobb angles, and the lateral deviation on 

the PA view; c) The determination of end vertebrae, apex, the AVR, the Cobb angles, and the 

lateral deviation on the PMC view. 

 

The correlations between the measurements of the scan and that of the rescan for these five 

measurements are also illustrated in Figures 6.4 - 6.8. Most of the measurements for each 

parameter gather close to each other around and on the linear line with high r2 values being 

0.91, 0.97, 0.96, 0.82, and 0.90 for the AVR, the Cobb angles and the lateral deviations on the 

PA plane and the PMC, respectively. 
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Figure 6.4 The correlation of the AVR measurements between the scan and the rescan. 

 

 
Figure 6.5 The correlation of the PA Cobb angle measurements between the scan and the 

rescan. 
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Figure 6.6 The correlation of the PMC Cobb angle measurements between the scan and the 

rescan. 

 

 

 

Figure 6.7 The correlation of the PA lateral deviation measurements between the scan and the 

rescan. 
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Figure 6.8 The correlation of the PMC lateral deviation measurements between the scan and 

the rescan. 

 

 

Figure 6.9 shows the Bland-Altman plot indicating the differences in the AVR 

measurements between the first scan and the second scan. The AVR measurements had two 

outliers and 95% of the differences fell within the ranges of -0.7 ± 6.6 (Mean ± 2SD). 

Meanwhile, 100% of the differences in the PA and PMC Cobb angles were within 0.0 ± 3.1 

and -0.1 ± 3.6, respectively, indicating small variations between the two repetitions (Figure 

6.10 and Figure 6.11). Figure 6.12 and Figure 6.13 demonstrate the Bland-Altman plots 

indicating the differences in the PA and PMC lateral deviation measurements between the first 

scan and the second scan. For each of these two parameters, 26 out of 28 values were within 

the range of Mean ± 2SD (0.6 ± 18.2 and -0.5 ± 16.8 for the PA and PMC lateral 

deviations, respectively). 
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Figure 6.9 The Bland-Altman plot - A comparison of the AVR measurements between the scan 

and the rescan. 

 

 

Figure 6.10 The Bland-Altman plot - A comparison of the PA Cobb angle measurements 

between the scan and the rescan. 
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Figure 6.11 The Bland-Altman plot - A comparison of the PMC Cobb angle measurements 

between the scan and the rescan. 

 

 

Figure 6.12 The Bland-Altman plot - A comparison of the PA lateral deviation measurements 

between the scan and the rescan. 
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Figure 6.13 The Bland-Altman plot - A comparison of the PMC lateral deviation 

measurements between the scan and the rescan. 

 

6.1.4 Discussion 

The COL method has been previously used to measure the proxy Cobb angle from 

ultrasound images (Chen et al., 2013). The MAD of the Cobb angle between the COL method 

and the traditional Cobb method for that pilot study was 0.7 ± 0.5, indicating that the COL 

method might be appropriate to approximate the proxy Cobb angle. The MAD of the AVR 

was 2.4 ± 2.3. This value was smaller than the reported values in literature (5 - 7). The 

MADs in the measurements of the Cobb angle on both PA and PMC views were less than 2, 

which was smaller than the clinically acceptance error of 5. Hence, the measurements of the 

scan and the rescan agreed well to each other, indicating that the ultrasound method could be 

repeatable.  

In the in-vitro study, the AVR was measured on the 3D image. However, in the in-vivo 

study, the measurement of the AVR was based the 2D image because of the following 

explanation. There was no difference between both AVR measuring methods. In the in-vitro 

study, the phantom was covered by only water, which is a homogeneous material. There was a 
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strong reflection of the ultrasound energy at the bone interface back to the probe. Therefore, 

the in-vitro 3D image contained two clearly distinguished portions: bone and water. The 

filtering process easily eliminated the water layer and left the bone in the reconstructed image. 

As a result, the image was clear, leading to easy and precise identification of the COL. In 

contrast, vertebrae in in-vivo cases were covered by inhomogeneous soft tissues. It was 

impossible for the filtering process to remove completely the soft tissues, leaving bone 

structures only. When the COL was selected on the 3D image, the selection point might not 

fall perfectly on the bone surface, but it might fall on a soft tissue instead. Therefore, an error 

might occur on the y-coordinate of the lamina, leading to a wrong result of the AVR. To avoid 

this situation, the COLs were selected on the PA image instead of the 3D image. When a COL 

was selected on the 2D image, its x- and y-coordinates were known and mapped as x- and z-

coordinates of that lamina on the 3D image, respectively. The y-coordinate of the COL on the 

3D image was unknown and identified by searching all voxels having the brightest intensity 

value along the y-axis (x known, y unknown, z known). The y-coordinate could be fine-tuned 

to obtain a proper position on the transverse view. Thus, the selected COL on the 2D image 

was mapped to the 3D coordinate system as if it was selected right on the 3D image. 

In this ultrasound approach, vertebra L5 was used as a reference for the measurements of 

the AVR and the lateral deviation. Vertebra L5 is located in the lumbar region, which contains 

a great deal of noise because of thick muscles; therefore, it is hard to be recognized. The 

correct selection of vertebra L5 is of importance because it may affect the Cobb angle 

measurement if the end vertebra is L5, and it directly influences the measurements of the 

AVR and the lateral deviations on the PA and the PMC. Thus, care should be put into the 

selection of vertebra L5.  

6.1.5 Conclusion 

This section described the methods to measure the AVR, the Cobb angle and the maximum 

lateral deviation on both of the PA plane and the PMC. From the results, it demonstrated that 

the ultrasound scanning method was repeatable and reliable as the ICC value of all 5 measured 

parameters between scan and rescan was greater than 0.90. 
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6.2 Reliability of the measurement of the AVR, the Cobb angles, and the 

lateral deviations 

To determine the reliability of the measurements of the 5 measured parameters, a study that 

involved 2 raters in measuring the same ultrasound scans (scan + rescan) in 2 different 

sessions was conducted. The intra- and inter-rater reliabilities and the error indices of 

selecting end-plate vertebrae were analyzed. 

6.2.1 Methods 

The same dataset acquired in sections 6.1.1 and 6.1.2 were reused in this reliability study. 

Two raters, Raters 1 and 2, who both had two years of experience in measuring Cobb angles 

and AVR on ultrasound spinal images participated in this study. Rater 1 was the 3DSA 

software developer, who was familiar with the function of the software. Rater 2 was naïve to 

the software, but she was trained until she felt confident to measure the 5 parameters. Both 

raters measured the 21 images twice with 1 week apart to obtain 4 sets of measurements from 

each rater (Figure 6.14). The MS11 was the Measurement from the Scan from Rater 1 on the 

1st session. The MRs11 was the Measurement from the Rescan from Rater 1 on the 1st session. 

Similarly, 

- The MS12 was the Measurement from the Scan from Rater 1 on the 2nd session. 

- The MRs12 was the Measurement from the Rescan from Rater 1 on the 2nd session. 

- The MS21 was the Measurement from the Scan from Rater 2 on the 1st session. 

- The MS22 was the Measurement from the Scan from Rater 2 on the 2nd session. 

- The MRs21 was the Measurement from the Rescan from Rater 2 on the 1st session. 

- The MRs22 was the Measurement from the Rescan from Rater 2 on the 2nd session. 

Figure 6.14 also illustrates how these datasets were processed to extract measurements that 

were in common for comparisons. Rater 1 detected 28 curves while Rater 2 identified 29 

curves from the ultrasound images. However, only 26 curves that were commonly detected by 

both raters were extracted and used. Each dataset with apostrophe (MS11’, MS12’, ….., 

MRs22’) were extracted from the original dataset (MS11, MS12,…., MRs22), respectively, 

and included 26 common curves. To double the sample size of measurements, the extracted 
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datasets were combined such that MS11’ + MRs11’ = M11, MS12’ + MRs12’ = M12, MS21’ 

+ MRs21’ = M21, and MS22’ + MRs22’ = M22. These 4 new datasets contained 52 curves. 

 

 

Figure 6.14 A flowchart of the procedure to select the measurements from Rater 1 and Rater 

2 for comparisons. 

 

For the intra-rater reliability, the first session of measurements was compared with the 

second session of measurements on both raters (M11 versus M12, and M21 versus M22). To 

determine the inter-rater reliability, the second sessions of measurements of both raters were 

compared (M12 versus M22). To compare the AVR between two sessions of measurement, 

the rotations of the apical vertebra and its two adjacent vertebrae were recorded. As previously 

mentioned in section 6.1.2, only the measurements of the AVR recorded at the same levels 

between the two sessions of measurement were compared. A total of 92 apical vertebrae that 

appeared in both sets of 26 measurements by both raters were recorded and compared. 

The results of comparison were evaluated using the intra-class correlation coefficients with 

two-way random and absolute agreement ICC(2,1), the mean absolute difference and standard 
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deviation (MAD ± SD), and the standard error of measurement (SEM). In addition, an error 

index (EI) that reported a difference in selections of upper and lower end vertebrae between 

two sessions of  measurements was also calculated as follows (Oda et al., 1982): 

𝐸𝑟𝑟𝑜𝑟 𝑖𝑛𝑑𝑒𝑥 =  
1

𝑛
.∑√(𝑈1 − 𝑈2)2 + (𝐿1 − 𝐿2)2 

𝑛

𝑖=1

 

where n is the number of images read by the rater, and U1, U2, L1, L2 are the first and the 

second readings of the upper end and the lower end vertebra, respectively. The smaller the 

error index, the better the result.  

Furthermore, the differences of the AVR, the Cobb angle and the lateral deviation on the 

PA plane and the PMC between the two sessions of measurements were graphically illustrated 

by the Bland-Altman plots. 

6.2.2 Results 

Intra-rater reliability 

The intra-rater reliabilities of the 5 parameters by Rater 1 and Rater 2 are listed in Table 6.2 

and Table 6.3, respectively. The ICC values for all parameters and both raters were greater 

than 0.90, indicating very high intra-rater reliabilities. There was no significant difference in 

the measurement of the AVR between Rater 1 and Rater 2 with the MADs, SDs, and SEMs 

less than 3. The MADs for the PA and PMC Cobb angles were less than 1.5 while their SDs 

and SEMs were approximately 1. The measurement of the lateral deviations on both the PA 

plane and the PMC for both raters had small MADs of approximately 3.0 mm. 

 

Table 6.2 Intra-rater reliabilities of the 5 parameters by Rater 1. 

 Apical AVR PA-Cobb PMC-Cobb PA-LD PMC-LD 

ICC 0.935 0.989 0.986 0.980 0.985 

95% CI 0.903 - 0.957 0.980 - 0.993 0.976 - 0.992 0.966 - 0.989 0.974 - 0.991 

MAD ± SD 2.6 ± 2.7 0.9 ± 0.9 1.1 ± 1.1 3.0 ± 2.8 mm 3.0 ± 3.5 mm 

SEM* 2.6 0.9 1.1 3.0 mm 3.2 mm 

* 
Calculated using the standard deviation of the second session of measurements (M12).
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Table 6.3 Intra-rater reliabilities of the 5 parameters by Rater 2. 

 Apical AVR PA-Cobb PMC-Cobb PA-LD PMC-LD 

ICC 0.929 0.973 0.975 0.990 0.991 

95% CI 0.894 - 0.952 0.953 - 0.984 0.956 - 0.985 0.982 - 0.994 0.984 - 0.995 

MAD ± SD 2.8 ± 2.7 1.5 ± 1.2 1.5 ± 1.3 2.2 ± 2.5 mm 2.8 ± 2.4 mm 

SEM* 2.8 1.3 1.4 2.1 mm 2.5 mm 
 

* Calculated using the standard deviation of the second session of measurements (M22). 

 

Figures 6.15 - 6.19 show the scatter plots depicting correlations of the 5 parameters 

measured by Rater 1. All the r2 values were high at 0.88, 0.98, 0.97, 0.96, and 0.97 for the 

AVR, the PA and PMC Cobb angles, the PA and PMC lateral deviations, respectively. 

Meanwhile, Figures 6.20 - 6.24 show the correlations between the two sessions of 

measurements of these five parameters from Rater 2. All r2 values were greater than 0.90 

except for the AVR where the r2 = 0.86, indicating high correlations between the two sessions 

of measurements. 

 

 

 
Figure 6.15 The intra-rater correlation of the AVR measurements (Rater 1). 
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Figure 6.16 The intra-rater correlation of the PA Cobb angle measurements (Rater 1). 

 

 

 

Figure 6.17 The intra-rater correlation of the PMC Cobb angle measurements (Rater 1). 
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Figure 6.18 The intra-rater correlation of the PA lateral deviation measurements (Rater 1). 

 

 

 

Figure 6.19 The intra-rater correlation of the PMC lateral deviation measurements (Rater 1). 

y = 0.9981x - 0.1905
r² = 0.96

-40

-30

-20

-10

0

10

20

30

40

50

-40 -30 -20 -10 0 10 20 30 40 50

R
at

er
 1

 -
Se

ss
io

n
 2

 -
PA

 la
te

ra
l d

ev
ia

ti
o

n
 

(m
m

)

Rater 1 - Session 1 - PA lateral deviation (mm)

Intra-rater correlation - PA-LD

y = 0.9783x - 0.0286
r² = 0.97

-60

-40

-20

0

20

40

60

80

-60 -40 -20 0 20 40 60 80

R
at

er
 1

 -
Se

ss
io

n
 2

 -
P

M
C

 la
te

ra
l 

d
ev

ia
ti

o
n

 (
m

m
)

Rater 1 - Session 1 - PMC lateral deviation (mm)

Intra-rater correlation - PMC-LD



137 
 

 

Figure 6.20 The intra-rater correlation of the AVR measurements (Rater 2). 

 
 

 

 

Figure 6.21 The intra-rater correlation of the PA Cobb angle measurements (Rater 2). 

y = 0.9793x + 0.1871
r² = 0.86

-30

-20

-10

0

10

20

30

40

-20 -10 0 10 20 30 40

R
at

er
 2

 -
Se

ss
io

n
 2

 -
A

V
R

 (
°)

Rater 2 - Session 1 - AVR ()

Intra-rater correlation - AVR

y = 0.9574x + 1.1782
r² = 0.95

0

10

20

30

40

50

0 5 10 15 20 25 30 35 40 45

R
at

er
 2

 -
Se

ss
io

n
 2

 -
PA

 C
o

b
b

 a
n

gl
e 

(°
)

Rater 2 - Session 1 - PA Cobb angle (°)

Intra-rater correlation - PA-Cobb



138 
 

 

Figure 6.22 The intra-rater correlation of the PMC Cobb angle measurements (Rater 2). 
 

 

Figure 6.23 The intra-rater correlation of the PA lateral deviation measurements (Rater 2). 
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Figure 6.24 The intra-rater correlation of the PMC lateral deviation measurements (Rater 2). 

 

Table 6.4 reports the Pearson’s r and the difference between the PA and PMC Cobb angles 

by Rater 1 and Rater 2. All the correlation coefficients were greater than 0.99, indicating a 

high correlation between the PA and PMC Cobb angles measured by both raters. The 

differences between the two Cobb angles were positive, indicating that in all cases, the PMC 

Cobb angles were always equal to or greater than the PA Cobb angles. On average, the PMC 

Cobb angle were 1 larger than the PA Cobb angle. 

Table 6.4 The Pearson’s r and the difference between the PA and PMC Cobb angles by Rater 

1 and Rater 2. 

 Rater 1 Rater 2 

 M11 M12 M21 M22 

r 0.994 0.996 0.992 0.991 

MAD ± SD 1.0 ± 1.1 0.9 ± 0.9 1.0 ± 1.3 0.8 ± 1.3 

Difference* 
0 - 5 0 - 3 0 - 6 0 - 7 

*Difference = the PMC Cobb angle - the PA Cobb angle 
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Inter-rater reliability 

Table 6.5 summarizes the inter-rater reliability of the 5 parameter between Rater 1 and 

Rater 2. All the ICC[2,1] values showed high inter-rater reliability (> 0.93). The MAD ± SD 

value of the AVR measurements were 2.5 ± 2.6 while MAD ± SD values were 1.9 ± 2.4 

and 2.2 ± 2.5 for the PA and PMC Cobb angles, respectively. Meanwhile, these values 

varied between 2.7 ± 2.0 mm and 3.3 ± 2.8 mm for the PA and PMC lateral deviations, 

respectively.  

Table 6.5 Inter-rater reliability of the 5 parameter between Rater 1 and Rater 2. 

 AVR PA-Cobb PMC-Cobb PA-LD PMC-LD 

ICC 0.939 0.935 0.932 0.987 0.987 

95% CI 0.910 - 0.959 0.888 - 0.963 0.880 - 0.961 0.978 - 0.993 0.978 - 0.993 

MAD ± SD 2.5 ± 2.6 1.9 ± 2.4 2.2 ± 2.5 2.7 ± 2.0 mm 3.3 ± 2.8 mm 

SEM* 2.6 2.0 2.3 2.4 mm 3.0 mm 

* 
Calculated using the standard deviation of the measurements by Rater 2 

Figures 6.25 - 6.29 illustrate the inter-rater correlations of the AVR, the Cobb angles and 

the lateral deviations on the PA plane and the PMC between Rater 1 and Rater 2. It can be 

seen that the inter-rater correlations were not as linear as the intra-rater correlations with the r2 

values being 0.88, 0.89, 0.88, 0.98, and 0.97 for the AVR, the PA and PMC Cobb angles, the 

PA and PMC lateral deviations, respectively. More points are offset from the linear line in the 

graphs of the AVR, the PA and PMC Cobb angles. 
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Figure 6.25 The inter-rater correlation of the AVR measurements between Rater 1 and Rater 

2.  

 

 
Figure 6.26 The inter-rater correlation of the PA Cobb angle measurements between Rater 1 

and Rater 2. 
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Figure 6.27 The inter-rater correlation of the PMC Cobb angle measurements between Rater 

1 and Rater 2. 

 

 
 

Figure 6.28 The inter-rater correlation of the PA lateral deviation measurements between 

Rater 1 and Rater 2. 
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Figure 6.29 The inter-rater correlation of the PMC lateral deviation measurements between 

Rater 1 and Rater 2. 

 

Figures 6.30 - 6.34 show the Bland-Altman Plots demonstrating the discrepancies in the 

measurements of the AVR, the PA and PMC Cobb angles, and the PA and PMC lateral 

deviations between the two raters, respectively. Eighty-seven of 92 AVR values were within 

the 95% confident interval of -0.5 ± 7.2 (Mean ± 2SD). Fifty of 52 PA Cobb angles and the 

same number for the PMC Cobb angles fell within the ranges of 0.8 ± 5.8 and 1.0 ± 6.4, 

respectively. Meanwhile, over 95% of the values of the PA and PMC lateral deviations fell 

within the ranges of 0.5 ± 6.6 mm and -0.4 mm ± 8.6 mm, respectively. 
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Figure 6.30 The Bland-Altman plot - A comparison of the AVR measurements between Rater 

1 and Rater 2. 

 

 

Figure 6.31 The Bland-Altman plot - A comparison of the PA Cobb angle measurements 

between Rater 1 and Rater 2. 
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Figure 6.32 The Bland-Altman plot - A comparison of the PMC Cobb angle measurements 

between Rater 1 and Rater 2. 

 

Figure 6.33 The Bland-Altman plot - A comparison of the PA lateral deviation measurements 

between Rater 1 and Rater 2. 
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Figure 6.34 The Bland-Altman plot - A comparison of the PMC lateral deviation 

measurements between Rater 1 and Rater 2. 

 

Error index 

Table 6.6 summarizes the error indices indicating the differences in selecting end vertebrae 

between two sessions of measurements of each rater and between two raters. Rater 1 showed 

higher agreement in selecting end vertebrae (EI = 0.41) than Rater 2 (EI = 1.05). Rater 1 had 

only one end vertebra differing by equal or more than two levels. Meanwhile, Rater 2 had 13 

end vertebrae differing by equal or more than 2 levels. The EI between the two raters was 

1.48. 

Table 6.6 End vertebrae difference between individual raters and between Rater 1 and Rater 

2. 

Session 
0 ± 1 ± 2 > 2 

EI 
UEVa LEVb UEV LEV UEV LEV UEV LEV 

Rater 1 39 44 13 7 0 1 0 0 0.41 

Rater 2 26 31 15 19 10 2 1 0 1.05 

Rater 1 - Rater 2 19 20 22 24 11 6 0 2 1.48 

a Upper End Vertebrae 
b Lower End Vertebrae 
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6.2.3 Discussion 

The AVR was quantitatively measured on the transverse view through the selection of the 

COLs on the PA plane. The measurement of the AVR was done simultaneously with that of 

the PA Cobb angle, thus reducing the implementation time. This AVR-measuring procedure 

was simple, requiring only two points to calculate the AVR directly on the axial plane. Many 

methods were proposed and used to measure the AVR such as radiography (Cobb, 1948, 

Drerup, 1984, Nash and Moe, 1969, Stokes et al., 1986, Chi et al., 2006, Weiss, 1995, Cerny 

et al., 2014), CT (Aaro et al., 1978, Ho et al., 1993), MRI methods (Birchall et al., 1997) and 

ultrasound (Suzuki et al., 1989, Chen et al., 2016). However, most of these radiographic 

methods are limited to the 2D PA radiographs. The measurement on the PA plane provides an 

estimation of the AVR, not the actual value. Furthermore, most of these methods require more 

points and parameters to calculate the AVR. The CT examination exposes patients to harmful 

ionizing radiation. MRI is expensive, time-consuming, and requires patients in supine 

position. This lying position may alter the severity of scoliosis, and an underestimate may 

occur. The reliabilities and variations of the 2D and 3D methods to measure the AVR were 

summarized (Vrtovec et al., 2009). 

This study measured the AVR on the transverse image; the rotation of one vertebra was 

relative to that of vertebra L5, which was in turn relative to the reference plan xz. Therefore, 

the accuracy of the rotation of the other vertebrae highly depended on the actual rotation of 

vertebra L5. The intra-rater reliabilities (ICCs [2,1]) for the two raters were 0.935 and 0.929, 

respectively, while the inter-rater reliability (ICC[2,1]) was 0.939. The MAD ± SD of the 

AVR measurements from Rater 1, Rater 2 and Rater vs Rater 2 were less than 3 (Rater 1: 

2.6 ± 2.7; Rater 2: 2.8 ± 2.7; Rater 1vs Rater 2: 2.5 ± 2.6). This study shows similar 

results compared to the methods reported in literature that measured the AVR on the 

transverse images. Ho proposed a method to measure the AVR on a CT transverse image (Ho 

et al., 1993), which is considered a gold standard. Ho’s method reported small intra- and inter-

rater variations between 1.2 and 3.3, and between 1.9 and 3.0, respectively. However, this 

CT-based approach is less suitable due to additional radiation exposure to patients. Chen et al. 

proposed the COL method to measure the AVR on the ultrasound transverse image (Chen et 

al., 2016). Chen’s method showed good results with the intra- and inter-rater reliability of 
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0.95 - 0.99 and 0.91, respectively, and maximum intra- and inter-rater variation of 0.7 ± 0.7 

and 0.9 ± 1.1, respectively. Wang et al. (Wang et al., 2016) compared the AVR measured 

by the COL method on ultrasound images with that by the Aaro-Dahlborn method on MRI 

images. Their study reported the MAD between these two methods were 0.3 ± 0.3, 0.5 ± 

0.3, and 1.0 ± 1.1 for the AVR of 0.0 - 5.0, 5.0 - 10.0, and > 10.0, respectively. 

Nevertheless, Wang et al. had the 3D ultrasound and MRI scans performed in the supine 

position, which may underestimate the severity of scoliosis. The results of the present study 

indicated that the 3D ultrasound could measure the AVR reliably for the patients with AIS. 

It was reported in the literature that the intra- and inter-rater reliabilities of the Cobb angle 

measurements from radiographs ranged between 0.87 and 0.99 and 0.87 to 0.98, respectively, 

(Mok et al., 2008, Kuklo et al., 2005, Gstoettner et al., 2007, Wills et al., 2007). Similarly, the 

intra- and inter-rater reliabilities of the Cobb angle measurements from ultrasound images 

ranged between 0.84 to 0.99 (Chen et al., 2013, Cheung et al., 2015, Zheng et al., 2015, 

Young et al., 2015, Wang et al., 2015). This study showed the intra- and inter-rater 

reliabilities were within the ranges from the literature (Intra-rater: 0.97 to 0.99 and Inter-rater: 

0.93. In addition, the intra-rater and inter-rater variations of the Cobb angle measurement on 

radiographs were 3° - 5° and 6 - 9, respectively (Morrissy et al., 1990, Carman et al., 1990, 

Pruijs et al., 1994). This study showed a much better result on using 3D ultrasound images in 

which the maximum intra- and inter-rater measurements variation were 1.5 and 2.2, 

respectively. 

Furthermore, it was the first time that the Cobb angle was measured on the ultrasound PMC 

and reported. On average, the PMC Cobb angles were 1 larger than the PA Cobb angles for 

both the thoracic and lumbar regions. This value was smaller than the reported values in 

literature. Delorme et al. (Delorme et al., 2000) reported the differences between the PA and 

PMC Cobb angles of 3 - 5 on radiographs for the thoracic and lumbar regions. Meanwhile, 

the Cobb angle measured on the radio plane and the patient plane of 3D EOS images were 2 - 

4 and 4 - 6 larger than the Cobb angle on the frontal radiograph for the thoracic and lumbar 

regions, respectively (Pasha et al., 2016). The smaller differences between the PMC Cobb 

angle and the PA Cobb angle from this ultrasound study might be because the recruited 

patients only had a small range of the Cobb angle (10 to 45 only). In addition, in literature, 



149 
 

the Cobb angle on the PMC was usually obtained by rotating the spine around the vertical axis 

at 1 intervals until the largest Cobb angle was obtained on the projected plane (Delorme et 

al., 2000). Although the reported method could provide a high degree of accuracy on the PMC 

Cobb angle, it was a very time-consuming process. In order to minimize the computational 

time in the ultrasound method, only 5 estimated PMC which were around the maximum AVR 

was used to calculate the largest Cobb angle. Although the accuracy was reduced, the 

processing time was also reduced significantly.    

Lastly, the error indices EI reported in this study (Rater 1: 0.41, Rater 2: 1.05, Rater 1 vs 

Rater 2: 1.48) were almost similar to the results from another ultrasound study (Chen et al., 

2013). Chen et al. reported slightly higher intra-rater error indices between 0.57 and 1.16, but 

lower inter-rater error indices between 0.94 and 1.14. 

6.2.4 Conclusion 

In this study, reliabilities of the in-vivo measurement of the AVR, the Cobb angles and the 

lateral deviations on the PA plane and the PMC were calculated. All the ICC values were high 

(> 0.90), and the MAD values were all within the ranges reported in literature. Although the 

accuracy of the PMC Cobb angle measured from the ultrasound had not been validated, this 

was the first reported method to measure the Cobb angle on the PMC from ultrasound images. 

In order to apply the proposed method in scoliosis clinics, the accuracy of the in-vivo AVR 

and PMC Cobb angle measurements must be validated. 

 

6.3 Validity of the measurements of the PA Cobb angle 

To investigate the agreement of the PA Cobb angle measurements from the 3D ultrasound 

images, the PA Cobb angle measurements obtained from the previous section (section 6.2) 

were compared with the clinical records, which were measured by experienced health 

professional.  The inter-method reliabilities were calculated to evaluate the validity. 

6.3.1 Methods 

The ultrasound PA Cobb angle measurements from the second measurement sessions from 

both raters (M12 and M22) were used to compare with the recorded Cobb angles from the 
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scoliosis clinics. In the clinical record, only 50 Cobb angles were recorded, therefore, the 

corresponding 50 measurements from the ultrasound images were used for comparison. 

6.3.2 Results 

Table 6.7 provides a comparison of the PA radiograph and ultrasound Cobb angle 

measurements from both raters. Both Pearson’s r values were higher than 0.92, indicating 

strong correlations between the ultrasound and radiograph measurements. Rater 1 yielded a 

lower correlation with the radiograph measurements, which was not statistically significant (p 

= 0.17) compared to Rater 2. Rater 1 also showed higher MAD and SD (2.2 ± 2.7) than 

Rater 2 (1.7 ± 1.6). The SEM values between the ultrasound and the radiograph 

measurements ranged from 1.7 to 2.4. All differences between the ultrasound and 

radiograph measurements by Rater 1 were within 15, with 96% of measurements within 5. 

This was inferior to Rater 2 who had the maximum difference of 6 with 96% of 

measurements within 5. 

Table 6.7 Comparison of the PA Cobb angle measurements between the radiograph and 

ultrasound methods by two raters. 

Rater Pearson’s r MAD ± SD () Max. Diff. () % within 5 SEM* 

Rater 1 0.930 2.2 ± 2.7 15 96 2.4 

Rater 2 0.967 1.7 ± 1.6 6 96 1.7 

* Calculated using the standard deviation of radiograph measurements 

 

Figure 6.35 and Figure 6.36 show the measurement differences between the PA Cobb angle 

from the ultrasound images and radiographs by Rater 1 and Rater 2, respectively. Rater 1 

yielded two outliers (> 2SD), and the differences were greater than 13. Meanwhile, Rater 2 

produced 2 outliers and both of them were 6 different from the radiographic measurements. 

Hence, Rater 1 had lower ICC values and higher average of MAD difference than Rater 2. 
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Figure 6.35 The Bland-Altman plot - A comparison of the ultrasound and radiograph PA 

Cobb angle measurements by Rater 1. 

 

Figure 6.36 The Bland-Altman plot - A comparison of the ultrasound and radiograph PA 

Cobb angle measurements by Rater 2. 
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Table 6.8 reports the differences in selecting the end vertebrae between ultrasound images 

and radiographs for the two raters. The EIs for Rater 1 and Rater 2 were 1.22 and 1.28, 

respectively, which were similar. Rater 1 had 88 out of 100 end-vertebra differing within one 

level whereas Rater 2 reported 87 in 100 end-vertebra differing within one level. 

 

Table 6.8 End vertebrae difference between ultrasound images and radiographs by both 

raters. 

 

 
0 ± 1 ± 2 > 2 

EI 
UEV LEV UEV LEV UEV LEV UEV LEV 

Rater 1 23 35 18 12 6 1 3 2 1.22 

Rater 2 19 20 22 26 6 4 3 0 1.28 

 

6.3.3 Discussion 

This validity study showed high intra-rater reliabilities between ultrasound and 

radiographic measurements (ICC > 0.92) for both raters. The average MAD ± SD were 2.2 ± 

2.7 and 1.7 ± 1.6 for Rater 1 and Rater 2, respectively. The reported ICC and MAD were 

slightly better than that from the literature (Zheng et al., 2015, Young et al., 2015). From 

Zheng et al. (Zheng et al., 2015) study, they reported the correlation coefficient between the 

ultrasound and radiographic methods ranged between 0.78 and 0.83 among 3 raters and the 

minimum MAD ± SD was 3.3 ± 2.3 for 3 raters. Meanwhile, Young et al. (Young et al., 

2015) reported the comparison of radiograph and ultrasound curvature measurements yielded 

ICC values ranging from 0.70 to 0.86 for 4 raters and MADs ranging from 2.6 ± 2.0 to 4.1 

± 2.6. They also reported larger end-vertebra differences between ultrasound and radiograph 

measurements with the error indices ranging from 1.30 to 2.36. The more experienced raters 

in this present study may contribute to the better results.  

There was a difference of approximate 2.5 in the PA Cobb angle between the radiograph 

and the sonograph. The possible reasons are: 1) patients’ posture for data acquisition between 

the radiography and the ultrasound methods might be different; 2) the landmarks used for the 

determination of the Cobb angle were not the same: the end plate of vertebrae in radiography 

but the COL in ultrasonography. 
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6.3.4 Conclusion 

In this validity study, the reliability and the accuracy of the PA Cobb measurements from 

the 3D ultrasound images was high (ICC > 0.92 and the maximum MAD ± SD = 2.2 ± 2.7). 

The 3D ultrasound image method should be further investigated so that it can apply to 

scoliosis clinics to reduce radiation exposure to children who have AIS.  

6.4 Validity of the measurement of the AVR 

To validate the AVR measurements from the ultrasound image, a study to compare the 

measurements from the EOS® imaging system and ultrasound was conducted.   

6.4.1 EOS imaging system 

Figure 6.37 illustrates the EOS® imaging system and its working principle. The EOS® X-

ray machine is capable of slot scanning the whole body in an upright, weight-bearing position 

with two X-ray sources and provides the lateral and PA radiographs simultaneously. The 3D 

reconstruction of the spine is based on the digitization of vertebral points and a database of 

vertebral anatomy. For the EOS®, the scale of the subject and the image is 1:1, thus spinal 

and vertebral parameters can be very precisely measured and calculated. Visualization of 3D 

reconstructed models in various views by sterEOS 3D software enables presentation of top 

view images to help analyze rotational conditions of lower limbs, joints and spine deformities 

in the horizontal plane, providing revolutionary novel possibilities in orthopedic surgery, 

especially in spine surgery. 

The dedicated EOS software SterEOS (version 1.6) was used to reconstruct the 3D spinal 

image. After the reconstruction, the Cobb angle, the sagittal balance, and the AVR on the 

patient plane and the radio plane could be generated. Glaser et al. (Glaser et al., 2012) 

investigated the accuracy of the AVR measurement from EOS images compared to CT 

images. They reported that the root-mean-square accuracy of the AVR measurement was 1.9 

with a maximum error of 5.8.  
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Figure 6.37 The EOS imaging system and its working principle (modified from (Illes and 

Somoskeoy, 2012)). 

 

6.4.2 Methods 

Recruitment of patient data 

Nine patients who were diagnosed with AIS (Gender: 7 females and 2 males; Age: 13.2 ± 

1.0 years, Cobb angle: 21.5 ± 6.3) and initial visit were recruited from the local scoliosis 

clinic. The ethics approval was granted from the University of Alberta’s ethics board and all 

patients signed the consent forms before participating in the study. The inclusion criterion was 

patients who had both PA and lateral radiographs from the EOS system. The exclusion criteria 

were patients who had spine surgery. 

Measurement of the AVR 

Rater 1 and Rater 2 described in the reliability study in section 6.2.1 had two to three years 

of experience in measuring the Cobb angles and the AVR on ultrasound spinal images. They 

both measured the AVR of all vertebral levels on nine ultrasound images twice in one week 

apart using the 3DSA software. Meanwhile, Rater 3 measured the rotation of each vertebral 

level twice in a one-week interval using the dedicated sterEOS software. Rater 3 who had over 
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20 years of experience in the domain of scoliosis had just completed a training course on 

using the sterEOS software.  

To eliminate the effect of the reference plane that may be different in measuring the AVR 

between the ultrasound and EOS software, axial intervertebral rotations (AIR) were used. To 

compare the AVR between two sessions of measurement, the rotations of the apical vertebra 

and its two adjacent vertebrae were recorded. Thus, for each curve, two AIR measurements 

were calculated and compared: the first AIR between the superior adjacent vertebra and the 

apex, and the second AIR between the apex and the inferior adjacent vertebra. The second 

measurements by Rater 1 and Rater 2 were compared with the second measurement by Rater 

3. Only the measurements of the AIR recorded at the same levels between the ultrasound and 

EOS images were compared. The difference in vertebral level identification was not 

accounted for. 

6.4.3 Results 

Nine subjects were measured and 13 curved were detected. The AVR of 39 vertebrae were 

measured, and 26 AIR were calculated and recorded. The Pearson’s r values for both raters 

were close to zero, indicating weak correlations between the ultrasound measurements and the 

EOS measurement. However, the differences between the ultrasound and the EOS 

measurements were small, being 3.3 ± 3.3 and 4.1 ± 3.0 for Rater 1 and Rater 2, 

respectively.  

Figure 6.38 and Figure 6.39 demonstrate the differences in the AIR at the apical regions 

between the ultrasound and EOS measurements by Rater 1 and Rater 2, respectively. Rater 1 

and Rater 2 yielded one outlier and the remaining values lay within -0.1 ± 9.4 and -1.1 ± 

10.2 (Mean ± 2SD), respectively.  
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Figure 6.38 The Bland-Altman plot - A comparison of the AIR measurements between the 

ultrasound and the EOS images by Rater 1. 

 

 
Figure 6.39 The Bland-Altman plot - A comparison of the AIR measurements between the 

ultrasound and EOS images by Rater 2. 
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6.4.4 Discussion 

In this validity study, the measurement of the AIR on EOS images were used as reference. 

Computed tomography can be used to obtain 3D spinal images, but it requires a large number 

of slices to reconstruct the entire vertebral column. High effective radiation dose of CT limits 

its use to a short segment of the spine in pediatric spine examinations. In addition, this CT 

examination requires patients in the supine position, which changes the curvature of the 

vertebral column compared with the standing position.  

The measurement of the AVR that was performed on both standing ultrasound and EOS 

images was focused on the apical vertebra and its two adjacent vertebrae as their values are 

maximal at these respective levels. There was almost no correlation between the ultrasound 

and EOS measurements. This may be because of the following reasons. The first reason may 

be due to the difference in the reconstruction of 3D images between the ultrasound and EOS 

methods. Ultrasound images were obtained on an individual basis. That means the 3D 

ultrasound spinal image of a patient was reconstructed based on the data acquired from that 

person. In contrast, the 3D EOS image of a patient was reconstructed based on the digitization 

of vertebral points on the lateral and PA images and a priori database of vertebral anatomy. 

That means more data that were not acquired from that person were added to complete the 

surface of the reconstructed image. Therefore, the EOS reconstructed image did not reflect the 

real image of the spine. Another potential reason was that the selection of vertebral landmarks 

for measuring the AVR was different between the two methods. The ultrasound method used 

the COLs to measure the AVR while it was unknown that which vertebral landmarks were 

used in the EOS method. Last but not least, the uncorrelation may be because of variations 

between raters. Due to a limited time, the ultrasound and EOS measurements were performed 

by different raters. Two raters measured the AVR on the ultrasound images while the other 

rater measured the AVR on the EOS images. 

This study involved 9 AIS patients with 13 curves. It is recommended that more AIS 

patients be recruited and each raters measure the AVR on both ultrasound and EOS images.  
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6.4.5 Conclusion 

In this validity study, the measurement of the AVR on ultrasound images was validated 

with that on EOS images. The Pearson’s correlation coefficients were close to zero, indicating 

there was almost no correlation between the ultrasound and EOS measurements. 

6.5 Summary 

In this chapter, the methods to measure the AVR, the Cobb angle and the lateral deviation 

on the PA plane and the PMC under clinical settings were proposed. It was the first time that 

the PMC Cobb angle was proposed and measured on the PMC of ultrasound images. The in-

vivo studies were performed to investigate the repeatability and reliability of the proposed 

method. The intra- and inter-rater ICCs and the MADs of the measurements showed that the 

proposed approach could be repeatable and reliable. The comparison of the PA Cobb angle 

between the ultrasound and radiographic methods showed good results with high correlations 

and small differences. However, the validity study of the AVR yielded the Pearson’s 

correlation coefficients approximately zero, indicating that there was almost no correlation in 

the measurements of the AVR between ultrasound and EOS methods. 

 

 

 

 

 

 

 

 

 

 

 



159 
 

  

The correlation of 3D ultrasound parameters 

with the progression of AIS: A pilot study 

 

In clinical practice, a good prediction of curve progression may assist the treating 

orthopedic surgeon to provide better management to children who have scoliosis. A curve is 

considered progressed or reduced when there is an increase or reduction of 6 or more in the 

Cobb angle, respectively, between two consecutive clinical visits. In this chapter, a 

retrospective study is performed to investigate the correlation of 3D ultrasound parameters 

with the progression of AIS using a preliminary developed predictive model. This model can 

estimate the future PMC Cobb angle from the current ultrasound measurements using multiple 

linear regression. 

7.1 Introduction 

The pathogenesis of spinal deformity progression is poorly understood. Current clinical 

practice routinely monitors the progression of scoliosis at all patients with a series of full 

spinal X-rays. This routine procedure exposes patients to ionizing radiation, which increases 

cancer risk in growing adolescents. Reducing ionizing radiation can be achieved if the future 

spinal curvature can be predicted within the clinic based on the current measurement. 

Prediction of spinal curvature has been investigated by many scoliosis researchers as reported 

in section 3.2 (Lonstein and Carlson, 1984, Duval-Beaupere and Lamireau, 1985, Weinstein 

and Ponseti, 1983, Duval-Beaupere, 1992, Duval-Beaupere, 1996, Yamauchi et al., 1988, Wu 

et al., 2005, Wu et al., 2010, Wu et al., 2011, Tan et al., 2009, Lam et al., 2012, Peterson and 

Nachemson, 1995, Soucacos et al., 1998, Escalada et al., 2009, Nault et al., 2013, Nault et al., 

2014). Scoliosis is a 3D deformity of the spine; therefore, 3D parameters obtained from the 

spine should be included in the prediction of AIS progression. Several 3D predictive models 
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utilize ionizing radiation (Wu et al., 2005, Wu et al., 2010, Wu et al., 2011, Nault et al., 2013, 

Nault et al., 2014). However, prediction of spinal curvature using 3D ultrasound 

measurements has not been reported. The following sections present a pilot study that 

develops a model to predict the progression of scoliosis using measurements obtained from 

3D spinal images.  

7.2 Methods 

7.2.1 Recruitment of patient data  

To build a predictive model, patient data were obtained from the local scoliosis clinic’s 

database with ethics approval from the University of Alberta’s ethics board. Records were 

extracted from patients who (i) were diagnosed with AIS; (ii) had no prior treatment; (iii) had 

Cobb angles between 10° and 45°; (iii) had at least two consecutive clinical visits with 

ultrasound scans at each visit; and (iv) had an elapsed time between two clinical visits 

between 6 months to 12 months. Twenty-nine patients (26 females, 3 males, aged 14.4 ± 1.5 

years old) met the inclusion criteria and their records were extracted from the database 

between April 2013 (when 3D ultrasound scanning started) and April 2016. The acquired 

number was small because most of the patients who visited the clinic during this period were 

follow-up patients and had prior treatment.   

Initially, there were two groups of predictors of interest. The first group included 

ultrasound parameters that were measured and recorded from the reconstructed 3D ultrasound 

images: the PMC Cobb angle, the PMC lateral deviation, the apical AVR, the number of 

curve, the number of vertebrae within the curve, the curve location (thoracic, thoraco-lumbar, 

lumbar), and the torsion. Most of these parameters had been used in X-ray based models 

(Lonstein and Carlson, 1984, Duval-Beaupere and Lamireau, 1985, Weinstein and Ponseti, 

1983, Duval-Beaupere, 1992, Duval-Beaupere, 1996, Wu et al., 2005, Tan et al., 2009, Wu et 

al., 2010, Wu et al., 2011, Lam et al., 2012, Peterson and Nachemson, 1995, Yamauchi et al., 

1988, Soucacos et al., 1998). All these ultrasound measurements were performed by the same 

Rater 1 who was in the reliability study described in section 6.2.1 of this thesis. The torsion 

was the average rotation of each vertebra within a curve. It was calculated by using the apical 

AVR divided by the number of vertebrae within the curve. The second group, which was 

obtained from the clinical record, consisted of the elapsed time between two clinical visits (in 
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days), the patient gender, the patient body mass index (BMI), and the patient age. All the 

predictors had numeric values except for the patient gender and the curve location. The patient 

gender was coded as 0 for female and 1 for male while the curve location at the thoracic, 

thoraco-lumbar, and lumbar regions was coded as 1, 2, and 3, respectively. Initially, each 

observation contained all eleven parameters that were mentioned above. If a patient developed 

multiple curves, the major curve was used for the model development. 

In this pilot study, 29 pairs of spinal images were reconstructed. These pairs were randomly 

split into two portions: 23 pairs for the training data and 6 pairs for the test data. The full lists 

of the training data (Appendix Table 1) and the test data (Appendix Table 2) can be found in 

the Appendices. 

7.2.2 Elimination of outliers 

An outlier is defined as an observation that deviates significantly from the other 

observations as to arouse suspicions that it does not fit with the majority of a data set. If the 

outlier is not removed, it can affect the result significantly, especially when the sample size is 

small.   

In order to detect outliers in the dataset, the squared Mahalanobis distance was used 

(Mahalanobis, 1936). In statistics, the Mahalanobis distance is a measure of the distance 

between a point P and a distribution D. It is a multi-dimensional generalization of the idea of 

measuring how many standard deviations away P is from the mean of D. In this PhD thesis, 

the outliers of the training data (observations) were detected using the Matlab-based function 

created by Professor A. Trujillo-Ortiz et al. (Facultad de Ciencias Marinas, Universidad 

Autonoma de Baja California, Mexico, 2006).  

7.2.3 Selection of predictors (independent variables) 

Developing a regression model using irrelevant or redundant independent variables can 

lead to model overfitting. An over-fitted model could affect clinical decision-making because 

it tends to underestimate the probability of an event in low-risk patients and overestimate it in 

high-risk patients (Pavlou et al., 2015). In addition, when multiple linear regression is 

performed with multi-collinear independent variables, coefficient estimation can be wrong. 
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Therefore, the predictors for the model must be selected and validated carefully so that only 

independent variables that contribute significantly to the model are included. 

Not all initially suggested predictors could be used at the end. The selection of significant 

predictors was done using the backward selection method by applying the linear regression 

function in Microsoft Excel. A significant predictor appeared in the regression model with a p-

value smaller than 0.05. Figure 7.1 illustrates the flowchart of the predictor selection process. 

To start with, all initial predictors were first put into the multiple linear regression to find their 

p-values. If all p-values were smaller than 0.05, then the final predictive model was 

established with all initial predictors. Otherwise, the predictor with the highest p-value was 

eliminated from the initial predictors. The remaining predictors were put into the multiple 

linear regression function again. The same procedure was repeated until all predictors 

contributed significantly to the model. 

 

 

Figure 7.1 The flowchart of selecting the significant predictors. 
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7.2.4 Development of the PMC Cobb angle predictive model 

A linear regression model was trained and developed to estimate the future PMC Cobb 

angle after a given period based on the measurements of the current clinical visit. A curve is 

considered progressed if its Cobb angle increases more than 5.  

The linear regression model can be written as: 

 𝑦 =  𝛼 + ∑𝛽𝑖 ∗ 𝑥𝑖

𝑝

𝑖=1

+  𝜀 (7.1) 

 

where y is the predicted outcome (dependent variable), α is the intercept, xi is the ith predictor 

(independent variable), βi is the ith regression coefficient, and ε is the error between the 

observed and predicted y. If p = 1, Equation 7.1 becomes a single linear regression model. If p 

≥ 2, Equation 7.1 becomes the multiple linear regression model.  

7.2.5 Validation method 

The 6 pairs of the test data were used to validate the final predictive model. The 

measurements from the first visit were used to calculate the predicted PMC Cobb angle while 

the PMC Cobb angle from the second visit was used to validate the results. In statistics, the 

coefficient of determination, r2, indicates how well measured data fit a statistical model. If r2 

is equal to 1, it indicates that the regression line perfectly fits the data, while r2 = 0 indicates 

that the line does not fit into any of the data. The coefficient of multiple correlation, r, is the 

Pearson correlation coefficient between the predicted and the measured values of the PMC 

Cobb angle. Normally, the value of r2 tends to increase as additional predictors are included in 

the model. Thus, increasing the number of predictors in the model can artificially lead to a 

higher r2 even when the extra predictors are irrelevant. To penalize this effect, and to take the 

number of predictors and the sample size into account, the adjusted coefficient of 

determination, �̅�2, is used and defined as 

 �̅�2 =  1 − (1 − 𝑟2) ∗
𝑛 − 1

𝑛 − 𝑝 − 1
 , 𝑛 − 𝑝 − 1 ≠ 0 (7.2) 
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where p is the number of predictors, and n is the sample size. The adjusted r2 is calculated to 

justify the performance of the model on the test data and is less than r2. The adjusted r2 can be 

negative if r2 is small. This occurs when there are unnecessary predictors in the model but the 

sample size is small or the data has collinearity problem. Negative adjusted r2 values can be 

reported and interpreted as 0. 

7.3 Results 

With a given significant level of 0.05, there was no observation detected as an outlier. 

Table 7.1 reports the collinearity among all initial predictors. A correlation of 1 means two 

variables are perfectly correlated while a correlation of 0 means there is absolutely no 

correlation. There were strong correlations between the lateral deviation (LD) and the torsion, 

between the LD and the AVR, and between the torsion and the AVR. These three predictors 

were considered removing in the selection of significant predictors. If multicollinearity exists 

in multiple regression, coefficient estimation could be wrong. 

Table 7.1 Collinearity among all initial predictors. 

 

2nd 

PMC  

Cobb 

1st 

PMC 

Cobb 

AVR LD 
# of 

curve 

# of 

vertebrae 
Torsion Location 

Elapsed 

time 
Gender BMI Age 

 2nd PMC Cobb 1 
           

 1st PMC Cobb 0.94 1 
          

 AVR 0.12 0.10 1 
         

 LD 0.35 0.33 0.83 1 
        

 # of curve 0.59 0.58 0.09 0.11 1 
       

 # of vertebrae 0.34 0.19 0.19 0.48 0.19 1 
      

 Torsion 0.07 0.04 0.98 0.77 0.03 0.14 1 
    

. 

 Location -0.31 -0.28 -0.36 -0.23 -0.27 -0.21 -0.36 1 
    

 Elapsed time -0.12 -0.04 0.04 -0.16 0.24 -0.18 0.06 -0.09 1 
   

 Gender -0.19 -0.29 -0.31 -0.46 -0.22 0.01 -0.29 -0.43 0.00 1 
  

 BMI 0.06 0.08 0.34 0.34 -0.13 0.06 0.29 -0.09 0.37 -0.11 1 
 

 Age 0.28 0.39 -0.09 -0.04 0.15 -0.44 -0.08 0.04 0.23 -0.21 0.06 1 

 

Table 7.2 summarizes a statistical analysis when all initial predictors were input into the 

multiple linear regression model. The LD contributed most insignificantly to the model 

because its p-value (0.94) was the greatest. This predictor was first eliminated from the initial 

set of predictors. Similarly, the remaining predictors were put into a new multiple linear 
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regression model. The backward selection left the 1st PMC Cobb angle and the number of 

vertebrae with p-values smaller than 0.05. 

Table 7.3 shows the distributions of each predictors used in the multiple linear regression. 

The range of the 1st PMC Cobb angle was from 12 to 50 while the number of vertebrae 

consisted on the major curve ranged from 4 to 9. In addition, the discrepancies between the 2nd 

and the 1st PMC Cobb angle ranged between -6 and 10 (0.4 ± 3.9). Four out of 23 cases 

(17.4%) showed curve progression or reduction. 

Table 7.2 Statistical analysis for all initial predictors. 

 
Coefficients 

Standard 

Error 
t Stat p-value 

Lower 

95% 

Upper 

95% 

Intercept -23.12 16.56 -1.40 0.19 -59.58 13.34 

1stPMC Cobb 0.84 0.12 6.86 0.00 0.57 1.12 

AVR -1.04 0.84 -1.24 0.24 -2.90 0.81 

LD 0.01 0.13 0.07 0.94 -0.27 0.29 

# of curve 5.12 2.98 1.72 0.11 -1.45 11.68 

# of vertebrae 1.32 1.09 1.20 0.25 -1.09 3.73 

Torsion 6.78 4.42 1.53 0.15 -2.94 16.51 

Location 0.47 0.44 1.07 0.31 -0.49 1.43 

Elapsed time -0.02 0.01 -1.63 0.13 -0.05 0.01 

Gender 6.25 4.46 1.40 0.19 -3.58 16.07 

BMI 0.45 0.36 1.27 0.23 -0.33 1.24 

Age 0.18 0.74 0.25 0.81 -1.45 1.82 

 

Table 7.3 Measurements considered as selected predictors in the multiple linear regression. 

 2nd PMC Cobb () 1st PMC Cobb () Number of vertebrae 

Range (min. - max.) 11 - 47 12 - 50 4 - 9 

Mean ± Standard deviation 26 ± 11 26 ± 11 6 ± 1 

 

Table 7.4 reports the statistical analysis generated by the final predictive model with two 

final predictors: the 1st PMC Cobb and the number of vertebrae consisted on the major curve. 

The adjusted r2 in this case was 0.90 greater than 0.80, which means there was a good fit of 

data to the model. The adjusted r2 of 0.90 also meant that 90.0% of the variation in the 2nd 

PMC Cobb angle could be explained by the 1st PMC Cobb angle and the number of vertebrae. 

Furthermore, the significance F less than 0.1 indicated that there was a correlation among the 
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three variables. This relation was presented in Equation 7.3 in which the regression 

coefficients were -4.92, 0.87, and 1.39 for the projection line intercept, the 1st PMC Cobb 

angle, and the number of vertebrae, respectively. There was a 95% probability that the true 

value of the coefficient fell between the Lower 95% and Upper 95% values. The probability 

was 2.5% that it lay below the lower value, and 2.5% that it lay above the upper value. 

Table 7.4 Statistical analysis for the two final predictors. 

Regression Statistics 
     

Multiple r 0.95 

     r square 0.91 

     Adjusted r square 0.90 

     Standard Error 3.40 

     Observations 23 

     

       ANOVA 

      
  df SS MS F 

Significance 

 F  

Regression 2 2217.08 1108.54 95.62 5.79035E-11 

 Residual 20 231.87 11.59 

   Total 22 2448.96       

 

       

 
Coefficients Standard Error t Stat P-value 

Lower 

95% 

Upper 

95% 

Intercept -4.92 3.75 -1.31 0.20 -12.75 2.91 

1st PMC Cobb 0.87 0.07 12.91 0.00 0.73 1.01 

# of vertebrae 1.39 0.57 2.44 0.02 0.20 2.58 

 

Predicted PMC Cobb

= −4.92 + 0.87 ∗ (1st PMC Cobb)  +  1.39 ∗ (Number of vertebrae) 
(7.3) 

 

where the 1st Cobb angle ranged between 12 and 50, and the number of vertebrae varied 

from 4 to 9. Figure 7.2 depicts the model’s output as the function of the 1st PMC Cobb angle 

and the number of vertebrae. 

Figure 7.3 demonstrates the normal probability plot of the residuals that was used to 

investigate whether the process data exhibited the normal distribution. Visually speaking, all 
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the data points were plotted closely along the fitted normal line. Therefore, the process data 

was closely normally distributed. 

 

Figure 7.2 Multiple linear regression output shown for the range of the 1st PMC Cobb angle 

and the number of vertebrae. The color map indicates the magnitude of the predicted PMC 

Cobb angle (degrees). 

 

Figure 7.3 The normal probability plot of the residuals. 
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Table 7.5 illustrates the distribution of the ultrasound measurements of the test data. The 1st 

PMC Cobb angle range between 15 and 49 indicated the severity of scoliosis from mild to 

moderate. 

Table 7.5 Measurements of selected predictors used to validate multiple linear regression. 

 1st PMC Cobb () Number of vertebrae 

Range (min. - max.) 15 - 49 5 - 8 

Mean ± SD 31 ± 12 6 ± 1 

 

 Table 7.6 shows the two predictors’ values from the first clinic visit, the measured and 

predicted PMC Cobb angles at the second clinical visit and the difference between them. All 

the 6 subjects had no expected curve progression or reduction. The differences in the PMC 

Cobb angles between the measured and predicted outcomes confirmed this trend. They are 

demonstrated in Figure 7.4.  

Table 7.6 The measurements of the first clinical visit and the predicted Cobb angle. 

Subject 1st PMC 

Cobb 

() 

Number of 

vertebrae 

Measured 2nd 

PMC Cobb () 

Predicted 2nd 

PMC Cobb 

() 

Diff. in 2nd 

PMC Cobbs 

() 

1 19 5 23 19 -4 

2 33 6 31 32 1 

3 38 7 35 38 3 

4 15 8 15 19 4 

5 49 7 50 47 -3 

6 32 5 32 30 -2 

Diff. in the 2nd Cobb = Predicted 2nd PMC Cobb – Measured 2nd PMC Cobb 
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Figure 7.4 The difference between the measured and predicted Cobb angles. 

 

Table 7.7 reports the statistical analysis of the validation. The mean absolute difference and 

its standard deviation between the measured and predicted Cobb angles was 2.9 ± 1.3. The 

adjusted r2 was 0.87 (> 0.80), indicating a good fit of data to the model.  

 

Table 7.7 The statistical analysis of the validation. 

 r2 0.92 

 Adjusted r2 0.87 

 MAD ± SD 2.9 ± 1.3 

 

Figure 7.5 illustrates the Bland-Altman plot to compare the predicted and measured PMC 

Cobb angles. The mean of the differences between the two PMC Cobb angles was -0.1, 

indicating that the predicted and measured values were close. In addition, 100% of the 

differences lies between the Mean ± 2*SD (-0.1 ± 6.8). 
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Figure 7.5 Bland-Altman plot – A comparison of the predicted and measured PMC Cobb 

angles 

 

7.4 Discussion 

The preliminary predictive model was built using 23 subjects (observations) and 2 

predictors (variables), which is equivalent to 11.5 subjects per variable (SPV). The minimum 

SPV in regression varies among researchers. Schmidt determined that the minimum number of 

SPV should be between 15 and 20 (Schmidt, 1971). However, some authors proposed some 

rules of thumb supported by simulation studies. A minimum SPV of 10 was suggested to 

ensure accurate prediction in subsequent subjects (Harrell et al., 1984, Peduzzi et al., 1995, 

Peduzzi et al., 1996). In addition, Austin and Steyerberg found by a simulation that a SPV of 2 

was required for adequate estimation of regression coefficients, standard errors, and 

confidence intervals in linear regression models (Austin and Steyerberg, 2015).  

As shown from Table 7.3 and Table 7.5, the test data range was within the training data 

range. That is, the predicted PMC Cobb angles were interpolated from the predictive model. 

Predicted outcomes can be interpolated or extrapolated. Of the two methods, interpolation is 
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preferred because it provides a greater likelihood of obtaining a valid estimate. Otherwise, 

extrapolation assumes that the observed trend continues for values outside the range used to 

build the predictive model. In addition, the differences between the predicted and the 1st PMC 

Cobb angle of the training data ranged between -6 and 10 (0.4 ± 3.9), indicating that three 

cases were covered: reduced, stable, and progressive. For the test data illustrated in Table 7.6, 

a comparison between the predicted PMC Cobb angle and the 1st PMC Cobb angle shows that 

there is no progression for all 6 tested cases. For the first time, the Cobb angle on the PMC of 

a 3D ultrasound image was used to determine which curve would progress or reduce and 

which curve would stabilize. 

There are many studies about the prediction of scoliosis progression as mentioned in 

section 3.2. However, few of them are quantitative studies, that is, most of them dealt with the 

incidence of progression. Yamauchi et al. ((Yamauchi et al., 1988) used roentgenologic 

parameters to determine the rate of progression. A quantitative prediction could be obtained 

within ± 10 accuracy. Wu et al. (Wu et al., 2005) proposed a 3D radiographic method in 

which the predicted Cobb angle was extrapolated from three successive previous values of 

computed Cobb angles. The accuracy of the prediction that was developed from 11 subjects 

was 4.40 ± 1.86 and the linear regression r-value was 0.97 (r2 = 0.94). In a later study, Wu 

et al. (Wu et al., 2010) used three or four previous spinal curves obtained in 6-month intervals 

to construct an artificial progression surface. The predictive model was developed based on 

data acquired from 11 subjects. The spinal curvature at the next 6-month interval was 

extrapolated from the progression surface, which could yield the prediction accuracy of 4.1 ± 

3.3 and the r-value of 0.95 (r2 = 0.90). The prediction at the next 12-month interval was less 

accurate at 6.2 ± 8.5 and the predicted data did not correlate well with the actual data (r ≥ 

0.36). In another study, Parent et al. (Parent et al., 2014) stated that  that curve prediction at 

skeletal maturity based on 3D parameters measured at the first visit is possible with a 

coefficient of determination of 0.715. 

In the present study, the accuracy of the prediction was higher (2.9 ± 1.3) than Wu et al. 

studies, but the coefficient of determination r2 was equal or slightly smaller. However, in Wu 

et al. studies, patients with bracing were included, indicating unnatural progression that might 

affect the result of the prediction. In addition, those studies required three or four previous 
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records to predict the next 6- or 12-month outcomes. That means those studies required a 

number of clinical visits with a number of radiographs already taken before the prediction 

could start. The predictive model of the present study only deployed the current 3D ultrasound 

measurements from untreated patients; therefore, the natural progression of a curve was 

preserved. Moreover, the progression of scoliosis could be predicted at the initial presentation.  

This preliminary study reported a promising result; however, it had limitations. Firstly, due 

to a limited number of participants, elapsed time between two clinical visits ranged between 6 

months to 12 months. Therefore, the predicted outcome was within the time range of next 6 to 

12 months. Secondly, only two predictors were involved in the predictive model, which might 

not truly reflect the complexity of AIS progression. As a result, this preliminary study 

demonstrated the 3D ultrasound morphologic parameters might had correlation to predict the 

progression of AIS. A larger cohort training data is required so that a more accurate model 

that may include more predictors can be developed. Furthermore, the performance of the 

future developed predictive model should be validated with a larger sample before it can apply 

to a clinical setting. 

7.5 Conclusion 

In this pilot study, a multiple linear regression method was used to investigate the 

correlation of the 3D ultrasound parameters with the progression of AIS. This non-ionizing 

method reduces the accumulated ionizing radiation exposure to patients and provides a strong 

correlation between the 1st PMC Cobb angle, the number of vertebrae within the largest curve, 

and the predicted PMC Cobb angle. The preliminary results are promising that the curve 

progression may be able to predict using 3D ultrasound measurements. More patients’ data are 

needed to widen the range of scoliotic curves and to include more predictors. 
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Conclusions, limitations, and 

recommendations 

 

In this chapter, a brief recapitulation and the major contributions of the work are provided. 

In addition, limitations of the work in this thesis are discussed, and recommendations for 

future research expanding from this work are presented. 

8.1 Summary of the work 

AIS is a complex 3D deformity of the spine with the coronal curvature of greater than 10. 

Due to the associated axial vertebral rotation, the current standard 2D radiography 

recommended by the Scoliosis Research Society cannot reflect the 3D nature of scoliosis. The 

PMC provides a more accurate measurement in severe scoliosis cases as they have larger 

AVR. Recent studies have shown that ultrasound is feasible for imaging patients with AIS. 

This imaging modality is cost effective and free of ionizing radiation; therefore, it is safe to 

patients. The limitation of all those ultrasound studies was the PMC Cobb angle had not been 

identified and reported. 

In this research work, the 3DSA software was developed to reconstruct 3D spinal images. 

This software was able to measure the coronal curvature and the lateral deviation on both the 

PA plane and the PMC, and the AVR. After the data acquisition of ultrasound data, the 

ultrasound intensity data and the position tracking information of B-scans were obtained. 

Speckle noise was first removed by applying the median filter. The contrast of a B-scan image 

depends on reflection of ultrasound energy at the interface between two media. When images 

are obtained using the pulse-echo technique, bone features normally have higher image 

intensity values than their surrounding tissues. Therefore, contrast stretching was applied to 

compress the values of darker pixels while expanding the higher-level values. This function 
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aimed to enhance vertebral features, separated them from surrounding tissues to make the 

segmentation of vertebral features easier in the automatic fuzzy segmentation process. The 

vertebral features were finally reconstructed into the 3D spinal image using the voxel-based 

reconstruction method with bi-linear interpolation. In order to accelerate the 3D reconstruction 

process, the target spinal volume was divided into 8 equal sections along its length to take 

advantage of the 8-core CPU in the computer. In addition, in the voxel-based 2D/3D 

conversion process, the search region of the two closest B-scans for each target voxel was 

limited to a certain number of B-scans instead of the entire B-scans data. 

To investigate the effect of the reconstruction configuration on the quality of the 

reconstructed images, both the convex and linear ultrasound probes were used to scan a 

cadaveric vertebra T7 and few volunteers’ spine. From both in-vitro and in-vivo studies, it was 

identified that the 2.5 MHz frequency from the convex probe, the 0.2 mm spacing, and the 0.6 

reconstruction resolution constituted the optimal configuration and was used throughout the 

rest of the thesis. The in-vitro experiment demonstrated that the dimensional errors between 

the reconstructed images and the cadavers were quite small (1.5 ± 1.1 mm, 1.8 ± 0.5 mm, and 

2.9 ± 1.5 mm for vertebrae T7, L1, and L3, respectively). 

The COL landmark was applied to measure the Cobb angle and the lateral deviation on the 

PA plane and the PMC, and the AVR on the transverse plane. The PA plane and the PMC, and 

the transverse view for each vertebra were first identified and five aforementioned parameters 

were then measured. The repeatability study was performed to investigate if the ultrasound 

scanning method could be repeatable. Each patient was scanned twice in a similar manner and 

high agreement in the measurements of five parameters between the two scans was reported. 

Similarly, the reliability study was conducted to determine the reliability of the measurement 

method. The results of this study showed high intra- and inter-rater reliabilities for all five 

parameters. In addition, the Cobb angle measurements from the PA ultrasound images agreed 

well with the clinical standard Cobb angle measurements with a small variation (MAD < 3). 

Furthermore, the PMC Cobb angle was equal to or greater than the PA Cobb angle with 7 

being the maximum differences between the two Cobb angles, respectively.  

To investigate which ultrasound parameters could be used to predict the progression of 

AIS, a predictive model was developed using multiple linear regression. The results of 
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regression left 2 predictors from the 11 initial predictors in the model: the PMC Cobb angle 

and the number of vertebrae within the largest curve. This non-ionizing method reduces 

ionizing radiation exposure to patients. The preliminary results are promising that the curve 

progression may be able to predict using 3D ultrasound measurements. More patients’ data are 

necessary to widen the range of scoliotic curves. 

In conclusion, 3D freehand ultrasonography with the tracking system was able to image the 

scoliotic spine in AIS. The proposed ultrasound method could measure the spinal curvature, 

the lateral deviation, and the AVR reliability and accurately within a scoliosis clinic. 

Ultrasound parameters might be able to apply to predict quantitatively the progression of AIS. 

8.2 Contributions 

The research work described in this thesis used freehand 3D ultrasound to image the 

scoliotic spine. A fast and innovative imaging technique was developed to reconstruct 3D 

ultrasound spine images. From this image, the AVR, the Cobb angles and the lateral 

deviations on the PA plane and the PMC could be measured. It was the first time that the 

coronal curvature and the lateral deviation were measured on the PMC of a 3D ultrasound 

image of the spine. 

A strong correlation was found between the PMC Cobb angle, the number of vertebrae 

within the major curve and the progression of AIS. These two parameters were obtained from 

pre-treatment clinical measurements so that the natural progression of AIS was preserved. It 

was the first time that the 3D ultrasound parameters were used to predict the progression of 

AIS.  

8.3 Limitations and recommendations for future work 

Due to the characteristics of ultrasound imaging to bone, the vertebral body could not be 

imaged, leading to an incomplete reconstruction of the spine. Thus, the Cobb method could 

not be applied to measure the Cobb angle. In addition, users need to imagine the complete 

shape of each vertebra. In the future study, a priori database may be considered to reconstruct 

the full vertebra so that the entire spine can be displayed.     

Another limitation is that the AVR of all levels were measured relative to the AVR of 

vertebra L5. There was a challenge to locate vertebra L5 on an ultrasound image because of a 



176 
 

higher noise level in the lumbar region when compared to the thoracic area. Hence, it was 

more difficult to identify the laminae on lumbar vertebrae. In the future research, the fuzzy 

segmentation technique should account for the region of the vertebra so that the laminae of the 

lumbar vertebrae can be exposed clearly.  

Currently, the sterEOS software does not calculate the Cobb angle measurement on the 

PMC; therefore, other imaging methods should be explored to validate this measurement. 

The predictive model of AIS progression was developed in the retrospective study. 

Although this retrospective study was of relatively low costs because patient records could 

often easily be searched, its results could be affected by confounding. Confounding is a 

phenomenon in which a mediator variable or a confounding variable can adversely affect the 

relation between the predictors (independent variables) and the outcome (dependent variable). 

This may cause an incorrect analysis of the results. The next step of this pilot study is to 

develop a predictive model based on a prospective cohort study. Furthermore, in this pilot 

study, two predictors were involved in the prediction of the AIS progression, which may not 

reflect fully its complexity. In order to be able to include as many predictors as possible in the 

predictive model, the sample size should be large enough to satisfy the rule of thumb of at 

least 10 subjects per predictor. However, the sample size acquired from the local scoliosis 

clinic was limited, which was a limitation in prediction research. To accelerate the recruitment 

of AIS patients, multi-centre and collaborative studies that can address this issue should be 

considered. 
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Appendices 
Appendix Table 1 Training data 
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Appendix Table 2 Test data 

 


