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ABSTRACT 


A climatological air quality dispersion was developed 

which provides more powerful analyses capabilities than are 

avai ]able in traditional COM-type models. 

The mode 1 in co rpo rates a time series approach to 

satisfy identified user needs. The three components of the 

model are: the time series file of meteorological variables, 

the program (GLCGEN) used to generate ground level concentrations, 

and the frequency analysis program (FRQDTN) which defines the 

analyses for a particular run. 

The time series file contains the meteorological data 

necessary to define dispersion classes and also includes other 

meteorological parameters which can be used to further classify 

the ground level concentrations analyzed in the frequency dis­

tribution program. 

Program GLCGEN incorporates the dispersion formulations 

and computes ground level concentrations for each receptor source 

pair for each dispersion class utilizing user-defined source 

characteristics and an emission rate of unity. This array of 

ground level concentration values is stored on a random access 

file for access by FRQDTN. This precalculation of procedure 

permits considerable saving of computer costs when long time 

series of data are processed. 

The model assumes a Gaussian plume framework with plume 

sigmas defined by a modification to statistical theory. Effective 

downwind distances are utilized to allow for source affects and to 

simplify the analytical downwind dependence of the plume sigmas. 

The standard deviation of the azimuth and elevation wind fluctua­

tions are estimated from a planetary boundary layer parameteriza­

tion involving similarity theory and empirical results. 
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The analysis program, FRQDTN, is designed for ease of 

user operation. Once GLCGEN has been used to generate the ground 

level concentration file, the user can proceed to consider various 

scenarios. Source emission rates are set in FRQOTN and so various 

sources can be turned off or on and various emission strengths can 

be assigned. Different chemical species can thus be readily 

examined. The ground level concentration values can also be 

weighted according to user-selected parameters from the meteor-

a logical time series. FRQDTN can be used to gene rate ave rage 

ground 1eve 1 con cent rations, frequency dis tri but ions of ground 

level concentrations, average dry and wet deposition, and time 

series of ground level concentration values. 
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I • INTRODUCTION 

Vo I ume 3 of the documentation for the Gaussian frequency 

distribution model outlines the sensitivity and verification studies 

performed to the spring of 1981. The review includes both the model 

response and sensitivities, an assessment of the uncertainties in the 

data base currently uti I ized and a comparison with observed air quality 

data in the Athabasca Oi I Sands area. Detailed descriptions of the 

mode I formu Iat ion and of the generation of the data base are inc I uded 

in Volumes 1 and 2 of the documentation. It is assumed that the reader 

of Volume 3 is familiar with the general characteristics of the model 

and the data base and w i I I have access to the previous two vo I umes for 

detailed reference. 

In the following sections, the verification techniques are 

initially reviewed to determine which are meaningful for frequency 

distribution models in the Athabasca Oi I Sands area. There are many 

possible evaluation techniques, but many of these do not produce 

relevant information for model evaluation. An evaluation procedure was 

adopted which involved an assessment of component uncertainties so that 

the results of formal statistical tests could be properly interpreted. 

The specification of model and data base accuracy tor defined 

applications is required tor proper use of a model I ing system; thus, 

Volume 3 concludes with a summary of the levels of uncertainty that can 

be expected and with recommendations tor mode I and data base improve­

ments. The results of the sensitivity and verification studies can 

quantity the relative importance of improvements of various model and 

data system components; thus, the basis for the uncertainty estimates 

and the recommendations can be easily reviewed and the impact of 

alternative studies on model performance evaluated. 
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2. EVALUATION CONSIDERATIONS FOR FREQUENCY DISTRIBUTION MODELS 

2. I OVERV IEW 

Specification of the accuracy I eve Is that can be expected 

is an integra I part of any mode I. Mode Is can be very powerfu I 

scientific and management tools if used within their ranges of appl i­

cabi lity; however, they can be very misleading if used beyond. 

Eva I uat i ng the accuracy and app I i cab i I i ty of a mode I and of a data base 

used to drive the model is not straightforward. The selection of 

relevant tests requires care since many standard parametric and 

non-parametric tests may give computation a I I y correct but virtually 

meaningless results. 

One of the most important considerations in the selection of 

appropriate model and data base tests is the intended use of the model. 

A mode I designed to predict extreme va I ues has very different cons­

traints than one designed to predict mean va I ues. The spatia I and 

temporal resolution within a frequency distribution model may be 

I imited by the model formu Iat ion and data base accuracies and wi II also 

be a function of distance from source and the geographical region in 

which the model is applied. If the model use involves any evaluation 

of the ground I eve I con cent ration (GLC) va I ues in the presence of 

specified mixing conditions (e.g., summer convective conditions), then 

the mode I shou I d be capab I e of predicting correct GLC I eve Is under 

those conditions. 

The long-term, average GLC value is one of the important 

outputs for frequency distribution models. Its importance arises from 

the need to assess I ong-term accumu I at i ve effects of both air qua I i ty 

and soi I and water acidification or toxification due to deposition. 

The average is cumulative; therefore random errors in GLC values may be 

of I ittle importance, provided that the averaging period is 

sufficiently long. The length of the necessary averaging period 

depends upon the frequency of occurrence of GLC events which contribute 

most to the average GLC va I ue. In the Athabasca 0 i I Sands area, as 

w i I I be discussed be I ow, the average GLC va I ues at existing monitors 

are usually dominated by infrequent events; thus, the necessary 
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averaging period tor GLC va I ues at a part i cuI ar receptor may be much 

greater than one month. The type of random error a I so affects the 

averaging requirements. It a major error source is imprecise knowledge 

of the wind direction, then spatia I averaging may be as important as 

time averaging. 

Other important mode I products are the magnitude and 

t req uency of poor air qua I i ty episodes. The typically infrequent 

occurrence of events at a given monitor means that a d i str i but ion of 

episodes can be attained only by considering a time interval of 

duration greater than one month. Oue to uncertainty in wind direction 

and the sparsity of monitors, case study comparisons of predicted and 

observed values at a given monitor at a given time are of dubious 

va I ue. 

In the Athabasca Oi I Sands area, there are some particular 

prob I ems and constraints. The region is snow-covered tor c I ose to one 

halt of the year; thus, the surface energy budget and the resulting 

atmospheric stabi I ity and turbulent mixing can be expected to vary 

significantly from non-snow surfaces. Most of the existing processed 

air qua I i ty data were co I I ected when Suncor was the on I y sign it i cant 

source. Newer oi I sands plants can be expected to have higher 

effective stack heights and much reduced particulate emissions in com­

parison with the Suncor emissions during the time period of the present 

data base. In particular, the effective stack heights of new plants 

may exceed the convective mixing height more frequently than does the 

Suncor source. Plume level winds, as measured by minisondes, were 

found to correlate poorly with low-level winds and winds from the 152m 

tower in the Athabasca va I I ey. There was a I so evidence of Iarge­

scale, topographical steering of the wind direction. As a result, the 

specification of rei iable wind directions wi II be difficult and the 

appl icabi I ity of a single wind direction for all sources in the 

Athabasca Oi I Sands area may be questionable. 

2.2 THE USE OF STATISTICAL TESTS ON MONTHLY MEANS 

Monthly mean GLC values are often used as a basis for 

statistical tests to evaluate a frequency distribution model. It is 
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worthwhile, however, to consider whether such tests are effective and 

meaningful evaluation tools. 

The error level in wind direction critically affects the 

monthly mean at a given receptor. The frequency distribution of winds 

tor each major dispersion process must be reasonably correct or else 

the predicted values cannot match the observed values even with a per­

teet model. It the GLC values are dominated by infrequent episodes, 

then one month may be insufficient time to obtain a long-term, repre­

sentative frequency distribution of such events. Frequency distri­

bution models usually discretize the wind direction and perform some 

type of averaging across the sectors. This process approximates an 

averaging over many realizations; however, many must occur within the 

averaging period so that observed values at a receptor can converge to 

a sector-averaged GLC value. A single month may not be sufficient 

time_. 

It the above statistical averaging problems can be overcome, 

there remains the prob I em of pass i b I e mi s I ead i ng agreement between 

observed and predicted monthly values. Gross errors in GLC predictions 

tor particular mixing processes may be masked. For example, the 

observed GLC values in winter may occur during strong winds whereas a 

model might predict GLC values due to convective mixing which may not 

exist. The monthly averages may be approximately correct but tor the 

wrong reasons. Even it the monthly means are the only desired output, 

such errors may be very important it the nature of the sources changes. 

Such a model might lead to the conclusion that a particular height of 

stack wi II dramatically reduce the GLC value, while, in tact, it may 

not. 

The application of statistical tests to the Athabasca Oi I 

Sands region presents particular problems. The wind directions are not 

well defined and the monthly mean concentrations are dominated by 

infrequent episodes of high concentrations. For such a system, 

statist i ca I tests on the hour I y time series of predicted and observed 

values and on the monthly means themselves may be dominated by common 

zero GLC values. The hourly residuals wi II usually be either the 

predicted or observed va I ues. In addition, the observed GLC data 
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suffer from serious I imitations. The uncertainty Ieve I of the sensors 

is usua II y greater than the month I y means. In the case of the Syncrude 

stations, the air quality data mean values are specified to the nearest 

I 0 ppb. The Iargest month I y concentration found in a I I the stations 

was 13 ppb. Even a rank correlation of stations, given the sensitivity 

to infrequent events and uncertainty in observed data, may be meaning­

less. Combined space and time averaging, as suggested by Nappo (1974), 

may be useful when the air quality data are in a computer-compatible 

format; however, even then, plumes may not be observed due to the 

sparse network of monitoring stations, with resulting systematic errors 

in predicted values. 

In summary, simple statistical tests on individual receptors 

are considered to have a limited role in the evaluation of a frequency 

distribution model in the Athabasca Oi I Sands. Significant errors may 

be overlooked that could lead to inappropriate conclusions when the 

model is used as a management tool. The actual correlation values 

observed may be poor indicators of the mode I performance or of the 

relative performance of various models. The use of probabi I ities for 

the wind direction may be promising. The estimated uncertainties in 

the wind direction could be used to define the region in which the 

plume has a given probabi I ity of occurring. Over a sufficiently long 

time i nterva I, a frequency d i str i but ion wou I d be generated that cou I d 

be compared with the observed distribution using one of the parametric 

tests described be Iow. This approach assumes that the wind direction 

errors are random and it a I so wou I d tend to smooth out any rea I. 

anisotropy. The required time interval, however, would need to be much 

longer than a month and the problem of misleading agreement would sti I I 

arise unless several frequency distributions were generated 

corresponding to distinct mixing mechanisms (e.g., mechanical vs. 

convective mixing). Although a probabi I ity approach may have some 

I imitations for verification purposes, it does appear to be a 

worthwhile improvement to the model output. 

2.3 OUTLINE OF EVALUATION PROCEDURES ADOPTED 

Model evaluation is critical tor the appropriate model 

operation and interpretation of resu Its; however, it was argued in the 



6 

previous section that statistical tests have major I imitations. As a 

result, alternative or supplementary evaluation procedures are needed. 

The first stage in the procedure to evaluate the model system 

adopted was to examine the mode I structure and sens it i viti es. This 

analysis clarifies how the model differs from other Gaussian frequency 

distribution models. It also leads to an evaluation of relative 

uncerta inti es and the best direction for further eft ort. Such an 

understanding is important in assessing the validity of applying the 

mode I in another area, or of incorporating components of the model into 

"worst case" or other types of models. 

The second stage is an assessment of the uncertainties in the 

data base. Quantitative assessment is possible for some data by 

examining the cumulative frequency distributions of the empirically 

derived parameters specifying the generated data set. Quantitative 

uncertainties can then be compared with the sensitivities of the model 

and with typical discretizations used in the model, 

F ina II y, the mode I resu Its can be compared to observed va I ues 

in a staged approach. The time series of predicted and observed GLC 

va I ues at varIous receptors can be compared to assess what phys i ca I 

processes (e.g., high wind speed) are important and whether those 

processes are being simulated correctly, without concern for the timing 

or number of events. If the actua I processes are poor I y s i mu I ated, 

then the error level can be compared to error estimates resulting from 

the sensitivity study to assess where the problems I ikely exist. 

Once the simulation uncertainties for the processes are 

established, the problems of the frequency and timing of events can be 

considered, Specific case studies can be examined to assess the impact 

of uncertainties in the time series data base. The formal statistical 

tests can be used as too Is in this eva I uat ion procedure but within the 

context of an understanding of the appl icabi I ity and meaning of the 

results. 
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3. ACCURACY OF THE TIME SERIES DATA BASE AND ITS IMPLICATIONS 

3.1 CONSIDERATIONS FOR ACCURACY REQUIREMENTS 

Any uncertainties in the time series file parameters can have 

an affect on the resu Its generated by the Gaussian frequency mode I. 

Parameters of part i cuI ar concern are those that can enter direct I y into 

the model formulations, such as wind speed, wind direction and mixing 

height. The level of accuracy required in these parameters depends 

upon the selection of discrete dispersion classes and the user 

application of model results. 

The Gaussian frequency distribution model generates 

ground level concentrations at selected receptors for discrete disper­

sion c I asses. Typ i ca I c I ass boundaries that may be user se I ected are 

given in Tab I e I. S i nee discrete pI ume dispersion c I asses are used, 

I imited scatter in the input parameters is not important. The scatter 

can become important, however, when it is large enough to shift the 

"true value" across one or more class boundaries. Systematic errors in 

the data should be removed as much as possible to remove any biasing to 

higher or lower dispersion classes. 

The Gaussian model itself can be a I imiting factor in the 

specification of the accuracy required for the data. The model assumes 

that meteorological conditions are homogeneous in time and space. In 

reality, the average wind can vary with height and location. The time 

series data should be designed to be representative of average 

conditions in the pI ume Iayer, even though it is not a I ways c I ear 

exactly how to choose representative values. 

The accuracy of the time series data base required is also 

governed by the user application of the model results. For example, if 

the user is interested in long-term averages, more scatter in the time 

series values can be accepted than if the user is interested in evalua­

ting case studies. 

Scatter or uncertainty in the data may have no net effect on 

the estimation of monthly, seasonal, or annua I average concentrations 

if the data are not systemat i ca II y biased towards higher or lower 

values and there are enough realizations of concentrations within the 
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Table I. Typical dispersion class bcundaries. 

Parameter 
Discrete Value 

Used 

Wind speed 

(m/s) 

2.0 

4.0 

6.5 

10.0 

15.0 

25.0 

Wind direction 

(degrees) 

16 compass 

points 

Mixing height 

(m) 

100 

300 

500 

700 

900 

1100 

Heat flux 

c·c m/s) 

0.20 

0. 10 

0.02 

-.005 

-.015 

-.030 

Range of Values 

Represented 


0 to 3.0 

3.0 to 5.0 

5.0 to B.O 

B.O to 12.0 

12 .o to IB.O 

> 18.0 

22.5° segments 

0 to 200 

200 to 400 

400 to 600 

600 to BOO 

BOO to 1000 

> 1000 

o. 15 

0. I 5 to 0.05 

0.05 to 0.00 

0.00 to -0.01 

-0.01 	 to -0.02 

< -0 .02 
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averaging period to overcome the random scattering. The wind and 

mixing height data in the time series file are based on median values. 

It all values contribute to the concentrations in a linear fashion, and 

if the distribution of values is symmetric about the median, then 

median values should have limited systematic errors and provide 

adequate long-term averages. However, it there are cr i ti ca I thresho I d 

values, then problems may possibly arise. For example, it the plume 

rise is sufficiently large to take the plume just above the median 

mixing height, then adoption of a median mixing height would predict 

GLC values of zero. If actual mixing height values are larger than the 

median value, the plume can be trapped leading to non-zero GLC values. 

The eva I uati on of a case study requires more accurate data 

since individual, hourly averaged values are often of concern. Since a 

receptor is often speci tied, the evaluation is clearly wind direction 

dependent; a difference of a few degrees can lead either to the predic­

tion or the absence of a particular event. The mixing heights presen­

ted in the time series fi Je are seasonal median values, the use of 

which, for a particular case study, would have limitations. 

The data in the time series tile should be useful in model 

testing of typical GLC values for all types of dispersion conditions. 

For example, GLC values for afternoon convective mixing conditions 

should occur at approximately the same frequency if there are not 

systematic errors in the model or in the data base. Median values 

should be adequate to assess whether there are major systematic errors. 

The same median values should lead to high wind speed conditions at the 

same frequency as observed and permit further model testing. 

There are certain I imitations in the data, the importance of 

which can be assessed by comparing the scatter or uncertainty to 

typ i ca I discrete ranges se I ected by a user. The ranges given in 

Table 1 were used in this evaluation. 

3.2 WIND DATA 

The time series wind data were derived for an average pI ume 

height of 400 m. A power Jaw relationship may be used to estimate the 

sensitivity of wind speed to the selected plume height. For neutra I 
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atmospheric conditions, a power law exponent of 0.14 indicates that a 

wind speed variation of ~4% is associated with a plume height variation 

of +100m. For stable conditions, a power law exponent of 0.3 indi­

cates that the wind speed variation for the same plume height variation 

is ~8%. This type of variation indicates that the selection of a 400-m 

plume height is not a critical assumption. 

Discussions concerning derived time series winds compare the 

derived values with the actual values given by the pibal observations, 

and compare the uncertainties to typical user defined wind dispersion 

classes. 

3.2. I Comparison Between Observed and Derived Wind 

An indication of the uncertainty in deriving 400-m winds may 

be obtained by comparing derived 400-m winds with the observed 400-m 

pibal winds. The pibal winds involve a combined spatial and temporal 

averaging associated with the ascent of the pi Iot ba I I oon. These wind 

estimates will be subject to the low frequency wind variability and so 

wi II scatter about the hourly averaged value. At present, the pi ba I 

winds are the only direct wind measurements at 400-m, and so must be 

used as the observed wind for verification of the derived 400-m winds. 

Vi sua I comparisons between derived and observed wind roses 

are presented in Figures I and 2. The derived wind roses were obtained 

by using the derived directional median values of the empirical power 

law exponents, P, and the turning angles, Q, discussed in Volume 2 of 

this report. The visual agreement between the winter wind roses is 

poor; the agreement is much better for spring, summer, and autumn. 

A more deta i I ed comparison between the observed and derived 

frequency of occurrence of wind for a given direction is presented in 

Table 2. 'For easterly wind directions ranging from NNE to S, the 

derived frequencies are, on the average, underestimated by a factor of 

about 1.8. For westerly winds ranging from SSW to WNW, the derived 

frequencies are, on the average, overestimated by a factor of about 

1.2. For north-northwesterly and northerly winds, the derived winds 

are overestimated by a factor of 1.6. 



11 

Table 2. 	 A comparison between observed and derived 400-m wind 
directions. 

Annual Percent Frequency of Occurrence 

Wind 
Direction Observed Derived Observed 

N 

NNE 

NE 

ENE 

E 

ESE 

SE 

SSE 

s 
ssw 
sw 
WSW 

w 
WNW 

NW 

NNW 

6.2 

5.6 

2.9 

I • 7 

3.0 

3.2 

5.3 

6. I 

8.4 

6.9 

8.3 

I I .8 

13.7 

8.2 

4.6 

4. I 

12. I 

3.4 

2.1 

0.5 

0.6 

2 .4 

2.3 

4.8 

4.5 

I I .2 

8.5 

12.7 

16.3 

9.4 

3.8 

5.2 

I. 95 

0.61 

o. 72 

0.29 

0.20 

0.75 

0.43 

0.79 

0.54 

I .62 

I .02 

I .08 

I • 19 

I. 15 

0.83 

I .27 
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Thus, the use of the derived winds may underestimate the 

frequencies of occurrence of certain events to the west of a source and 

overestimate them to the south; there may also be a slight overesti­

mation in the frequency of occurrence to the east of the source. 

3.2.2 Correlation Coefficient Between Observed and Derived Winds 

A correlation coefficient was evaluated to provide an indi­

cator of the degree of agreement between the derived and observed winds 

(Leahey and Hansen 1980). The coefficient used is defined by 

I(N
0 ( I ) 

I ­

where No = number of observed data in each class 

Np number of predicted data in each class 

N average number of data in each class given, by the 

total number of data divided by the number of wind 

classes in the wind rose. The number of wind classes 

has a value of 96 for this report. 

The adopted correlation coefficient is a comparison with a 

random distribution. If the value of R2 is close to zero, then there 

is no ski I I ; if R2 is c I ose to unity, then there is good ski I I • 

Three sets of P and Q va I ues were assessed for each season. 

The first set consisted of 32 directional median values as presented in 

the circumpolar graphs (Figures 10, II, 13, 14, 16, 17, 19 and 20 in 

Vo I ume 2). The second set consisted of the season a I median P and Q 

values for the sectors shown in the cumulative frequency diagrams 

(Figures 12, 15, 18 and 2 I in Vo I ume 2) • The third set was obtai ned by 

adjusting the P and Q values for each sector unti I the value of R2 

was maximized. In the second and third sets, va I ues of P and Q were 

assumed to vary I inearly at the boundaries between sectors. 

Table 3 presents the sets of P 1 s and Q's obtained for each 

season by the minimization procedure. It also presents for comparison, 

the set of median values obtained from the cumulative frequency 



13 


~NI> l>lRECTION 

45.1• 
35.1-45 

~5.1- JS 
15.1-25 

S.l·IS 
StEEl> 1-S 
[~m/0) .,, 

'"' 

Figure 1. Comparison between observed and derived 400-m winds using 
median directional values of P and Q for winter and spring. 
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Figure 2. Comparison between observed and derived 400-m winds using 
median directional values of P and Q for summer and autumn. 
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Table 3. 	 Seasonal values of P and Q for the indicated sector as 
derived from error minimization procedures. Median values 
of P and Q are also shown. 

Best Fit Median Values 
Season Sector n p Q p Q 

Winter NW NNE 296 0.35 -20 0.60 -30 

II NE ESE 28 -0.60 70 -0.35 60 

Ill SE WNW 485 0.00 35 0.25 25 

Spring NW NNE 131 0.20 -25 0. I 5 -20 

II NE WNW 285 0. I 5 15 0. I 0 20 

Summer NNW NE 94 -0.25 5 -0.20 0 

II ENE SE 68 -0 .I 5 5 -0.10 0 

Ill SSE NW 629 0.05 25 o.oo 20 

Autumn NNW NE 21 0.00 0 0.00 5 

II ENE ESE 0 N/A N/A N/A N/A 

Ill SE NW 307 0.00 25 0.00 20 
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diagrams; usually the two sets are similar, the exception being the P 

values during winter months. 

Table 4 gives the number of data used for each seasonal wind 

rose, and correlation coefficients associated with each set of P's and 

Q's. The agreement between predicted and observed winter wind roses is 

poor; the agreement for the other seasons is better. It is of interest 

to note that the first set of P's and Q's containing 32 values usually 

resulted in larger standard errors than the use of the other two sets, 

which have fewer values of P and Q. The best correlation between pre­

dicted and observed wind roses occurs in the autumn where on I y three 

parameters are used. 

Figures 3 and 4 show a comparison between the derived and 

observed wind roses using the best fit value of P and Q shown in Table 

3. The main differences between these wind roses and those presented 

in Figures I and 2 can be noted in winter and summer. During the 

winter, the use of the best fit va I ues distributes the derived north 

winds equa I I y between north and north-northeast directions. In the 

summer, the best fit values shift the southerly winds to 

south-southwest. 

3.2.3 Comparison with the Discretizations of the Wind Classes 

An analysis of the cumulative probabi I ity distribution 

diagrams presented in Volume 2 of this report can be used to provide an 

indication of the effects of scatter in the values of P and Q on the 

selection of typical user-defined wind dispersion classes presented in 

Table 1. 

The cumulative probabi I ity distributions derived for Q 

values were used to determine the fraction of the time the winds were 

within the same direction sector and within +I wind direction sectors. 

Table 5 presents the results for both an 8- and a 16-point wind 

direction compass. On the average, for an 8-point compass, the wind 

directions should be within the same sector 46% of the time and within 

+I sector 8 I% of the time. For a 16-po i nt compass, the correct wind 

should be within the same sector 25% of the time and within +I sector 

58% of the time. These figures indicate that the wider the 
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Table 4. Statistics related to the comparison of observed and 
predicted wind roses. 

Season Number of Data Ffa Ffb RZC 

Winter 809 -3.2 -2.7 -I • 7 

Spring 416 -0.7 -0.4 -0.2 

Summer 791 -0.2 -0.4 0.3 

Autumn 328 0.3 0.2 0.4 

Subscript notes: 

a. prediction using directional median values 

b. prediction using sector median values 

c. prediction using sector best tit values 
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Figure 3. Comparison between observed and derived 400-m winds using 
best tit values of P and 0 for winter and spring. 
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Figure 4. Comparison between observed and derived 400-m winds using 
best tit values of P and Q tor summer and autumn. 
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Table 5. Percent of time that derived winds are within the same wind 
direction sector and within +I sector. 

8-Po int Com~ass a 16-Point Com~ass b 
Season Sector Same +I Same +I 

Winter 

II 

I II 

15 

50 

50 

48 

90 

78 

6 

20 

20 

22 

69 

55 

Spring 

II 

40 

42 

84 

80 

20 

20 

53 

51 

Summer 

II 

Ill 

62 

33 

38 

90 

83 

80 

38 

II 

20 

74 

48 

51 

Autumn 

II 

Ill 

65 

65 

83 

94 

45 

45 

74 

80 

Average 46 81 25 58 

a. The 8-point compass direction sectors are 45° in width. A random 

wind direction would be in the same sector 13% of the time and 

within~ sector 38% of the time. 

b. The 16-point compass direction sectors are 22.5° in width. A 

random wind would be in the same sector 6% of the time, and within 

+ sector 19% of the time. 
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direction sector, then the greater the probabi I ity of the derived 400 m 

winds being in the correct sector. The use of an 8-po i nt compass is 

comparable to the uncertainty in the data base. 

The wind speed class boundaries given in Table I range from 

about 75 to 125% of the middle value assumed in the dispersion calcula­

tions. This 25% variation corresponds to ranges in the wind speed 

power law profile of (Pm- 0.20) to (Pm + 0.26), where Pm is the median 

value given in the cumulative probabi I ity distribution diagrams 

presented in Vo I ume 2. These diagrams were ana I yzed to determine how 

frequently the power law exponent tel I within this range. The results 

are presented in Table 6. The table indicates that, on the average, 

the derived 400-m winds should be within ~25% of the actual 400-m winds 

about 40% of the time. About 60% of the time, the uncertainty in the 

wind speed can cause a shift from one wind speed class to another. 

3.3 MIXING HEIGHTS 

Typical user-selected mixing heights have a range of +100 m 

for the classes less than 1000 m. Mixing depths greater than 1000 m 

are grouped into one class. An evaluation of the mixing height data 

frequency distribution was used to determine the frequency with which 

observed values less than 1000 m were within +100 m of the time series 

values. For a I I observed time series values greater than 1000 m, 

perfect agreement was assumed. On the average, about 29% of the 

observed values were found to agree with the time series values. 

During the winter, when the time series va I ues were less than 

400 m, the agreement between the time series values and the observed 

values was 45%. During the summer, when some time series values were 

found equal to 1,000 m, the agreement was 32%. The agreement during 

the spring and autumn was found to be about 23%. 

The time series va I ues are based on seasona I median va I ues, 

and the same diurnal variation was assumed tor each season. The values 

given in the time series can be useful for the estimation of long-term 

averages, but may be limited in their usefulness in examining case 

studies. 
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Table 6. Percent of time that wind speed is within ~25% of the median 
valuea. 

Season Sector Percent 

Winter 

II 

Ill 

38 

56 

30 

Spring 

II 

20 

36 

Summer 

II 

I II 

40 

35 

40 

Autumn 

II 

Ill 

42 

62 

Average 40 

a 	Corresponds to percent of time that exponent value in power law 

profile is within (Pm- 0.20) and (Pm + 0.26), where Pm is the median 

value. 
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3.4. HEAT FLUX 

The heat flux values are used to help define turbulence 

c I asses and are derived from the net radiation va I ues in the time 

series fi I e. The determination of net radiation values are based on 

astronom i ca I geometry and emp i rica I formu Iat ions, eva I uated using data 

processed by Kumar (1978). 

S i nee the heat f I ux va I ues are determined indirect I y, the 

assessment of their accuracy is discussed in the section on model 

sensitivity. 

3.5 SUMMARY 

The use of the derived 400 m winds can I ead to certain 

directional biasing. This conclusion was based on comparing the 

derived wind data with the observed pi ba I data, and may not provide a 

complete indication of any uncertainties due to the instantaneous 

nature of the pibal data. The scatter in the derived wind directions 

appears to be comparable to the use of 8-point compass wind directions. 

For a 16-point compass, the uncertainty is increased. 

About 40% of the time, the derived winds should be within 

typ i ca I user-se I ected wind speed c I asses; a bout 60% of the time, the 

uncertainty in the wind speed can cause the wind to shift by one or 

more wind speed classes. 

About 29% of the time, actual mixing heights were found to be 

within the limits of the median values specified by a typical user. 

This implies that, for case studies, the mixing height values may be of 

I imited use. 

Both the derived winds and mixing heights showed considerable 

uncertainties. At the present stage of the model and data base 

development, it was decided to examine model sensitivities before 

assessing where priority should be given for data base improvements. 
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4. SENSITIVITY STUDIES 

4. I OVERV I EW OF SENSITIVITY STUDIES 

Sensitivity studies consist of assessing the amount of change 

in the resu Its of a mode I to changes of user-supp I i ed input or to 

changes of the internal model formulations. Sensitivity studies have 

severa I important funct i ens. They can clarify the interactions of 

various components and formulations within a model system. They can 

quantify uncertainties in the model output due to assumptions, 

empirical parameters or input data. Perhaps most importantly, they can 

I ead to an eva I uat ion of I i mit i ng errors and so estab I ish priorities 

for future efforts to improve model predictions. 

In the present study, sensitivity studies were performed for 

both the model itself and the final model predictions. The sensitivity 

studies on the model consisted of examining the size of variations of 

various performance i nd i caters when se Iected parameters were varied. 

The indicators printed by GLCGEN included intermediate values of 

stabi I ity parameters and computed wind fluctuations as well as ground 

level concentrations. This type of sensitivity study leads to 

evaluations of the relative importance of uncertainties in a variety of 

parameters or input data. The sensitivity studies in the whole 

model/data bank system involved comparisons of concentration 

predict i ens with observed va I ues when a rea 1-t i me series of 

meteorological data was uti I ized. 

Selecting the most relevant sensitivity studies to perform 

and to present is often difficult. The procedure adopted in this 

program was to test parameters in the formulation that would tend to 

have a significant effect or to test parameters whose value were poorly 

known. The sensitivity to major input data was also undertaken to 

assess the importance of input uncertainties to the various levels of 

results. In the following sections, the sensitivity studies involving 

the dispersion formu Iat ion in GLCGEN are presented first; then the 

integrated system of model and data base is examined. 
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SECTOR-AVERAGING 

4.2. 1 Characteristics and Limitations of Sector-Averaging 

Sector-averaging is a ca I cuI at iona I technique used to 

generate smooth concentrations across the d i scret i zed angu I ar sectors 

used for analysis in GLCGEN. It changes a Gaussian distribution along 

a single centre-! ine into a rectangular distribution across a 

ca I cuI at ion a I sector. As discussed in Yo I ume I, averaging over wider 

sectors permits the use of a relatively smal I time series data base to 

generate GLC values which can more closely approximate results for 

longer time series undergoing similar sector-averaging. However, 

sector-averaging imp I icitly involves enhanced lateral dispersion. With 

sector-averaging applied to one particular episode, the model may 

predict lower GLC values but spread over a wider region than observed. 

The magnitude of the effect of this imp I icit lateral dispersion wi II 

depend upon the angular width of the sectors, the ambient lateral 

dispersion and the downwind distance from source. At long downwind 

distances when vertical mixing is complete (e.g., in a limited 

convective mixing situation), the centre- I ine concentration from the 

model wi I I vary approximately as x-1/2, due to lateral 

dispersion. The sector averaged concentration wi I I vary approximately 

as x-1 • As discussed in Volume I, low frequency wind direction 

changes can, in some circumstances, smooth out the centre- I i ne GLC 

values in a manner analogous to sector-averaging. Thus, the observed 

GLC values, when averaged over several hours, may range from the 

center! ine GLC value to one similar to a sector-averaged value 

depending upon the magnitude of the low frequency wind direction 

changes. 

Sector-averaging has two major approximations: (1) the GLC 

values for an episode are approximated by a rectangular distribution 

rather than a Gaussian distribution; and, (2) the width of the 

distribution is approximated by the sector width at any given downwind 

distance. 

The use of a rectangular distribution wi II change the 

frequency distribution of GLC values. The peak values wi I I be 
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underestimated by an amount depending upon the adopted width of the 

plume. There wi I I also be a reduced number of occurrences of the very 

low concentrations associated with the edges of the plume. For 

verification purposes, the truncation of low-level GLC values, due to 

the signal-to-noise ratio of the monitoring sensors, wi II generally be 

an equa I I y serious prob I em; the I i m i ted number of monitoring stations 

wi II tend to result in the maximum GLC value also being missed. For 

the assessment of poss i b I e environ menta I impact, the meandering of the 

wind direction w i I I tend to smooth out the average GLC va I ues. The 

missing low-level values wi II probably be an acceptable approximation, 

povided that the total deposition is consistent. Thus, the adoption of 

a rectangua I r d i str i but ion does not appear to be a major prob Iem tor 

either verification or environmental assessment applications, provided 

that a realistic plume width is adopted. 

The adopted width of the distribution in sector-averaging may 

not be a good approximation tor some of the model applications. The 

width of the rectangu I ar d i str i but ion tor the pI ume is determined by 

the selection of an 8- or 16-point compass. The width scales I inearly 

with downwind distance from each source. For long-term averages, this 

approximation is acceptable; however, the frequency distribution may be 

su tt i c i ent I y modi tied to cause prob Iems in the assessment of maxi mum 

GLC values, particularly at larger downwind distances. 

4.2.2 Possible Alternatives to Sector-Averaging 

There are several alternatives to sector averaging, three of 

which are discussed below, which would not require major model 

changes. 

The width of the rectangular distribution would be linked to 

the plume sigma-y which is already avai I able in the model. Fractional 

occurrences det i ned by the ratio of pI ume width to sector width wou I d 

then be used to maintain mass continuity. For frequency distribution, 

the number of occurrences would be a floating point number, rather than 

an integer; otherwise, no changes are necessary. For the generation of 

a time series, the tractional occurrences at each receptor would be 
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integrated unti I they exceeded unity. At that time, an event would be 

said to occur and the integral of tractional occurrences would be 

reduced by one. For a sufficiently long time series, there should be 

no correlation between the magnitude of the GLC value and the timing of 

the tractional occurrences exceeding unity (prompting an event to be 

allocated), The use of plume widths and tractional occurrences would 

entai I the storage of a plume width value along with the GLC value in 

the Iarge matrix of GLC va I ues generated in GLCGEN. A I so, a storage 

array would be needed in FRQOTN tor accumulated tractional occurrences 

tor each receptor. 

Another alternative to sector-averaging involves using a 

random number generator to give a spec it i c wind direction within a 

sector. A random number between 0 and 1 would be multiplied by the 

sector angular width to generate a wind direction mcvement from a 

sector boundary. A Gaussian formulation could be used by applying the 

lateral offset term in FRQOTN; the centre-1 ine GLC and plume sigma-y 

would have to be stored in GLCGEN. This approach has the disadvantage 

that the use of 8- or 16-point compasses would sti I I cause an 

arbitrariness unrelated to the time variance of the wind direction. 

Persistence within a sector would be ignored. 

Using a Markov process tor changes in wind direction could 

allow tor persistence as well as yielding a mere realistic frequency 

d i str i but ion. A random wind direction wou I d be generated as above; 

however, the adopted wind direction would be a weighted average of this 

random direction in the sector and the adopted wind direction at the 

previous time in the time series. A Markov process introduces 

persistence in the form of an auto-correlation. The weighting 

coett i ci ent can sea I e with the number of wind direction c I asses to 

remove the arbitrariness of the number of sectors. It can also vary 

with meteoro Iog i ca I conditions and averaging time in order to match 

observab I e auto-corre I at ion statistics. The Markov process technique 

should give realistic frequency distributions and also a time series 

which reflects the true persistence in the wind field. 
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4.3 MODEL RESPONSE TO INPUT VARIABLES 

The first stage in sensitivity studies was to examine how the 

model formulation responds to variations in the basic meteorological 

data. This study consisted of analyzing the GLC file for the basic run 

of GLCGEN by varying one parameter wh i I e keeping the others steady. 

This testing can be considered as "an a Igor i thm" integrity check to 

ensure that the model behaves as expected. These studies also show the 

rate of change of the various intermediate parameters and the GLC 

values with changes of the primary input data. Results of these 

studies indicate the relative importance of uncertainties of the input 

data and clarify the interactions of the input data within the 

dispersion formulation. The source characteristics are those of the 

main Suncor powerhouse stock. 

4.3.1 Effect of Heat Flux Variations on the GLC Values 

The changes in GLC va I ues (sector-averaged l resu It i ng from 

changes in heat flux when wind speed and mixing height are held 

constant are shown in Figure 5. For U ~ 4 m/s, the GLC values decrease 

steadily with decreasing heat flux for downwind distances to 40 km. 

The centre-1 ine GLC values are also shown in Figure 6 for purposes of 

comparison. In the absence of sector-averaging, the largest negative 

heat flux classes (i.e., stable) show the largest GLC values, which 

occur at more than 40 km downwind. These large values would be 

predicted to occur , in steady conditions in the absence of any 

low-frequency meandering of the wind direction and in absence of any 

directional shear effects. 

The interaction of several effects is shown in Figure 7 for 

the correponding GLC va I ues for u 6.5 m/s. For this larger wind 

speed, there are larger GLC va I ues for moderate negative heat f I uxes 

than for slightly negative heat f I uxes. The va I ues are less for"E 

the moderate negative heat f I uxes; however, the pI ume rise is also 

less, due to the larger temperature gradient that can exist in more 

thermally stable conditions. As out I ined in Volume I, both "E and 

36 I :Jz w iII sea I e to powers of the stab iIi ty parameter, )1 For 
* u ~ 6.5 m/s, the ratio of plume rise to stack height and the range of 
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is such that the plume rise change is more important than the
11* 
a change, approaching its neutral I i mit). There is I ittleOEE 

d if terence (<3%) in the GLC values for s I i ght I y and moderately negative 

heat fluxes. This sma II difference is due to the dominance of 

mechanical turbulent effects over stability effects for both oE 

and pi ume rise. 

4.3.2 Effect of Wind Speed Variations on the GLC Values 

The wind speed affects both the plume rise and dispersion, 

except in convective I y dam i nated situations where 0 cr w where 
w * 

a w is the standard deviation of the vert i ca I ve I oc i ty f I uctuat ions. 

Thus, the rate of downwind mixing is not a function of wind speed for 

these unstable conditions. As the wind speed increases, the mixing 

becomes mechanically dominated and ow varies I inearly with u. These 

effects are shown in Figure 8, where the differences between U = 6.5 

and U = 10 m/s are relatively small. At even greater wind speeds, the 

total plume rise becomes dominated by the physical stack height and so 

the increased mixing gives rise to larger maximum concentrations closer 

to the source. 

4.3.3 Effect of Mixing Height Variations on the GLC Values 

Mixing height, is uti I i zed in the dispersion 

formu Iat ion on I y for convective conditions. The sea I i ng ve Ioc i ty for 

unstable conditions, w* , is defined as 

w* = (gweZ./Tl 113 (2) 

I 

0Thus, the amount of mixing as described by 0 E and A wi II scale 

with Z i I /3. 

The mode I a I so adopts the approximation that if the tota I 

plume rise exceeds the mixing height class boundary by more than 100m, 

the plume is ignored. 

The model has a "reflective" upper boundary at the mixing 

height. Thus, if the plume rise is just within the upper boundary 

defined by the Z i c I ass boundary, then the maxi mum GLC va I ues can be 
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sigh if i cant I y increased. Note, however, that because vert i ca I mixing 

a I so sea I es with Z i, the increased GLC va I ues are not twice the 

values for un I imited mixing except at downwind distances greater than 

about 10 km. Examples of the net result of these two effects are shown 

in Figures 9 and 10. 

The combined effects of Z i upon the vo I ume ava i I ab I e for 

dilution and upon the rate of mixing have a significant impact upon the 

interpretation of air qua I i ty data from some of the monitoring sites. 

Note that at a downwind distance of about 4 to 5 km (the approximate 

distance of the monitors Mannix and F ina from the Suncor main stack), 

there is very I ittle dependence of GLC upon mixing height. Thus, 

sensitivity studies of the ratio of observed to predicted GLC values to 

variations in Zi wi II show I ittle sensitivity, except for the effect 

of the pI ume rising above the mixing height and hence being exc I uded 

from the calculation. 

4.4 MODEL RESPO~ISE TO SELECTED MODEL PARAMETERS 

Within the model formulations, many parameters were uti I ized 

and assigned best-estimate values. The rationale and data base for the 

parameter values were discussed in Volume I. The following sections 

examine the sensitivity of model predictions for selected parameters 

which have both significant uncertainty in value and major impact upon 

the GLC values. 

4.4.1 Neutral Plume Rise Coefficient c 1 

The specification of pI ume rise has received cons i derab I e 

attention in the last few years (Briggs 1975; Slawson et al. 1980; 

Djurfors and Nettervi I le 1980), The formulation recommended by Briggs 

( 1975) for neutra I conditions was adopted in the present mode I • The 

plume height, HP, becomes 

HP HS + C F1/3 X 2/3 U-1 (3) 
I f 
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where: HS the physical stack height 

F = the stack buoyancy parameter 

u = the wind speed 

the downwind distance tor final pI ume rise, andXt 

Cl = the neutral plume rise coefficient. 

The detai Is of the formulation were presented in Vo I ume I • Briggs 

(1975) recommended a value ot C1 = I .6 based upon a survey ot 

avai I able observations. Davison and Leavitt ( 1979) reviewed 

observations taken as part ot AOSERP sponsored studies and cone I uded 

that C1 = I .4 gave better agreement. It was noted, however, that the 

observations may be subject to significant measurement uncertainties. 

The variation ot sector-averaged GLC va I ues tor C 1 va I ues 

ot 1.4 and 1.6 are presented in Figures 11 and 12, tor a source with 

the physical characteristic of the Suncor main stack. Comparisons of 

the change with both wind speed and heat t I ux changes are inc I uded to 

indicate the relative importance of the effect. Within the region ot 4 

to I 0 km from the source, a change ot C1 t rom I .4 to I .6 decreases 

the maximum GLC by about 25%, and moves the maximum about 1.5 km 

farther from the source. In this range, the change is roughly 

equivalent to a wind speed change from 6.5 to 10 m/s; however, the 

change in C1 is only about 20% as important as a wind speed change 

from 6.5 to 4 m/s. At higher wind speeds, the contribution of the 

pI ume rise to the tota I pI ume height decreases; therefore, the effect 

ot cl variations becomes less important. The effect of a heat t I ux 

change from 0.1 to 0.2 oc m/s has an effect similar in magnitude, but 

opposite in sign, to the variation of C1 from 1.4 to 1.6 tor downwind 

distances greater than about 4 km. The change, however, from 

moderate I y to s I i ght I y convective (0. I 0 to 0.02) is over a factor of 

two greater the C 1 change. In convective conditions, the d i tterence 

in sector-averaged GLC va I ues becomes progressive I y sma I I er at Iarger 

downwind distances and is generally less than 10% beyond 10 km. The 

sensitivity of the GLC values to plume height is characteristic of alI 

Gaussian models. 
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A variation of downwind distance for final plume rise, Xf, 

aft ects the GLC va I ues exact I y the same as a variation of C 1 • The 

change of C1 from 1.4 to 1.6 is equivalent to a change in Xf from 

2,000 to about 2,400 m. 

4.4.2 Stable Plume Rise Coefficient 

The stable plume rise coefficient, C2 , appears in the 

stable plume rise formulation, following Briggs ( 1975) 

1/3 ( 4)
HP 

where S is a stab i I i ty parameter, the square of the Brunt-Va i sa I I a 

frequency. The value of adopted in the model is 2.6 followingc2 

Briggs (1975); however, the observational data quoted by Briggs 

indicated considerable scatter and so the value of C2 must be 

considered as uncertain. In the model, the stable plume rise 

formulation is adopted whenever the transition distance calculated by 

the stable formulation is less than the transition distance calculated 

by the mechanical formulation. For the Suncor plume, the transition to 

mechanically control led transition distance, and hence plume rise, 

occurs at about U = I 0 m/s with a dependence on the magnitude of the 

negative heat flux. 

The sector-averaged GLC values for values of 2.6 and 2.3c2 

are compared in Figures 13, 14, and 15. A decrease in C2 from a 

value of 2.6 to 2.3 increases the maximum sector-averaged GLC value by 

about 20 to 25% for moderate winds. At higher wind speeds (greater 

than about 10 m/s, the mechanica I mixing becomes sufficiently large 

that the neutral plume rise formulation is adopted. The effects on the 

location and magni-~ude of the GLC values, due to variations in the heat 

flux and wind speed, vary markedly depending upon the absolute values 

of the wind and heat flux. In general, the heat flux and wind speed 

variations shown in Figure 13, 14, and 15 can lead to much more 

significant variations in the location and magnitude of the GLC values 

than the simulated C2 variation. 
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Figure 18. 	 Sensitivity of sector-averaged GLC values (di Iuti on) on 
roughness length, Z0 , for a wind speed of 6.5 m/s. 
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4.4.3 F'oughness Length 

The roughness I ength, Z0 , is a major deter·m i nant of the 

amount of mechanical turbulent energy produced by the mean wind. In the 

present model, the roughness length enters in·J·o the calculation of 

the friction velocity, which is the sealing velocity inu * , 
mechanically dominated turbulence, From Volume I, the expression for 

('j )f '(z) (n}_,kU (I og Zo + f ·-tJ 

k von Karman's constant 

f (Z/L) a function of Z/L to be specified 

the Hon i n-Obukhov length 

z which u is evaluated (10m)
* 

In positive heat f I u'< conditions, when f(Z/U was taken as zero, then 

u* cou! d be ca I cuI ated i mmed late Iy" Hov1ever- r in convective I y dominated 

situations, the scai ing VGioci·t-y was lfi* :P which is indep(:"?ndeni" of the 

mechanica! ener·gy coniTibutlon~ In these unsi·able cases~ Z0 should 

have little effect. In stable cond ii·ions" f(Z/L) vJas taken as 

where a is a constant" L as ' ·t-he ca I cuI at 1 on ofSi nee varies u_* ---, Ll 

and L were not exp I i c i ·1·, and the effect of Z0 on the GLC va I ues in * 
stable conditions was not a simple analytic expression. 

The appropriate value for· the roughness length was discussed 

In Volume I, based upon rneasu1~ecl values at somewhat similar· sites in 

othm·· parts of the wor I d ~ 

investigators have suggested a va i ue of 

1~0 m for· the /\thabasca Oil Sands rogion (i-\. 1\ngle~ /\lbertaZ0 

Envir·onment, per~sona! communication, !980)., 

values for values of Oa3 and 0~9 m were compared for bothZ0 

convective and stable conditions~ 

The significance of the Z0 uncertain·J··y depends upon the 

rn i x: ng con d it ions., ! n convPcl- i ve I y dominated s i tuai· ions~ -J-hel-e 1 s no 
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effect, 	 The sea I i ng ve I oc i ty is w which is independent of theZ0 
* 

roughness Iength. The effects of varying in mechanicallyZ0 

dominated situations with a positive heat flux are shown in Figures 16, 

17, and 18. The larger value results in more mechanical mixingZ0 

which produces larger concentrations closer to the source (<8 km), and 

sma I I er concentrations at greater distances. At a distance of 5 km 

from the source, the change in Zo from 0.3 to 0.9 increases 

sector-averaged GLC values by over 40%. The effect is greater than 

changing the wind speed from 10 to 15 m/s, but is much tess than a wind 

speed change from 10 to 6 .5 m/s. At long distances (>15 km), the 

larger Z0 value results in about 20% smal ter GLC values. 

In stable conditions, the sealing parameter for the wind 

direction and wind elevation angle fluctuations is Jl* , where, as 

discussed in Volume 1, 

(6)
]J* = 

fl 

The Jl* values for values of 0.3 and 0.9 mare shown in Table 7.Z0 

A factor of three change in gives a factor of about two change inZ0 

Jl* Note that at very Iow wind speeds, the va I ue of Jl* becomes 

independent of heat flux, because of the need to impose a minimum value 

on L in such cases. In stable, thermally dominated conditions, the 

values of erE and erA show a simi tar increase of a factor of 2 for an 

increase of a factor of 3 in Z0 • However, at wind speeds of 6.5 m/s 

and larger, mechanical effects become more important, and the increase 

in erA and cr E is c I oser to 50% when is increased from 0.3 toZ0 

0.9 	m, as shown in Tables 8 and 9. 

In stable conditions, increasing from 0.3 to 0.9 causesZ0 

much larger GLC values. The magnitude of the increase depends strongly 

upon the wind speed, as shown in Figures 13, 14, and 15. It the wind 

speed decreases from 6 .5 to 4 m/s, the maxi mum GLC va I ues for =Z0 

0.9 change by only about 10%, although they are displaced about 10 km 

farther downwind. However, tor = 0.3, the maximum sector-averagedZ0 

GLC values are displaced, perhaps 50 km farther downwind and are 

reduced by about 30%. 
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Tab I e 7. 	 Va Iues of the stab I e sea I i ng parameter, ~* , as a 
function of roughness length, Z0 • 

Wind Speed 
(m/s) 

Z0 = 0.3 m 
Heat Flux Values (°C•m/s) 

Z0 =0.9m 
Heat Flux Values 

-0.005 -0.015 -0.030 -0.005 -0.015 

2 31 • I 31 • I 31 • I 39.2 39.2 

4 8.2 33.9 62.2 3.7 12.2 

6.5 2.9 9. I 19.5 I.4 4. I 

10 I .2 3.7 7 .4 0.6 I • 7 

15 0.5 I.6 3.2 0.3 0.8 

c·c·m/s) 
-0.030 

39.2 

30.6 

8.5 

3.5 

I. 5 
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Table 8. cre values as functions of in stable conditions.Z0 

~ 0.3 ~ 0.9Z0 Z0 
Heat Flux Values (°C•m/s) Hea~ Flux Values (°C·m/s) 

u -0.005 -0.015 -0.030 -0.005 -0.015 -0.030 

2 2 2 2 2 2 2 

4 5 2 2 9 4 2 

6.5 7 5 3 10 8 5 

10 ' I 7 6 10 10 9 

15 7 7 7 10 10 10 

··----------· ·-----------~-----
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Table 9. r;A values as functions of Z0 in stable conditions. 

z0 = 0.3 Z0 = 0.9 
Heat Flux Values (•c. m/s) Heat Flux Values <·c·m/s) 

u -0.005 -0.015 -0.030 -0.005 -0.015 -0 .030 

2 5 5 5 5 5 5 

4 II 5 4 17 9 5 

6.5 13 10 7 18 18 16 

10 13 13 II 18 18 17 

15 13 13 13 19 18 18 
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In summary, the magnitude of the changes in the 

sector-averaged GLC values is significant for the variationsZ0 

examined .. Efforts should be undertaken to generate better Z0 

estimates for the Athabasca Oi I Sands area. 

4 .4 .4 Free Convective Sealing Constants 

For conditions of positive heat f I ux, the expressions for 

wind direction and elevation angle fluctuations, Z0 and 0 E, used in 

the mode I are 

u* 
= + 0.5 (-i--)}1/3 (7)OA u { 12 

( 8){ 0.6uw* 1.3uu*}MAXaE 

lnthelimit of free convection, the expressions become 

(9) 
0.8 w* 

OA u 

0.6 w* < I0) 
=oE u 

where w is given by Equation (2) • The experi menta I evidence for 
* 

these expressions was presented in Volume I. It was noted that the 

numerical coefficients in the expressions for crA and cr E were not 

experimentally wei I defined; in addition, any systematic changes in the 

vert i ca I have not been found consistent I y by different groups. In 

general, there was an indication that U crE probably reached a maximum 

in the middle of the convectively mixed PBL and its value may be less 

(perhaps 0.4 "' ) towards the bottom of the free convection region of 
* 

the PBL. 

The va I ues of the constants defining the va I ues U, cr E/w , 
* 

and UcrA/w, can be indirectly varied by examining the "E and crA 

values, and their corresponding GLC values, for different heat fluxes. 

If the plume rise is nearly the same, then a change in the heat flux, 
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W , changes the va I ue of w ; therefore, it can be used as an ef feet i ve 

* change in the free convection sealing constants. For example, at U = 4 

m/s, the heat flux value HF = 0.1 can be treated as HF = 0.2 with a 

free convection constant for a E of 0.6 (0.5) 1/3 0.48. The 

plume rise is the same, although the transition point occurs about 360 

m farther downwind. The sigma matching I eads to a difference in 

effective downwind distance of about 170m. Thus, except tor an offset 

of 170m, the case of HF = 0.1 can be treated as HF = 0.2, with a free 

convective sealing parameter of 0.48 for aE. 

The decrease in the a E va I ues, due to a decrease of the 

free convective constant from 0.60 to 0.48, scales linearly with the 

constant and so is about 20%. The decreased o E va I ues resu It in a 

lower maximum GLC value farther from the source, The effect on both 

sector-averaged and centre-! i ne GLC va I ues was presented ear I i er in 

Figures 11 and 12. The sector-averaged maxi mum GLC va I ue is about 

one-third I ower. The centre-! i ne concentration is decreased on I y about 

5%; however, the maximum occurs at 4 rather than 2.5 km downwind. At 5 

km downwind, the sector-averaged GLC values differ by 15% and continue 

to diminish in difference farther downwind. Since aE is independent 

of the wind speed in free convection, the same results should apply at 

other wind speeds, as long as the mixing is thermally dominated. 

As mentioned in Volume I, a value of the free convective 

constant for E of 0.4 may be possible. An analysis similar to the 

one above, except involving HF = 0.02 and 0.10, would correpond to a 

simulation using a free convection constant value of 0.35. In that 

situation, the differences would be very large at distances less than 

about 15 km downwind. At 5 km, the difference wou I d be a factor of 

about 3 for HF = O.I°C m/s; even the center! ine concentration values at 

5 km would be greater than a factor of two smaller. 

In summary, if the free convection constant tor aE is 

within about 20% of the adopted value, the effects of this uncertainty 

on the predicted con cent rations are reI at i ve I y sma I I. However, if the 

adopted value is in error by 40% or more, the effects are severe at 

small downwind distances. A comparison of observed and predicted GLC 

values in convective cases at the monitors Mannix and Fina is presented 
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below, and indications are that any error in the free convection 

sealing constant is probably smal 1. 

4.5 EFFECTIVE DOWNWIND DISTANCE AND PLUME SIGMAS 

The model incorporates the concept of an effective downwind 

distance to allow for the effects of source-dominated dispersion on the 

p I ume sigma va Iues. The pI ume sigmas in the source-dominated region 

are scaled with plume rise in accordance with the formulations 

recommended by Briggs ( 1975) and uti I izing constants consistent with 

observations in the Athabasca Oi I Sands area (Davison and Leavitt 

1979). At the transition distance to environmentally dominated 

dispersion, the pI ume sigmas are compared to va Iues that wou I d have 

been predicted if Taylor's statistical theory had been used. An 

effective downwind distance, Xe, is defined such that the pI ume sigma 

value at Xe calculated using an xel/2 statistical formulation 

matches the plume sigma at the transition point. The ef feet i ve 

distance offset defines the distance at which a source dispersing 

according to X I /2 wou I d have to be Iocated in order to generate 

the plume sigma at the transition point. This calculational technique 

permits use of a simpler dispersion formulation while including the 

effects of source-dominated dispersion, and also, to a large extent, 

the effects of the change from xl to xl/2 dispersion rates in 

the statistical theory. 

The concept of effective downwind distance has a significant 

effect primarily in I ight and moderate winds in stable conditions. At 

the slow environmental dispersion rates in such conditions, the effects 

of source-induced dispersion during plume rise may be the equivalent of 

many kilometres of dispersion from a passive source. For example, at 

U = 4 m/s, effective downwind distance increment for cr z is 10.4 km 

for a moderately negative heat flux of -0.015 "C•m/s. This distance 

increment means that, at the transition distance to environmentally 

dominated turbulence, the cr 2 value is equivalent to a "z at 10.4 km 

calculated by the dispersion formulation 

C I I J 
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At subsequent downwind distances, the oz value is calculated 

according to the above formulation, with an effective downwind distance 

(in metres) of 

( 12)Xe ~ X + 10400 

The effect of such a formulation is that at downwind distances less 

than the effective distance increment, the oz curve is flat and 

gr·adually rises to an xl/2 at long downwind distances. 

In Figures 19, 20, and 21, oz is plotted as a function of 

t·hree downwind distances. There are di tferent curves tor di tterent 

wind speeds s i nee the stab i I i ty parameter defining crE is a function 

of heat flux, wind speed, and mixing height (in convective condit·ions). 

The effective downwind distance concept is most noticeable for U ~ 4 

m/s in stable conditions, because of the low environmental dispersion 

rates. 

In stable conditions, the simple power law used to generate 

surface level winds ( 10 m) may be increasing thEJ pr·edicted levels of 

Oz• In order to generate the stabi I ity parameters, a value of thEJ 

friction ve Ioc i ty, u , had to be genera·red. As out I i ned in Yo I ume 1,
* 

the friction velocity was evaluated in the surface layer using 

( 13) 

This expression was evaluated at a height of Z ~ 10m. The value of U 

at 10m was approximated from the 400 m level wind using a simple power 

law 

( 14) 

where P was assigned a value of 0.14. This va I ue of P i s quite 

reasonable for neutral and convective conditions, but in progressively 

more stable conditions, lar·ger values of P should be used. For very 

stable conditions, a value of P ~ 0.3 would be more appropriate. A 

variable value of P could be uti I ized in the model by use of a simple 
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iterative technique. The effect ot keeping P ~ o. 14 is to overestimate 

u and hence the amount ot mechanical mixing in more stable 
* 

~conditions. For u 10 m/s in Figure 21' the largest negative heat 

~flux case would have a curve close to the curve tor u 6 m/s it a 

value ot p 0.3 were adopted.~ 

In very stable conditions, however, decoupl ing of the flow 

may occur. For such cases, the boundary layer parameterization is not 

valid. It, however, the plume rises into the decoupled layer (which is 

very likely), a simple Gaussian formulation is inadequate. 
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5. COMPARISON OF PREDICTED AND OBSERVED VALUES 

5.1 CHARACTERISTICS OF THE OBSERVED AIR QUALITY DATA 

Ground level S02 concentrations are avai !able from 10 air 

quality monitoring stations operated by Syncrude and Suncor. The 

location of these stations relative to the plants are shown in 

Figure 22. The one Syncrude and five Suncor stations have been in 

operation since 1976, and the remaining four Syncrude stations since 

mi d-1977. Observed monthly average so2 concentrations at these 

stations have been summarized in a report prepared by Strosher ( 1980). 

Monthly average values ranged between 0 and 13 ppb. 

The observed data have some serious I imitations in their use 

for model verification. As discussed by Strosher (1980), the 

instrumental accuracy is about 5 ppb and there is a possible 5 ppb 

offset uncertainty. Strosher recommended truncating values less than 

about 20 ppb from the calculation of monthly statistics. This 

procedure wou I d ensure a suitable frequency distribution of 

concentrations during episodes; however, frequent low-level 

con cent rations wou I d be ignored. The prob I em is basi ca I I y one of 

having a marginal abi I ity to measure the time series of concentrations. 

The prob I em becomes more severe at greater distances from the sources, 

as the lower concentrations cause continued deterioration of the 

signa I-to-noise ratio. The d i scret i zat ion of the month I y averages in 

the present I y processed data set can I ead to mi s I ead i ng corre I at ions. 

In particular, the stations operated by Syncrude have monthly averages 

reported by Strosher (1980) only to the nearest 10 ppb. Since monthly 

averages ranged from 0 to 13 ppb, resolution of 10 ppb leads to 

virtually meaningless correlation results. 

The existing air quality data base is not avai !able in a 

computer-compatible format. As part of this program, the S02 GLC 

values at one-half hour resolution were digitized from hardcopy for the 

monitors Fina and Mannix for the four months in 1977 corresponding to 

the meteorological time series data file: January, Apri I, July and 

October. These digiti zed data were converted to hour I y records by 
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box-car averaging, and were then available for comparison with model 

predictions for both statistical and time series analyses. Converting 

the air quality data base from hardcopy to a computer-compatible format 

was beyond the scope of the present project. Without a computerized 

data bank, extensive statistical analysis could not be undertaken; 

rather, previous analyses had to be adopted for this project. 

Strosher ( 1980) ana I yzed the one-ha If hour S02 data for a I I 

the monitoring stations and developed frequency distributions according 

to the following classes: 

Class Concentration (~~m) 

o.o 
2 0.001 to 0.060 

3 0.061 to o. 170 

4 0. 17 I to 0.200 

5 0.201 to 0.340 

6 0.341 

As was discussed earlier, the first and second classes are 

not wei I defined, due to the measurement uncertainties of about 

+0.0 I ppm. The fraction of observations in Class 2 depends upon 

qualitative interpretation by the observer of what constituted a zero 

reading. The number of va I ues in c I asses 4 to 6 were usua I I y very 

sma I I. Since these were the only previously processed frequency 

distributions available, they were uti I ized for some formal statistical 

comparisons between predicted and observed va Iues. The statist i ca I 

problems of using a frequency distribution with such non-uniformly 

populated classes is discussed below. 

Strosher ( 1980) presented evidence of significant observer 

bias. The so2 concentrations are recorded in hardcopy ana I og form by 

a TEC0-43 sensor, with offset and accuracy uncertainties of about 5 ppb 

each. These ana log traces were abstracted by hand onto tab I es by 

making visual one-half hour averages. Strosher noted that a change in 

observer resulted in a systematic change in recorded values, due to the 

observers evaluation as to what constituted a zero reading and what 

should be taken as a 5 or 10 ppb reading. These uncertainties are not 

significant when specific air quality episodes are examined, but they 

can serious I y affect the va I ue adopted for the "observed" mcnth I y mean. 
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STATISTICAL METHODS 

The verification studies of the frequency distribution model 

involved, in part, the use of certain statistical tests. These 

included the estimation of correlation coett i c i ents, and the 

application of the chi-squared (X2) and Kolmogorov-Smirnov (K-S) 

tests. A brief description of each follows. 

5.2.1 Linear Correlation Coefficient 

As a quantitative measure of the relationship between 

predicted and observed data sets, a corre I at ion coetf i c i ent is often 

used. In this study, both I inear and rank correlation coefficients 

were used, 

The I i near correlation coefficient assumes a I i near 

reI at i onsh i p exists between the observed and predicted va I ues. The 

coefficient is given by: 

N r O.P. r o. r P. 
I I II ( I 5)R = 

1/2 1/20~ 
I 

where Oi and Pi are the observed and predicted values respectively, 

and N is the number of data pairs. Values of R near zero imply no 

I inear correlation, R values near unity imply a perfect correlation, 

and negative values of R imply an inverse correlation. 

5.2.2 Rank Correlation Coefficient 

The rank correlation coefficient uses the rank instead of the 

actua I predicted and observed va I ues. Each va I ue is assigned a rank 

using the numbers I, 2, 3 ... N, according to its size. The ranking is 

then used to calculate the correlation coefficient from 

2
6r(V.-U.) 


p = I -
I I 


( 16) 
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where Vi and Ui are the ranking of observed and predicted values, 

respectively. This relationship is also called the Spearman formula 

tor rank correlation. Values of p near unity imply identical rankings 

of predicted and observed concentrations. 

5 .2 .3 Pearson Chi-Square Test for Frequency Distribution 

The x2 test may be used to compare the goodness-of-fit 

between the predicted and observed frequency d i str i but ion. The x2 

value is calculated from the relationship 

2 
(f.-t.l }
.• pI 01 ( 17)

{ t . 
01 

where fp and t 0 are the frequencies of occurrence of predicted and 

observed concentration classes, respectively. The x2 value can then 

be compared to values in standard tables to assess the degree to which 

the predicted and observed frequency distributions represent ·rhe same 

population. If the x2 va I ue is equal to zero, then the predicted and 

observed frequency distributions agree exactly. Large x2 values 

indicate disagreement between the observed and predicted frequencies. 

The application of the Pearson x2 test is valid only if the 

to I I owing three criteria are met: 

1 • Each and every samp I e observation fa I Is into one and on I y 

one class; 

2. TheN observations in the sample are independent; and 

3. The sample size N is large. 

For the present app I i cation in the verification of mode I predictions, 

the interpretation of the resu Its of the Pearson x2 test may be 

quest i onab Ie. The hourly values of concentration are clearly not 

independent; episodes may Iast many hours. Another· more serious aspect 

of the independent samples is associated with the time scale of 

synoptic systems. For example, if a high pressure area exists over a 

region for several weeks, resulting in clear skies and the 

cor-responding dispersion characteristics, then the observed 

concentrations are not fully dependent. A month of data may have a few 

tru I y independent va Iues. 
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The requirement for a large number of independent events is 

also a significant constraint for model verification involving the 

existing processed air quality data. The 5trosher ( 1980) ana I ys is 

pointed out the problems of zero-definition and how qualitative 

observer bias may have significantly modified the relative populations 

of the zero and near zero concentration classes. Thus, the lowest two 

classes in the Strosher ( 1980) analysis may not be suitable for 

testing. The concentration class of 0.06 to 0.17 ppm 502 appears to 

be we I I defined. However, the frequency distribution classes for 

concentrations greater than 0.17 ppm 502 were generally very sparsely 

populated. When values did occur, inspection of the time series of 

observed concentrations usually indicated, at most, one or two episodes 

each month. Thus, the actual number of independent samples in these 

frequency classes was very sma I I. 

For the present, the Pearson x2 va I ue has been utilized. 

Its use as quantitative indicator of simi I ar i ty of frequency 

d istri but ions is dubious; however, it can serve as a qua I itati ve 

indicator of improvement in a sensitivity study. 

5.2.4 Kolmogorov-Smirnov Test for Cumulative Distribution 
Functions 

The Kolmogorov-5mirnov (K-S) test can be used to estimate the 

goodness-of-fit between predicted and observed cumulative distribution 

functions. The measure of the agreement is the maxi mum d i "fference 

between the cumulative distribution functions for observed and 

predicted values; that is: 

( 18) 

where F
0 

(x) are observed and predicted cumulative 

frequency distribution functions. The test can be appl led to 

continuous functions or to discretized functions formed from the 

frequency distributions. Large values of D indicate disagreement 

between the predicted and observed resu Its. 
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5.2.5 Comments on the Application of the Statistical Tests 

The limitations of each statistical test should be considered 

when comparing model predictions with observations. These I imitations 

are often sensitive to the nature of the data base. The present 

observed and predicted time series data sets are reI at i ve I y spar·se I y 

populated with non-zero va I ues at many monitoring locations. Some of 

the imp I i cations for the x2 test have been discussed above; 

imp! ica·rions for the remainder of the tests wi II be briefly examined. 

The I i near corre Iat ion coefficient is independent of 

systematic changes in the magnitude of the predicted values. A 

mu It i pI i cat i ve change to each predicted va I ue w i I I not change the va I ue 

of the coefficient. Thus, linear correlation coefficients do not 

detect systematic errors. The I inear correlation coefficient is 

sensitive to the timing of predicted and observed events. When 

predicted and observed events are consistent I y in phase, corre I at ions 

are nearer unity than when the events are out of phase, even if the 

magnitude of the values is similar. Thus, the value of the I inear 

correlation coefficient wi II depend, to a large extent, upon the 

accuracy of the wind direction data. The process of sector-averaging, 

which is inherent in a frequency distribution model, wi II degrade the 

I i near corre Iat ion coefficient at a given receptor, part i cuI ar I y for 

hourly concentrations due to an averaging of wind directions. 

A second imp! ication exists for linear correlation 

coefficients and month I y mean ground Ieve I con centrations. A month of 

data, with relatively few non-zero values, combined with a model that 

correctly predicts the many zero values, even if missing the few 

important events, may result in relatively large I inear correlation 

coefficients because of the phase influence. Thus a model may realize 

reasonable correlation statistics and adequate monthly mean GLC values, 

and yet not properly simulate the frequency and magnitude of the major 

GLC episodes, nor have the GLC values occurring during meteorological 

conditions in which they are observed. These imp! ications severely 

limit the applicability of the linear correlation coefficient when 

comparing predicted with observed concentrations, or when comparing the 

results of different models. 
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The Spearman rank correlation coefficient also has 

significant I imitations on its usefulness. As mentioned earlier, the 

uncerta inti es in the month I y averages and their d i scret i zed va I ues can 

result in a statistical noise that can invalidate a rank comparison. 

S i nee the month I y averages are genera I I y sensitive to a very few 

events, the wind direction uncertainty in the data base may dominate 

the d it terence in the predicted and observed month I y va I ues, A much 

longer averaging period may be required, 

The use of residua Is between predicted and observed va I ues 

was found to be of value. Although residuals do not constitute a 

formal statistical evaluation of the similarities of populations of 

va Iues, they do provide a measure by which to eva I uate a I ternat i ve 

modifications to the formulation parameters in the model, 

5.3 SOURCE SPECIFICATIONS 

This section describes the source characteristics assumed 

during validation and sensitivity studies of the frequency distribution 

model. Emissions at Suncor tor the years 1976 to 1978 were assumed to 

originate exclusively from the powerhouse and incinerator stacks; 

emissions from the flare stack and possible low-level sources were not 

included. Syncrude was assumed to be operational only during October 

1978; potential emissions associated with construction and testing were 

not included. 

Stack parameters and em iss ion rates used in validation are 

shown in Table 10 and are based on values from Walmsley and Bagg 

(1977), The emission rates are consistent with Sandhu's (1979) 

estimates. Statistics on the variabi I ity of the Suncor so2 emissions 

from both the powerhouse and incinerator stacks from 1976 to 1978 have 

been comp i I ed by Saki yama ( 1981 ) • Mean emissions were 216 t with a 

standard deviation of about 30 t, representing about 60% of the design 

( I i cense) rate. The standard deviation reported is about 14% of the 

mean emission rate; in months when the plant operated normally (i.e, no 

days with very low emissions), the standard deviation was about 12% of 

the mean rate. Sakiyama also reported emission rate extremes. During 

an average month, the lowest daily emissions were about 60% of the mean 

rate and the highest daily emissions were about 125% of the mean rate. 
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Table 10. Suncor and Syncrude stack parameters and S02 emissions 
used in the verification runs. 

Plant Suncor Sun cor Syncrude 
Stack Powerhouse Incinerator Main 

Height (m) 107 107 183 

Diameter (m) 5.8 I.8 7.9 

Exit velocity (m/s) 17.5 17 .0 23.7 

Exit temperature (°C) 272 610 246 

so2 emission (kg/s) 2.60 0.27 3.30 
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During Apr i I 1977, the entire pI ant was inoperative for about nine 

days; at various other times the incinerator was inoperative. 

These statistics affect the model validation in several ways. 

First, they show that the emissions rates used during the va I i dati on 

computer runs were larger than the actual rates by about 15%, that is, 

by about one standard deviation. An uncertainty in the emission rate 

of about .:!:_20% should include about 90% of the hours during which the 

plant is operating normally. This level of uncertainty is similar to 

the uncertainty in the specification of the meteorological variables. 

With the exception of case studies, the use of a mean value appears 

reasonable; it is thought unnecessary to include hour-by-hour emission 

estimates in a time series fi Ie. 

Flaring represents a much more intermittent and i 11-defined 

source associated with plant upset conditions. Sandhu (1979) reported 

flare emissions as 1% of Suncor total emissions in 1978. Sakiyama 

( 1981) reported, for the Sun cor pI ant, typ i ca I I y one or two days of 

flaring each month. High variabi I ity in source strengths and duration 

of release were indicated. In some cases, although flaring was 

reported, no dates, durations or amounts were given. 

Observed GLC values of monitors Mannix and Fina during 1977 

were examined for evidence of flaring. During the three days in July 

and January when flaring was reported, observed GLC values at these 

monitors were zero or significantly small (less than 50 ppb). No 

flaring was reported in Apri I, but flaring was reported for all days in 

October, at a rate of less than 5 t/d. Thus, while flaring may be 

responsible for isolated episodes of high GLC values, both the lack of 

good flaring emission data and the sparsity of the monitoring network 

make identification of these episodes difficult. For the same reasons, 

verification of flaring influences on GLC values, in other than a case 

study mode, is also difficult. 

In summary, for model verification, steady emission rates 

were used which were about 15% I arger than those recent I y reported. 

Source variabi I ity is considered important for hour-by-hour 

verification at specific sites, or for case study analyses, but not as 

important when examining time- or space-averaged GLC va I ues. F I are 
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emissions were poorly defined and were not included in the present 

study, although they may be important in a case study approach. 

5 .4 HOURLY AVERAGE TIME 5ER I ES 

Hour I y observed and predicted 50z concentrations were 

compared tor two air quality stations, Mannix and Fina, tor the year 

1977. This year was se I ected to reduce any i nterterence associ ated 

with the commencement of 5yncrude operations in 1978. Data co I I ected 

during 1977 were assumed to have a higher degree of qua I i ty contra I 

than the data of 1976, due to increased experience of the network 

maintenance and data reduction staff. 

Mannix and Fina were selected tor time series analysis 

because high month I y average concentrations were observed at these 

sites. In addition, the directions of the stations from Suncor are 

along and across the river val ley; therefore, systematic wind direction 

errors may be more detectable. Observed so2 concentrations were 

ava i I ab I e as ha It-hour I y averages in hard copy. These data were 

digitized and then converted to hourly average values by using a 

1-h boxcar averaging procedure. The resu Its of the comparison of 

hourly predicted and observed values have been summarized in Tables II 

and 12 tor Mannix and Fina, respectively. The predicted values shown 

in these tab! es were based on the actua I 107-m stacks tor the 5uncor 

plant. The tables show the number of predicted and observed ''events''· 

An "event" was det i ned as two or more consecutive hours having 502 

concentrations greater than or equal to 50 ppb. 

Hourly observed and predicted 502 concentrations tor 

Mannix and Fina are presented in the Appendix tor the tour 1977 months 

under evaluation. The following discussion summarizes the comparison 

of the predicted and observed hourly time series. 

5 .4. I January 

The model had a tendency to underpredict observed 

concentrations and frequencies at both stations. At Mannix, predicted 

and observed non-zero va I ues were spread throughout the day; however, 

at F ina, the few predicted va I ues occurred most I y in the afternoon 



71 


Table I I. 	 A comparison of observed and predicted 1977 hourly 
average so2 concentrations tor Mannix air quality 
monitoring site. 

1977 

Jan. Apr.a July Oct. 


Mean Monthly Concentration 

Observed 
Predicted 
Residual 

(ppb) 
(ppb) 
(ppb) 

4.9 
I .3 

-3.6 

2.4 
3.0 
0.6 

2. I 
2.3 
0.2 

0.2 
I .9 
I • 7 

Concentrations Greater Than 
10 ppb 

Observed 
Predicted 

(h) 
(h) 

74 
45 

37 
43 

67 
28 

6 
34 

Number of Events 

Observed 
Predicted 

6 
0 

3 
4 

I 
3 

0 
I 

Pearson Chi-Square Test 

X va I ue 4 0. I 34 130 

Kolmogorov-Smirnov Test 

0-value 0.060 0.008 0.053 0.038 

a Observed 	and predicted statistics tor Apr i I inc I ude 9 days when 
emissions were zero. 
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Table 12. 	 A comparison of observed and predicted 1977 hourly 
average S02 concentrations tor Fina air quality 
monitoring site. 

1977 

Jan. Apr.a July Oct. 


Mean Monthly Concentration 

Observed (ppb) 
Predicted ( ppb) 
Residual (ppb) 

3. I 
0.4 

-2.7 

3.5 
2 .0 
1.5 

3.4 
4.3 
0.9 

3.0 
6.5 
3.5 

Concentrations Greater Than 
10 ppb 

0 bserved (h) 
Predicted (h) 

94 
7 

43 
21 

107 
53 

50 
63 

Number of Events 

0 bserved 
Predicted 

2 
I 

4 
2 

2 
4 

2 
6 

Pearson Chi-Square Test 

x2 value 90 13 71 104 

Kolmogorov-Smirnov Test 

D-value 0. I 18 0.036 0.083 0.046 

a Observed 	and predicted statistics for Apri I include 9 days when 
emissions were zero. 
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with one night-time exception, wh i I e the observed va I ues were spread 

throughout the day. Predicted concentrations occurred in both convec­

tive and mechanically dominated conditions. Mechanically dominated 

concentrations were typically predicted to be 10 ppb or smaller; 

slightly convective concentrations reached 30 ppb. The one predicted 

night-time event at Fina occurred during wind speeds of 10 m/s and 

resulted in concentrations of about 50 ppb. 

The observed events occurred pr inc i pa I I y in non-convective 

situations. In January, the number of day! ight hours varies between 

about 6 and 8 h, and the number of net positive heat flux hours wi II be 

severa I hours less. As can be seen in the time series shown in the 

Appendix, the six major events observed at Mannix cannot be 

convectively related, and only one of the two events at Fina may be 

convectively related, The wind speeds on the time series fi I e were 

less than 10 m/s during the episodes and often were about 5 m/s. 

The underprediction, in terms of frequency of occurrences, 

may be attributed to at least four causes: incorrect wind direction at 

stack height, significant underestimation of wind speed, significant 

difference of the actual mixing depth from the climatological value 

and/or failure to identify a low-level source. Wind direction errors 

are definitely a major problem. A westerly wind is necessary to advect 

the Sun cor pI umes toward the F ina monitor; however, on I y about 25% of 

the non-zero concentration values observed at Fina were associated with 

a westerly wind on the input time series data fi !e. 

5.4.2 Apr i I 

At Mannix, most of the observed non-zero values occurred more 

or Iess continuous I y during the first two days of the month, whereas 

the predicted values are largely associated wi·t-h convective mixing and 

were distributed over seven days throughout the month. At F ina, there 

are at least three observed cases of convective mixing, with maximum 

values similar to the predicted values. 

The magnitude of the observed and predicted concentrations 

showed close agreement in convective conditions, although the timing of 

events was not similar. At both Mannix and Fina, predicted 
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concentrations during convective events reached 130 to 140 ppb; 

whereas, observed concentrations in mid-afternoon typically reached 140 

to 160 ppb at Fina. 

For h at 1100 MST on 2 Apri I, the observed so2 
concentration at Fina was 500 ppb. This single hour is over three 

times larger than any other hourly observation or prediction in Apri I 

at either Mannix or Fina. .1\n inspection of predicted centre- I ine 

concentrations from intermediate GLCGEN results suggests that the 

maximum predicted GLC centre-1 ine value would probably not exceed 

300 ppb. Poss i b I e exp I a nations for this anoma I y, and other systematic 

discrepancies in the predicted values, are discussed in a later 

section. 

The three major events observed at Fina occurred at times 

when the wind directions on the input data file were about 90° from the 

necessary westerly wind direction. The errors in wind direction wi II 

clearly keep the hourly based linear correlation coefficient small. 

The wind directions during the 30-h event at Mannix were 

quite well predicted. During the stable conditions of the event, 

however, the wind speeds on the time series file were too low to induce 

significant mechanical mixing. 

5.4.3 ~ 
Observed concentrations at Mannix occurred almost entirely 

during afternoons; at Fina, the majority of observed values occurred 

during afternoons but many other values were spread throughout the day. 

Observed concentrations during convective hours at both stations are 

generally low, typically less than 50 ppb, with only three events 

greater than 100 ppb. 

Predicted concentrations at both Mannix and F ina occurred 

a I most exc I us i ve I y during convective hours. Maxi mum concentrations 

were near 130 ppb. Predicted concentrations during convective 

conditions were typically somewhat larger than observed, and the 

predicted number of hours with concentrations greater than 10 ppb was 

approximately half the observed number. Thus, the relatively small 
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difference between observed and predicted monthly mean GLC values 

appears somewhat fortuitous, as seen by the relatively large K-S 

value. 

Wind direction appeared to be a major source of error tor the 

prediction of the days of the month in which concentrations wi I I occur. 

However, at Mannix, the paucity of days with concentrations, between 12 

July and 27 July appeared to be quite well predicted. The observed 

concentrations during afternoon mixing conditions were less than during 

apparently similar conditions in Apri I. This feature, combined with 

more frequent Iower va I ues, suggests that the wind direction may have 

been more variable in the July case. 

5.4.4 October 

The observed concentrations at Mannix were a I I zero, with the 

exception of 6 h on 28 October when the maximum value was 30 ppb. The 

predicted concentrations for Mannix occurred over two long, continuous 

time periods of 17 and 24 h, with a maximum GLC of about 100 ppb. 

The agreement in having almost entirely non-zero values is good. The 

reason for the agreement may be due to a good wind direction data file, 

s i nee there were on I y two periods (corresponding to predicted 

concentrations) in the month when the necessary norther I y winds were 

present in the input data file. The discrepancy between observed and 

predicted values may again be strongly due to the wind direction 

errors, or to an overprediction of wind speeds. 

At Fina, there is better agreement between the observed and 

predicted concentrations and frequencies. Both predicted and observed 

concentrations occurred throughout the day. Predicted concentrations 

reached 130 ppb, and observed concentrations reached 115 ppb. 

Generally, predicted concentrations were approximately equal to 

observed concentrations, but occurred more frequent I y. The highest 

predicted concentrations were produced by trapping the pI ume in high 

wind speed conditions; they always occurred at 1000 or 1100 MST when 

convective mixing heights were 350 to 450 m. Overpred i ct ion of the 

frequency ot events can probably be attributed to wind direction errors 

in the input time series data. 



76 

5.4.5 Discussion of Time Series Comparisons 

The model was generally able to predict GLC values similar to 

values observed during both convectively and mechanically dominated 

situations. For the July 1977 comparisons, however, there appeared to 

be evidence of greater wind direction fluctuations in convective 

conditions than simulated. The maximum observed values in convective 

conditions were typically less than values in Apri 1. 

The timing of events, and often the frequency of occurrence 

of events, were not we I I predicted. The data showed that a sma I I 

number of episodes generally dominated the monthly averages, Errors in 

the wind direction dominated all other errors for the time series 

comparisons. Without a very good wind direction data file, the hourly 

based I i near corre Iat ion coefficients w i I I a I ways be sma I I, and even 

monthly averages at a given site wi II be questionable. 

5.5 ANNUAL AI~D MONTHLY MEANS 

5 .5. I Overview of Procedure 

The serious I imitations on the application of statistical 

tests to monthly mean GLC values have been out I ined above. Primarily, 

the prob I ems arise because a sing I e month is too short an averaging 

period to produce representative va I ues. There are usua I I y a very 

smal I number of events which dominate the monthly mean GLC values. The 

prediction of these events requires very accurate wind direction 

information which is not avai !able. Even if the wind direction data 

base could be improved, the sector-averaging or directional 

discretization, together with the discretization of the wind, heat 

flux, and mixing height, imp I ies the need for many realizations to 

obtain resu Its that are app I i cab I e at a given receptor. Sing I e month 

averaging periods are not sufficiently long. 

The comparison of predicted and observed concentrations 

averaged over many months was considered an appropriate test of the 

model and data base combined. The avai !able time series file, as 

out I i ned in Vo I ume 2 of this report, consisted of the four months, 

January, Apri I, July, and October for the years 1976, 1977, and 1978. 
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The sensitivity of the mean month I y concentrations to 

variations in the physical stack height of the Suncor plant was also 

investigated. The Suncor plant, at an elevation of 225m, is •lithin 

the Athabasca River valley, while the Syncrude plant, at an elevation 

of 305 m, and most of the monitoring stations, are Iocated out of H1o 

valley. To test the sensitivity of the effect of the lower elevation 

of the Suncor pI ant, month I y average concentrations were est i mat eli 

using both the actual physical stack heights of 107m and stack heights 

of 60 m. 

A comparison of the observed and predicted averac1e 

concentrat i ens for the two assumed stack heights at the Sun cor pI an 1· 

is shown in Tables 13 and 14. The Syncrude stations are compared 

separately, because the resolution of the monthly average GLC va!ues 

are 10 ppb. The linear and rank correlation coefficients are shown in 

Tables 13 and 14, although their relevance is questionable. The time 

series of monthly averages for the Suncor and Syncrude stations ace> 

presented in the Appendix. 

5.5.2 Comparisons with the Syncrude Stations 

The observed va I ues from the Syncrude stations are subject to 

major uncertainties, due to the 10 ppb resolution. For example, the 

observed monthly means for Station I were all taken as 0,0, with the 

exception of October 1977, when the first incremental value of 10 ppb 

was adopted as the monthly average. This single incremental value 

gives rise to an "observed" mean of 1.7 ppb over the six months of 

data. None of the other Syncrude stations had monthly values gr·eater 

than 10 ppb; therefore, ·the variations in the average values for the 

Syncrude stations (except Station #3) in Tables 13 and 14 are due to 

varying numbers of months with the first increment of concentrationoo. 

Strosher ( 1980) noted that the instrument used for the SOz 

measurements had an offset uncertainty of at least 5 ppb, and a 

measurement uncertainty of 5 ppb. He also suggested that there was 

significant observer bias during the abstraction of visual one-he1if 
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Table 13. 	 A comparison of the observed and predicted monthly 
average S02 concentrations (ppb) with the Suncor stack 
heights taken as their actual physical height of 107 m. 

No. of Mean Mean 
Months Observed Predicted Residual 

Station (N) (0) (P) (P-O) pb 

Mannix 12 2.8 I .6 -I .2 0. 19 0.34 

Ruth Lake 12 I .8 0.3 -I .5 -0.05 0.05 

Fina II 4.4 3.2 -I .2 0.21 0. 16 

Lower Camp 6 2. I 0.8 -I .3 0.40 0.47 

Supertest II I .8 I • 7 -0. I -0. 16- ­ -0.02 

Average 10.4 2.6 I .5 -I • I 0. 12 0.20 

Sync rude 6 I. 7 0.4 -I .3 -0.21 0.20 

Syncrude 2 6 0.0 0.5 0.5 0.50 

Syncrude 3 II 3.9 0.6 -3.3 -0.03 0. 14 

Syncrude 4 6 3.3 0.5 -2.8 -0.01 0. 16 

Syncrude 5 6 5.0 0.4 -4.6 0.53- ­ 0.37 

Average 7.0 2.8 0.5 -2.3 0.06 0.27 

a R is the value of the linear correlation coefficient. 

b P is the value of the Spearman rank correlation coefficient. 
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Table 14. A comparison of the observed and predicted monthly 
average S02 concentrations Cppb) with the Suncor stack 
heights taken as 60 m. 

No. of Mean Mean 
Months Observed Predicted Residua I 

Station CN) (0) CP) CP-O) R p 

Mannix 12 2.8 3.8 I .0 0.43 0.4 I 

Ruth Lake 12 I .8 0.4 -I ,4 -0.04 -0.04 

Fina II 4.4 7.1 2.7 0. 19 0. I 0 

Lower Camp 6 2. I I .2 -0.9 0.39 0.50 

Supertest I I I .8 2.6 0.8 -0.50 -0.41- ­

Average 10.4 2.6 3.0 0.4 0.09 0.09 

Syncrude 6 I • 7 0.6 -I • I -0.07 0.20 

Syncrude 2 6 o.o 0.6 0.6 0.50 

Syncrude 3 II 3.9 0.9 -3.0 0.05 o. 14 

Syncrude 4 6 3 .3 0.6 -2.7 0. I I o. 16 

Syncrude 5 6 5.0 0.4 -4.6 0.51- ­ 0.37 

Average 7 .o 2.8 0.6 -2.2 0. 12 0.27 
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hour averages from the analog hard-copy traces of what constituted a 0 

or a 10 ppb reading. The discrepancy would not be significant for 

measurement during episodes, but could have a major impact on the 

monthly means. The largest observed mean values in Tables 13 and 14 

occurred for Syncrude Station #5, which is about 18 km northwest of the 

Suncor plant. This large value of 5 ppb is due to three of the six 

months of records avai !able showing a monthly mean value at the first 

incremental level of 10 ppb. Station #2, about 5 km to the southwest 

of Station #5, is about 19 km from Suncor. Although the angular 

d if terence in the directions of Stations 2 and 5 from Suncor is less 

than 20°, Station #2 values were all 0.0 ppb. 

At Syncrude Station #3, the observed monthly average GLC 

values were recorded to the nearest ppb unti I July 1977 when the 

10 ppb resolution was adopted. Of the six months after that time, two 

of the months, July 1977 and ,January 1978, had observed monthly means 

at the first incremental level of 10 ppb; three monthly means were 

zero, and one was missing. The monthly value recorded on Apri I 1976 

was 13 ppb, all remaining four monthly values were less than or equal 

to 4 ppb. 

The above considerations suggest that the apparent 

discrepancies with the Syncrude stations are probably a combination of 

the month-to-month variabi I ity exhibited in the time series from Mannix 

and F ina, combined "i th a very coarse increment for GLC va Iues, and an 

uncertainty in what constituted a zero value. It appears that model 

comparisons with the observed Syncrude data are limited by the 

uncertainties in the abstraction of the observed data. If the 

originally abstracted data were digitized and a truncation level of 10 

or 20 ppb were adopted, as suggested by Strosher ( 1980), then model 

comparisons would be instructive. The cumulative effect of episodes of 

e I evated GLC va I ues cou I d be compared to assist in mode I and data base 

va I i dati on. Observed Iong-term averages, however, wou I d st i I I be 

significantly uncertain due to the possible neglect of frequent low 

I eve Is of concentrations which are Iost in the signa I-to-noise ratio of 

the sensor. 
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5.5.3 Comparisons with the Suncor Stations 

The observed and predicted values at the Suncor stations are 

similar in magnitude when the limitations in both the observed GLC 

values and the model/data system are considered. The Suncor stations 

are a I I within about 5 km of the Sun cor pI ant, except for Supertest, 

which is about 10 km south. The time histories of the observed monthly 

means generally show wide fluctuations. These fluctuations are 

parti a I I y due to the et fects of a very sma I I number of episodes 

occurring each month. The predicted values show a similar degree of 

t luctuations, but are not well correlated with the observed 

fluctuation. The lack of month-to-month correlation is understandable 

based upon the hourly time series for Mannix and Fina presented above. 

The probable systematic errors in the frequency of wind 

directions has a significant impact upon the monthly mean concen­

trations at individual monitors. In Table 15, the average of the 

predicted monthly means over the avai !able data set for the simulations 

using an average of the concentrations for the 107-m and 60-m stacks at 

Suncor are presented. These values are then modified by a factor which 

represents the changed frequencies of winds towards each receptor from 

Suncor due to the discrepancies between the generated wind tile and its 

ca I i brat ion base of mini sondes. This correction factor may rough I y 

compensate for systematic under- or overprediction of the wind 

direction frequencies. However, it does not remove most of the effects 

of random scatter of wind directions. There are significant changes at 

individual receptors, but the net effect over all stations is small. 

The variances of the two sets of residuals are the same, 

The residual tor the predicted-less-observed concentration 

values, when averaged over all five Suncor receptors, shows a 

systematic underprediction of about ppb. Averaging over alI 

receptors tends to diminish the importance of wind directional errors. 

Although adopting a physical stack height of about 80 m appears to give 

good overa I I resu Its, it is premature to ascribe the mode I prediction 

discrepancies to the terrain effect. There are severa I other· ways in 

which the predicted concentrations from the 107-m stacks might be 

increased to match observations. One major effect neg I ected is the 
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Table 15. 	 Effect on residuals of applying a systematic correction 
to the wind direction frequency distribution. The 
predicted va Iues are based upon the average of the 
concentrations for the 107- and 60-m stack simulations at 
Suncor. 

No. of 
Months Observed Predicted Modified Residuals 

Station of Data 

0 p PR P-0 PR-O 

Mannix 12 2.8 2.7 4.4 -0. I I .6 

Ruth Lake 12 I .8 0.4 I .2 -I .4 -0.6 

Fina II 4.4 5.2 4.4 0.8 o.o 
Lower Camp 6 2.1 I .0 I .3 -I • I -0.8 

Supertest II I. 8 2.2 I • I 0.4 -0.7 

Average 	 2.6 2 .3 2.5 -0.3 -0. I 

Average Absolute Value of Residuals 	 0.8 0.7 
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contribution of the flare stacks, which were not included in the 

present runs due to their intermittent nature. To determine the cause 

of the systematic underprediction at the Suncor stations, it is 

necessary to combine the results of the sensitivity studies with the 

results of the time series analysis. 

5.6 DISCUSSION OF PREDICTION DISCREPANCIES 

The discrepancies in the predicted and observed GLC va I ues 

can be compared to the changes that resu It from variations of input 

data and dispersion parameters as discussed in Section 4. The 

procedure adopted was to examine the plume sigma predictions compared 

to observations, and to summarize the mixing processes during which 

most discrepancies in GLC va I ues arose. These resu Its indicated the 

types of modi f i c i at ions which cou I d I ead to better GLC predictions of 

monthly means, and those which could improve predictions during 

specific mixing processes. 

5.6.1 Comparison of Observed and Predicted Plume Sigmas 

For sector-averaged concentrations, the vertical plume 

dimension as specified by G2 , is much more important than the lateral 

pI ume dimensions specified by cry. The vert i ca I dispersion determines 

how quickly the emissions can mix down to the surface; therefore, for 

monitors as close as 5 km, a good Gz specification is essential to 

predict realistic GLC values. Any discrepancies in cry tend to be 

lost in the sector-averaging. A I imited comparison of the predicted 

z values with some measured sigma values from the Athabasca Oi I 

Sands area is shown in Figures 23, 24, and 25. The comparison is only 

approximate, since a standard convective mixing height of 1100 m was 

adopted. Variations of the order of 30% can be expected for mixing 

height effects as discussed in the sensitivity studies. One set of 

sigma data is discussed in Davison and Leavitt (1979), the other in 

Slawson et al. (1980). The data were divided into approximate 

stabi I ity groups according to the temperature gradient. At U = 4 m/s 

(at plume height), the observed a z values (mostly from the March 1976 

aircraft data collected by Davison et al. 1977) show an X-dependence 
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Figure 23. 	 Comparison of observed Oz values to oz curves 
predicted for a wind speed of 4 m/s and a 
mixing height of 1100 m. The effects of variations 
in mixing heights are not included. 



85 


U:6.5rn·s·' 

z1 : 1100 m 

D m. convect i 


BOO 
0 s. convect i 


600 
 £:. m. stable 


E 500 
 + v. stable 

b 400 


0 

;:\ 300 


:l;"' 

w 
~ 
::::> 200 

~ ... 

20oo.-----,---~--.-~~.-~..----------.-----,----r--, 

HF =0.2°C·m·sti 1 

,,.. 
1000 1------------l------------1------------+---~..,,LHF : 0.1 

e ,.. 

80 

60 

40 

30 

e 

+ 

,./
,./ 

... 
HF :0.02 

,.,. Hf:-0.005_.. . 
,.~ -

--- ~­-

HF •- 0.030 

+ 

+ 
20'-----~--~_j--~~~~L_________i_____~--~_J 

2 3 4 s 6 8 10 20 30 40 50 


DOWNWIND DISTANCE (km) 


Comparison of observed az values to az curves predicted 
for a wind speed of 6.5 m/s and a mixing height of 
1100 m. The effects of variations in mixing heights 
are not included. 

Figure 24. 



86 


2000r-----,-------.-~·-.r-~~-----------,-----.----.--, 

20 L2----~3----~4---SL__6L_~~8~~~-----------20L-----3~0~--4~0--~SO 

DOWNWIND DISTANCE (krn) 
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for a wind speed of 10 m/s and a mixing height of 
1100 m. The effects of variations in mixing heights 
are not included. 
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and a magnitude that is consistent with the predicted cr 2 curves, 

However, at U = I 0 m/s the predicted va Iues are much greater than 

observed, particularly at distances greater than 10 km. Note that alI 

of the observed values at U = 10 m/s are tor stable conditions. 

The discrepancies at Iarger downwind distances in stab I e 

conditions at moderate and high wind speeds, may reflect a model 

I imitation. The plume level winds may actually decouple from the 

surface layer in stable conditions. In such a situation, there may be 

minimal mixing at plume level, in spite of the presence of moderate and 

high winds. The mode I , however, assumes there is no decou pI i ng and 

that the higher wind speed wi I I generate significant mechanical 

turbulence. Matching the observed a z va I ues in a decoup I ed stab I e 

situation is probably not worthwhile, since there wi II be minimal GLC 

values. It might be worthwhile tor the model to parameterize the 

conditions I ead i ng to a de coup I i ng so that no GLC va I ues resu It. At 

present, the model wi II overestimate the GLC values under decoupled 

conditions. 

The I imitation on oz values, due to the present procedure 

tor estimating surface winds, was out I ined in a previous section. The 

adoption of a single power law exponent to estimate surface winds from 

400-m level winds wi II tend to overestimate surface winds in stable 

conditions and, thus, tend to make the dispersion more similar to 

neutral conditions. In particular, the predicted dispersion for 

U = 10 m/s in stable conditions cannot be much different than that for 

near-neutral conditions. With a correct power law, the curve for 

U = m/s for the most negative heat flux level simulated in Figures 23, 

24, and 25 would be close to that for U = 6 m/s. 

In summary, the predicted 0 z va I ues appear to be consistent 

with limited observations at lower wind speeds, but they probably 

overestimate the actual values in stable conditions. The tormu I at ion 

does notal low for a decoupled wind flow in stable conditions. 

The (Jy values generated by the model are frequently a 

factor of two less than the field observed values of (5 . A major 

exception is the S I awson neutral-to-slightly-stable 
y 

data without 

significant wind direction shear. For this data set, which 
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incorporates on I y regu Iar and noise-free pI ume prof i I es, the agreement 

is very good. However, for any of the more typ i ca I I y i rregu I a r pI ume 

profiles that occur during convective mixing, and for stable conditions 

with wind direction shear, the model significantly underpredicts for 

a II wind speeds. 

Some comparisons between I imited observations and the model 

formu Iat ion suggest that a major part of the prob I em I i es with the 

determination of cr A• The formulation for cr A incorporated in the 

model was an empirical formulation based upon data primarily from 

relatively homogeneous terrain in stationary conditions. Major 

differences can result from terrain and roughness influences and can 

occur in disturbed weather due, for example, to the presence of 

convective clouds. The model contains essentially the same cry 

formulation as was tested by Davison and Leavitt ( 1979). When observed 

va I ues of cr A were uti I i zed, most of the observed cry va I ues were 

I ess than 40% I arger than predicted. This strong I y suggests that the 

PBL parameterization underestimates cr A. 

There probably exist sufficient data to begin to clarify the 

crA specification. The Doppler accoustic radar, operated by 

Syncru de, is generating a data base which shou I d be very usefu I in 

developing a more accurate a A specification. For strongly 

convective conditions, the data from the Tal I Tower should be 

applicable, since valley effects are presumably small. 

For moderately stable conditions (or in the presence of a 

direction shear due to barocl inicity), the effects of wind direction 

shear in the source region can tota I I y dominate a y for the first 10 

or 15 km. Thus, a useful a y formua It ion for these conditions may 

require an estimation of wind direction shear in the time series fi I e. 

Such an improvement would be difficult with the existing data base. 

The Lagrangian integra I sea I e in the mode I was in it i a I I y 

taken to be 500 m. Some of the discrepancies between the predicted and 

observed values of cry rnay be due to a systematic underestimate of the 

integral scale appropriate for the AOSERP study area. In addition, an 

a II ow a nee may be necessary for changes in the integra I sea I e as a 

function of turbulent intensity and thermal stability. 
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In summary, the predicted cry values are smaller than 

observed values in typical convective conditions and in stable 

conditions when a directiona I wind shear is present. The problem in 

convective conditions appears to be in the crA specification. 

5.6.2 Summary of GLC Prediction Problems 

The comparison of the time series of predicted and observed 

concentrations at Mannix and F ina for 1977 provided an assessment of 

the model and data base performance for various mixing processes. 

The predictions in convective conditions appeared to be 

reasonable, with the exception of July. In January, there was little 

convective mixng predicted, matching observations. A careful selection 

of mixing height, calculational levels and boundaries is essential to 

produce proper resu Its. In Apr i I, predictions were of the correct 

magnitude, except for a sing I e hour when a va I ue of 500 pp b was 

observed at Fi na. In July, more frequent, lower-level concentrations 

were observed in convective conditions than predicted. The maximum 

observed GLC values were lower than observed values in Apri 1. In 

October, the magnitude of the predicted and observed values in 

convective conditions were consistent. 

For mechanical mixing conditions, the model can predict GLC 

values consistent with observations. The specific timing of events at 

a given receptor is generally poor. This discrepancy is largely due to 

wind direction errors. The frequency of occurrence of GLC values at 

Mannix and Fina due to mechanical mixing is underestimated. The 

problem could be systemai"ic wind speed underestimation, problems in the 

formulation or parameters adopted for mechanical mixing, or a possible 

I ow- I eve I source. 

The GLC predictions showed a 60% systematic underpred iction 

when averaged over all the 12 months of ·the time series file for the 

five Suncor stations. There are several reasonable means by which to 

remove most of the systematic error; however, it is impor·tant to ensure 

that parameter manipulation does not lead to incorrect simulations of 

the various mixing processes. 
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5.6.3 The Prediction of an Extreme Value 

The presence of an extreme va I ue of 500 ppb in conditions 

that are predicted to be convective for a single hour in Apri I at Fina 

has several possible explanations. The fact that it is much higher 

than any other observed value suggests that the problem is not a 

frequent systematic error in the model formulation; rather, it is 

probably a source specification error, or possibly a statistical 

sampling characteristic in the observed data. 

Assuming the measured value is valid, then there may be a 

statistical samp I ing problem involved. The mode I is formu I a ted for 

ensemble-averaged dispersion. The time averaging over h at a given 

receptor represents one value of a large population of similarly 

measured values. The values comprising this ensemble population wi II 

have a standard deviation about the ensemb I e mean. The 

representativeness of a single measurement depends upon the size of the 

ensemb I e standard deviation and, hence, upon the amount of variation 

associated with time scales of the order of one hour. In convective 

conditions, it is possible to have large-scale features which may give 

significant variations at time scales of 1 h (Venl<atram 1980). The 

prediction of extreme values for 1 h averaging times is difficult since 

the ensemble values and the standard deviation about the ensemble 

average must be known. Recent work (Djurfors 1980) has suggested that 

1 h averages may have significant ensemble standard deviations. 

A brief examination of the avai I able meteorological para­

meters on 2 Apri I indicate that a sampling problem relating to atmos­

pheric non-stationarity may indeed have contributed to the extreme 

value. Predicted 400-m winds are northwesterly at about 4 m/s for the 

hours around 1100 on 2 Apri I. Fort McMurray airport observations indi­

cate clear skies with temperature of -10°C and warming. Temperatures 

from previous days suggest the beginning of a warming trend after 

severa I days of coo I i ng temperatures. Radiation measurements suggest 

the atmosphere to be slightly unstable. In fact, this is what the 

model calculates for this case, accounting for the effect of snow cover 

on albedo. However, given these values, the model cannot predict a 

concentration of 500 ppb; non-stationary effects must be factors. 
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One of severa I factors may cause the extreme va Iue. 

Advection effects are almost certainly present, due to the activity of 

air masses in the spring season and as evidenced by warming and cooling 

trends in the hours before and after the event. If warm air is present 

aloft, with positive heat flux near the surface, one can postulate a 

weakly mixed layer topped by warm air which may reduce both plume rise 

and mixing height, resulting in higher surface concentrations. Similar 

results could be produced by subsidence induced by lee waves, 

inflectional instability, or other secondary local circulations. None 

of these factors are accounted for by the Gaussian mode I • A deta i I ed 

case study is required to determine which, if any, of these factors are 

involved. 

5 .6 .4 Summertime Convective Conditions 

The less frequent and larger GLC va I ues predicted for 

convective conditions in J u I y are probab I y due to the large r;A values 

in strongly convect i nve mixing, combined with the restrictions of 

sector averaging at downwind distances of 5 km. With a strong positive 

heat f I ux, the va I ue of cr A can be 15 to 20°; therefore, near the 

source, averaging withing 22.5° sectors may be restrictive. As a first 

approximation from Volume 1 of this report 

( 1 9) 

At 5 km, where crA = 0.36 radians, corresponding to strong 

convection in I ight winds, cry = 800 m. The sector width for 22,5° 

sectors at 5 km is 1950 m. Thus, the sector is only about 2.3 

meaning that the calculated GLC value would be about one-third 

large. S i nee the predicted cry va I ues were often Iess than observed 

values in convective conditions, the discrepancy may be larger. If the 

wind also meanders through more than one section within the hour, then 

the effects of sector-averaging wou I d be even more pronounced. Thus, 

the overprediction in summertime convection is probably due to the 

effects of sector-averaging. There should not be any systematic error 

in cumulative effects. 

(J 
y 

= 
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5.6.5 Application of Sensitivity Study Results 

The sensitivity studies provide a basis for resolving rrodel 

prediction errors. The range of possible parameter modifications are 

constrained by the requirements to maintain realistic predictions for 

the various mixing processes. The need for parameter changes is 

I i m i ted by uncertainties in both the input and observed data. The 

Suncor stations used for model comparisons were alI about 5 km from the 

source, except for Supertest; thus, there remains some uncertainty as 

to the discrepancies at larger downwind distances. 

The heat flux values have significant uncertainty due to the 

I imited data uti I ized in the formulation. At 5 km, the change from a 

heat flux value of 0.02 to 0.10°C 'm/s causes a major change in GLC 

values. Thus, it may be advisable to choose a smaller second value of 

pas it i ve heat f I ux rather than 0. 10. However, the net ef feet of this 

d i scret i zat ion w i I I be sma I I. When the effects of sector-averaging 

are allowed for, the convective conditions appear to be reasonably well 

predicted. Thus, there is no strong ev idenee that the heat f I ux 

formulation should be altered, or that the radiation values have major 

systematic errors that impact on average GLC values. 

The mixing height has I ittle effect at 5 km, except for 

inclusion or exclusion of plumes. The mixing height data in the 

present time series file are probably adequate for the purposes of the 

present model, and modification to this data set wi II not lead to the 

resolving of the discrepancies between predictions and observations. 

The wind direction is a major source of errors for specific 

case studies and for monthly averages. However, the 60% systematic 

u nderpred i ct ion of GLC va I ues, when averaged over a I I stations, is 

almost certainly not due to wind direction errors. 

A systematic underprediction of wind speed could possibly 

account for the overa I I 60% underpred i ct ion. However, a change in wind 

speed of about 70% is necessary for a 60% change in GLC va I ues at a 

downwind distance of 5 km. It is very unlikely that values in the time 

series have that large a systematic error. 
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The use of 60-m stacks at Sun cor to attempt to s i mu Iate a 

poss i b I e terrain ef feet I ead to better overa I I agreement. The same 

effect could be realized with a lower plume rise through the use of 

either a smaller value of C1 or Xf• It is only in mechanically 

dominated or convective conditions that significant GLC va I ues can 

occur at 5 km from the source; thus, variations should not affectc2 

the over a I I discrepancy. A change to C1 1.2, or Xf = 16 000 m, 

could also generate changes in average GLC values of about 40%. 

An increased roughness length, Z0 , could also remove the 

60% discrepancy of the overa I I averages. From the sensitivity study 

presented ear I i er, a change in can produce changes of GLC va I ues Z0 

at 5 km downwind of up to a factor of 2. However, in convectively 

dominated mixing, the roughness length has no effect. In stable 

conditions, increasing Z0 resu Its in more frequent mechan i ca II y 

dominated mixing, and higher GLC values. Thus, an increase in Z0 

would tend to increase the magnitude and frequency of GLC values 

throughout the day, except in convectively dominated conditions. 
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6. COMPARISONS WITH OTHER FREQUENCY DISTRIBUTION MODELS 

In the following sections, the present model is compared to 

the more fami I iar Climatological Dispersion Model (COM). Both models 

are examined in terms of their structure, f I ex i b i I i ty, data 

requirements, and dispersion formulations. A direct comparison of 

mode I predictions was not poss i b I e because eq u iva I ent data bases were 

not ava i I ab I e for the two mode Is. Neverthe I ess, a discussion of the 

residuals of observed to predicted values for different applications of 

the models provides some indication as to the limiting factors for each 

model at the present time. The scope of the present project precluded 

the development of a data base that would enable a more definitive 

model comparison. 

6.1 GENERAL MODEL FEATURES 

The present mode I provides users with a much more f I ex i b I e 

airshed management tool than traditional frequency distribution models. 

The additional model capabi I ities are due to the way in which the 

calculated ground level concentrations are stored and uti I ized. As 

out I i ned in Yo I ume I , the present mode I ca I cuI ates the ground Ieve I 

concentration for each source-receptor pair for each dispersion class. 

To this extent, it is similar to normal frequency distribution models. 

The major change in model structure is that, in the present model, the 

GLC contributions are calculated directly for a time series of 

meteorological data. By calculating GLC values in this way, the 

exclusion or selected weighting of particular meteorological conditions 

can be varied from run to run without the need to redo the major 

dispersion calculations. A time series of calculated values may be 

I isted for validation purposes, or for further time series or 

statistical analyses. 

In a traditional frequency distribution model, the time 

series of meteorological data is reduced to a frequency distribution of 

dispersion classes; this frequency distribution is then used to 

calculate a frequency distribution of GLC values. No time series of 

GLC va I ues is generated for va I i dati on or other ana I yses. In the COM 
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model, there is no way to selectively weight the GLC values occurring 

in certain conditions, nor is there the flexibi I ity of source 

specification without re-running the dispersion calculations. In 

summary, one of the important feaures of the present model is its 

flexible usage of the calculated GLC values. 

The present mode I incorporates a d i tferent d i sper ion 

formulation from the CDM. It would be possible to use the identical 

dispersion calculation procedures that exist in CDM or other similar 

mode Is. However, it was recognized that the CDM did not incorporate 

many of the advances in dispersion meteoro I ogy that have arisen over 

the last 20 years. The dispersion and meteorological characteristics 

of the Athabasca Oi I Sands region, in particular, have been studied 

through a number of major programs, the results of which could be 

incorporated into a more modern dispersion framework. 

The dispersion class specifications are somewhat similar in 

the broad physical concepts incorporated. In the Pasqui 11-Gifford 

approach used by the CDM, the dispersion class is a function of both 

so Iar radiation and wind speed; thus, it contains a ratio of therma I 

and mechanical mixing. In the present model, which incorporates a PBL 

parameterization to generate aA and a E, sea I i ng ve I oc it i es and 

I ength sea I es are ca I cuI ated for both mechan i ca I I y and convective I y 

dominated planetary boundary layers, according to similarity theory. 

In this way, the extensive resu Its of measurements and theoret i ca I 

developments in boundary layer similarity theory can be uti I ized in a 

dispersion formu I at ion. A I though there remain uncertainties in the 

value ot certain parameters and in some of the approximations used, the 

components can be separate I y eva I uai·ed and form a comp Iete and 

consistent theoreti ca I framework. 

Direct measurements of wind direction and elevation 

fluctuation would be superior to either the Pasquil 1-Gifford classes or 

the PBL parameterization adopted in the present model. The present 

model wi I I utilize these measurements, when they become available, with 

only minor coding changes. 
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The present mode I incorporates the mixing height, Zi, in 

convective conditions directly into the plume sigmas through the 

sealing velocity, w * . This dependence on Zi means that the maximum 

concentration tor a trapped pI ume w i I I not be dou b I e that of a pI ume in 

a boundary layer with a large mixing height. The sealing of the 

dispersion with Zi is not included in the COM. 

The present mode I has a phys i ca I basis for site-spec it i c 

features. If the mode I is app I i ed in another region, then the 

roughness Iength, Z0 , can be changed as necessary, in keeping with 

the new site characteristics, There is no c I ear phys i ca I basis for 

changing dispersion curves according to site characteristics in the 

COM. 

In summary, the present model incorporates a dispersion 

formulation that is more consistent with present understandings of the 

PBL than the COM formu I at ion. The parameters in the model can be 

subjected to separate tests, and sensitivity and error studies; thus, 

the model becomes open to continual improvement of its components. 

A critical factor in the successful operation of a model as 

an airshed management tool is the development of a suitable data base 

to drive the mode I • The basic data requirements of c I i mato I og i ca I 

dispersion models are similar. Input data must include wind speed, 

wind direction, a measure of the thermal stabi I ity, and convective 

mixing heights. The necessary measure of thermal stabi I ity depends 

upon the dispersion algorithms being used and can include the incoming 

solar radiation, the net radiation, the surface heat flux, or the 

temperature prof i I e. A comparison of mode Is when d i tferent data sets 

are used to drive the models cannot differen·riate the model formulation 

e-ffects from the data effects. 

6.2 DISPERSION FORMULATIONS 

The present model has two basic differences in the dispersion 

formu Iat ion from the COM. The same Gaussian formu I ai· ion is the basis 

for both mode Is; however·, in the present mode I , the pI ume sigma 

specification and the dispersion class specification are different from 

the COM. 
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The plume sigmas in the present model are related to the wind 

azimuth and elevation angle fluctuations through the statistical 

d isperson theory. As discussed more thoroughly in Volume I of this 

report and in an earlier section of Volume 3, the model contains the 

concept of a source-dominated region and sigma matching to 

env i ronmenta I conditions by means of an effective downwind distance. 

The env i ronmenta I crA and cr E va I ues are ca I cuI ab I e from a PBL 

parameterization if not direct I y measured. Site-specific 

characteristics enter the dispersion formulation by means of known 

p hys i ca I parameters such as the roughness Iength. In comparison, the 

COM uti I izes plume sigma curves which have no theoretical basis and 

which are known to be poor predictors in the AOSERP study region 

(Davison and Leavitt 1979). 

6.3 DATA BASE 

Norma I I y, the COM operates on a data bank generated by a 

"STAR" analysis. This analysis normally examines surface data from a 

standard observing fac i I i ty, such as an airport, over a period of 

typically 25 years and calculates the frequency distribution of the 

Pasqui 11-Gifford dispersion classes, wind speed, and wind direction. 

Walmsley and Bagg (1977) developed a correlation technique to generate 

a longer time-based wind field at Mildred Lake using the longer j-ime 

series at Fort McMurray Airport. 

The present data bank is different in that other data sources 

are used. The Fort McMurray Airport observations are used to generate 

many of the meteorological parameters on the time series data fi Ie. 

The mixing height is based upon a climatology of over 2000 minisonde 

releases in the Athabasca Oi I Sands area. The wind speed and direction 

time series were estimated from the 850 mb analysis. 

Another major difference in the data bank is that the present 

data bank consists of 12 months spread over three years. It wou I d be 

clearly advantageous to expand the data base to be more 

climatologically representative; however, the optimum data source or 

generation procedure, particularly for the winds, needs to be 

established first. 
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The wind data represent a major source of uncertainty. The 

surface winds at Mildred Lake, and even the winds at the top of the 

152-m tower at Lower Syncrude, were shown in Volume 2 to be very poor 

predictors of the wind at typica I plume heights, as measured by mini-

sondes. This finding was the rationale for estimating plume level 

winds from the 850mb analyses. 

6.4 DISCUSSION OF MODEL PREDICTIONS 

Walmsley and Bagg (1977) applied the COM to the Athabasca Oi I 

Sands area in order to predict average so2 concentrations. The COM 

predictions were compared with available observed data; the results are 

shown in Table 16. A direct comparison cou I d not be made with the 

present mode I because data -1-o drive the mode I tor the same period were 

not avai Iable. However, GLC predictions from the present mode I for 

the same stations used in the COM study were used for a pre I i m i nary 

comparison and are shown in Table 17. The values for Syncrude 3 may be 

suspect, because of the major change in the discretization of monthly 

values beginning in July 1977, as discussed earlier. Because of this 

uncertainty, the residual calculations included a case where Syncrude 3 

was omitted and a I so a case when Lower Camp was substituted, so that a 

station towards the north or northwest was included in the com­

parisons. 

The COM predictions in Table 16 have a striking feature in 

the value of the residuals, with repsect to wind direction. The con­

centrations for Fina, to the east of the Suncor plant, are underpre­

dicted; the concentrations for Syncrude 3 (Mildred Lake) to the north­

west are overpredicted; and the values for Supertest and Mannix to the 

south are overpred i cted. Wa Ims I ey and Bagg used winds based upon 

Mildred Lake winds, which are now known to be strongly influenced by 

the river va I I ey. Some of the residua Is from the COM predictions of 

annual concentrations may be explainable in terms of a systematic wind 

direction error in the data base used to drive the model. 

For the present mode I, there appears to be a systematic 

underprediction. Areal averaging is approximated by averaging over the 

Suncor stations. This procedure tends to diminish the effects of wind 

direction errors. The poss i b I e sources of the over a I I discrepancy in 
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Table 16. 	 A comparison of observed annual average S02 
concentrations and values predicted by the COM dispersion 
model (based on Walmsely and Bagg 1977). 

Observed 
( ppb) Predicted 

Station 1974 1975 1976 Average (ppb) Residuals 

Mannix 3. I 3. I 5.5 2.4 

Ruth Lake 2.7 2.7 2.9 0.2 

Fina 6.5 6.5 4.0 -2.5 

Supertest 3.3 I • I I .9 2. I 2.8 0.7 

Syncrude 3 2.0 I.4 3.7 2.4 4.5 2. I 

I. Average of residuals 	 = 0.6 

2. Average absolute value of residuals I .6. 

3. Linear correlation coefficient R = o. 17 

4. Rank correlation coefficient P = 0.50 
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Table 17. Residuals of the predicted and observed GLC values for the 
present mode I. 

107m a 107 m 84 m c Mod ,d 
No, of stack stack stack Dir. 

Station Months Obs, Pred. Residuals b Residuals Residual 

Mannix 12 2.8 I .6 -I .2 -0. I I .6 

Ruth Lake 12 I.8 0.3 -I .5 -I .4 -0.6 

Fina II 4.4 3.2 -I .2 0.8 0.0 

Supertest I I I .8 I • 7 -0. I 0.4 -0.7 

Syncrude 3 II 3.9 0.6 -.3 .3 -3. I -2.1 

Average 2.9 I • 5 -I • 5 -0.7 -0.4 

Average absolute value of residuals I .5 I .2 I .0 

Omitting Stncrude 3: 

Average 2.7 I • 7 -I .o -0 .I 0. I 

Average abso Iute value of residuals I .0 0.7 0.7 

Substituting Lower Cam2 for Stncrude 3: 

Average 2.6 I .6 -I .0 -0.3 -0. I 


Average abso Iute va I ue of residuals I .0 0.8 0.7 


a For the 107 m stack predictions involving Syncrude 3, the linear 
correlation Rand rank correlation p values are: 

R 0.5, p = 0.5. 

b 	Residuals are defined as Predicted less Observed. 

c 	The 84-m stack values represent the average of simulations using 
the actual 107-m height and a test height of 60 m for the Suncor 
stack; the lower height was adopted to test for possible effects due 
to the lower elevation of the Suncor plant compared to most of the 
monitors,. 

d The "Mod Dir" values are values generated by multiplying the 84-m 
stack values by a factor which corrects, for the systematic frequency 
distribution, errors in wind directions. 
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predictions were discussed in the previous section. Adopting a lower 

physical stack height would give good time- and space-averaged GLC 

predictions; however, changes in the adopted values of severa I other 

parameters cou I d have a simi Iar ef feet. Adjusting the adopted va I ue of 

the roughness parameter, Z0 , to a va I ue of about 0.9, rather than the 

present value of 0.3, would also remove the underprediction and is 

reasonable from a physical viewpoint. Increasing the value of the 

roughness length has the advantage of leaving the predicted GLC values 

in convective conditions unaffected. Adjustment of parameters, 

however, should be based upon the examination of GLC values at downwind 

distances different from those for the Suncor stations. In addition, 

an estimate of the appropriate value for the roughness Iength, Z0 , 

could be made through an analysis of existing data to remove that 

significant uncertainty. 

A direct comparison of the CDM and the present mode I is 

d iff i cuI t. If better wind data were used, the CDM predictions wou I d 

a I most certain I y be imp roved. Better wind direction data wou I d a I so 

improve the present model's predictions, as shown by the improvements, 

due to a gross correction factor based upon frequency distribution 

errors in the wind direction. There is a systematic underprediction in 

the present model which can be easily overcome for annual predictions 

by adjustment of one or more phys i ca I parameters in the mode I subject 

to constraints on the time series GLC predictions, and on improvements 

in physically measureable parameters. 

In summary, the present model appears to be at least 

comparable to the CDM in long-term accuracy. However, uncertainties in 

the data base are cr it i ca I for both mode Is and this prec I udes a more 

definitive statement. The present model, however, is more suited for 

eva I ua·t i ng the reasons for discrepancies and for component va I i dati on 

than the CDM, because of the mode I structure and because of the use of 

definable and measureable physical parameters. Specific analyses or 

measurements can be undertaken to clarify the va I ue of such parameters 

as the roughness length. 
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7. CONCLUSIONS 


The accuracy of model predictions is a function of at least 

four components: 

I. 	 the model formulation and the dispersion formulation 

parameters; 

2. 	 the meteorological data base used to drive the model; 

3. 	 the source specification; and 

4. 	 the air quality data used to determine the prediction 

accuracieso 

Each of these components was discussed in previous sections; a summary 

of each follows. 

7.1 MODEL AND DISPERSION FORMULATION 

The model formulation is a steady-state Gaussian dispersion 

model with sector-averaging. The use of a Gaussian formulation means 

that a single dispersion class is used, regardless of vertical 

variations. A steady-state formulation means that changes in 

dispersion during transit time are not simulated, nor are processes 

such as fumigation. Sector-averaging removes artifacts of 

concentration f I uctuat ions across a sector, due to the use of a short 

meteorological data time series to represent a long-term average. 

These characteristics of the model formulation are adequate for a 

frequency d i str i but ion type of mode I where accuracy is desired for 

averages, or frequency distributions in certain desired meteorological 

or seasonal conditions. However, these same characteristics mean that 

the use of the existing version of the model for an episodal case study 

is 	inappropriate and would lead to significant errors. 

The dispersion formu I at ion is based upon statist ica I theory 

in both the hor i zonta I and vert ica I , together with a PBL 

parameterization for cr A and crE. In addition, the formu I at ion 

Includes an effective downwind distance formulation for the effects of 

source-dam i nated dispersion. The pI ume sigma formu I at ion 

underestimates cry for typical convective conditions; the problem 

appears to be in the underestimation of cr A• However, for 

sector-averaged GLC values, the cry value is of Iittle concern. The 
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plume 0 z va I ues appear to be reasonab I y we II predicted for I i ght 

winds, based on a I imited validation. In stronger winds, isOz 

overpredicted for stable conditions. This overprediction is partly due 

to the power law exponent used to estimate surface winds from the 400-m 

level winds tor the calculation of the friction velocity. The size of 

the error, in very stable condi·tions, is equivalent to the use of a 

lower wind speed (about one typical wind class). The oz values in a 

situation of a decoupled surface and upper layer are not predicted. A 

comprehensive validation of Oz values has not yet been undertaken. 

The dispersion formulation parameters may be site-specific or 

of more general appl icabi I ity. In the present model, efforts were made 

to tormu Iate the dispersion process in terms of parameters that had 

clear physical meaning and that could be estimated independently of the 

GLC values. Sensitivity studies were undertaken to estimate the 

effects of their uncertainties. 

Uncertainties in the plume rise coefficients, and in the 

duration of plume rise in neutral or convective conditions, can have a 

significant impact upon GLC values, depending upon atmospheric 

stabi I ity and downwind distance from the source. Changing fromc1 

I .4 to 1.6 decreases the maximum GLC by about 25% and moves the maximum 

about 1.5 km farther from the source. That change in is the samec1 

as changing Xt from 2000 to about 2400 m. Generally, changing a 

typ i ca I wind speed or heat t I ux c I ass has a more important et teet, 

especially tor uncertainty levels of the stable plume rise coefficient, 

c2. 
The roughness length, 20 , can have a major impact on GLC 

values. The roughness length is a site-specific parameter which 

affects the amount of mechanical turbulence generated tor a given wind 

speed and thermal stabi I ity. In convectively dominated situations, the 

roughness length has no effect, At a distance of 5 km from the source, 

the change in from 0.3 to 0.9 m in mechanically dominated mixing20 

increases sector-averaged GLC va I ues by over 40%. The et teet is 

greater than changing the wind speed from 10 to 15 m/s, but less than 

changing the wind speed from I 0 to 6.5 m/s. In stable conditions, 
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the effect of a change from 0.3 to 0.9 m is to change the GLCZ0 

value by several factors, and to change the location of the maximum by 

many kilometres. 

The free convective scaling constant I inearly scales the 

f I uctuat ions of the vert i ca I wind, aE. A decrease in the constant 

results in a lower maximum GLC value farther from the source; however, 

the magnitude of the estimated uncertainty suggests that there is not a 

significant error. 

7.2 METEOROLOGICAL DATA BASE 

The frequency distribution model requires a time series file 

of se I ected meteoro Iog i ca I parameters. Any uncertainties in the time 

series file parameters can have an effect on the results generated by 

the mode I. Parameters of parti cuI ar concern are those tha·r can enter 

directly into the model formulation and include hourly values of wind 

speed and direction in the plume layer and convective mixing heights. 

Limited scatter in these parameters is acceptab I e due to the 

discretization of plume dispersion classes. The application of the 

model results can also determine the level of accuracy required in the 

data. For example, an evaluation ot a case study would require more 

accurate data than an evaluation of a long-term annual average 

concentration. However, even if a user is only interested in long-term 

averages, a reasonably accurate time series data base is sti I I 

required, because month I y average concentrations in ·rhe Athabasca 0 i I 

Sands area are dominated by infrequent events during which relatively 

I arge concentrations are observed. If the data base prec I udes the 

possibility of predicting the occurrence of these events then there may 

be some question as to the validity of the monthly average values. An 

evaluation of the wind speed, wind direction, and mixing height data 

indicated that the scatter or uneeda i nty in the time series va I ue can 

cause a shift from one dispersion class to another. The comparison of 

predicted and observed concentt-at ions at F ina and Mannix indicated that 

the data base has sign if i catrr I imitations, with respect to pred i ding 

case studies and monthly events. 
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On a number of occasions, the wind direction could not 

account for observed concentrations at either of the receptors. For 

example, during January, only 25% of the non-zero concentrations 

observed at Fina were associated with a westerly wind. A westerly wind 

is required to bring a plume from the Suncor plant to Fina. The mixing 

height is most important when it is similar to the plume height, This 

can result in either an elevated plume embedded in a stable layer, or a 

trapped plume that can be mixed down to the ground. Limited mixing 

situations are important to estimate GLC values during the winter 

months. 

Hourly time series mixing height values are seasonal 

averages; that is, the same diurnal variation is assumed for each 

season. The use of seasona I averages is of I imi ted use for the 

purposes of evaluating case studies. 

7.3 SOURCE SPECIFICATION 

The GLC values predicted by a model can be accurate only if 

there is an accurate source specification. If there are significant 

variations about the average emissions, then additional noise is 

introduced into the comparison of observed and predicted values. 

The treatment of f I are stacks may present prob I ems. The 

emissions from flare stacks may vary significantly and may introduce 

some significant perturbations on the actua I GLC va I ues. Since the 

emissions of the flare stacks represented only about 1% of total 

sulphur emissions at Suncor, flare si-acks were ignored for the 

validation runs. 

Fugitive or other non-specified, low-level emissions may havcJ 

a major effect on a nearby air- quality monitor. The apparent accUI-acy 

of model predictions can be very low if there are any low-level 

emissions close to a monitor. 

7.4 AIR QUALITY DATA 

The accuracy of a mode I is usua I I y det i ned by how we I I it 

compares with observed data; however, t~le observed data may have 

significant uncertainties which may generate an apparent model accuracy 
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problem. In the Athabasca 0 i I Sands area, there are major 

uncertainties in the observed data. Perhaps the most serious problem 

is the specification of a lower truncation level. The monthly averages 

from the Syncrude stations are subject to a 10 ppb discretization; 

monthly averages were never greater than 10 ppb. A proper eva I uation 

of mode I performance shou I d be based upon the predicted and observed 

hourly time series of concentrations which exceed a truncation level 

beyond the level of observer bias. The actua I month I y averages of 

observed data may, indeed, warrant the 10 ppb discretization because of 

the near-zero uncertainties, but these data should not then be used as 

accurate observations for model comparisons. 

7.5 SUMMARY OF MODEL ACCURACY 

Based upon the comparisons with measured GLC va I ues some 

cone I us ions can be drawn as to the overa I I accuracy of the present 

mode I, The mode I with present parameters appears to underpred i ct the 

time and directiona I I y averaged GLC va I ues at approximate I y 5 km by 

about 60% (for the five Suncor monitors). A change in the Suncor 

physical stack heights used in the model run from 107 m to about 85 m 

to account for terrain effects would reduce the discrepancy to 25% and 

a further correction for the wind direction frequency distribution 

wou I d reduce the discrepancy to about 7%. An increase of to aboutZ0 

0.9 m from the adopted value of 0.3 m could also largely remove the 

discrepancy, The model appears to be predicting GLC values in 

convective situations in a reasonable way. At 5 km, the 16-point 

sector-averaging leads to an overestimation of GLC values during strong 

summertime convection, due to the large a y values; however, during 

the weaker convection in spring, when sector-averaging has no 

significant effect, the predictions are very good. 

The model appears to underpredict the frequency of GLC values 

during mechanical mixing events in non-convective or weakly convective 

hours. An increase in cou I d probab I y remove this prob I em and I ead Z0 

to better overal I agreement without affecting the more strongly 

convective cases. 
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The timing of specific events is not well predicted. Wind 

direction errors are sufficiently large that the model cannot be used 

to reI i ab I y predict concentrations at a given receptor at a given 

hour. 

Month I y averages at a given receptor are usua I I y dominated by 

a very sma II number of events. This feature of the observed (and 

predicted) data means that reI i ab I e averages at a sing I e receptor 

generally require a longer averaging time than one month. 

There are systematic errors in the wind direction frequencies 

which appear to impact significantly (factor of two) upon long-term 

averages at a given receptor. Unti I an improved directional data set 

is avai !able, some form of directional averaging is highly advisable. 
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8. RECOMMENDATIONS 

The validation and sensitivity studies provided a basis for 

evaluating the existing uncertainties in the model predictions. The 

magnitude of uncertainties in various components of the mode I and data 

system could be compared, leading to the following recommendations: 

I. 	 The air quality data from all the monitors should be put 

into a computer-compatible format so that a standard 

ana I ys is of the observed data can be undertaken. The 

standard analysis should include the adoption of a 

reai istic truncation I imit to remove observer bias. 

2. 	 The validation of the model should be extended to include 

the Syncrude monitors, to ensure that mode I eva I uat ion 

and tuning is consistent with observations at several 

downwind distances, For testing purposes, the same 

truncation I i mit app I i ed to the data shou I d be app l'i ed to 

the model predictions. 

3. 	 The va I ue of the roughness I eng-rh, Zo, appropriate for 

the Athabasca Oi I Sands area, should be estimated from 

existing data. The mini sonde data, which are in the 

process of being digitized, should provide a basis tor 

the calculation it care is used in the selection of 

proti les for analysis, to remove cases with significant 

advection or transient effects. 

4, 	 The magnitude of terrain effects should be estimated 

using existing numerical models to assess whether the 

terrain effects are a likely cause of the apparent model 

underpredictions of GLC values. Specifically, it should 

be determined whether the terrain effects on the Suncor 

plume can be approximated by a lower physical stack 

height. 

5. 	 The ca I cu I at ion of the friction ve I oc i ty, u * should 

inc I ude an a I I owance for a stab iIi ty dependent power I aw 

exponent to estimate near surface winds from the 400-m 

level winds on the time series. 
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6. 	 The plume rise formulation should be reviewed, due to the 

impact that minor variations in plume rise coefficients 

have on the final GLC values, The results of the 

extensive work undertaken by Syncrude Canada Ltd. should 

be parameterized tor inc I us ion into the mode I, it 

significant systematic discrepancies exist with the 

present formulation. 

7. 	 The wind speed and direction data base should be 

re-examined to attempt to ti nd a better way to estimate 

plume level winds. The use of surface level winds at one 

or more wei !-exposed surface sites, such as Stoney 

Mountains, should be considered, possibly in an 

interative mode such that the appropriate station is 

chosen depending upon the overal I wind field from several 

stations. The data base being generated by Syncrude with 

their accoust i c dopp I er radar shou I d be uti I i zed, if 

possible, as another major data set tor the generation of 

the wind algorithms. 
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10. APPENDIX 

Figures 26 through 35 compare observed and predicted monthly 

average SOz concentrations for 10 air quality monitoring sites: 

Manix, Ruth Lake, Fina, Lower Camp, Supertest, and Syncrude I through 

Syncrude 5. The effects of 107 m and 60 m stacks at Suncor are shown. 
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Figure 31. Syncrude 1 Station. 
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