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Abstract

The effect of partial coherence of a probe on the spectrum of Thomson

scattered radiation from plasma is investigated. The coherence of a probe is

described in terms of the electric field Gaussian correlation function of the fi-

nite correlation time (longitudinal coherence) and the finite correlation length

(transverse coherence). The Thomson scattering cross section is defined using

dynamical form factor, i.e. Fourier transformed correlation function of elec-

tron density fluctuations. Two limiting cases of spatial (very large correlation

length) and temporal (very long correlation time) coherence are considered.

Thomson spectra of scattered radiation are calculated for these two cases and

analyzed in the regime of collective plasma response dominated by ion-acoustic

and Langmuir wave fluctuations. Partial coherence of the probe (finite coher-

ence time and length) alters the scattered spectrum significantly. Two examples

are discussed for each case by varying these two parameters of the correlation

function. Finally, using inverse Fourier transforms, a theory is developed to

show the possibility of recovering ion acoustic fluctuation spectrum from the

scattered light spectrum of the partially coherent pump.
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Chapter 1

Introduction

Thomson scattering is one of the most widely used diagnostic methods for

plasma. The aim of this thesis is to investigate the effect of a partially coherent

laser probe on the Thomson scattering spectrum of a plasma. To achieve this

goal, a connection needs to be established between properties of the probe and

the scattered radiation spectrum. In this introductory chapter, basic concepts

of plasma physics which are essential to understanding of the rest of thesis,

are reviewed. Furthermore, other plasma diagnostic techniques are also briefly

reviewed. The subject and content of other chapters are reviewed in section

1.5.

Prior to any calculation in this work, it is important to establish the units

of physical quantities used. In agreement with plasma physics literature and

research, temperature is expressed in units of energy electron volts (eV ). The

conversion factor is 1eV = 11600K, where K stands for Kelvins.

To distinguish vectors from scalars, bold format is used for vectors. All

theoretical calculations are carried out in Gaussian systems of units. For more

information about conversion between Gaussian and SI systems of units see [1].

Maxwell equations in medium in Gaussian units are:

∇× E = −1

c

∂B

∂t
(1.1)
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∇×H =
4π

c
J+

1

c

∂D

∂t
(1.2)

∇ ·D = 4πρ (1.3)

∇ ·B = 0 (1.4)

And Lorentz force on charge q moving with velocity v and subject to electric

field E and magnetic field B is:

F = q(E+
v ×B

c
) (1.5)

1.1 Plasma Physics Review

Historically, plasma research has its roots in the study of gas discharges. In fact

the term ”plasma”, was used in 1928 by Langmuir [2] to describe the ionized

state of a gas in an arch discharge. Although, it was observed before, as early as

1879 by William Crookes [3] and later identified by Thomson [4]. The existence

of the ionosphere was theorized in eighteenth century by Carl Gauss and proved

in 1920s [5]. The role of the ionosphere in radio broadcasting and the discovery

that plasma is an important component of the universe, intensified the interest

in plasma physics. In 1950s, the research was more focused on controlled fusion

as a possible energy source and with the development of lasers in 1960s, the

new field of laser-plasma physics was created [6].

A plasma is a statistical system containing mobile electrons and ions. In-

side plasma, local charge imbalance can be present providing the source for

electromagnetic fields. However, plasma is overall quasi-neutral, i.e. number of

negative and positive charges are equal. The key features of plasma are quasi-

neutrality, mobility and collective behavior of charges. Collective behavior is

2



the result of long range electromagnetic forces in plasma.

Two theories are used to describe plasma: fluid theory and kinetic theory.

The former is simpler, where plasma is treated as a conducting fluid and equa-

tions of fluid mechanics are used. Although more complicated, the latter is

more adequate in describing plasma phenomena.

1.1.1 Characteristic Quantities in Plasma

Mobility of charges in plasma means that they have the ability of screening

interactions of other charges. Debye shielding is an effect where a charge in a

plasma is shielded by other charges over a characteristic length λD. In other

words, the charges redistribute themselves so as to shield the plasma from the

electric field that perturbs the plasma. The electron Debye length is defined

as:

λD =

r
Te

4πnee2
(1.6)

Using Debye length, quasi-neutrality is satisfied if the dimensions of system

is much larger than λD.

Another important parameter is plasma frequency, ωp. In a plasma with

a uniform background of ions, electrons displaced from their equilibrium posi-

tion oscillate with frequency ωp which only depends on plasma density. This

frequency can be derived by solving linearized equations of motion of electron,

continuity and Poisson’s equations resulting in:

ωp =

s
4πnee2

me

(1.7)
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1.2 Plasma Diagnostic Methods

The overall objective of plasma diagnostics is to deduce information about

the state of the plasma from practical observations of physical processes and

their effects. The first observations were of glows in gas discharge tubes. The

discovery of electrons, ions, and later the ionizing effects of x-rays, caused

the expansion of the field in the twentieth century. The first methods used

electrostatic probes for diagnosing the plasma. The advancements in quantum

mechanics led to the use of spectroscopy in plasma diagnostics [7].

In general, diagnostics methods can be categorized as below [8]:

Magnetic measurements: Made by directly measuring magnetic field in var-

ious places inside and outside the plasma, using coils and probes of various

types

Particle flux measurements: Based on directly measuring the flux of plasma

particles, using probes of various types in contact with plasma

Refractive index: Measurements of plasma’s refractive index for electromag-

netic waves of appropriate wavelength by measuring transmission through

plasma

Scattering of electromagnetic waves: Measurements of the scattered ra-

diation by plasma subject to an incident radiation

Optical emission: From free electrons, observing the emitted radiation in-

cluding cyclotron emission and Bremsstrahlung; and from bound elec-

trons, observing the line radiation from ions

In [8] one can find more detailed description of each method, although it

emphasizes diagnostics of fully ionized plasmas. Also, [9] focuses on methods

for the investigation of low-temperature plasmas.
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Scattering of the electromagnetic wave by plasma is one of the most powerful

diagnostic methods because of two main features: first, it is a non-perturbing

method which has a significant advantage over electrostatic probe methods.

Second, it has the potential to provide detailed information about properties of

electrons (and sometimes even ions too), such as density and temperature [8].

However, due to the weak signal of scattered radiation measured in experiments,

the scattering method could not be used for laboratory plasma diagnostics until

lasers were invented [9].

1.3 Scattering of Light by Matter

The first phenomena of scattering of light from plasma to be studied was the

reflection of radio waves from the ionosphere. In the earliest scattering experi-

ments, microwaves were usualy used. Reference [10] provides a detailed review

of work on scattering of radiation from plasma.

This method of diagnostics is of special interest due to its ability to provide

direct measurements of local plasma parameters. In this method the scattered

radiation is observed from a small volume intersecting the light beam, probing

the plasma with a cone within which, the radiation scattered by the plasma is

recorded. The spectrum of the scattered radiation strongly depends on plasma

parameters.

Light scattering (electromagnetic wave scattering) can be categorized as

elastic or inelastic scattering. In elastic scattering the energy transfer is negli-

gible, while in inelastic scattering it is not. Elastic scattering mainly includes

Rayleigh (and Mie) scattering and Thomson scattering while Compton scatter-

ing is inelastic scattering. In sections 1.3.1, 1.3.2 and 1.3.3, Rayleigh, Thomson

and Compton scatterings are briefly discussed.
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1.3.1 Rayleigh Scattering

One of the first studies on the scattering of electromagnetic waves was carried

out by John Tyndall in 1869. He was trying to explain the blue color of the sky

and he found that the color was due to the scattering of the sun’s light from

small dust particles in the atmosphere (called Tyndall effect). The scattering

of light from gas molecules was further investigated in 1871 by Lord Rayleigh

[11].

Rayleigh scattering is elastic scattering of light from particles occurring only

when the size of the scatterer is considerably smaller than the wavelength of

the incident radiation. In plasma, this means scattering of photons from heavy

particles (neutrals and ions). Because the interaction is elastic, neither particle

nor photon experiences a change in energy and the scattered light maintains

the incident wavelength.

Introducing ς as the size parameter:

ς =
2πa

λ0

(1.8)

where a is the size of the scatterer and λ0 is the probe wavelength; for Rayleigh

scattering to occur ς << 1.

In case the size of the scatterer is comparable to the wavelength (ς ≈ 1)

the scattering is called Mie scattering (also known as Mie solution to Maxwell

equation or Lorenz-Mie solution). This is named after German physicist Gus-

tav Mie, who described the scattering of an electromagnetic plane wave by a

homogeneous sphere in 1908. Geometric scattering happens if the size of the

scatterer is much larger than the wavelength (ς >> 1). Detailed account of

Rayleigh scattring can be found in many textbooks including reference [12]

which also provides a short account of Mie scattering.

Rayleigh scattering can be used to determine the temperature and density

of ions in the plasma, in the same way that Thomson scattering is used for
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electrons. In [9] the method of using Rayleigh scattered light to determine

the concentration and temperature of heavy particles is described. Rayleigh

scattering is also used for calibration in diagnostics experiments [10].

1.3.2 Thomson Scattering

The process of the scattering of electromagnetic radiation from free electrons

is named after English physicist J. J. Thomson, who studied the phenomena

in 1904.

When electromagnetic wave interacts with a free electron, the oscillating

electric and magnetic fields of the wave exert a Lorentz force on the electron.

This causes the electron to accelerate and emit radiation in all directions. Due

to the motion of the electrons, the scattered light is Doppler shifted and this

change in the frequency of scattered light can provide information about kinetic

properties of electrons.

The description above is purely classical. However, Thomson scattering

can be approached from a quantum mechanical point of view by describing

the process as the collision of photons with the particles. If the change in the

momentum of the particle is negligible, this will lead to the same results as

the classical approach. In this case the photon energy should be much smaller

than the electron rest energy and we should have hν << mec
2. If this limit is

not satisfied, the results will be different and the situation is called Compton

scattering, which is briefly discussed in 1.3.3. Therefore, Thomson scattering

is in fact the classical limit of Compton scattering.

The electron temperature is obtained by measuring the spectral width of

the Thomson scattered radiation and the density is obtained by measuring its

intensity. The Thomson scattering cross section is proportional to the number

of electrons in the scattering volume. The Doppler shift depends on the veloci-

ties of the electrons; therefore, a measurement of the frequency of the scattered

light can theoretically provide information on the velocity distribution of the

7



electrons. From this, the electron temperature in the plasma can be evaluated.

However, as it is difficult to determine the precise shape of the electron velocity

distribution from experimental data; a specific Maxwellian distribution is often

chosen and fitted to the scattered spectrum to infer the electron temperature.

Thomson scattering is described in more detail in chapter 2.

Although most Thomson scattering measurements have been performed us-

ing lasers, the earliest application of Thomson scattering as a diagnostic method

was a density measurement in the ionosphere using radars. The technique was

suggested by Gordon [13] and the first observations were reported by Bowles

[14], followed by Pineo et al. [15] [10].

In 1963, the first experimental observation of Thomson scattering from free

electrons was reported by Fiocco and Thomson [16], using a Ruby laser iner-

acting with an electron beam. The first demonstration of Thomson Scattering

as a suitable diagnostic tool for hot plasmas was given by Peacock et al. in

1969, when they measured the electron temperature and density in the Rus-

sian T3 tokamak [17]. The proliferation of lasers made Thomson scattering a

widespread diagnostic tool in plasma physics, especially in the fusion commu-

nity.

Because of the high electron density and temperature of fusion plasmas,

they are capable of producing a strong Thomson scattering signal. Therefore,

since the late 1960s, Thomson scattering has been a part of fusion research.

1.3.3 Compton Scattering

In 1922, Arthur Compton was studying the scattering of X-rays by a thin foil

of graphite. He observed that the scattered X-ray has a longer wavelength

compared to the incident wave, which was inconsistent with the predictions

from the Thomson scattering theory [18]. The wavelength shift depended on

the scattering angle θ as:
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Figure 1.1: Compton scattering of a photon with wavelength λ0, detection at
angle θ

λθ − λ0 =
h

mec
(1− cos(θ)) (1.9)

where λθ is the scattered wavelength at angle θ with respect to the incident

wave with wavelength λ0 (see figure 1.1).

Compton successfully explained his observation by considering the particle

nature of light and applying momentum and energy conservation to the collision

between a photon and a stationary electron. In this process, some part of the

energy of the incident photon is transferred to the electron, causing it to recoil

as seen in figure 1.1; therefore the scattered photon has less energy. Compton

scattering of an electron and a photon can be found in many books including

[1].

This was an important scientific discovery because although at that time

the particle nature for light was already suggested to explain the photoelectric

9



effect, the subject was under debate. Compton’s discovery provided clear ev-

idence to the particle-like behavior of light and earned him a Nobel Prize in

1927.

Compton Scattering is the earliest example of inelastic scattering and is

only significant when the incident energy of photon is comparable to the rest

energy of the electron (mec
2). Compton also discovered that a photon can gain

(rather than lose) energy from a relativistic electron. This feature is called

inverse Compton scattering and the frequency of the scattered radiation can

be as high by the factor of γ2 of incident wave; where γ is the Lorentz factor

of the electrons [19]. Inverse Compton Scattering was recognized in 1963 as a

very useful mechanism to produce high energy x-ray and γ-ray beams [20] [21].

1.4 Aim and Objectives

The objective of this thesis is to investigate the effects of probe incoherence on

Thomson scattered spectrum of a plasma. In this process, we review Thomson

scattering process and discuss different scattering regimes (collective and non-

collective). By deriving the scattered power for a random probe, we show the

connection of scattered spectrum to the probe electric field correlation function.

Then, optical coherence theory is reviewed to find the electric field correlation

function and explain its link to partial coherence. Using fundamental plasma

physics and electrodynamics, the dynamic form factor (Fourier transformed

correlation function of electron density fluctuations) is then established.

1.5 Chapter Overview

Chapter 2: Thomson Scattering Basics of Thomson scattering is discussed.

Radiation from a moving charge is reviewed and Thomson scattering cross

section is derived. Collective and noncollective scattering is reviewed.

10



Chapter 3: Optics of the probe Random light processes and spatial and

temporal coherence are discussed. Gaussian correlation function for par-

tially coherent light is derived.

Chapter 4: Dressed Test Particle and Plasma Form Factor Starting from

Klimontovich equation, dressed test particle model is used to derive dy-

namic form factor for Maxwellain plasma. Ion-accoustic and electron-

plasma waves are discussed.

Chapter 5: Results Two limiting cases of longitudinal and transverse co-

herence are discussed. For each case, two examples are provided using

MATLAB software. A method is discussed to demonstrate the possibility

of recovering ion-acoustic waves in case of probe’s spatial coherence.

Chapter 6: Summary and Conclusions Summary of thesis, interpretation

of findings, limitations of models and suggestions.
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Chapter 2

Thomson Scattering

As discussed in previous chapter, Thomson scattering is the scattering of ra-

diation from free electrons. Therefore in this chapter radiation by a moving

charge is discussed first. Then, Thomson cross section and Doppler shift of the

incident wave are derived. The generalization is made for plasma and dynamic

form factor and collective and noncollective regimes of scattering are discussed.

2.1 Radiation from a Moving Charge

To determine what happens to an electron accelerated in the electric field of a

laser, one must start with Maxwell’s equations (1.1) to (1.4). The solution to

Maxwell equations in this case are the well known Liénard-Wiechert potentials.

Detailed solutions can be found in many electrodynamics text books, such as

[1] and [22].

For vector potential A and potential φ we have:

E(r, t) = −5 φ− ∂A

∂t
(2.1)

B(r, t) = 5×A (2.2)

12



Figure 2.1: Scattering coordinates

Substitution of equations (2.1) and (2.2) in the Maxwell equations, results

in Maxwell’s equations in the potential formulation. In Lorentz gauge, the

solutions that satisfy them are the retarded potentials:

A(r, t) =
1

c

Z
J(r0, tr)

R
d3r0 (2.3)

Φ(r, t) =

Z
ρ(r0, tr)

R
d3r0 (2.4)

Where r0 is the position of the charge (see figure 2.1), and:

R = r− r0 (2.5)

J is the current density and ρ is the charge density and the potentials are

related to the behavior of ρ and J at retarded time tr:

tr = t− R

c
(2.6)

For a single point charge particle q we have:

13



ρ(r0, t) = qδ3(r0 −w(t)) (2.7)

where w(t) is the trajectory of the particle. At retarded time we can write:

ρ(r0, tr) =

Z
ρ(r0, t0)δ(t0 − tr)dt

0 (2.8)

Substituting (2.8) and (2.7) into (2.4) we have:

Φ(r, t) =

Z Z
q

R
δ3(r0 −w(t0))δ(t0 − tr)dt

0d3r0 (2.9)

Fields associated with these potentials are:

E(r, t) = q[
(bs− β)(1− β2)

(1−bs · β)3R2
]ret + [

bs× {(bs− β)× β̇}
(1−bs · β)3R ]ret (2.10)

B(r, t) = (bs× E) (2.11)

where β = v/c and bs = R/R. Far from the source (radiation zone r0  r), the

first term in equation (2.10) can be dropped. In the denominator, we make the

approximation R ≈ r. However, it is important to note that this approximation

may not be made in the retarded time. Instead we can write: R ≈ r − ŝ · r0,

and therefore:

tr ≈ t− |r −bs · r0|
c

(2.12)

Now considering low velocity charges (non-relativistic β = |v/c|  1),

equation (2.10) becomes:

E(r, t) =
q

cr
[bs× (bs× β̇)]ret (2.13)

by using the Poynting vector:

14



Figure 2.2: Scattering of electromagnetic radiation by a charge

S =
c

4π
E×B (2.14)

one can find the the scattered power per unit solid angle:

dPs

dΩ
= r2S ·bs = q2

4π
[bs× (bs× β̇)]2ret (2.15)

2.1.1 Scattering of Electromagnetic Wave by a Charge

Now, we assume that the moving charge is accelerated by an electromagnetic

wave. As shown in figure 2.2, the fields accelerate the charge, which in turn

emits radiation.

For simplicity, we consider the case of a plane monochromatic wave incident

upon a charge q. For incident fields we have:

15



Ei(r
0, t) = Ei0cos(ki · r0 − ωit) (2.16)

Bi(r
0, t) =bi× Ei (2.17)

where Ei0 is the amplitude and ki and ωi are incident wave vector and frequency

and bi = ki/ki. The charge will experience Lorentz force:

F = q(Ei +
v

c
×Bi) (2.18)

In [10] four different situations are considered, distinguishing between low

velocity (|v/c|  1) and high velocity charges and whether any additional force

is present. Here, we only consider the first case, where we can neglect the effect

of the magnetic field of the incident wave and equation of motion can be written

as:

m(
dv

dt
) = qEi0cos(ki.r

0 − ωit) (2.19)

The unperturbed trajectory of the particle is:

r0(tret) = r0(0) + vtret (2.20)

Substituting in equation (2.12) we have:

tret =
t− r/c+ (bs · r0(0))/c

1−bs · β (2.21)

Using dispersion relation for the incoming electromagnetic radiation:

ωi = cki (2.22)

equations (2.20) and (2.21) result in:
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ki · r0 − ωitret = [(r −bs · r0(0))ki − ωit]
1−bi · β
1−bs · β + ki · r0(0) (2.23)

substituting in equation (2.19) and then in equation (2.13), the scattered elec-

tric field will be:

Es(r, t) =
q2

mrc2
[bs× (bs× Ei0)]cos[ksr − ωst− (ks − ki) · r0(0)] (2.24)

where:

ωs = ωi
1−bi · β
1− bs · β = ωi + k · v (2.25)

and

ωs = cks (2.26)

From equation (2.25), it can be seen that the scattered radiation is frequency

shifted as a double Doppler effect takes place: one in the reception, one in the

emission of radiation by the electron. The numerator is caused by the photon

approaching the moving charge, while the denominator is caused by the photon

leaving the charge.

Conveniently, we can work in terms of frequency shift ω and scattering wave

vector k (see figure 2.3):

ω = ωs − ωi = k · v (2.27)

k = ks − ki (2.28)

From equation (2.27) it is obvious that (for β  1) the Doppler shift is
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Figure 2.3: Frequency shift in Thomson scattering

directly proportional to the velocity of the particle along the scattering vector.

One could find these results alternatively by considering the conservation of

energy and momentum. In the electron reference frame, conservation of energy

reads:

~ω0
i +mec

2 = ~ω0
f + γfmec

2 (2.29)

where indexes i and f represent values for incident wave and scattered wave

and γf = 1/
q
1− β0

f
2. Conservation of momentum reads:

~k0
i = ~k0

f + γfmec
2β0

f (2.30)

From equation (2.30), γf can be found as:

γf =

s
1 +

~2
m2

ec
2
(k0

f − k0
i)
2 (2.31)

By using k0
f ’ k0

i and substitution of γf in equation (2.29), we find:

~ω0
i = ~ω0

f +
~2

2me

(k0
f
2
+ k0

i
2 − 2k0

fk
0
icos(θ)) (2.32)

and

ω0
f = ω0

i

1

1 +
~ω0

i

mec2
(1− cos(θ))

(2.33)

Going back to the observer reference frame reads:
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ω0
f = ωfγi(1− βf · bf) (2.34)

and

ω0
i = ωiγi(1− βi ·bi) (2.35)

Where γi = 1/
p
1− β2

i . Substitution of (2.35) and (2.34) in equation(2.33)

and considering non relativistic scattering (β ’ 0), reads Compton scattering

frequency as:

ωf = ωi
1

1 + ~ωi

mec2
(1− cos(θ))

(2.36)

which is equivalent to equation (1.9). Ignoring quantum effects ~ωi  mec
2,

equation (2.33) then leads to:

ωs = ωi
1−bi · βi

1−bs · βf

= ωi + k · v (2.37)

which for βi ’ βf leads to the same result as equation (2.25).

2.1.2 Scattering by a Plasma

If the density of charges in the scattering volume is very low, the collective effect

is insignificant and the radiated electric field can be found by adding Liénard-

Wiechert potential of each charge. However, at higher plasma densities, emitted

radiation is affected by the presence of other charges and particle correlations

must be taken into account. For a plasma with density fluctuation δn, the

microscopic current density J is:

J = qveδn (2.38)

and in terms of Ei we have:
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ve =
−ie

meωi

Ei (2.39)

Substitution in equation (2.38) and taking time derivation leads to:

dJ

dt
=

e2

me

Ei δn (2.40)

In radiation zone, vector potential (2.3) can be written as:

A(r, t) =
1

cr

Z
d3r0

Z
dt0 J δ(t0 − t+

r

c
−

bs · r0
c

) (2.41)

Radiated fields in the radiation zone are [23]:

Es(r, t) =
1

c2r

Z
(J̇×bs)×bs d3r0 (2.42)

Bs(r, t) =
1

c2r

Z
J̇×bs d3r0 (2.43)

From equation (2.39) it is clear that radiated fields depend on the incident

electric field Ei. Taking a general form for Ei as:

Ei(r, t) =
1

2
{(r, t) exp(ik0 · r− iω0t) + c.c.} (2.44)

where  is a general random field satisfying the following:

hi = h · i = 0 (2.45)

and,

h · ∗i = C∗(r− r0, t− t0) (2.46)

Ensemble average is denoted by h...i and C∗(r−r0, t− t0) is the correlation

function. These are discussed in Chapter 3. Defining:
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E(r, t) =

− r0
2r

Z
d3r0

Z
dt0 δ(t0 − t+

r

c
−

bs · r0
c

) δn(r0, t0) [(r0, t0) exp(ik0.r
0 − iω0t

0) + c.c.]

Equations (2.42) and (2.43) read:

Es(r, t) = (bs× E)×bs (2.47)

Bs(r, t) = bs× E(r, t) (2.48)

For probe with polarization φ0 and scattering angle θ, Poynting vector (2.14)

is:

S =
c

4π
bs hE · Ei(1− sin2θ cos2φ0) (2.49)

If probe is not polarized, the average can be taken over φ0 which results

in the replacement of term cos2φ0 by 1/2. To calculate the term hE · Ei, we

note that if density fluctuations δn and probe electric field amplitude  are

statistically independent, the average can be separated into two correlation

functions. Using equation (2.46):

hδn(r, t) δn(r0, t0) (r, t) · ∗(r0, t0)i = hδn(r, t) δn(r0, t0)iC∗(r−r0, t− t0) (2.50)

Defining dynamic form factor S(k, ω) as the Fourier transformation of hδn(r, t)δn(r0, t0)i

and using conditions of equations (2.27) and (2.28), scattered power per unit

solid angle Ω, per spectral width dλ is found to be:

dPs

dΩ dλ
=

c

8π
(1− 1

2
sin2θ)

1

2
ner

2
0

2πc

λ2
S ∗ (C∗ + C∗) (2.51)
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Figure 2.4: Non-collective scattering schematic with α  1

Figure 2.5: Collective scattering schematic with α  1

where S ∗ C∗ is the convolution of form factor and correlation function:

S ∗ C∗ =

Z
d3k0

(2π)3

Z
dω0

2π
S(k− k0, ω − ω0) C∗(k

0, ω0) (2.52)

The derivation of correlation function and dynamic form factor are discussed

in chapters 3 and 4 respectively.

2.2 Collective and Non-collective Scattering

A physical process that determines whether scattering is collective or non-

collective is Debye shielding. Introduced by Sapleter [24], the scattering pa-

rameter α is defined as:

α =
1

kλD

(2.53)
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and is a good indicator of the scattering regime. The perturbing effects of a

charge will tend to penetrate into plasma at distances only on the order of the

Debye length. When the wavelength of density fluctuations is short compared

to the Debye length, the scattering from electrons in the scattering volume

is randomly distributed and the scattering is said to be non-collective. This

situation corresponds to α  1 (see figure 2.4) and the spectrum reflects the

thermal motion of electrons and usually Maxwellian-like distribution of electron

velocities.

For values of α ≈ 1 and larger (see figure 2.5), the scattering depends on the

collective behavior of the electrons. Electron density fluctuations are dominated

by the long wavelength perturbations including high frequency Langmuir waves

and ion-accoustic modes that involve ion dynamics.
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Chapter 3

Optics of the Probe

3.1 Introduction

Traditionally, optical properties of the Thomson probe are studied in an en-

tirely deterministic framework. That means all physical quantities(such as the

electric field) are described by mathematical functions that are fully specified.

Although this approach is very useful in many cases, it fails to explain certain

phenomena arisen from random fluctuations in optical fields. The properties of

this random light is the subject of statistical optics which alongside geometrical

optics, wave optics and quantum optics comprise the main branches of optics

[25].

Unpredictable fluctuations of a light source or the medium which the light

propagates through can set the rise of randomness in light. In fact, statistical

phenomena are plentiful in optics; because of the fundamentally statistical

attributes of the mechanism that create light. For example, natural light or

the light radiated by a thermal source, is random because it is the result of

superposition of independent radiation from a large number of atoms, with

radiations having different frequency and phase. Another source of randomness

can be the result of scattering from rough surfaces or a turbulent fluid [26].

Furthermore, other sources such as fluctuations in the index of refraction of the
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transmitting media or wave front deformation due to focusing can contribute

to the randomness of light [27].

Random light fields have been studied from the time of Newton. At first,

the light scattered from rough surfaces such as the sea was seen to form random

intensity pattern (named speckles) even showing various colors [28]. In nine-

teenth century, Lord Rayleigh solved many fundamental statistical problems

related to optics and acoustics. Later, the discovery of the quantum nature of

light and statistical interpretation of quantum mechanics increased the need

for a statistical approach to optics [27].

Two important manifestation of randomness in light are optical coherence

and optical polarization. The theory of coherence which has its root in Young’s

well known interference experiment, was explained by Max Born and Emile

Wolf (reference [29]) after the publishing of Principles of Optics [26].

For an ideal source, i.e. a point source emitting spherical monochromatic

light, the properties of the beam at any point in space and any time are pre-

dictable and the beam is perfectly coherent. Real sources however, have finite

extensions in space and a finite spectral bandwidth and these factors cause dis-

turbances in fields. Therefore, the waves emitted by real sources are only par-

tially coherent. However ,lights sources with relatively narrow bandwidth such

as sodium, mercury and cadmium lamps and single mode lasers are available.

The light with narrow bandwidth ∆ω and mean frequency ω that satisfies:

∆ω

ω
 1 (3.1)

is called quasi-monochromatic light. For such light it can be shown by using

Fourier analysis that amplitude and phase vary slowly over time periods ∆t 
2π
∆ω

[30].

The first investigation related to the subject of partial coherence was done

in 1865 by french physicist Émile Verdet by studying the interference pattern

of the sunlight from two pinholes [29]. Considering the coherence as the ability
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of light to interfere, in 1938 Zernike introduced degree of coherence in terms

of the visibility of fringes produced by Young experiment. Today, coherence is

defined by correlation properties of optical fields.

In the next sections, we will first define statistical average and then in-

vestigate two coherence domains; temporal and spatial coherence. Finally we

develop the partially coherent Gaussian beam.

3.2 Random Processes and Correlation Func-

tion

As mentioned before for a perfectly coherent light, the temporal and spatial

dependence of wave (electric and magnetic fields of an electromagnetic wave) is

periodic and predictable. However, for random light, one should use statistical

methods to describe the light since electromagnetic field dependence is not

completely predictable. Figure 3.1 shows the time dependence of a coherent

wave, the frequency of the wave is constant(monochromatic) while for random

light it is not. To describe random light, one must use the fact that since

random functions satisfy a wave equation (or Maxwell equations) and boundary

conditions; the statistical average of them, including correlation functions must

also satisfy these conditions [26]. Now one must define these averages and use

them to classify light by its coherence.

Figure 3.1: Time dependence of coherent and random wave amplitude

Defining an arbitrary wavefunction u(r, t) as the real part of complex wave-

function U(r, t); the intensity of deterministic light is:
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Im(r, t) = U(r, t)U∗(r, t) (3.2)

We know that for monochromatic light (unlike pulsed light) this value is

independent of time. For random light U(r, t) and subsequently Im(r, t) is ran-

dom and called random or instantaneous intensity. Now imagine if a series

of experiments is conducted in which the wave is produced (or measured) re-

peatedly under the same conditions. Randomness of wave means each time,

there will be a random deviation from a mean value and hence each trial will

produce a random wavefunction. Now there exist an ensemble of realizations

of the random function U(r, t). The average intensity can now be defined by

taking an average over the ensemble:

I(r, t) = hU(r, t)U∗(r, t)i (3.3)

In general, if statistical averages of a random process’ statistical properties

(including intensity) are time invariant, then it is called a stationary random

process. If for a stationary random process, the time average of statistical

properties over the interval −∞ < t < ∞ are equal to the ensemble average of

those properties; the process is called ergodic [30]. For random light, the time

average is defined:

I(r) = lim
T→∞

1

2T

Z T

−T

U(r, t)U∗(r, t)dt (3.4)

For a complex random function depending on time f(t), the auto-correlation

function is defined as:

C(t1, t2) = hf(t1)f ∗(t2)i (3.5)

If the process is statistically stationary then the auto-correlation is only depen-

dent on the time difference τ = t2 − t1:
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C(τ) = hf(t)f ∗(t+ τ)i (3.6)

Equation (3.6) is also called the temporal coherence function, because it is

used to find the degree of temporal coherence.

Now considering U(r, t) which is a function of both position and time, we

have mutual coherence function (second degree coherence phenomenon):

C(r1, r2, τ) = hU(r1, t)U
∗(r2, t+ τ)i (3.7)

It is clear that equation (3.6) is a special case of equation (3.7) for r1 = r2.

Therefore, two different limits can be distinguished; the first one being the case

of a wave interfering with the time shifted version of itself (τ 6= 0 and r1 = r2)

which leads to equation (3.6) and is related to temporal coherence which is

discussed in section 3.3. The second case is the limit τ = 0 and r1 6= r2 which

results in:

C(r1, r2, t) = hU(r1, t)U
∗(r2, t)i (3.8)

This is mutual intensity and for a statistically stationary light it is time

independent and is often shown as C(r1, r2). This is discussed in section 3.4.

For r1 = r2 = r, equation (3.8) will simply give equation (3.3) which is the

intensity of light at point r. For statistically stationary light the intensity is

time independent:

I(r) = hU(r, t)U∗(r, t)i (3.9)

3.3 Temporal Coherence

In discussing temporal coherence, one is concerned with the ability of light to

interfere with the time delayed version of itself, without being spatially shifted.
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Michelson introduced a technique for measuring the temporal coherence using

the set up now called Michelson interferometer [25]. Equation (3.6) is the

correlation of one point in space at two different instants at time. This is

proportional to the contrast of fringes in the Michelson interferometer and it’s

Fourier transform in time provides information regarding the spectral energy

distribution of the light source [31].

If a quasi-monochromatic stationary beam of light with spectral bandwidth

of ∆ω is split and one component is time delayed by ∆t (or path difference of

c ∆t) by means of Michelson interferometer for instance; one can understand

that each spectral component form an individual interference pattern. It is

known from the experiment that the interference fringes are observed only if:

∆t ≤ 2π

∆ω
(3.10)

The maximum time delay τc = 2π
∆ω

and the corresponding path difference

lc = τcc = 2πc
∆ω

are called coherence time and coherence length, respectively.

Therefore temporal coherence is the measurement of how monochromatic the

light is. An ideal light source would have an infinite coherence time.

Coherence length lc can be seen as the distance in the direction of propaga-

tion of wave, where the amplitude and phase of the wave could be considered

well defined and predictable. Therefore, within this distance there is a pos-

sibility for interference. Temporal coherence is sometimes called longitudinal

coherence.

In other words, if the phase difference between the electric field of an elec-

tromagnetic wave at different times t and t + τ at a fixed position is fixed

for every value of 0 < τ ≤ τc, the wave is partially coherent temporally. For

a perfectly coherent beam, the coherence time is infinity and for completely

incoherent light, τ = 0.

Figure 3.2 shows an example of a partially coherent wave with coherence

time τ1 where the sinusoidal electric field experiences random phase change at
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Figure 3.2: An example of a wave with finite coherence time τ1

Figure 3.3: Spectral density and bandwidth of wave in figure 3.2

time intervals τ1. By comparing this figure to the sinusoidal wave in figure 3.1,

it is obvious that the latter can be represented by a sinusoidal function with

exact frequency, while according to the Fourier transform principle the former

can be represented as the sum of an infinite number of pure sinusoidal waves.

According to the Wiener-Khinchin theorem [26], the spectral density S(ν) and

autocorrelation function are Fourier transform pairs:

S(ν) =

Z ∞

−∞
C(τ)exp(−i2πντ)dτ (3.11)

The width of S(ν) is the spectral width or line width ∆ν equivalent to

∆ω. There are several definitions for spectral width but the most common

one is the full width of the function S(ν) at half its maximum (FWHM). In

figure 3.3 the spectral width is shown for the wave in figure 3.2 for a Gaussian

frequency distribution. The exact relationship between τc and ∆ν depends on

the shape of S(ν), but what is important is that there is an inverse relationship
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Figure 3.4: Finite (left) and infinite (right) coherence area

between them ∆ν ∼ 1
τc
. That means the longer the coherence time, the more

monochromatic the wave. For example, sunlight has the bandwidth of ∆ν ≈

5×1014 Hz and coherence time of only 2fs, while even a broadband laser with

∆ν ≈ 1MHz has 1 µs coherence time [32].

The coherence time provides a lower limit to the duration of a laser pulse.

That means in the case that the entire spectrum of the pulse is due to the short

duration of its envelope, the coherence time and pulse duration are equal [33].

3.4 Spatial Coherence

Spatial coherence is the cross-correlation of two points in space at all times as

shown by equation (3.8). If all the points along the wave front are correlated,

then the beam is spatially coherent, however if it is true for a specific area,

the wave is only partially coherent. An example is shown in figure 3.4. It

is also called transverse coherence because the phase difference of two points

on a plane perpendicular to the direction of the propagation of beam is time

independent. Spatial coherence can be related to the size of the source since

for a source with a finite size, emission from each point is independent from the

other. In case of the laser, although the laser medium has finite cross section,

the light is the result of the stimulated emission of atoms or molecules and

therefore the spatial coherence is high.

The temporal and spatial fluctuations of light are related since the complex

wave function must satisfy wave equation which imposes conditions on the
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mutual coherence function [26].

The degree of contrast of the interference fringes in Young experiment is

a measure of spatial coherence. The more the light is spatially coherent, the

smaller the divergence and the better the directionality.

3.5 Gaussian Correlation Function

The goal of this section is the development of a correlation function for a par-

tially coherent beam i.e. the solution to the wave equation in paraxial approx-

imation. Then two limiting cases for the correlation function are considered.

Consider the electric field of an electromagnetic wave with frequency ω which

its amplitude dependent on position and time. If for convenience, the direction

of propagation is assumed along the z-axis, the electric field is:

E(r, t) = E0(r, t)e
ikz−iωt (3.12)

which satisfies wave equation:

∇2E− 1

c2
∂2E

∂t2
= 0 (3.13)

Substitution into wave equation (3.13) requires taking first and second order

time derivatives:

∂E

∂t
= (

∂E0

∂t
− iωE)eikz−iωt (3.14)

∂2E

∂t2
= (

∂2E0

∂t2
− 2iω

∂E0

∂t
− ω2E0)e

ikz−iωt (3.15)

where the exponential part eikz−iωt can be dropped. Splitting the Laplacian

into transverse and parallel components (∇2 = ∇2
⊥ + ∂2

∂z2
), we have:
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∂2E

∂z2
=

∂2E0

∂z2
+ 2ik

∂E0

∂z
− k2E0 (3.16)

and using ∇2
⊥ = ∂2

∂r2⊥
+ 1

r⊥

∂
∂r⊥

, we have:

∇2
⊥E0 +

∂2E0

∂z2
− 2ik

∂E0

∂z
− k2E0 −

1

c2
(
∂2E0

∂t2
− 2iω

∂E0

∂t
− ω2E0) = 0 (3.17)

Now if we use the dispersion relation in vacuum ω = kc:

∇2
⊥E0 +

∂2E0

∂z2
− 2ik

∂E0

∂z
− 1

c2
(
∂2E0

∂t2
− 2iω

∂E0

∂t
) = 0 (3.18)

Paraxial wave approximation means:

1. Variation of the field along the direction of propagation is small over a

distance comparable to the wavelength i.e. |∂2E0

∂z2
|  2k|∂E0

∂z
|

2. Axial variation will be small compared to variation perpendicular to this

direction i.e. |∂2E0

∂z2
|  ∇2

⊥E0

We also assume that the variation of field over a time comparable to period of

the field is small i.e. |∂2E0

∂t2
|  ω|∂E0

∂t
|

These assumptions mean we can drop second order derivatives ∂2E0

∂z2
and ∂2E0

∂t2

in equation (3.18) leading to:

∇2
⊥E0 − 2ik

∂E0

∂z
− 2iω

c2
∂E0

∂t
= 0 (3.19)

Now we can use the fact that mutual coherence function also satisfies the

wave equation. One can see that from multiplying equation (3.19) by E∗
0(r

0, t0)

and taking the ensemble average, which gives the correlation function:

CEE∗(r− r0, t− t0) = hE0(r, t) E
∗
0(r

0, t0)i (3.20)

The proposed solution is the Gaussian Correlation function from reference [34]

which approximates optically smoothed (partially coherent) laser beam:
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CG
EE∗(r− r0, t− t0) =

20
1 + i(z − z0)/LR

·

exp(− (r⊥ − r0⊥)
2

2a20(1 + i(z − z0)/LR)
− (t− t0 − (z − z0)/vg)

2

2τ 20
)

(3.21)

The coherence of the beam depends on two parameters: τ0 the probe corre-

lation time and a0 the minimum radius of hot spot (beam waist) or transverse

correlation length which is related to Rayleigh length LR or longitudinal correla-

tion length as LR = k0a
2
0. The wave group velocity vg satisfies vg = k0c

2/ω0 ≈ c

where k0 and ω0 are the wave number and angular frequency of the wave, re-

spectively and 0 is the constant part of the electric field amplitude. Now by

applying Fourier transformation

CG
EE∗(k, ω) =

Z +∞

−∞
d(t− t0)eiω(t−t0)

Z
d3(r− r0)e−ik·(r−r0)CG

EE∗(r− r0, t− t0)

(3.22)

to equation (3.21), the spectral Gaussian correlation function is found:

CG
EE∗(k, ω) = (2π)5/220a

2
0τ0 δ(kz −

ω

vg
+

a20k
2
⊥

2LR

) exp(−1

2
ω2τ 20 − 1

2
a20k

2
⊥) (3.23)
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Chapter 4

Dressed Test Particle Method

and Definition of Plasma Form

Factor

In this chapter, we will find the dynamic from factor S(k, ω) in general form for

an unmagnetized, stationary and homogeneous plasma by applying dressed test

particle method to a plasma near equilibrium. Then, this function is analyzed

for a specific plasma with Maxwellian distribution function.

4.1 Klimontovich and Vlasov Equations

For a particle moving along trajectory ri(t) with velocity vi(t), the trajectory

in six dimensional phase space (of position r and velocity v) can be described

in terms of microscopic density:

δ(r− ri) δ(v − vi) (4.1)

Therefore, for a plasma with Nα number of particle of species α, where α = e, i
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for electrons and ions respectively; the microscopic density is:

ℵα(r,v, t) =
NαX
i=1

δ
(
r− ri(t)


δ
(
v − vi(t)


(4.2)

Using chain rule, partial time derivative of ℵα gives:

∂ℵα

∂t
=

NαX
i=1

(∂ri
∂t

· ∇ri +
∂vi

∂t
· ∇vi


δ(v − vi) δ(v − vi) (4.3)

Using the identities for a function f :

∂ f(a− b)

∂ a
= −∂ f(a− b)

∂ b
(4.4)

and

f(a) δ(a− b) = f(b) δ(a− b) . (4.5)

we have:
∂ℵα

∂t
= −

(
v · ∇r + a · ∇v

 NαX
i=1

δ(r− ri) δ(v − vi) , (4.6)

where due to delta functions, vi =
∂ri
∂t

and ai =
∂vi

∂t
are velocity and acceleration

respectively. Using equations (4.2) and (4.6) and definition of total derivative

leads to:
dℵα

dt
=

∂ℵα

∂t
+ v · ∇rℵα + a · ∇vℵα = 0 (4.7)

meaning that the Klimontovich distribution function satisfies continuity equa-

tion.

Neglecting gravity, the only force acting on a particle with charge qα and

mass mα, is the Lorentz force from microscopic electric and magnetic fields

E(r, t) and B(r, t), leading to acceleration a = qα
mα

(E+ 1
c
v×B). The equation

(4.7) is known as the Klimontovich equation for the microscopic density ℵα

from equation (4.2) as:
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∂ℵα

∂t
+ v · ∇rℵα +

qα
mα

(
E+

1

c
v ×B


· ∇vℵα = 0 (4.8)

Equation (4.8) provides the exact microscopic description of a plasma in a

6N dimensional phase space. Due to the discreteness of particles, ℵα is not

smooth. Also, since it is a partial differential equation, in order to have exact

solutions, initial and boundary conditions should be known. This and the fact

that the number of equations is exteremely large, makes equation (4.8) of no

practical importance [35].

The physical measurements correspond to statistical averages of microscopic

densities. Therefore, by introducing an appropriate statistical averaging, equa-

tion (4.8) leads to equations for smooth functions. The particle distribution

function fα(v, r, t) is in fact the ensemble average of microscopic density:

hℵαi = fα(v, r, t) (4.9)

Using (4.9), ℵα can be split into averaged and fluctuating parts:

ℵα(v, r, t) = fα(v, r, t) + δfα(v, r, t) (4.10)

where hδfαi = 0.

The fields also consist of two separate parts: the first part being E(r, t) and

B(r, t) which are contributions from external sources (e.g. electromagnetic

waves propagating in a plasma described by fα(v, r, t)) and charge current

densities due to inhomogeneity of fα(v, r, t). The second part, δE and δB,

corresponds to fluctuations due to particle discreteness:

E (r, t) = E(r, t) + δE , (4.11)

B(r, t) = B(r, t) + δB . (4.12)
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Now equations (4.10), (4.11) and (4.12) can be substituted into equation

(4.8). Taking ensemble average and using the fact that hδfαi = hδEi = hδBi =

0, then leads to kinetic equation for smooth one particle distribution function:

∂fα
∂t

+v·∇rfα+
qα
mα

(E+
1

c
v×B)·∇vfα = − qα

mα


∇vδfα·(δE+

1

c
v×δB)


(4.13)

The left hand side of equation (4.13) describes the evolution of one particle

distribution function fα, while the right hand side describes correlations of

fluctuations, including particle collisions [36].

Assuming that perturbation are small, we can ignore second order terms.

This means that the right hand side vanishes and plasma is collisionless.

∂fα
∂t

+ v · ∇rfα +
qα
mα

(E+
1

c
v ×B) · ∇vfα = 0 (4.14)

The Vlasov equation (4.14) togheter with Maxwell equations constitute a

kinetic model of collisionless plasma. Since distrbution function depends on

electromagnetic fields, the last term on the left side of equation (4.14) makes

it nonlinear with respect to those fields [35].

Equations (4.7) and (4.14) seem similar, but are fundamentally different,

since Klimontovich equations is the description at microscopic level containing

discreteness and individuality of particle, while the Vlasov equation is macro-

scopic and discreteness is lost due to averaging process [37].

Plasmas that have evolved toward stationary and homogeneous state. char-

acterized by fα(v), can be wall approximated by the linearized Vlasov equation:

∂ δfα

∂t
+ v · ∇rδf

α +
qα
mα

δE · ∇vf
α = 0 (4.15)

where fα(v, r, t) = fα(v) + δfα(v, r, t), and δfα  fα. The small deviations

of the distribution function δfα and corresponding field perturbations δE, are

continuous functions. They will describe polarization effects in the Vlasov
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plasma in response to discrete test particle in the dressed test particle method,

that is discussed in the next section.

One of the most important theories of plasma kinetics near equilibrium is

the dressed particle method, which will be discussed in the next section.

4.2 Dressed Test Particle Method

The assumption of plasma being near equilibrium means that fluctuations

should be small and therefore, linear response is assumed. This assumption

was already made to derive equation (4.15).

In dressed test particle approach, each particle in plasma is treated as a test

particle. To do so, we isolate one particle and assume that it is moving with

velocity vi along a straight trajectory,

ri(t) = r0i + vit , (4.16)

where r0i is the initial condition. For particles of type α, the perturbation in

phase space due to their movement will be:

δfα
t (r,v, t) =

NαX
i=1

δ(r− ri(t)) δ(v − vi) (4.17)

In response of this perturbation, the medium becomes polarized. Particles

of type α participate in screening process of different species; particles of α

type and non α type. We can also distinguish two parts in fluctuations: first

the initial perturbation and second the screening as the response to that. By

assuming all particles in plasma as test particles, we can write Gauss’ law as:

∇ · δE = 4π
X
β

(
δnβ

t qβ + qβnβ

Z
d3v δfβ


(4.18)

where δnβ
t =

R
d3v δfβ

t are the density fluctuations corresponding to initial
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perturbation and the second term corresponding to screening process. Since

all particles take part in screening of all other particles, we split fluctuations

in phase space for α particles to two parts:

δfα = δfα
1 + δfα

2 (4.19)

The first part is the perturbation of α particle density distribution that

describes polarization of the plasma in response to test particle of type α. The

second part is related to the polarization of α type particles in response to test

particles of type β(6= α). Linearized Vlasov equation for α species, equation

(4.15) can be split into two parts:

∂δfα
1

∂t
+ v · ∇rδf

α
1 +

qα
mα

δE1 · ∇vf
α = 0 (4.20)

∂δfα
2

∂t
+ v · ∇rδf

α
2 +

qα
mα

δE2 · ∇vf
α = 0 (4.21)

where δE = δE1 + δE2 are associated field fluctuations. For these field fluctu-

ations, we can write Gauss’ law consistent with the separation that we made.

Now separating α type, Gauss’ equations for two parts can be written as:

∇ · δE1 = 4π
(
δnα

t +
X
β

qβnβ

Z
d3v δfβ

1


(4.22)

∇ · δE2 = 4π
(X
β 6=α

δnβ
t +

X
β

qβnβ

Z
d3v δfβ

2


(4.23)

To solve equations (4.22) and (4.23), we use Fourier transformation in space

and time as:

δfα(k,v, ω) =

Z +∞

−∞
dt eiωt

Z +∞

−∞
d3r e−ik·r δfα(r,v, t) (4.24)

Applying Fourier transformation to equation (4.20) and noting that δE1 =
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−∇Φ1, we have:

(
k · v − ω


δfα

1 =
qα
mα

Φ1

(
k · ∇vf

α


(4.25)

Solving for δfα
1 :

δfα
1 = − qα

mα

1

ω − k · v + iη
k · ∇vf

α Φ1(k, ω) (4.26)

where imaginary part with small η in denominator is used to avoid singularity

at ω = k · v. The plasma susceptibility χα(k, ω) is defined as:

χα(k, ω) =
ω2
pα

k2

Z
d3v

1

ω − k · v + iη
k · ∇vf

α (4.27)

where ω2
pα = 4πq2αnα

mα
is plasma frequency. Multiplying equation (4.26) by qαnα

and integration over velocity, we can write:

qα δnα
1 = nαqα

Z
d3v δfα

1 = − k2

4π
χα(k, ω) Φ1(k, ω) (4.28)

Using this equation to find potential, we apply Fourier transformation to

equation (4.22):

k2 Φ1(k, ω) = 4π
(
qα δnα

t −
X
β

k2

4π
χβ Φ1(k, ω)


(4.29)

to find:

Φ1(k, ω) =
4πqα δnα

t

k2
(
1 +

P
β χ

β
 (4.30)

Substitution of potential from equation (4.28) and using the relationship be-

tween dielectric response function and susceptibility (k, ω) = 1+
P

β χ
β(k, ω)

we find:

δnα
1 = −χα(k, ω)

(k, ω)
δnα

t (4.31)
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Finding δnα
2 follows similar steps, using equations (4.21) and (4.23) instead

to find:

δnα
2 = − k2

4π
χα(k, ω) Φ2(k, ω) (4.32)

and:

Φ2(k, ω) =
4πqα

P
β 6=α qβ δnβ

t

k2(k, ω)
(4.33)

resulting to:

δnα
2 = −χα(k, ω)

(k, ω)

X
β 6=α

qβ
qα

δnβ
t (4.34)

Total fluctuations are sum of all fluctuations δnα = δnα
t +δnα

1 +δnα
2 , leading

to:

δnα =
(
1− χα(k, ω)

(k, ω)


δnα

t − χα(k, ω)

(k, ω)

X
β 6=α

qβ
qα

δnβ
t (4.35)

Our goal is to find electron density fluctuation correlation function:


|δne(k, ω))|2


=

1− χe(k, ω)

(k, ω)

2|δne
t (k, ω)|2


+

χe(k, ω)

(k, ω)

2X
β 6=α

Z2
β


|δnβ

t (k, ω)|2
 (4.36)

By calculating

δfα

t (r,v, t)δf
β
t (r

0,v0, t0)

and applying Fourier transforma-

tion, it is found:


|δnα

t (k, ω))|2

= 2π

Z
d3v δ(ω − k · v) fα(v) =

2π

k
n0α f

α
(v = ω/k) (4.37)

as the test particles are uncorrelated except for autocorrelations of the same

particle at different positions and times. Therefore, by substitution in equation

(4.38):
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S(k, ω) =


|δne(k, ω))|2


n0e

=
2π

k

1− χe(k, ω)

(k, ω)

2 f e
(v = ω/k)

+
2π

k

χe(k, ω)

(k, ω)

2 X
β 6=α

Z2
β f

β
(v = ω/k)

(4.38)

Equation (4.38) defines dynamic form factor, that is an important part of

the Thomson Scattering cross section in equation (2.51).

4.3 Maxwellian Plasma and Plasma Dispersion

Function

When plasma is in thermal equilibrium and obeys the classical statistics, the

velocity distribution is given by the Maxwellian:

fM
α (v) =

 mα

2πTα

3/2

exp
(
−mv2

2Tα


(4.39)

furthermore, x-axis is chosen as the direction of the wave vector k = k bx.
Starting from dielectric response function:

χα(k, ω) =
ω2
pα

k2

Z
d3v

1

ω − k · v + iη
k · ∇vf

M
α (4.40)

we have:

χα(k, ω) =
k2
D

k2

r
mα

2πTα

Z ∞

−∞
dvx

−kvx
ω − kvx + iη

exp(−mαv
2
x

2Tα

) (4.41)

Introducing parameters w = vx/v
α
th and ξα = ω/kvαth, where vαth =

q
Tα

mα
is

the mean thermal speed of the species α, equation (4.41) can be modified as:
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χα(k, ξ) =
k2
D

k2

1√
2π

Z ∞

−∞
dw

−w

ξ − w + iη
e−w2/2 (4.42)

This is a well defined function in the upper half of the complex plane (η > 0).

Therefore, the contour of w integration in the complex plane can be changed

in such a way that ξ remains above the path [37]. The W function defined as:

W (ξ) =
1√
2π

Z
c

dw
w

ξ − w
e−w2/2 (4.43)

satisfies differential equation:

dW

dξ
=

1
ξ
− ξ


W − 1

ξ
(4.44)

with boundary condition W (0) = 1. W (ξ) is related to the plasma dispersion

function Z(x) as:

W (x) = 1 +
x√
2
Z(

x√
2
) = −Z 0(

x√
2
) /2 (4.45)

where:

Z(x) ≡ 1√
π

Z +∞

−∞
dt

e−t2

x− t
(4.46)

which satisfies:

Z 0(x) =
d Z(x)

dx
= −2

(
1 + xZ(x)


(4.47)

Solving equation (4.44) or evaluating integral(4.46) and using (4.45) are

equivalent. To solve either, the following identity for real variable x should be

substituted in respective equations:

1

x− t
= i

Z ∞

0

dy e−i(x−t)y (4.48)

Changing the order of integration and noting that
R∞
0

dy e−y2 =
√
π/2, leads
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to:

W (ξ) = 1− ξ e−ξ2/2

Z ξ

0

dy e−y2 + i

r
π

2
ξ e−ξ2/2 (4.49)

and

Z(x) = i
√
π e−x2 − 2 e−x2

Z x

0

et
2

dt (4.50)

Using the error function (erf), and imaginary error function (erfi) defined as:

erf(y) =
2√
π

Z y

0

e−t2dt (4.51)

and

erfi(y) = −i erf(ix) =
2√
π

Z y

0

et
2

dt (4.52)

equations (4.49) and (4.50) can be expressed as:

W (ξ) = 1−
√
π

2
ξ e−ξ2/2

(
erfi(ξ)− i

√
2


(4.53)

Z(x) = i
√
πe−x2(

1 + erfi(x)


(4.54)

Substitution of equation (4.43) into equation (4.42) and using equation

(4.53) for electrons and ions, susceptibilities in term of real (<W ) and imaginary

(=W ) part of W are respectively:

χe(k, ω) = α2
(
<W (xe) + i =W (xe)


(4.55)

and

χi(k, ω) = α2 ZTe

Ti

(
<W (xi) + i =W (xi)


(4.56)

where Te and Ti are electron and ion temperatures, Z is the atomic number of

ion, xα = ω√
2kvαth

and W (x) is defined as:
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Figure 4.1: Real and imaginary parts of W as a function of x

W (x) = 1− 2x e−x2

Z x

0

e−t2dt+ i
√
πx e−x2

(4.57)

In figure 4.1, the real and imaginary parts of equation (4.57) are shown.

Now, the form factor S(k, ω) can be written as [10]:

S(k, ω) =
2
√
π

kveth

Ae + Ai

||2


(4.58)

where:

Ae = e−xe
2
n

1 + α2 ZTe

Ti

<W (xi)
2

+

α2 ZTe

Ti

=W (xi)
2o

(4.59)

and

Ai = Z

r
mi Te

me Ti

e−xi
2
n

α2 <W (xe)
2

+

α2 =W (xe)

2o
(4.60)

are electron and ion components respectively and:
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Figure 4.2: Effect of variation of α on S(xe)

||2 =
n
1 + α2


<W (xe) +

ZTe

Ti

<W (xi)
o2

+
n
α2


=W (xe) +

ZTe

Ti

=W (xi)
o2

(4.61)

4.4 Electron Plasma and Ion-acoustic Waves

Two parameters that determine whether resonances happen in S(k, ω) are α =

1/kλD and ZTe/Ti.

Using equation (4.58), collective and non-collective scattering regimes can

be distinguished. As discussed in section 2.2, in non-collective scattering α  1.

Applying the limit α → 0 to equations (4.59), (4.60) and (4.61) results in

Ae → e−xe
2
, Ai → 0 and ||2 → 1 respectively. Therefore, S(k, ω) →

√
2π

kveth
e−xe

2

which is a Gaussian function representing electron thermal motion.

As already discussed in the derivation of form factor in section 2.2, Ae =
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Figure 4.3: Effect of variation of α < 1 on S(xe) and ion-acoustic waves

e−xe
2
is only due to free electrons. This, in fact means that there is no collective

response and the scattering is from individual electrons. On the other hand,

α ≥ 1 implies that collective effects are important. As seen in figure 4.2,

increase in α results in the appearance of resonances. Figures 4.2 to 4.5 are all

plotted for scattering angle θ = 60◦, , for Te/Ti = 5 and 4
2He2+ (Z = 2 and

A = 4) ions by varying α.

Figure 4.3 shows the resonances due to ion-acoustic fluctuations and figure

4.4 shows that as the result of increase in α, ion-acoustic waves become more

prominent. The same effect is seen in Langmuir fluctuations in figure 4.5.

For ZTe/Ti < 1 the scattering is primarily due to the electrons screening

ions and therefore reflects ion velocity distribution. As seen in figure 4.6, which

is plotted for α = 4, ion-acoustic components become more marked as ZTe/Ti

increases.

For high frequencies xi  1, the ion component is negligible. To find

resonance frequencies, roots of the real part of dielectric function must be
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Figure 4.4: Effect of variation of α ≥ 1 on S(xe) ion-acoustic waves

Figure 4.5: Effect of variation of α ≥ 1 on S(xe) for Langmuir waves
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Figure 4.6: Effect of variation of Z Te/Ti on S(xe) for α = 4

found. The imaginary part is related to damping.

Considering that real part of equation (4.45) for x < 1 can be represented

as an asymptotic series [38]:

<Z(x) ’ −1

x


1 +

1

2 x2
+

3

4 x4
+ · · ·


(4.62)

Using equation (4.46) and keeping three terms of expansion:

< = 1 + <χe ’ 1−
ω2
pe

ω2


1 +

3

x2
e


= 0 (4.63)

Which results in Bohm-Gross relation for longitudinal electron plasma waves

[10]:

ω2 = ω2
pe + 3 k2 veth

2 (4.64)

Therefore in collective regime, Langmuir waves are observed at ω ’ ωpe.

In the limit of low frequencies ω  ωpi, factor
ZTe

Ti
determines the scattering

pattern. When ZTe

Ti
< 1, ion component is dominant and the scattering pattern
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reflects ion distribution function. As this factor increases, the ion-acoustic

resonance becomes more prominent. In general, ion-acoustic waves are strongly

damped unless ZTe

Ti
 1.

The electron plasma waves can be used in measurement of electron den-

sity and electron temperatures in some regimes, while ion-acoustic waves can

provide measurements of electron and ion temperatures [10].
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Chapter 5

Results

The dynamic form factor S(k, ω) for a Maxwellian plasma, has been derived

in Section 4.3 as (4.58). This, alongside (4.59), (4.60) and (4.61) and condi-

tions (2.27) and (2.28) describe the form factor completely. The correlation

function of the incident wave was also derived as (3.23). Now that S(k, ω) and

CG
EE∗(k, ω) are known, the convolution (2.52) can be calculated.

It is important to note that k and ω are calculated inside plasma. The

frequencies inside and outside the plasma are the same, however the wave

vectors kio and kso outside the plasma are related to ki and ks inside (used in

equation (2.28)) as:

k io, so =

r
k2

i, s + (
ωp

2

c2
) (5.1)

and through dispersion relation

ω i, s = k io, so c (5.2)

For electromagnetic wave to propagate, wave number ki must be real. From

equation (5.1):

ki =
q

ω2
i − ω2

p /c (5.3)

meaning for ω2
i > ω2

p wave can propagates inside plasma.
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However, the direction of the k vectors remain the same, meaning that

scattering angle θ is constant and from equation (2.28):

k2 = k2
i + k2

s − 2 ki ks cos θ (5.4)

Furthermore, due to dispersion relations, only one of three parameters kz,

k⊥ and ω is independent.

The assumption that plasma is collisionsless is only valid when the col-

lisional mean free path (λei) is much larger than the scattering wavelength

(λ = 2 ∗ pi / k) i.e λei/λ  1. For electron-ion collisions, mean free path is

related to electron collision time (τe) and electron thermal velocity (veth) as:

λei = τe v
e
th (5.5)

The main challenge in the calculation of convolution S ∗C is the numerical

difficulty in evaluation of multiple integrals. Due to the fact that there exist

four integration, discretization leads to a large number of multiplications.

Therefore, to reduce the number of independent parameters,two limits for

correlation function CG
EE∗(k, ω) are considered, corresponding to partial spatial

and partial temporal coherence of the probe. For each limit, two examples

are presented. In this work the calculations and graphs are performed using

MATLAB.

5.1 Partial Temporal Coherence

The first limit is the probe with very large correlation length, a0 → ∞. Using

the identity:
1√
2π

lim
a→∞

a exp
(
− 1

2
a2x2


= δ(x) (5.6)
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Figure 5.1: Scattering coordinates in limit a0 → ∞

leads to:

CG
s (k

0, ω0) = lim
a0→∞

CG
EE∗(k0, ω0)

= (2π)7/220τ0 δ(k
0
z −

ω0

vg
+

a20k
02
⊥

2LR

) δ(k0
⊥) exp

(
− 1

2
τ 20ω

02 (5.7)

Equation (5.7) describes the properties of the probe in the limit of a plane

wave. Delta function δ(k0
⊥) indicates no perpendicular component in k-vector

of the incident wave, meaning that incident wave propagates parallel to z-axis.

However, pump can be incoherent in time and display frequency range char-

acterized by 1/τ0, where τ0 is the coherence time. Due to dispersion relation

of the pump, ω0 and k0
z are related as ω0 = k0

z vg, which is satisfied by delta

function δ(k0
z − ω0

vg
).

Figure 5.1 illustrates probe mean wave number k0, for an scattered fre-

quency ωs, corresponding to ks. δk0 indicates modification in kz, while k⊥ re-

mains constant. The convolution means scattered power at ωs, is the weighed

sum of contributions from a range of k-vectors. The k-vectors are confined to

54



a plane rather than three dimensions and the correlation function has only one

independent variable.

Substitution of equation (5.7) in equation (2.52) leads to:

S ∗ CG
s (k, ω) =

(2π)7/220τ0

Z
d3k0

(2π)3

Z
dω0

2π
δ(k0

z −
ω0

vg
+

a20k
02
⊥

2LR

) δ(k0
⊥) S(k− k0, ω − ω0) exp(−1

2
τ 20ω

02)

(5.8)

Integration over d2k0
⊥ means replacing k0

⊥ = 0:

S∗CG
s (kz, k⊥, ω) =

(2π)7/220τ0

Z
dk0

z

(2π)3

Z
dω0

2π
S(kz − k0

z, k⊥, ω − ω0) δ(k0
z −

ω0

vg
) exp(−1

2
τ 20ω

02)

(5.9)

Furthermore, integration over dk0
z means replacing k0

z = ω0/vg:

S ∗ CG
s (kz,k⊥, ω) =

(2π)1/220τ0

Z
dω0

2π
S(kz − ω0/vg, k⊥, ω − ω0) exp(−1

2
τ 20ω

02)

(5.10)

So the only integration left is over ω0, which is significantly less complicated

than four integrals involved in the original correlation function. The important

factor in the outcome of calculation in (5.10) is parameter τ0 of the probe. This

correlation time can be also interpreted as the duration of a probe pulse.

One interesting case is the limit τ0 → ∞, meaning the probe is perfectly

coherent (spatially and temporally). Using identity (5.6) and calculation of

integral in equation (5.10) leads to:

S ∗ C = 20 S(k, ω) (5.11)
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And the scattered power results in the well-known Thomson scattering cross

section. Hence, the effect of correlation function is understood by the compar-

ison of the results of (5.10) and (5.11). The decrease of τ0 in equation (5.10),

broadens the exponential term in frequency space, making its effect more promi-

nent comparing to S.

As an example, parameters are chosen similar to ones used in experiments

by C. Rousseaux et al. [39] and [40]. Although unlike our model, in both exper-

iments, plasma waves have been stimulated by Raman scattering [40] or Raman

and Brillouin scattering [39]. Plasma properties and scattering parameters are

listed in tables 5.1 and 5.2 respectively. Value of α depends on scattered wave-

length, the value provided in in table (5.2) is calculated for λs = λi to provide

an indicator for scattering regime. Assumption of collisionless plasma is valid

as λei/λ  1.

The ion-acoustic waves and electron plasma waves are shown in figures (5.2)

and (5.3) respectively. In these figures, ωpe S(k, ω) are shown as the function

of λs, the scattered wavelength. These figures are equivalent to (5.11) and are

the reference for comparison for examples 1 and 2. For this parameters, we

will consider two values for τ0 as 3× 10−12 (s) for example 1 and 5× 10−14 (s)

for example 2 and investigate the effect on ion-acoustic and Langmuir waves

separately.

Table 5.1: Plasma properties for examples 1 and 2

A Z ne (cm−3) Te (eV) Ti (eV) λd (nm) ωp (rad/s)

4 2 1019 300 50 40.69 1.8× 1014

Table 5.2: Scattering parameters for examples 1 and 2

λi (nm) ωi (rad/s) θ α (λs = λi) λei/λ
353 5.33× 1015 63◦ 1.32 281.44
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Figure 5.2: Ion-acoustic waves, plasma and scattering parameters listed in
tables 5.1 and 5.2

Figure 5.3: Electron plasma waves, plasma and scattering parameters listed in
tables 5.1 and 5.2
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Figure 5.4: Example 1 - Probe correlation function

5.1.1 Example 1: τ0 = 3× 10−12 s

For the first example, we consider the correlation time τ0 = 3 ps. The correla-

tion function C(ω0) is as pictured in figure 5.4. Considering the width of C(ω0)

∼ 2× 1012 s−1, we expect to mainly see the effect in ion acoustic waves.

The convolution for ion-acoustic waves is shown in figure 5.5 and compared

to S(k, ω) in figure 5.6. As expected, broadening and decrease in peak of ion

acoustic waves are apparent. Meanwhile, the effects on electron plasma waves

are negligible.
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Figure 5.5: Example 1 - Convolution for ion-acoustic waves

Figure 5.6: Example 1 - Convolution for ion-acoustic waves compared to S(k, ω)
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Figure 5.7: Example 2 - Probe correlation function

5.1.2 Example 2: τ0 = 5× 10−14 s

To observe any effect on electron plasma waves, we consider a less coherent

probe, i.e. smaller τ0. Taking τ0 = 5 × 10−14 s, correlation function in figure

5.7 is much broader in ω0 space. As seen in figure 5.8, ion-acoustic waves

disappear. Unlike example 1, electron plasma waves are also affected as shown

in figures 5.9 and 5.10.
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Figure 5.8: Example 2 - Convolution for ion-acoustic waves

Figure 5.9: Example 2 - Convolution for electron plasma wave (R)
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Figure 5.10: Example 2 - Convolution for electron plasma wave (L)

5.1.3 Deconvolution and Recovery of Ion Acoustic Waves

If τ0 is sufficiently small, such as case of Example 2, Gaussian correlation func-

tion dominates and ion acoustic resonances disappear. In this case, we can use

a mathematical process of deconvolution to recover ion acoustic waves. This

deconvolution method is widely used in many scientific fields, specially in signal

and image processing.

The basis of the deconvolution is convolution theorem. For two functions

f(t) and g(t) we have:

f(t) = F−1
h
F (ν)

i
=

Z +∞

−∞
F (ν) e2πiνt dν (5.12)

g(t) = F−1
h
G(ν)

i
=

Z +∞

−∞
G(ν) e2πiνt dν (5.13)

where F−1 denotes inverse Fourier transformation. The convolution is:
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f ∗ g =

Z +∞

−∞
g(t0) f(t− t0) dt0 (5.14)

Applying equations (5.12) and (5.13) leads to:

f ∗ g =

Z +∞

−∞
g(t0) dt0

Z ∞

−∞
F (ν) e2πiν(t−t0) dν (5.15)

Reversing the order of integration results in:

f ∗ g =

Z +∞

−∞
F (ν) e2πiνt dν

Z +∞

−∞
g(t0) e−2πiνt0 dt0 (5.16)

which leads to:

f ∗ g =

Z +∞

−∞
F (ν) G(ν) e2πiνt dν = F−1

h
F (ν)G(ν)

i
(5.17)

Applying Fourier transform to both sides leads to convolution theorem::

F
h
F ∗G

i
= F

h
F
i
· F

h
G
i

(5.18)

This means, convolution in frequency domain is multiplication in time do-

main and vice versa. Therefore, by using Fourier transformation on convoluted

function and one of the functions, one should be able to deduct the other

function as:

f = F−1


F [f ∗ g]

F [g]


(5.19)

Therefore, by applying Fourier transform to correlation function and scat-

tered spectrum, ion acoustic waves can be recovered. Using this method on ion

acoustic waves on example 2, figure 5.8, ion acoustic waves were successfully

recovered as figure 5.2.
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Figure 5.11: Scattering coordinates in limit τ0 → ∞

5.2 Partial Spacial Coherence

The second limit corresponds to very long correlation time, τ0 → ∞. Using

identity (5.6) leads to:

lim
τ0→∞

CG
EE∗(k0, ω0) = (2π)320a

2
0 δ(k

0
z −

ω0

vg
+

a20k
02
⊥

2LR

) δ(ω0) exp(−1

2
a20k

02
⊥) (5.20)

The delta function δ(ω0) in equation (5.20) essentially means that the probe

is monochromatic. As seen in figure 5.11, this means that the only change is

in the direction of k0; therefore the k-vector sweeps part of a sphere with

radius k0. The other delta function, δ(k0 +
a20k

02
⊥

2LR
) is consistent with paraxial

approximation and corresponds to k0 = constant.

Equation (5.20) is then substituted in equation (2.52):
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S ∗ CG
t (k, ω) =

(2π)320a
2
0

R
d3k0

(2π)3

R
dω0

2π
S(k− k0, ω − ω0) δ(k0

z − ω0

vg
+

a20k
02
⊥

2LR
) δ(ω) exp(−1

2
a20k

02
⊥)

Integration over ω0 means replacing ω0 = 0:

S ∗ CG
t (k,ω) =

(2π)320a
2
0

Z
d3k0

(2π)
S(k− k0, ω) δ(k0

z +
a20k

02
⊥

2LR

) exp(−1

2
a20k

02
⊥)

(5.21)

Integration over k0
z replaces k0

z = −a20k
02
⊥

2LR
leading to two dimensional integral:

S ∗ CG
t (kz, k⊥, ω) =

(2π)−120a
2
0

Z
d2k0

⊥ S(kz +
a20k

02
⊥

2LR

,k⊥ − k0
⊥, ω) exp(−

1

2
a20k

02
⊥)

Table 5.3: Plasma properties for examples 3 and 4

A Z ne (cm
−3) Te (eV ) Ti (eV ) λd (nm) ωp (rad/s)

190 50 1022 1000 1000 2.35 5.6× 1015

Table 5.4: Scattering parameters for examples 3 and 4

λi (nm) ωi (rad/s) θ α (λs = λi) λei/λ
1.6 1.18× 1018 5◦ 1.24 34.45

For Example 3 and 4, we consider a plasma and pump with properities

listed in tables 5.3 and 5.4 respectively, varying a0 as a0 = 1.7 × 10−7 m and

a0 = 1.7×10−8 m. Plasma can be considered collsionless as λei/λ  1. This is

an example of x-ray laser beam that is Thomson scattered from dense plasma.

Such a plasma is opaque to visible radiation and x-ray pulse generated by free

electron lacks transverse (spatial) coherence [41]. The ion-acoustic waves and
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Figure 5.12: Ion acoustic waves, scattering with parameters listed in tables 5.3
and 5.4

electron plasma waves for these parameters are seen in figures 5.12 and 5.13

respectively.

5.2.1 Example 3: a0 = 1.7× 10−7 m

The correlation function is two dimensional as seen in figure 5.14. The convo-

lution for ion acoustic waves are seen in figure 5.15. Figures 5.16 and 5.17 show

the broadening effect for each ion acoustic wave more accurately. For electron

plasma waves no change is observed.
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Figure 5.13: Electron plasma waves, scattering with parameters listed in tables
5.3 and 5.4

Figure 5.14: Example 3 - Probe correlation function
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Figure 5.15: Example 3 - Convolution for ion-acoustic waves

Figure 5.16: Example 3 - Convolution for ion-acoustic wave (L)
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Figure 5.17: Example 3 - Convolution for ion-acoustic wave (R)

5.2.2 Example 4: a0 = 1.7× 10−8 m

Since a0 is smaller than value for example 3, the correlation function in figure

5.18 is broader.

Ion acoustic waves are shown in figure 5.19 and separately in figures 5.20

and 5.21. Electron plasma waves are as well affected as shown in 5.22 and 5.23.
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Figure 5.18: Example 4 - Probe correlation function

Figure 5.19: Example 4 - Convolution for ion acoustic waves
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Figure 5.20: Example 4 - Convolution for ion acoustic wave (L)

Figure 5.21: Example 4 - Convolution for ion acoustic wave (R)
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Figure 5.22: Example 4 - Convolution for electron plasma wave (L)

Figure 5.23: Example 4 - Convolution for electron plasma wave (R)
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Chapter 6

Summary and Conclusions

In Chapter 2, using basic electromagnetic theory we discussed fundamentals

of Thomson Scattering. Starting from a single charge Doppler shift is then

explained. Dynamic form factor S(k, ω) and probe correlation function are

then related to the scattering power.

In Chapter 3, correlation function, temporal and spatial coherence are re-

viewed. Then using paraxial wave approximation, Gaussian correlation func-

tion CG
EE∗(k, ω) is calculated.

In Chapter 4, dressed test particle method is used to establish relationship

between dynamic form factor and plasma susceptibility. Dynamic form factor

is then derived for a plasma with Maxwellian velocity distribution. Ion acoustic

and electron plasma waves are discussed for different parameters.

Using derived functions, two limiting cases for partial coherence are dis-

cussed in Chapter 5. First case being spatial coherence characterized by very

large coherence length (a0 → ∞) but finite coherence time (τ0) or a non

monochromatic probe. In this case, problem is reduced to a one dimensional

convolution. Then using convolution theorem, a method is proposed to recover

ion acoustic wave spectra.

Second case discussed was of a monochromatic probe (temporal coherence),

with finite coherence length. The calculations were involved with a two dimen-
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sional integral.

For each case, MATLAB programs were developed to calculate the scattered

power spectrum. To show the results, two examples were provided for each

case. As expected, the effect of probe incoherence was seen as broadening in

both ion acoustic and electron plasma waves. The less coherent the probe

(smaller τ0 or a0), the more prominent the effect of broadening. This can be

seen by comparing Example 1 with Example 2 and Example 3 with Example

4. Predictably, the lower frequency resonances corresponding to ion acoustic

waves are more prone to effects of probe partial incoherence, as in Example 1

and Example 3, they are broadened while electron plasma waves are unaffected.

Also, as expected the peaks move toward the center due to range of probe

wavelength.

The models proposed are capable of detecting the effect of spatial and tem-

poral partial coherence for any plasma and probe parameters. However, dis-

cretization parameters must be adjusted to suit the particular parameters.

The plasma modeled was homogeneous with no temperature ingredient and

velocity distribution was considered Maxwellian. Also in deconvolution, the

effects of any noise was disregarded. As suggestion to future improvement in

the model, partial temporal and spatial coherence may be combined, rather

than considering only one type of partial coherence. Furthermore, plasma

may be considered magnetized. Also, this model was inspired by experimental

observations, but actual comparison with experimental data was not made.

Therefore, future work could involve comparison of the results from this model

with experimental data.
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