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ABSTRACT

University of Alberta

Ruchith Dissanayake

The thesis consists of three essays on the link between asset prices and economic

fluctuations. In Chapter 2 , I explore asset pricing implications and macroeconomic

dynamics of government spending shocks. I introduce a novel exogenous measure of

government spending shocks using financial data. Although consumption and invest-

ment decrease in the long run, fiscal shocks cause contemporaneously low marginal

utility states. Assets with high sensitivity to government spending shocks earn signif-

icantly higher expected returns, on average, compared to assets with low sensitivity

to government spending shocks. I show that the government spending shocks dispro-

portionately worsen the value of growth opportunities relative to the value of existing

assets. I develop a dynamic stochastic general equilibrium model to explain these

insights.

In Chapter 3 , I use financial data to measure trade induced productivity change

and assess its effects on macroeconomic dynamics and equity returns. I find that

trade induced productivity leads to high marginal wealth states since, in short-run,

economy reallocates resources from consumption towards exports and investment.

Assets with high sensitivity to the shock have lower expected returns since they deliver
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high returns when consumption is dear for investors. The negative risk premium is

stronger within larger firms and high investment firms. In addition, I show that trade

induced productivity contributes to economic growth, especially in the case of limited

foreign import competition.

In Chapter 4 , we study how investment-specific technology shocks are priced in

a large cross section of stocks from 33 countries. The investment premium is gen-

erally negative and often significant in developed countries with greater access to

capital, better financial institutions, and higher product market competition, while

it is largely insignificant or sometimes even significantly positive in emerging markets

with opposite characteristics. The investment premium is related to, but not sub-

sumed in, the value premium. Our results underscore the importance of economic

development and allocative efficiency in the pricing of technological advances, and

help reconcile the conflicting existing evidence from the U.S. market with different

sample periods.
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CHAPTER 1

Introduction

In order to value an asset, investors account for the delay and the risk of its cashflows.

The correction for risk is the more import, and also the more challenging and inter-

esting determinant of the asset value. The risk correction to asset prices is driven by

the covariance of asset payoffs with household’s marginal utility of wealth. In this

essay, I show that news shocks to government spending, trade induced productivity

change, and investment-specific technological innovations have a direct effect on the

household’s marginal utility and examine how these shocks affect the cross section of

firms.

In Chapter 2 , I examine how news shocks regarding future government spending

affect asset prices and study their macroeconomic dynamics. I introduce a novel

exogenous measure of news shocks to government spending that is available at a higher

frequency, thus appropriate for asset pricing. The novel measure has a correlation

of approximately 0.58 with one quarter ahead change in per capita real government

spending. Asset pricing tests show that stocks with high sensitivity to government

spending shocks earn significantly higher expected returns since they deliver high

returns when marginal value of consumption is low for the investors. The quarterly

return on the long-short portfolio quintiles sorted on the exposure to the government

spending shock is approximately 1.67 percent. The empirical evidence is consistent

with government spending shocks causing contemporaneously low marginal wealth

states. I also find that growth firms, firms that derive most their value from growth
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opportunities, have lower sensitivity to the government spending shock, compared to

value firms, firms that derive most of their value of assets in place. Thus I am able

to provide a risk based justification for the well documented value premium puzzle.

I formalize the key empirical findings in a two-sector real business cycle model.

In Chapter 3 , I examine how trade induced productivity change affect asset prices

and study their macroeconomic dynamics. Difficulty in identifying a valid instrument

for exporting has limited researchers the capability to quantify the implications relat-

ing firm access to foreign markets. I show that financial data can be used to measure

trade induced productivity change. The sizable innovations in the novel measure cap-

ture trade negotiations such as the discussions that lead to the North American Free

Trade Agreement (NAFTA), which reduced trade barriers and costs for many firms in

the tradable goods sector. Asset pricing tests show that trade induced productivity

shocks carry a robust negative risk premium. Assets with high sensitivity to the trade

induced productivity shock have lower returns since they deliver high returns when

consumption is dear for investors. The annualized return for the long-short portfolio

deciles sorted on the exposure to the trade induced productivity shock is approxi-

mately −6.7 percent. I find that the negative risk premium is stronger within larger

firms and high investment firms relative to smaller firms and low investment firms.

I present a simple two-sector real business cycle model that formalizes the intuition

and details the mechanism through which trade induced productivity shocks impact

asset returns.

Chapter 4 examines the pricing of investment-specific technological (IST ) innova-

tions in a large cross section of stocks from 33 countries. IST shocks are technological

innovations which affect consumption only through the formation of new capital stock.
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Although real investment affects the households’ marginal utility of consumption, and

hence their pricing of claims to the firms’ cashflows, researchers debate on the implied

pricing relation. We examine the pricing of IST innovations by expanding the cross

section of economies to seek heterogeneity in economic stages. We find a spectrum

of risk premiums ranging in both magnitude and sign, with more prevalence on the

negative side. We focus on identifying the determinants of the IST-shock pricing,

especially between the developed and emerging economies. We document that access

to capital, access to financial institutions, and product market competition are the

three main drivers of IST -shock pricing. We also find that the IST effect is associated

with, but not subsumed in, the global value effect.
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CHAPTER 2

Government Spending Shocks and Asset Prices

2.1. Introduction

The global financial crisis, the European debt crisis and the recent presidential elec-

tion have ignited a passionate debate on the effects of government spending, and in

particular, the implications of fiscal stimulus packages. Although there is substantial

macroeconomic literature that analyses the implications of government spending on

the economy, literature remains divided on key issues. Difficulty in identifying an ex-

ogenous measure of unanticipated government spending shocks remains the primary

challenge limiting the progress on this subject. Endogeneity and predictability elimi-

nate the application of innovations to real government spending as an approximation

of fiscal shocks. In addition, there is a paucity of research that examines the effects

of government spending shocks on asset returns. The focus of this paper is to fill this

gap in the literature.

The goal of this paper is to analyze the implications of government spending shocks

on asset prices and study their macroeconomic dynamics.1 The proposed measure is

the returns to the portfolio long firms that contribute most of their final value to

the government sector (henceforth, GOVT sector) minus firms that contribute most

of their final value to the private sector (henceforth, PRIV sector), the returns to

the GMP portfolio. Given that defense spending is the most plausible exogenous

1This article refers to news shocks to government spending as government spending shocks for
convenience.
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portion of the government spending, I restrict the GOVT sector to industries with a

defence focus. Changes to non-defence spending such as education and infrastructure

spending are partly in response to economic conditions.2 In addition, majority of

the discretionary government spending is allocated to defence related expenditure.

For example, in 2015, approximately 53.7 percent of the $1.11 trillion dollars of the

discretionary spending was allocated towards military expenditure.3 This implies

that variations in defence spending represent important deviations in exogenous fiscal

policy decisions. In addition, I restrict the PRIV sector to industries that contribute

most of their output to household consumption to eliminate the possibility of the

novel measure capturing investment-specific and trade-induced technological change.

The GMP portfolio returns coincide with major defence news events published

in news sources such as the Businessweek and the New York Times. Asset pricing

tests show that government spending shocks carry a positive risk premium. The an-

nualized return on long-short portfolio deciles sorted on the exposure to the spending

shock is approximately 6.7 percent for post-WWII time period. The cross sectional

factor premium for the GMP return spread is approximately 9.1 percent controlling

for Carhart (1997) four factors. The positive risk premium is consistent with govern-

ment spending shocks causing low marginal utility states in the short-run. Assets with

high exposure to the government spending shock are riskier to hold since they appre-

ciate during low marginal utility states. Investors require compensation for holding

2Ramey (2011a) points out that some of the non-defence spending such as education expenditure is
largely driven by demographic changes in the U.S. Demographic changes have many effects on the
economy that are unrelated to government spending shocks. To ensure exogeneity in spending, I
restrict GOV T to industries that contribute to defence spending.
3Discretionary spending refers to the portion of the fiscal budget that is decided by the U.S. Congress
through the annual appropriations process each year. Other discretionary spending includes, but
not limited to, education (6.3 percent), medicare (5.9 percent), science (3.5 percent), and veteran
benefits (5.9 percent).
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assets that co-move positively with the spending shock in the form of lower prices,

or equivalently, higher expected returns. I show that the risk premium is robust to

the inclusion of commonly used risk factors in empirical asset pricing literature such

as the Carhart (1997) four factors and the Fama and French (2015) five-factors. I

formalize these insights in a two-sector real business cycle (RBC ) model subject to

government spending shocks, in which consumption and asset prices are endogenously

determined.

The fiscal policy literature has emphasized the importance of correct identification

of government spending shocks. In this paper, I provide ample evidence that a posi-

tive shock to the GMP portfolio returns predicts future per capita real government

spending. I find that non-residential investment and, to a lesser extent, durable-

consumption increase on impact but decrease in the long run following a positive

fiscal shock.4 The sign of the risk premium is informative as to whether government

spending shocks cause contemporaneously high or low marginal utility states. The

positive premium is consistent with government spending shocks causing contempo-

raneously low marginal utility states. Assets with high exposure to the government

spending shock are riskier to hold as such assets appreciate during low marginal utility

states. Investors require compensation for holding assets that co-move positively with

the government spending shock in the form of lower prices, or equivalently, higher

expected returns. The positive risk premium is robust to the inclusion of commonly

used risk factors in asset pricing such as the Fama and French (1993) three factors

4The increase in consumption is mostly driven by the durable goods portion of consumption. All
forms of consumption decrease in the long run. The temporary increase in consumption disappears
for the post 1980 sample.
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and the Carhart (1997) four factors. In addition, the positive risk premium is ro-

bust across a variety of test assets including the commonly used portfolios sorted on

book-to-market equity and size.

I find that government spending shocks amplify the value premium, the cross

sectional property where value firms outperform growth firms. Value firms, which

derive most of their value from assets in place, have higher sensitivity to the spending

shock in comparison to growth firms, which derive most their value from growth

opportunities.5 An increase in future tax liabilities has a greater impact on cash-

flows than on growth opportunities, hence value firms are more exposed to cash-flow

risk arising from spending shocks compared to growth firms.6 Growth firm profits

accrue much further in the future, thus have lower expose to cash-flow risk arising

from spending shocks. I show that the returns on value firms significantly increase,

whereas the returns on growth firms remain unaffected by the spending shock. Despite

earning lower average returns, households are willing to hold growth stocks since they

have lower exposure to cash-flow risk arising from spending shocks.7 I show that

controlling for the exposure to the government spending shock significantly weakens

the value premium for the post-WWII time period.

I formalize the main empirical findings in a two sector general equilibrium model.

Specifically, the purpose of the model is threefold. Firstly, I show that a positive

government spending shock causes a low marginal wealth state in the short run. The

5It is well known that value firms consistently deliver higher returns than growth firms (see, for e.g.,
Fama and French (1992), and Fama and French (1993)). The capital asset pricing model’s (CAPM)
failure to explain this phenomenon makes the value premium a puzzle.
6I build on Campbell and Vuolteenaho (2004) and Lettau and Wachter (2007) intuition which shows
that value firms co-vary more with the aggregate cash-flows compared to growth firms.
7It is possible that other sources of systematic risk also amplify the value premium. For exam-
ple, Papanikolaou (2011) finds that investment-specific technological shocks contribute to the value
premium.
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combination of correlated news shocks to government consumption and government

investment, and distortionary taxes generate the temporary low marginal wealth state

that is observed in data. The model generates a long term decrease in consumption

observed in data, consistent with the neoclassical literature. Secondly, I show that

the return spread between the GOV T sector and the PRIV sector perfectly captures

news shocks to government spending, formalizing the novel measure. Finally, I show

that a positive news shock to government spending decreases the Tobin’s marginal q,

the marginal value of an additional unit of investment to their replacement cost, in

the PRIV sector.

In addition to the novel asset pricing insights, this paper contributes to the current

fiscal stimulus debate, which has shifted much of the focus in macroeconomics back to

the empirical estimates of government spending multipliers, the ratio of the change

in output to the change in government spending. Ramey (2011b) surveys recent

literature and finds that reasonable estimates of the government spending multipliers

range from 0.8 to 1.5, although estimates could be as low as 0.5 or as high as 2.0.

Using the GMP portfolio returns to approximate government spending shocks, I show

that the estimated output multiplier is 0.85, evaluated after two years.8

The rest of the paper is organized as follows. In section 2.2 , I review the related

literature. Section 2.3 discusses data and introduces the new measure of govern-

ment spending shocks. Section 2.4 discusses the methodology and macroeconomic

dynamics. Section 2.5 quantifies the risk premium associated with the government

spending shock. Section 2.6 introduces the two sector general equilibrium model with

government spending shocks. The section 2.7 concludes.

8I estimate the government spending multiplier as the integral of output response divided by the
integral of government spending response.
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2.2. Background and Related Literature

This paper contributes to the empirical literature that examines the effects of gov-

ernment spending on investment and asset returns. Using the proportion of each

industry’s total output that is purchased by the government sector as a measure of

sensitivity to fiscal policy, Belo, Gala, and Li (2013) find significant industry varia-

tion in average returns conditional on the presidential partisan cycle. In contrast, by

creating a time series aggregate measure, I show that the expected stock returns are

linear in asset betas with respect to unanticipated government spending shocks. Us-

ing seasonally adjusted nondefense government gross investment as a measure, Belo

and Yu (2013) find that government investment in the public sector forecasts high

risk premiums both at the aggregate and firm-level. I show that the returns to the

GMP portfolio significantly forecast future change in real government investment

and government consumption.

In addition, this paper contributes to the theoretical literature examining the as-

sociation between government policies, economic activity, and asset prices. The paper

Croce, Kung, Nguyen, and Schmid (2012) propose a production based model subject

to government expenditure shocks that generate tax risk through the government’s

budget constraint. The authors find that tax distortions have negative effects on the

cost of equity and investment. Gomes, Michaelides, and Polkovnichenko (2013) con-

sider an overlapping generations model with incomplete markets and heterogeneous

agents, where government debt and capital are imperfect substitutes. The authors

find that an increase in government debt increases the riskless rate and decreases

the equity premium. Bretscher, Hsu, and Tamoni (2016) estimate a New-Keynesian

model to explore the impact of level and volatility shocks to government spending on
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the term structure of interest rates and bond risk premia, whereas my real business

cycle (RBC ) model explores the implications of news shocks to government spending

on equity returns. Pastor and Veronesi (2012) analyze the effects of political un-

certainty and impact uncertainty on stock prices, in a theoretical setting, whereas

this study focuses on the effects of exogenous government spending shocks on asset

returns, with perfect information.9

In addition to the contribution to asset pricing literature, this article advances

the empirical fiscal policy literature, which remains divided on key issues. Several

strands of literature assume that government spending is predetermined within the

quarter (Rotemberg and Woodford (1992); Blanchard and Perotti (2002)). Such

literature finds that a positive government spending shock increases output, hours,

real wages, productivity and consumption, consistent with the New Keynesian the-

ory. Literature using Ramey and Shapiro (1998) “war dates” finds that fiscal shocks

increase output and hours while decreasing real wages, consistent with the neoclas-

sical theory (Ramey and Shapiro (1998); Edelberg, Eichenbaum, and Fisher (1999);

Burnside, Eichenbaum, and Fisher (2004)). The key difference between the prede-

termined VAR approach and the “war dates” narrative approach is in the timing of

the shocks (Ramey (2011a)); defence news shocks Granger-cause VAR shocks, which

suggests that the “war dates” narrative accounts for anticipation effects. However,

the defence news narrative is less suitable for asset pricing given that the measure

is available at a low frequency and has lower predictive power in the post-Korean

war sample. The novel measure proposed in this paper is available at a higher fre-

quency and has predictive power in the post-Korean war sample. Mountford and

9Pastor and Veronesi refer to political uncertainty as uncertainty about the change in current govern-
ment policy and impact uncertainty as uncertainty regarding the impact of new government policy
on the profitability of the private sector.
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Uhlig (2009) use sign restrictions on a VAR system and find that an increase in gov-

ernment spending increases output and decreases real wages and investment, more

in accordance with the Neoclassical theory than the new Keynesian theory. Fisher

and Peters (2010) use innovations in average excess returns of the top defence con-

tractors to approximate government spending shocks. However, this measure suffers

from using a limited number of stocks in the mimicking portfolio, which limits the

diversification of firm level idiosyncratic risk unrelated to defence spending. In addi-

tion, the expected returns of the top defence contractors are exposed to other forms

of macroeconomic risk unrelated to fiscal shocks such as investment-specific techno-

logical shocks and trade induced productivity shocks. The novel measure proposed

in this paper redress the concerns in the Fisher and Peters measure.

Finally, my paper contributes to the theoretical literature that examines the effects

of government spending on economic activity. Real business cycle models predict that

an increase in government spending increases labor hours and output, and decreases

real wages and consumption (Aiyagari, Christiano, and Eichenbaum (1992); Baxter

and King (1993)). In contrast, the New Keynesian models which include either labor

market rigidities or rule-of-thumb consumers predict that an increase in government

spending leads to an increase in consumption, labor hours, real wages and productivity

(Rotemberg and Woodford (1992); Devereux, Head, and Lapham (1996); Gali, Lopez-

Salido, and Valles (2007)). By i) introducing correlated news shocks to government

consumption and government investment, and ii) incorporating distortionary taxes, I

show that a positive government spending shock causes a low marginal utility state

in the short run whereas high marginal utility states in the long term.
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2.3. Empirical Evidence

Firms that contribute most of their final output to the government sector appreciate

in value following a government spending shock (Fisher and Peters (2010)). Military

contractors such as Lockheed Martin Corporation and General Dynamics Corporation

benefit from an exogenous increase in government spending relative to firms producing

household consumption goods. Thus, I employ the return spread between the GOV T

sector and the PRIV sector to approximate unanticipated shocks to government

spending. I construct the novel measure using both macroeconomic and financial

data.

2.3.1. Data

Firm Level Data. The stock return data is from New York Stock Exchange (NYSE),

American Stock Exchange (AMEX) and NASDAQ obtained from the Center for Re-

search in Security Prices (CRSP) at the University of Chicago. The quarterly re-

turns are computed using compounded monthly returns. Following Fama and French

(1992), I exclude all financial firms from the sample given the unusually high leverage.

In addition, I eschew financial firms from the sample to eliminate the novel measure

from capturing news relating to bailouts in the financial sector.10

The accounting data is from the COMPUSTAT database. I use screening to

satisfy the standard requirements in finance literature. A firm must have a December

fiscal-year end and at least two years of data to be included in the sample. The

sample includes data from July 1963 to December 2014.

10Most financial bailouts are in reponse to business cycle conditions, thus mostly endogenous.
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The market value of equity (ME) of a firm, the stock price times the number of

shares outstanding, is computed using CRSP data each year at the end of June. Fol-

lowing Fama and French (1993), the book value of equity (BE) of a firm is computed

as the COMPUSTAT book value of stockholder’s equity plus balance sheet deferred

taxes and investment tax credits minus the book value of preferred stock. Depending

on the availability of data, redemption, liquidation, or par value is used to estimate

the book value of preferred stock. The book-to-market equity (BE/ME) of a firm is

the book equity for the fiscal year ending in calendar year t−1 divided by the market

equity at the end of December of t− 1. Negative and zero book values are treated as

missing.

GMP Portfolio Returns. Following Gomes, Kogan, and Yogo (2009) and Pa-

panikolaou (2011), I use the U.S. Department of Commerce’s National Income and

Product Accounts (NIPA) input-output tables to classify industries into PRIV sec-

tor, industries producing goods mostly for private consumption, and GOVT sector,

industries producing goods mostly for government consumption, based on the char-

acteristic of their output.11 I use input-output tables which includes over 370 NAICS

industries. To eliminate endogeneity concerns, I restrict the GOVT sector to indus-

tries with a defence focus.12 I require a minimum five defence firms in a month to

be included in the sample. The time series average of the number firms in the PRIV

sector and the GOVT sector are 1035.1 firms and 23.9 firms, respectively, for the

post-WWII time period.13

11I include both direct and indirect government expenditures as total government expenditures.
12Fisher and Peters (2010) clearly show that a large portion of Boeing’s sales are from commercial
aircraft sales. I find that the results are robust to excluding Boeing from the GMP measure. The
time-series of the GMP return spread excluding Boeing is available upon request.
13The limited number of stocks in the GOV T sector in the earlier part of the time series limits the
diversification of firm level idiosyncratic risk unrelated to defence spending. Thus, I carry out a
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I construct the value-weighted portfolio long GOVT sector minus PRIV sector

firms, the GMP portfolio returns, to approximate news shocks to government spend-

ing. Table 2.1 shows the portfolio composition of the two sectors of the economy.

Although the PRIV sector is significantly larger in comparison to the GOV T sec-

tor, the PRIV and GOV T portfolios have similar fundamental characteristics; both

portfolios have similar BE/ME ratios, market equity, debt-to-assets ratios, cash flows-

to-assets ratios, investment-to-assets ratios and gross profitability.

Figure 2.1 presents the time-series of the GMP returns from July 1947 to De-

cember 2016. Many of the positive shocks to the GMP portfolio spread coincide with

Businessweek and New York Times news articles related to defence spending. For

example, the positive shock to GMP returns in the third quarter of 1965 and the

consistently high returns from the fourth quarter of 1966 to the second quarter of

1967 coincide with news regarding large increases in defence spending related to the

Vietnam War. The high returns in 1974 coincide with the events surrounding the

Arab–Israeli war and the consecutive high returns in 2002 coincide with the increases

in defence spending following 9/11 terrorist attacks.

The figure also shows the NBER recessions. The dotted lines present the begin-

ning and end of each recession since 1947. The recessions have an inconsequential

effect on government spending shocks. The annualized average of the time-series is

approximately 3.7 percent for the post WWII time period.

number of tests to validate that the returns to the GMP portfolio mostly capture news shocks to
government spending.
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2.4. New Measure of Government Spending Shocks

In order to validate the new measure, I study its macroeconomic dynamics. Specifi-

cally, I estimate the following vector Autoregressions (V AR),

(2.1) Xt = A(L)Xt−1 + εt,

where Xt is a vector of variables, A(L) is a polynomial in the lag operator and εt

is a vector with white-noise disturbances that may be correlated. Following Ramey

(2011a), I include four lags of each variable, and a quadratic time trend. I use

quarterly data instead of annual data for better accuracy. Macroeconomic variables

are from the U.S. Bureau of Economic Analysis (BEA). Following recent fiscal policy

literature (e.g., Burnside, Eichenbaum, and Fisher (2004) and Ramey (2011a)), I use

a fixed set of variables and rotate additional variables of interest, one at a time. The

fixed set of variables consists of returns to the GMP portfolio, log of real per capita

government spending, log of real per capita GDP, three-month T-bill rate, log of

per capita labor hours, the Barro and Redlick (2011) average marginal income tax

rate and the Pastor and Stambaugh (2003) market liquidity measure.14 The extra

variables considered are the business wage, the log of real per capita non-residential

and residential investment, the log of real per capita non-durable, durable and service

consumption and the Ramey defence news measure.

Figure 2.2 presents the orthogonalized impulse responses to a positive government

spending shock. The responses are normalized such that the maximum response of

14The average marginal tax rate is available until end of 2008, limiting the time series from 1963 to
2008 for the VAR analysis.



16

real government spending is equal to one. I include the conventional 95 percent boot-

strapped standard error bands.15 Both defence spending and government spending

peak nine quarters following a positive shock to the GMP returns. The increase

in government spending becomes significant in the seventh quarter; hence the GMP

returns capture news shocks consisting of the anticipation effect.

The non-durable plus services consumption significantly increases in the short-run.

In addition, residential investment, which consists of new construction of permanent

single-family and multi-family housing, and improvements to housing units, rises in

the short-run. Taken together, the results imply that the household’s experience a

decrease in the marginal utility, and command a positive risk premium to hold assets

which co-vary with the spending shock.

The long-run effects are strikingly different to that of the short-run implications.

Real wage decreases significantly from the third quarter onwards. Residential invest-

ment and non-durable consumption decrease in the long-run. Taken together, the

results imply that the household’s experience a negative wealth effect in the long-run,

consistent with the neoclassical literature.

Pastor and Veronesi (2012) theoretically show that policy uncertainty is reflected

in stock returns. To examine whether GMP returns capture economic policy uncer-

tainty (EPU) in addition to spending shocks, I explore the response of Baker, Bloom,

and Davis (2016) long-span EPU index based on historical archives of the Wall Street

Journal, New York Times, Los Angeles Times, Boston Globe, Chicago Tribune, and

Washington Post. A decrease in EPU implies that the GMP measure captures news

shocks which provide investors information that reduces uncertainty. The response

15Previous fiscal policy literature has appealed to Sims and Zha (1999) for using the 68 percent
confidence bands. However, given the high predictive power of the GMP portfolio returns, I include
95 percent confidence bands.
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of the EPU index decreases significantly at the conventional 95 significant level, im-

plying that GMP returns mostly capture news shocks to government spending which

reduces the economic policy uncertainty.

It is theoretically possibile that the returns to the GMP portfolio capture TFP

shocks in the GOV T sector. To examine this possibility, I explore the response

of industry level TFP in the GOV T sector using local projections. Specifically, I

estimate,

(2.2) xi,t+k − xi,t−1 = αi + γgmp r
GMP
t + γmkt ( rMKT

t − rft ) + εi,t,

where i denotes the industry, x denotes the log value of the predicted variable,

rGMP
t denotes the return spread between GOV T and PRIV good producers, and

rMKT
t is the returns on the market portfolio. The predicted variables are the 4-factor

TFP, including capital (K), production worker hours (N), non-production worker

hours (L), and materials (M), as well as the 5-factor TFP, which splits the materials

variable into energy (E) and non-energy materials (M-E). The data is from the NBER-

CES Manufacturing Industry Database. I use the full available sample from 1958 to

2011.

Figure 2.3 show the local projections from the panel regression 2.2 . There is no

immediate increase in the total factor productivity. The response is not significant

at the conventional levels. This suggests that the spread in returns capture the

government spending shock unrelated to TFP in the GOV T sector.

2.5. Asset Pricing Results

In this section, I examine the asset pricing implications of government spending shocks

using portfolio sorting and cross sectional estimations.
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2.5.1. Estimation of βgmp

I use stock return betas with respect to the GMP portfolio returns to measure firm

level exposure to government spending shocks. Specifically, I estimate the following

time series regression for each firm at each quarter using the previous 60 months of

data,

(2.3) ri − rf,t = αi,t + βmkti,t rmktt + βgmpi,t rgmpt + εi,t,

where t = 1, . . . , 60, ri is the monthly stock return for firm i, rmkt is the excess

market portfolio returns, and rgmp is the GMP portfolio returns. The returns to the

market portfolio controls for other forms of systematic risk. The parameter βgmp is

the measure of firm exposure to the government spending shock.

2.5.2. Portfolio Sorting

To study the risk premium, I sort firms into 10 portfolios (deciles) by their exposure

to the spending shock. I exclude GOVT firms to avoid picking up any mechanical

association. I also restrict the analysis to stocks with ordinary common equity. In

June of each year, I rank all NYSE, AMEX, and NASDAQ stocks by their pre-ranked

βgmp and allocate them to the GMP portfolio decile.

Table 2.2 shows the summary statistics of the value-weighted excess returns and

the firm characteristics of the GMP portfolio deciles. I report the results for both

the post WWII (full sample) and the post NASDAQ time periods. I also report the

monthly excess returns over the capital asset pricing model (αCAPM ), and monthly

excess returns over the Fama and French (1993) three-factor model (α3−Factor). The
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t-statistics are reported in brackets using Newey and West (1987) standard errors,

allowing for six lags.

The average firm’s pre-ranked βgmp ranges from −0.64 to 1.00, capturing a sizable

variation in the sensitivity to spending shocks.16 The excess returns monotonically

increase as the exposure to the government spending shock increases for the full sam-

ple. The annualized value-weighted long-short portfolio spread (H-L) is 6.74 percent

and 8.22 percent, for the full sample and the the post NASDAQ sample, respectively.

The long-short return spreads are statistically significant at the conventional levels

for both samples. The results imply that households experience a short-run decrease

in marginal utility following the spending shock.

The traditional capital asset pricing model (CAPM) predicts that stocks with

higher exposure to systematic risk, captured by the sensitivity to the market portfolio

(βMKT ), have higher expected returns. The results show that the portfolios display

a U -shaped pattern with respect to βMKT , which is inconsistent with the predictions

of the CAPM. In addition, the αCAPM is positive and significant for both samples,

hence the CAPM fails to explain the deciles sorted by the exposure to the spending

shock.

The α3−Factor is positive and significant at the 10 percent and the 5 percent level,

for the post WWII sample and the post NASDAQ sample, respectively. Thus, the

Fama and French (1993) three-factor model fails to fully capture systematic risk

associated with the spending shock.

16Small variation in betas leads to erroneous factor premiums.



20

2.5.3. Value versus Growth

The βgmp portfolio deciles show a positive association between the BE/ME ratio

and the sensitivity to the spending shock, although the association is not mono-

tonic. Here, I explore this association further. Literature documents that value stocks

have a higher co-movement with the aggregate cash-flows compared to growth stocks

(Campbell and Vuolteenaho (2004); Lettau and Wachter (2007)) and value stocks are

more sensitive to market-wide shocks to cash-flows (Campbell, Polk, and Vuolteenaho

(2010)).17 The increase in future tax liabilities has a larger impact on cash-flows than

growth options. The government spending shock increases the cash-flow risk in value

firms, thus increasing the expected returns.

Impulse Responses. To explore this association, I examine the response of the value

premium approximated by the returns to the Fama and French (1993) HML portfolio.

The HML factor is the difference between the returns on diversified portfolios of high

and low BE/ME ratio stocks. In addition, I examine response in the returns of growth

firms and value firms separately. I approximate growth stocks using the lowest decile

on portfolios sorted on BE/ME ratio. Similarly, to approximate value firms, I use

the highest decile on portfolios sorted on BE/ME ratio. To keep consistency with

previous literature, I use the HML and BE/ME portfolio deciles from Kenneth R.

French’s data library. For robustness, I instrument government spending shocks using

the GMP returns and Ramey (2011b) defence news measure.

Figure 2.4 presents the responses using the VAR system in 2.1 . The value factor

significantly increases to a positive spending shock, whether it is approximated using

the GMP returns or the defence news measure. The returns on the value portfolio

17In terms of betas, value stocks have high cash-flow betas compared to growth stocks.
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increase significantly at the 5 percent level, whereas the effect is insignificant for the

growth portfolio. The results confirm that value stocks become riskier following the

spending shock. Growth firms, in contrast, have the option to exercise the projects

that appear to be profitable and defer less profitable projects, thus mitigating the

risk generated through the spending shock. Despite earning the lower expected re-

turns, investors are willing to hold growth stocks given their lower sensitivity to the

government spending shock.

2.5.4. Cross Sectional Tests

The next set of asset pricing tests includes Fama and MacBeth (1973) two-pass re-

gressions. In the first-pass, I estimate the betas (βi,t) using a 60 month window using

the following time series regression,

(2.4) ri,t − rf,t = αi,t + βi,tfi,t + εi,t,

where ri is the return on portfolio i, rf is the risk-free rate, fi is a vector consisting

of pricing factors, αi,t is the conditional constant, and βi,t is the conditional beta for

portfolio i at time t. In the second-pass, I run a cross sectional regression at each

month t,

(2.5) ri − rf = λtβi + ei,

where λt is the conditional factor premium at time t. Finally, I average the estimated

λ̂t over time to estimate the factor premium,

(2.6) λ̂ =
1

T

∑
λ̂t.
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I use 75 portfolios as test assets to estimate the risk premiums. The test assets

include 25 portfolios sorted on BE/ME ratio and size, 25 portfolios sorted on βgmp

and size, and 25 portfolios sorted on βMKT and size. The standard errors are adjusted

using Newey and West (1987) corrections using 3 lags. In addition, I report the time

series average R2 from the cross sectional regressions. The sample is from July 1947

to December 2016.

Table ?? presents the estimated factor premiums from the second pass regressions.

Column (I) shows the results for the CAPM. The factor premium on the excess market

portfolio is insignificant. In column (II), I include the GMP returns as a factor.

The risk premium associated with the spending shock is positive and statistically

significant, consistent with the portfolio sorting results.

In column (III), I present the Fama and French (1993) three-factor model. Only

the value factor is significantly priced in the cross section. The annualized return on

the value factor is approximately 3.8 percent for the sample period. In column (IV ),

I include the GMP returns as a factor in addition to the Fama and French three

factors. I find that the government spending shock is priced in the cross section along

with the value premium. This shows that government spending shocks only amplify

the value premium, and that the spending shock does not subsume the value effect.

Column (V ) shows the Carhart (1997) four-factor model. Similar to (III), only

the value factor is significantly priced in the cross section of the test assets. In Column

(V I), I include the GMP returns in addition to the four factors and find that the

spending shock is significantly priced in the cross section. The annualized return on

the government spending shock is approximately 9.1 percent for the sample period,

which is approximately twice the magnitude of the value premium.
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Column (V II) shows the Fama and French (2015) five-factor model. Given the

availability of RMW and CMA factors, I restrict the analysis to the post-Compustat

time period. The value factor and the investment factor are significantly priced in

the cross section. Column (V III) includes the GMP returns in addition to the five

factors. The spending shock is significantly priced in the cross section in addition to

the value and investment factors.

In all the specifications, the risk premium on the GMP portfolio is positive and

statistically significant. The results underscore the importance of spending shocks in

pricing the cross section of asset returns.

The next set of tests employs the one-step Generalized Method of Moments

(GMM) procedure as described in Cochrane (2005). Here, the moment conditions si-

multaneously include the time-series orthogonality conditions and the cross-sectional

orthogonality conditions.18 Table 2.4 reports the risk premia using the identity weight-

ing matrix. I also report the mean absolute pricing errors (MAPE), the J-test of the

overidentifying restrictions of the model and corresponding p-values. The standard

errors are adjusted using Newey and West (1987) corrections using lags up to one

year. For robustness, I use the more conventional 25 portfolios sorted on size and

book-to-market equity.19 Also, for additional validity, I use the Ramey defence news

measure, Defence, to approximate government spending shocks. I apply the innova-

tions to utilization-adjusted Total Factor Productivity, TFP, to control market wide

total factor productivity shocks.20

18The time-series orthogonality conditions are estimated without an intercept.
19The 25 portfolios sorted on size and book-to-market equity are from Kenneth French’s web site.
20The utilization adjusted TFP is from the Federal Reserve Bank of San Francisco (John G. Fernald
2012).
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The first three specifications show that the risk premium for the GMP returns

is positive and significant for the time period from 1963 to 2014. The next three

specifications show that the risk premium for the defence news measure is positive

and significant for the time period from 1939 to 2014. The positive and significant risk

premium in all of the cross sectional tests provide further evidence that government

spending shocks cause contemporaneously low marginal utility states.

2.6. Real Business Cycle Model

The empirical analysis established three key facts. Firstly, the return spread between

the GOV T sector minus the PRIV sector approximates news shocks to government

spending. Secondly, the unanticipated fiscal spending shocks lead to contemporane-

ously low marginal utility states. Thirdly, government spending shocks inhibit the

value of growth opportunities. In this section, I develop a two-sector RBC model to

organize the key empirical findings. I extend the Baxter and King (1993) neoclassi-

cal model by introducing an additional private sector that benefits from government

spending. In addition, I employ distortionary taxes which finances government spend-

ing. The aforementioned extensions generate the consumption dynamics observed in

data. Finally, I extend the neoclassical model by introducing asset prices.

2.6.1. Households

The economy is populated by identical agents who maximize their lifetime utility,

U , defined over sequences of consumption, Ct, and hours worked, Nt. I employ

Jaimovich and Rebelo (2009) preferences which nest King, Plosser, and Rebelo (1988)

preferences (γ = 1) and Greenwood, Hercowitz, and Huffman (1988) preferences

(γ = 0) where the wealth effect on labor supply is scaled using lower values of γ. The
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extreme case in which γ = 0 completely shuts off the wealth effect on labor supply.

Agents internalize the dynamics of Xt, which is a a geometric average of current and

past habit-adjusted consumption levels, in their maximization problem. The use of

Xt makes preferences non time separable in consumption and hours worked. The

preferences are expressed as

(2.7) U = E0

∞∑
t=0

βt
(
Ct − hCt−1 − ψN θ

tXt

)1−σ − 1

1− σ
,

where

(2.8) Xt = (Ct − hCt−1)γ X1−γ
t−1 ,

and E0 denotes the expectation operator conditional on information at time zero, the

parameter β ∈ (0, 1) denotes the subjective discount factor, θ > 1 determines the

Frisch elasticity of labor supply, ψ > 1, and σ > 0. Literature has shown that habit

formation models are successful at explaining both asset pricing and macroeconomic

phenomena observed in data (see, for e.g., Constantinides (1990); Campbell and

Cochrane (1999), Abel (1990); Boldrin, Christiano, and Fisher (2001); Schmitt-Grohe

and Uribe (2012)). I extend Jaimovich and Rebelo framework by including habit

persistence; the parameter h ∈ [0, 1) governs the degree of internal habit formation.

The economy wide resource constraint is given by

(2.9) Yt = Ct︸︷︷︸
consumption

+
I1,t

Zt
+
I2,t

Zt︸ ︷︷ ︸
private investment

+ IG,t + CG,t︸ ︷︷ ︸
government spending

,
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where I1 and I2 are the investment in sector 1 and sector 2 of the economy, Z denotes

the current state of technology for producing capital goods, IG and CG are govern-

ment investment and government consumption, respectively. The investment specific

technology evolves according to

(2.10) ln(Z)t+1 = ρZ ln(Z)t + σεZ ε
Z
t+1,

where σεZ εZt is an i.i.d. process with standard deviation σεZ and ρZ < 1 such that

the process ln(Z) is stationary.

2.6.2. Firms and Technology

The production of goods and services takes place in two separate sectors. PRIV

sector produces goods and services mostly for household consumption while GOV T

sector produces goods and services mostly for government consumption. Both sectors

of the economy are populated by private sector firms. For simplicity, government

owned public firms are excluded from the model. Lockheed Martin Corporation

(NYSE: LMT) and General Dynamics Corporation (NYSE: GD), both traded in the

New York Stock Exchange, are examples of private sector firms that contribute most

their final value to the government sector. Wal-Mart Stores (NYSE: WMT), traded in

the New York Stock Exchange, is an example of a private sector firm that contributes

most its final value to the private sector consumption.

2.6.2.1. PRIV sector. The PRIV sector firms produce output Y1 according to the

following Cobb-Douglas production function,

(2.11) Y1,t = A1,tN
α1
1,tK

αk1
1,t ,
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where A1 is the total factor productivity (TFP) in the PRIV sector, K1 is the capital

in the PRIV sector and N1 is the labor supply in the PRIV sector. I assume that

0 < α1, αk1 < 1 and α1 + αk1 = 1.

The after tax dividend stream for the PRIV sector is

(2.12) Π1,t = (1− τt)A1,tN
α1
1,tK

1−α1
1,t − wtN1,t −

I1,t

Zt
,

where wt is the competitive wage in the economy.21

2.6.2.2. GOVT sector. The GOV T sector directly benefits from an increase gov-

ernment spending. Government influences the efficiency and the profitability of the

defence industries by setting profit levels on government contracts. Government sup-

ports the defence sector through preferential purchasing and through direct subsidy

payments. In addition, government invests in infrastructure and research and devel-

opment activities of corporations, finances the training and development of employees

and provide credit guarantees. To capture such contributions by the government, I

include public capital in the production of the GOV T sector.22 The GOV T sector

produces output Y2 according to the following Cobb-Douglas production function,

(2.13) Y2,t = A2,tN
α2
2,tK

αk2
2,t K

αg2

G,t ,

where A2 is the TFP in GOV T sector, K2 is the capital in GOV T sector, N2 is the

labor in GOV T sector and KG is the publicly provided capital stock. I assume that

0 < α2, αk2, αg < 1 and α2 + αk + αg = 1.23

21Firms are all-equity financed in both sectors of the economy.
22Literature has used public capital in production. Some examples include Aschauer (1989), Baxter
and King (1993), Nadiri and Mamuneas (1994), and Leeper, Walker, and Yang (2010).
23This form of production is consistent with Jaimovich and Rebelo (2009)Jaimovich and Rebelo
(2009) notation Yt = AtK

α1
t Nα2

t T 1−α1−α2 ,where α1 + α2 < 1 and T is a firm specific production
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The after tax dividend stream for the GOV T sector is

(2.14) Π2,t = (1− τt)A2,tN
α2
2,tK

αk
2,tK

αg2

G,t − wtN2,t −
I2,t

Zt
.

The TFP shock in each sector evolves according to the following AR(1) specifica-

tion,

(2.15) ln(Ai)t+1 = ρiA ln(Ai)t + σεAi ε
Ai
t+1,

where ρiA < 1 such that the process ln(Ai) is stationary and σεAi ε
Ai
t is an i.i.d. process

with standard deviation σεAi for sector i = 1, 2.

Investment is subject to Christiano, Eichenbaum, and Evans (2005) capital adjust-

ment costs in both sectors of the economy. Adjustment costs to investment provide

firms with an incentive to respond immediately to changes in Tobin’s marginal q. The

capital accumulation in each sector is

(2.16) Ki,t+1 = Ii,t

[
1− φi

2

(
Ii,t
Ii,t−1

− 1

)2
]

+ (1− δi)Ki,t,

where φi > 0 for sector i = 1, 2.

factor. Note that the firm has constant returns with respect to all factors but decreasing returns
with respect to labor and capital.
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2.6.3. Public Finance Rules

The public investment is exogenously determined and is stochastic over time.24 The

public capital stock evolves according to

(2.17) KG,t+1 = IG,t + (1− υδ)KG,t,

where φG > 0 , IG is government investment, υ is a multiplier and δ is capital

depreciation rate. The news regarding government investment is known by households

before the actual increase and evolves according to the following specification,

(2.18) ln(IG)t+2 = ρgi1 ln(IG)t+1 + ρgi2 ln(IG)t + ρgi3 ln(IG)t−1 + σεgi ε
gi
t ,

where ρgi1 + ρgi2 + ρgi3 < 1 such that the process ln(IG) is stationary and σεgi ε
gi
t is an

i.i.d. process with standard deviation σεgi .
25 Government consumption is exogenous

and is stochastic over time. The news shocks regarding government consumption, gc,

evolves according to the following specification,

(2.19) ln(CG)t+2 = ρgc1 ln(CG)t+1 + ρgc2 ln(CG)t + ρgc3 ln(CG)t−1 + σεCG εgct ,

where ρgc1 + ρgc2 + ρgc3 < 1 such that the process ln(gc) is stationary and σεgc ε
gc
t is an

i.i.d. process with standard deviation σεCG . The term εgct captures the unanticipated

news regarding government consumption in the economy.

24Public capital stock includes publicly provided telecommunications, electricity, roads, railways,
ports, airports, public research and development, conservation structures, development structures,
military structures etc.
25Agents receive information at time t − 1 regarding the innovation in IG at time t. Households
recieve a signal St = εgit+1 + νt, where νt is the noise in signal. For simplicity, I do not model noise
and interchange St = εt (see Beaudry and Portier (2014) for a detailed analysis of news shocks).
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Empirical data shows a strong positive correlation between government consump-

tion and government investment. During military buildups, government increases

both investment and consumption spending; government engages in programs that

build roads and airports for military and non-military purposes and increases the

purchase of military equipment from the private sector. In order to generate real-

istic dynamics, I introduce correlated government spending shocks.26 I assume that

Et
[
εgit
]

= 0, Et [εgct ] = 0, and that the contemporaneous variance-covariance matrix

of the innovations εgit and εgct is

(2.20)

 σ2
εgi ρgi,gcσεgiσεgc

ρgi,gcσεgiσεgc σ2
εgc

 ,

where corr
(
εgit , ε

gc
s

)
= 0 , corr

(
εgit , ε

gi
s

)
= 0 and corr (εgct , ε

gc
s ) = 0 for all t 6= s. Follow-

ing Sims (1980), I estimate the triangular matrix to create uncorrelated innovations.

The transformed orthogonalized shocks to government investment and government

consumption are νgit and νgct , respectively, where νt = Qεt.

I model the flow of government budget constraint as

(2.21) CG,t + IG,t = τt (Y1,t + Y2,t) ,

where τ is the distortionary income tax rate.

2.6.4. Competitive Equilibrium

The model features five sources of uncertainty: the total factor productivity shocks

in each sector, investment-specific technological shocks, shocks to government con-

sumption and government investment. To close the model, aggregate output, capital,

26To find the model solution, I use a Cholesky decomposition to orthogonalize the correlated shocks.
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investment and labor are defined as

(2.22) Yt = Y1,t + Y2,t, Kt = K1,t +K2,t, It = I1,t + I2,t, Nt = N1,t +N2,t.

In this framework, Y2 enters the household budget constraint to ensure that GOV T

sector production is valued by investors. The first order conditions (FOCs) for the

economy are defined in the Appendix 1 . I derive the agent’s one-period-ahead sto-

chastic discount factor (SDF ) from the household inter-temporal Euler equation,

(2.23)

Mt+1 = β

(
V h
t

)−σ
+ µt+1γ

(
X1−γ
t

Ct+1−hCt

)1−γ
− βhEt+1

[(
V h
t+1

)−σ − µt+2γ
(

X1−γ
t+1

Ct+2−hCt+1

)1−γ]
(
V h
t−1

)−σ
+ µtγ

(
X1−γ
t−1

Ct−hCt−1

)1−γ
− βhEt

[(
V h
t

)−σ − µt+1γ
(

X1−γ
t

Ct+1−hCt

)1−γ
] ,

where V h
t = Ct+1 − hCt − ψN θ

t+1Xt+1, and µt is the Lagrange multiplier associated

with 2.8 . The risk free rate is 1
Rf,t

=Et [Mt+1].

The PRIV and the GOV T sectors hire labor at the competitive wage rate wt.

The wage rate in the economy is

(2.24) wt = (1− τt)α1A1,tN
α1
1,tK

αk1
1,t = (1− τt)α2A2,tN

α2
2,tK

αk2
2,t K

αg
G,t.

27

2.6.5. Asset Prices

In this section, I detail the mechanism through which government spending shocks

affect the equilibrium asset returns.

27In equilibrium, the marginal product of labor in both sectors are equal, thus w1,t = w2,t = wt.
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2.6.5.1. Sectoral stock returns. For each firm in sector i, the value of the firm is

the discounted present value of its cashflows, which is,

(2.25) Vi,t = Et

[
∞∑
j=1

Mt+jΠi,t+j

]
,

subject to (9) and (11). In each period, PRIV and GOV T sector firms choose K

and N to maximize their firm value. The gross return on a claim to the cash flows is

(2.26) Ri,t+1 =
Vi,t+1 + Πi,t+1

Vi,t
.

2.6.5.2. The Cross Section of Firm Risk Premia. Assume that the projection

of the log SDF, mt+1 = ln (Mt+1), the log of the process in equation 2.23 , spanned

by the exogenous shocks in the model is

(2.27) mt+1 = Et [mt+1] − ΩA1
t+1

εA1
t+1

σA1
− ΩA2

t+1

εA2
t+1

σA2
− ΩZ

t+1

εZt+1

σZ
−Ωgc

t+1

νgct+1

σgc
−Ωgi

t+1

νgit+1

σgi
,

where εA1
t , εA2

t , εZt , ν
gc
t and νgit are shocks that are orthogonal to each other. The

quantities Ωi
t+1 is the market price of risk (the risk premium per unit volatility, i.e.

the Sharpe ratio) for shock i. In order to verify that Ωi
t+1is the true market price of

risk for each shock, consider a projection of log return of some asset j in the PRIV

sector, r1
j,t+1, on the space spanned by the exogenous shocks,

(2.28)

r1
j,t+1 = Et

[
rij,t+1

]
+ βA1

j,t+1ε
A1
t+1 + βA2

j,t+1ε
A2
t+1 + βZj,t+1ε

Z
t+1 + βgcj,t+1ν

gc
t+1 + βgij,t+1ν

gi
t+1,

where βA1
j,t+1, βA2

j,t+1, βZj,t+1, βgcj,t+1 and βgij,t+1 are factor loadings of the TFP shock in

the PRIV sector, the TFP shock in the GOV T sector, the shock to government

consumption and the shock to government investment, respectively. Specifically, I
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define the exposure as

(2.29) βij,t+1=
cov
(
εit+1, r

1
j,t+1

)
(σi)2 ,

for i = A1, A2, Z, gc, and IG. The excess returns for asset j can be expressed as

Et
[
r1
j,t+1 − rf,t+1

]
+
σ2
j

2
=−σj,m= βA1

j,t+1σ
A1ΩA1

t+1 + βA2
j,t+1σ

A2ΩA2
t+1 + βZj,t+1σ

ZΩZ
t+1

+ βgcj,t+1σ
gcΩgc

t+1 + βgij,t+1σ
giΩgi

t+1︸ ︷︷ ︸
risk premium for government spending shock

,(2.30)

where σ2
j denotes the unconditional variance of log return innovations and

σ2
j

2
is the

Jensen’s Inequality adjustment term arising from the use of expectations of log re-

turns.28 If asset j is perfectly correlated with the government consumption shock,

the factor loadings are βA1
j,t+1 = 0, βA2

j,t+1 = 0, βZj,t+1 = 0, βgcj,t+1 =
σj
σgc

and βgij,t+1 = 0.

Then, the Sharpe ratio for the government consumption shock is

(2.31)
Et
[
r1
j,t+1 − rf,t+1

]
+

σ2
j

2

σj
=
βgcj,t+1σ

gcΩgc
t+1

βgcj,t+1σ
gc

= Ωgc
t+1,

which verifies that Ωgc
t+1 in equation 2.27 is the true market price of risk. Similar

derivation shows that ΩA1
t+1, ΩA2

t+1, ΩZ
t+1 and Ωgi

t+1 are the true market price of risk for

each of the shocks. The price of risk for the government spending shock is

(2.32) Ωg
t+1 = −σg ∂mt+1

∂νgt+1

.

The equation 2.32 shows that the market price of risk depends on the contemporane-

ous change in the SDF with respect to the change in the government spending shock.

28The log excess return in (27) is the log counterpart of the standard asset pricing equation,
Et
[
R1
j,t+1

]
−Rf,t+1 = −Rf,t+1Cov

(
R1
j,t+1,Mt,t+1

)
.
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The price of risk is positive (negative) if a positive government spending shock causes

a contemporaneous decrease (increase) in the SDF.

2.6.6. Calibration

I solve the model using second order approximations around the steady state. I

calibrate the model using parameters that generate macroeconomic and asset return

moments which reasonably match empirical moments.

2.6.6.1. Parameter Choice. Table 2.5 summarizes the parameters used to cali-

brate the benchmark model at a quarterly frequency. The parameter values are taken

from previous literature where possible. Following Papanikolaou (2011), I set the

relative risk aversion parameter, σ, to equal 1.1. The recent macroeconomic literature

has employed a range of values for θ from 1.4 (Jaimovich and Rebelo (2009)) to 4.7

(Schmitt-Grohe and Uribe (2012)). I use the value θ = 2.4 which helps generate the

most realistic response in consumption consistent with the empirical findings. The

habit formation parameter is set to h = 0.32 to generate a high equity premium

volatility.

Following Jaimovich and Rebelo (2009), I set the investment adjustment cost

parameter, φ, to equal 1.3. Following Baxter and King (1993), I set the quarterly

capital depreciation rate to the standard δ = 2.5 percent. I use the value υ = 5/3 to

better capture forced structure changes, military capital modernizations, and higher

R&D depreciation rates. In addition, I use the parameter υ to set the GOV T sector

to approximate a quarter of the size of the economy. I choose γ = 0.8 to generate a

high wealth effect on labor supply. The results are robust to the use of γ = 1, the

King, Plosser, and Rebelo (1988) preferences.
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I choose β = .99 such that the first moment of the steady state risk free rate

approximates the of the long sample risk free rate in Campbell and Cochrane (1999).

On the production side, following Baxter and King (1993), I set the labor share in the

PRIV sector, α1, to equal 0.64, and the capital share to equal 0.36. I assume that

the private capital share in both sectors are equal and choose αk = (1− α1) = 0.36.

Literature has diverse views on the productivity of private investment. The reasonable

range of parameter values range from 0.1 (see, for e.g., Baxter and King (1993) and

Leeper, Walker, and Yang (2010)) to 0.24 (see, for e.g., Aschauer (1989); Nadiri and

Mamuneas (1994)). For simplicity, I set the parameter value of publicly provided

capital share to αg = 0.15, which is within the reasonable range.

The volatility of shocks are chosen to match their empirical counterparts in data.

The volatilities σεgi and σεgc are chosen to match the time series volatility in defence

investment and consumption. Following Belo and Yu (2013), I set volatility of the

TFP shocks, σεAi , to 0.86%. For the benchmark calibration, I choose a conservative

value of σεZ = 1.0% for the volatility of the IST shock.

The firms featured in the model are all equity financed, whereas private firms in the

U.S. are financed approximately by 40 percent debt and 60 percent equity. Following

Boldrin, Christiano, and Fisher (2001) and Papanikolaou (2011), I multiply stock

returns and their standard deviations by a factor equal to 5/3 to better match the

moments in data.

2.6.7. Model Implications

Table 2.6 reports the model implied and the empirical moments of the macroeco-

nomic variables. I remove the cyclical component of the empirical time data using



36

the Hodrick–Prescott decomposition. The first two columns report the standard de-

viations of the change in consumption, investment, labor hours and output for the

post World War II time period from 1947 to 2014 and for the post Compustat time

period from 1963 to 2014. Columns 3 to 6 report the empirical time series correlation

coefficients. The model successfully generates low volatility in the change in labor

hours (0.56 percent versus 1.46 percent) and reasonably low volatility in consumption

(1.80 percent versus 1.21 percent). The higher volatility in the change in investment

is consistent with empirical moments (4.69 percent versus 5.86 percent). The model

also generates correlations between the macroeconomic variables similar to that of the

correlations observed in data. However, the model underestimates the comovement

between consumption and labor hours. This is a result of preferences being close to

King, Plosser, and Rebelo (1988) preferences in which high wealth effect limits the

response in labor supply following a shock to the TFP in the PRIV sector.

Table 2.7 presents the empirical and model simulated moments for asset returns.

The first column shows the empirical moments for the time period from 1963 to 2014

and the second column shows the simulated moments from the model calibration.29

I calculate the market risk premium in the model as the sum of the value-weighted

risk premium for the PRIV sector and the GOV T sector. The model overshoots in

terms of the first moment of the risk free rate (2.9 percent versus 4.1 percent) and

the volatility of the risk free rate (4.96 percent), higher than the long term average

risk free rate volatility of 3.0 percent reported in Campbell and Cochrane (1999).

The model is able to generate an annual equity premium of 2.76 percent with a low

volatility in consumption and a low risk aversion. As a result of high investment

29The risk premium and volatility of the market portfolio is 8.397% and 20.68% for the longer time
period from 1927 to 2014.
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adjustment costs and internal habit formation in preferences, my model generates a

sizable volatility in equity premium similar to the moments is observed in data (16.2

percent versus 18.1 percent).

2.6.8. Model Solution

Figure 2.6 presents the impulse response functions from the simulated model. The

responses are normalized such that the maximum response of government spending

is equal to one. The actual increase in government spending takes place two peri-

ods after the news shock. Thus the model captures the anticipation effect seen in

empirical data. Output and investment increase in the GOV T sector and decrease

in the PRIV sector following a positive government spending shock. The economy

reallocates resources from PRIV sector investment to the more productive GOV T

sector investment upon a government spending shock.30

2.6.8.1. Stochastic Discount Factor . Consumption contemporaneously increases

as a result of the temporary increase in wealth resulting from the appreciation in the

GOV T sector and the use of distortionary taxes.31 This differentiates my model from

the basic neoclassical framework. In the long run, households decrease consumption

as a result of the higher tax liabilities.

The dynamic effects on consumption and labor bundle are reflected in the agent’s

stochastic discount factor. Figure 2.6 shows that the SDF contemporaneously de-

creases upon a government spending shock. As shown in (29), the contemporaneous

decrease in the SDF corresponds to a positive price of risk for government spending

30Note that the GOVT sector is much smaller than the PRIV sector.
31In the standard neoclassical model with lump sum taxes (e.g., Baxter and King (1993)), a positive
fiscal shock increases the expected taxation by the same present value. The representative household
experiences a negative wealth shock, immediately decreasing consumption. See Monacelli and Perotti
(2008) for a detailed discussion.
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shocks. Intuitively, assets that co-vary positively with the government spending shock

appreciate when the marginal wealth is low. Thus agents command a higher premium

to compensate for risk.

The temporary increase in consumption disappears as habit persistence increases.

However, the contemporaneous decrease in the stochastic discount factor is noncon-

tingent on the temporary increase in consumption.32 The temporary increase in

consumption is a possible but not a necessary condition that generates the positive

risk premium associated with government spending shocks.

2.6.8.2. Return spread between the GOV T sector and the PRIV sector .

Figure 2.6 also shows that the return spread between the GOV T sector and the PRIV

sector contemporaneously increases upon a positive government spending shock. This

formalizes the use of the GMP return spread to approximate government spending

shocks.

However, a positive TFP shock to the GOV T sector also generates a positive

return spread.33 I use three approaches to show that the empirical counterpart of the

return spread between the GOV T sector and the PRIV sector captures news shocks

to government spending. Firstly, I compare the empirical response of consumption,

tax rate and wages to the model solutions. I find that consumption, investment

and wages increase for 20 quarters while the tax rate contemporaneously decreases

following a positive shock to TFP in the GOV T sector.34 Thus, a positive shock

to TFP generates the opposite dynamics to that of a positive shock to government

spending. The empirical macroeconomic responses in Figure 2.2 are consistent with

32This case is not reported in paper.
33This is an unlikely scenario in reality. Defence contractors are unlikely to increase the production
of military goods due to technology improvements.
34Results not reported in the paper and are available on request.
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the simulated responses generated by shocks to government spending. Secondly, I

examine whether a positive shock to the GMP returns correspond to a significant

increase in the TFP in defence industries. I find no statistically significant difference

in TFP in the defence industries following a shock to the GMP portfolio returns.

Finally, I find that the response of macroeconomic variables in the VAR estimation

is robust to the inclusion of TFP in the defence industries.

Overall, the model successfully generates the consumption dynamics observed in

data. In addition, the model successfully formalizes the use of the GMP return

spread as a plausible approximate of government spending shocks.

2.7. Conclusion

In this paper, I introduce a novel exogenous measure of news shocks to government

spending to analyze the implications of fiscal spending shocks on asset prices. The

proposed measure, the returns to the portfolio long firms that contribute most of

their value to the government sector minus firms that contribute most of their final

value to the private sector, the returns to the GMP portfolio, significantly forecasts

future real per capita government spending. I provide evidence that a positive govern-

ment spending shock contemporaneously increases consumption and non-residential

investment but decreases consumption, non-residential investment and real wages in

the long run as tax liabilities increase. The estimated output multiplier, the ratio of

the change in output to the change in government spending, is 0.85 evaluated after

two years.

Portfolio sorting and cross sectional asset pricing tests show that government

spending shocks explain the cross section of asset returns. I show that assets with high

exposure to government spending shocks earn higher expected returns, on average,



40

compared to assets with low exposure to government spending shocks. The positive

premium is robust to the use of different test portfolios and to the inclusion of different

risk factors. The positive risk premium is consistent with government spending shocks

causing contemporaneously low marginal utility states.

In addition, I show a positive association between firm level book-to-market ratio

and the sensitivity to government spending shocks. I find that value firms have higher

exposure to government spending shocks than growth firms. Investors are willing to

hold growth firms, despite their lower average returns, since they have lower sensitivity

to fiscal shocks.

I develop a two sector real business cycle model to explain the key empirical

insights. I show that the inclusion of correlated news shocks to government consump-

tion and government investment, and distortionary taxes generates a temporary low

marginal wealth state following a government spending shock. Finally, the model for-

malizes the use of the GMP portfolio returns to approximate government spending

shocks.
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Table 2.1. GOVT Minus PRIV: Portfolio Composition

PRIV GOVT

Characteristic Median 10% 90% Median 10% 90%

Book-to-market equity 0.739 0.197 2.217 0.645 0.231 1.505

Debt-to-assets 0.265 0.002 0.520 0.196 0.000 0.432

Cash flows-to-assets 0.080 -0.010 0.160 0.087 0.024 0.147

Gross profitability 0.335 0.097 0.792 0.286 0.127 0.466

Investment-to-assets 0.061 -0.112 0.241 0.072 -0.103 0.255

This table reports the portfolio composition of the GOVT firms, private sector firms that add

most its final value to the government sector, and PRIV firms, private sector firms that add most

its final value to private sector consumption. I report the market equity, book-to-market equity,

debt to assets ratio (Compustat item dltt plus item dlc divided item at), the cash flows to as-

sets ratio (Compustat item ib plus item dp divided by item at), the gross profitability (Compu-

stat item revt minus item cogs divided by item at) and the investment to assets ratio (change

in Compustat item at divided by lag item at). The sample includes data from 1965 to 2014.
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Table 2.2. Portfolios Sorted on GMP beta

L 2 3 4 5 6 7 8 9 H H-L

a) Post-War Sample (1947/07 - 2016/12)

Mean excess returns 0.351 0.485 0.525 0.646 0.676 0.772 0.791 0.830 0.843 0.913 0.562

(t-stat) (1.61) (2.96) (3.59) (4.16) (4.28) (4.44) (4.33) (4.16) (3.76) (3.44) (2.89)

αCAPM -0.317 -0.065 0.017 0.116 0.137 0.183 0.179 0.165 0.109 0.095 0.412

(t-stat) (-2.32) (-0.87) (0.29) (2.07) (2.35) (2.86) (2.32) (1.98) (1.08) (0.65) (1.96)

α3−Factor -0.252 -0.051 0.014 0.097 0.108 0.189 0.105 0.109 0.045 0.018 0.270

(t-stat) (-2.03) (-0.72) (0.25) (1.67) (1.87) (3.07) (1.41) (1.37) (0.48) (0.17) (1.70)

b) Post-Nasdaq Sample (1971/02 - 2016/12)

Mean excess returns 0.263 0.419 0.412 0.567 0.691 0.734 0.780 0.798 0.827 0.948 0.685

(t-stat) (0.89) (2.10) (2.27) (3.05) (3.55) (3.34) (3.42) (3.36) (3.17) (2.95) (2.76)

αCAPM -0.364 -0.080 -0.042 0.088 0.203 0.200 0.219 0.198 0.164 0.200 0.564

(t-stat) (-2.03) (-0.88) (-0.62) (1.31) (3.08) (2.58) (2.36) (1.85) (1.36) (1.12) (2.16)

α3−Factor -0.281 -0.051 -0.028 0.068 0.166 0.198 0.128 0.137 0.101 0.109 0.390

(t-stat) (-1.72) (-0.57) (-0.44) (0.97) (2.52) (2.66) (1.49) (1.34) (0.87) (0.82) (1.96)

c) Characteristics (1947/07 - 2016/12)

βGMP -0.644 -0.259 -0.127 -0.031 0.055 0.140 0.236 0.352 0.517 0.995

βMKT 1.376 1.119 1.030 1.003 1.008 1.040 1.062 1.097 1.162 1.252

BE/ME 0.922 0.955 0.890 0.929 0.918 0.978 0.989 1.018 1.073 1.081

Size 0.698 2.081 2.455 2.400 2.253 1.836 1.497 1.193 0.781 0.366

The table reports summary statistics of value-weighted excess returns on 10 portfolios (deciles) of firms sorted on the exposure to

the GMP returns (βGMP ). I also report the monthly excess returns over the CAPM (αCAPM ), and the excess returns over the

Fama and French (1993) three-factor model (α3−Factor). The sample excludes firms that produce goods and services for the gov-

ernment sector. βGMP , and βMKT are calculated using a regression with the prior 60 months of data. In addition, I report

the average book equity to market equity (BE/ME) ratio and market equity (Size). The t-statistics are reported in brackets using

Newey and West (1987) standard errors, allowing for six lags. The sample includes yearly data from July 1947 to December 2016.
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Table 2.3. Estimated Quarterly Risk Premia

Factor (I) (II) (III) (IV) (V) (VI) (VII) (VIII)

MKT 0.063 -0.086 -0.217 -0.265 -0.125 -0.173 -0.196 -0.291

(0.24) (-0.35) (-0.94) (-1.13) (-0.56) (-0.76) (-0.75) (-1.09)

GMP 0.799** 0.816** 0.755** 0.760**

(2.39) (2.74) (2.61) (2.55)

HML 0.323** 0.314** 0.333** 0.341** 0.342** 0.353**

(2.53) (2.49) (2.67) (2.74) (2.41) (2.52)

SMB 0.173 0.164 0.173 0.154 0.122 0.111

(1.38) (1.33) (1.39) (1.24) (0.89) (0.82)

UMD -0.018 -0.067

(-0.08) (-0.31)

RMW 0.036 0.060

(0.30) (0.49)

CMA 0.241** 0.267**

(2.55) (2.78)

INT 0.748** 0.824** 0.867** 0.915** 0.783** 0.837** 0.829** 0.915**

(4.51) (5.30) (5.92) (6.19) (5.71) (5.95) (5.17) (5.67)

Adj R2 0.23 0.31 0.44 0.48 0.47 0.50 0.51 0.53

This table reports the second-stage Fama and MacBeth (1973) cross sectional estimates using 75

test portfolios. The first-stage time series betas were computed using a 60 month rolling window.

The test portfolios include 25 portfolios sorted on book-to-market and size, 25 portfolios sorted on

GMP beta and size, and 25 portfolios sorted on MKT beta and size. The t-statistics are reported

in brackets using Newey and West (1987) corrected standard errors. MKT is the excess return on

the CRSP value-weighted portfolio and GMP is the returns on a portfolio long GOVT firms minus

PRIV firms, which captures shocks to government spending. SMB, HML, RMW, CMA, and MOM

are the size, value, profitability, investment, and momentum factors. The specification (III) is the

Fama and French (1993) 3-factor model, specification (V) is the Carhart (1997) 4-factor model, and

specification (VII) is the Fama and French (2015) 5-factor model. Adj R2is the time series average

of the adjusted R2from the second-pass regressions. Specifications (I) - (VI) include monthly data

from July 1947 to December 2016 and specifications (VII) - (VIII) include monthly data from July

1963 to December 2016. * Significant at the 10 percent level. ** Significant at the 5 percent level.
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Table 2.4. Cross Sectional Tests - Robustness

25 portfolios sorted on BE/ME and Size

Factor (I) (II) (III) (IV) (V) (VI)

MKT 1.174 -0.733 2.421 -1.909

(0.59) (-0.41) (1.58) (-0.95)

TFP 1.176 3.056

(0.73) (1.17)

GMP 5.651*** 5.356*** 3.344**

(2.79) (2.65) (2.52)

Defence 9.706** 9.063** 9.691**

(2.13) (2.21) (2.28)

SMB 0.709 0.727*

(1.17) (1.82)

HML 1.352* 1.097**

(1.95) (2.52)

Intercept 1.624 2.141* 3.596** 0.714 2.156*** 4.945**

(0.80) (1.90) (2.08) (0.44) (2.62) (2.30)

J-stat 11.794 11.914 3.749 8.226 7.839 5.070

p-value (0.96) (0.96) (0.99) (0.99) (0.99) (0.99)

MAPE 2.644 2.704 1.784 2.686 2.643 1.845

This table reports the first-stage GMM estimates using the identity weighting matrix. I report the

mean absolute pricing errors (MAPE) and the J-test of overidentifying restrictions along with p-values

in brackets. The t-statistics are reported in brackets using Newey and West (1987) standard errors,

allowing for four lags. I use two proxies for productivity shocks: returns on the market portfolio

(MKT) and the total factor productivity (TFP). I use two proxies for Government Spending Shocks:

Returns to the GMP portfolio, the returns to the portfolio long GOVT firms minus PRIV firms, and

Ramey (2011a) defense news measure, Defence. Specifications (I)-(III) include quarterly data from

1963 to 2014 and specifications (IV)-(VI) include quarterly data from 1939 to 2014 . * Significant

at the 10 percent level. ** Significant at the 5 percent level. *** Significant at the 1 percent level.
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Table 2.5. Parameters Used for Benchmark Caliration

Parameter Symbol Value

Preferences:

Discount factor β 0.99

Governs disutility of labor ψ 0.0006

Governs intertemporal substitution θ 2.4

Governs intertemporal substitution of the consumption-hours bundle σ 1.1

Governs the wealth effect (GHH preferences, γ= 0, KPR preferences, γ= 1) γ 0.8

Degree of internal habit formation h 0.32

Adjustment costs:

Investment adjustment cost parameter in sector 1 φ1 1.3

Investment adjustment cost parameter in sector 2 φ2 1.3

Capital depreciation rate δ 2.5%

Production:

Labor share in sector 1 α1 0.64

Capital share in sector 2 αk 0.36

Public capital share in sector 2 αg 0.15

Persistence of TFP shock in each sector ρiA 0.9

Volatility of the TFP shock in each sector σεAi 0.86%

Persistence of IST shock ρZ 0.9

Volatility of the IST shock σεZ 1.0%

Persistence of government investment shock ρgi1 , ρ
gi
2 , ρ

gi
3 1.4, -0.25, -0.2

Persistence of government consumption shock ρgc1 , ρ
gc
2 , ρ

gc
3 1.4, -0.25, -0.2

Correlation between εgi and εgc ρgi,gc 0.5

Volatility of a shock to government investment σεgi 1.0%

Volatility of a shock to government consumption σεgc 1.5%
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Table 2.6. Model versus Data: Macroeconomic Quantities

A. Data

Volatility Correlation

1947-2015 1963-2015
.
c

.

i
.
n

.
y

.
c 1.260 1.211

.
c 1.000

.

i 4.652 4.688
.

i 0.634 1.000
.
n 1.550 1.457

.
n 0.638 0.856 1.000

.
y 1.628 1.481

.
y. 0.772 0.773 0.864 1.000

B. Model

Volatility Correlation
.
c

.

i
.
n

.
y

.
c 1.800

.
c 1.000

.

i 5.860
.

i 0.433 1.000
.
n 0.560

.
n 0.250 0.634 1.000

.
y 2.010

.
y. 0.938 0.694 0.416 1.000

This table compares moments of the data to simulated moments from the model. The empirical mo-

ments are computed using quarterly data from the U.S. Bureau of Economic Analysis. I de-trend the

data with the HP filter with a smoothing parameter of 1,600. The theoretical moments are estimated

by simulating the model for 10,000 periods and dropping the first half of the observations to remove the

dependence on initial values. I consider innovations in consumption
.
c, innovations in non-residential in-

vestment
.

i, innovations in labor supply
.
n and innovations in output

.
y. Correlations are computed using

quarterly data from 1947 to 2014 de-trended with the HP filter to capture the business cycle properties.
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Table 2.7. Model versus Data: Asset Pricing Moments

Aggregate Moments

Data Benchmark

Risk premium of the market portfolio 6.502 2.760

Volatility of the market portfolio 18.09 16.20

Sharpe ratio of the market portfolio 35.9 17.0

Average risk-free rate 2.900 4.120

Volatility of risk-free rate 3.00 4.96

The table compares key asset pricing moments of the data to simulated moments from the

model. I estimate the responses by simulating 20,000 periods. I drop the first half of

the observations to remove the dependence on initial values. All figures are in percent-

age terms. The equity return moments are computed from 1927 to 2014 sample. The

moments of the risk-free rate are from the long sample of Campbell and Cochrane (1999).
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Figure 2.1. GMP Returns versus Real Government Spending
This figure presents the returns on the GMP portfolio, portfolio long firms which contribute most of their final value to the

government sector (GOVT ) minus firms that contribute most of their final value to the private sector (PRIV ). The dashed lines

show the NBER recessions. The sample includes data from July 1947 to December 2016.
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Figure 2.2. Responses to a positive Government Spending shock

This figure presents the response functions of macroeconomic variables to a positive government spend-

ing shock. The government spending shock is approximated using the GMP return spread, portfolio

long firms which contribute most of their final value to the government sector (GOVT) minus firms

that contribute most of their final value to the private sector (PRIV). The responses are normalized

such that the maximum response of real government spending is equal to one. The vector autore-

gression (VAR) consists of a fixed set of variables (per capita defence spending, per capita govern-

ment spending, Barro and Redlick (2011) average marginal income tax rate, per capita labor hours,

excess returns on the market portfolio, and three-month Treasury bill rate) plus four lags of each vari-

able. I rotate in other variables of interest one at a time. The dashed lines represent 95% boot-

strapped standard error bands. The sample includes quarterly data from July 1947 to December 2008.
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Figure 2.3. Response in Industry Level GOVT Sector TFP

I explore the response of industry level TFP in the GOV T sector using local projections using the panel

regression in 2.2 . The predicted variables are the 4-factor TFP, including capital (K), production worker

hours (N), non-production worker hours (L), and materials (M), as well as the 5-factor TFP, which

splits the materials variable into energy (E) and non-energy materials (M-E). The TFP data is from the

NBER-CES Manufacturing Industry Database. The dotted lines represent 95% standard error bands

corrected for Newey and West (1987) procedure. The sample includes quarterly data from 1958 to 2011.
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Figure 2.4. Responses to a positive Government Spending shock

The dotted lines represent 95% bootstrapped standard error bands. The figure presents the response of

the HML factor to a positive shock to the GMP portfolio returns, using data from 1965 to 2008. HML fac-

tor, the spread in returns between high and low Book-to-Market firms, is from Kenneth French’s Web site.
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Figure 2.5. Portfolios sorted on GMP betas, Book-to-Market equity
and Investment
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Figure 2.6. Simulated Responses to a Governmen Spending Shock

The figure plots the model response of macroeconomic variables to a positive government

spending shock. Specifically, the figure shows quarterly log-deviations from the steady-state.

All the parameters are calibrated to the values reported in Table 2.5 . The responses

are normalized such that the maximum response of government spending is equal to one.
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CHAPTER 3

Trade Induced Productivity Change and Asset Prices

3.1. Introduction

The presidential election in the U.S. and the British withdrawal from the European

Union have brought international trade theory to the forefront of policy debates.

Literature suggests that as trade policy barriers fall, firms active in industries more

predisposed to exporting such as manufacturing and mining experience gains through

economies of scale and via expansion of product varieties available to consumers.1

Trade liberalization also allows local firms to access cheaper intermediate goods.2 In

addition, trade liberalization raises the average industry productivity through reallo-

cation of resources from low to high productive firms. Despite strong micro evidence

for the trade liberalization and productivity nexus within certain industries, literature

remains divided on the aggregate implications of trade liberalization. The difficulty

in identifying a valid instrument for exporting has limited researchers the capability

to quantify the implications relating firm access to foreign markets. The endogene-

ity and predictability eliminate the application of innovations in real exports as an

approximation of trade induced productivity change. In this paper, I explore the

implications of trade induced productivity change on macroeconomic dynamics and

equity prices by introducing a novel exogenous measure of trade induced productivity

change.

1Notable literature includes, but not limited to, Pavcnik (2002), Trefler (2004), Bernard, Jensen,
and Schott (2006a), Broda and Weinstein (2006), and Lileeva and Trefler (2010).
2The recent literature which links trade with cheaper intermediate goods includes Goldberg, Khan-
delwal, Pavcnik, and Topalova (2010), and De Loecker, Goldberg, Khandelwal, and Pavcnik (2016).
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I show that financial data can be used to measure trade induced productivity

change. The novel measure is the returns to the portfolio long firms producing trad-

able goods minus firms producing non-tradable goods, the returns to the TMN port-

folio. The TMN return spread captures trade induced productivity since reductions

in trade barriers and costs benefit industries that produce tradable goods more rel-

ative to industries that produce non-tradable goods. The measure is available at a

higher frequency, and thus suitable for asset pricing. I find that some of the larger

shocks to the TMN portfolio returns correspond to trade negotiations such as the

discussions that lead to the North American Free Trade Agreement (NAFTA), which

reduced trade barriers and costs for many firms in the tradable goods sector. I show

that a positive shock to trade induced productivity significantly increases real exports

while decreasing the terms of trade, the relative price of exports in terms of the price

of imports.3 Greater trade integration increases investment opportunities, thus in

the short-run, resources are reallocated from household consumption to investment,

which further raises the aggregate productivity. The increase in investment following

trade integration is consistent with recent micro level findings in literature (Constan-

tini and Melitz (2008), Lileeva and Trefler (2010), Bustos (2011)). In the long-run,

both durable and non-durable consumption increase above the steady-state levels.

The sign of the risk premium reveals whether trade induced productivity shocks

cause positive or negative marginal utility of wealth states. Asset pricing tests show

that trade induced productivity shocks carry a robust negative risk premium. Assets

with high sensitivity to the trade induced productivity shock have lower returns, on

average, compared to assets with low sensitivity to the trade induced productivity

3The decrease in terms of trade imply that positive shocks to the TMN portfolio returns capture
supply side productivity shocks rather than demand shocks.
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shock. The annualized return for the long-short portfolio sorted on the exposure to the

trade induced productivity shock is approximately −6.7 percent.4 In addition, I find

that the risk premium associated with trade induced productivity is stronger among

larger firms and high investment firms. Intuitively, reductions in trade barriers and

costs have a greater impact on larger firms with more aggressive investment strategies

since such firms have the ability to compete in international competitive markets.

A two-sector real business cycle model formalizes the intuition and details the

mechanism through which trade induced productivity shocks impact asset returns.

The model presents three testable implications: (1) the long-short portfolio of firms

in the tradable goods sector minus non-tradable goods sector approximates trade

induced productivity change, (2) trade induced productivity decreases consumption

and terms of trade while increasing investment and exports in the short term, and (3)

trade induced productivity causes high marginal wealth states for households with

late resolution of uncertainty. Households with late resolution of uncertainty prefer

smoothing consumption stream over time rather than across states. Such households

prefer assets with high exposure to the trade induced productivity shock as they

deliver high returns during times of high marginal utility of wealth states.

I examine whether trade induced productivity shocks are systematic through stan-

dard asset-pricing tests, and therefore whether such shocks are priced in the cross

section of equity returns. Employing plausible empirical asset-pricing specifications

in which the TMN return spread is used as a factor, I find that trade induced produc-

tivity change explicate the cross section of equity returns. The different specifications

consists of empirical asset-pricing models which include as factors the excess returns

4Both equal-weighted and value-weighted long-short portfolio returns are statistically significant at
the conventional levels.
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on the market portfolio, size, book-to-market, investment, profitability, and momen-

tum. I show that the trade induced productivity change is negatively priced in all of

specifications.

This paper contributes to the growing literature that explores the effects of global-

ization on asset returns. Tian (2017) finds that firms with high tradability have more

cyclical asset returns, and more cyclical earnings growth compared to firms with low

tradability. In contrast to Tian’s study, I use a different classification procedure to

sort industries in to tradable and non-tradable sectors. Moreover, I examine the im-

plications of trade induced productivity change on the cross section of asset returns,

whereas Tian studies the implications of tradability on cyclical properties of asset

returns. This paper is closely related to Barrot, Loualiche, and Sauvagnat (2016)

which investigates domestic consequences of foreign productivity shocks. Using in-

dustry level shipping costs as an inverse measure of exposure to globalization, they

find that firms more exposed to globalization command a positive risk premium.5

Complementary to Barrot, Loualiche and Sauvagnat, I explore the consequences of

domestic productivity change resulting from reductions in trade barriers and costs on

asset returns.

This study also contributes to the literature that explores the export led growth

hypothesis. International trade literature has long been debating whether trade causes

economic growth. Early studies document a positive association between trade and

long-term growth and have attributed the growth to gains through economies of scale,

better capacity utilization, and better technological improvements (Balassa (1978);

Feder (1983); Kormendi and Meguire (1985)). In contrast, Levine and Renelt (1992)

5Barrot, Loualiche and Sauvagnat find that firms more exposed to globalization co-vary positively
with investor’s consumption in the U.S.
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find insufficient evidence for the trade and long-term growth nexus. I find that, trade

liberalization weakly contributes to long-term growth in the U.S. However, I find

stronger evidence for trade led growth in the special case of limited foreign import

competition.6 Specifically, output significantly increases following a positive shock to

trade induced productivity controlling for import competition from China, using the

measure in Autor, Dorn, and Hanson (2013a).7

The paper is organized as follows. Section 3.2 presents a theoretical model that

motivates the empirical work. Section 3.3 introduces the novel measure of trade

induced productivity change. Section 3.4 explores the macroeconomic dynamics.

Section 3.5 shows the asset pricing results and section 3.6 concludes.

3.2. Real Business Cycle Model

This section presents a simple two-sector real business cycle (RBC ) model that mo-

tivates the empirical analysis.8 Specifically, I link trade induced productivity change

with asset returns and the terms of trade. The model presents three testable impli-

cations: (1) the long-short portfolio of firms in the tradable goods sector (T ) minus

non-tradable goods sector (N) approximates trade induced productivity change, (2)

trade induced productivity decreases consumption and terms of trade while increas-

ing investment and exports in the short term, and (3) trade induced productivity

6I study macroeconomic dynamics for the time period from 1965 to 2015. However, for the special
case in which I control for Chinese import competition, I examine macroeconomic dynamics for the
time period from 1987 to 2007. The shorter time period results from limited data availability of
Chinese import competition measure.
7Some of the recent literature employs the rise in imports from China to the U.S. as a trade shock
(see, for e.g., Autor, Dorn, and Hanson (2013a); Autor, Dorn, Hanson, and Song (2014); Bloom,
Draca, and Van Reenen (2016)). Chinese import competition is usually considered an exogenous
measure since it is not driven by a decline in local productivity or changes in local demand in the
US.
8For simplicity, I eschew incorperating long run risks (see, Bansal and Yaron (2004)), a sector
producing investment goods (see, for e.g., Papanikolaou (2011); Garlappi and Song (2016a)), and
utility maximizing households in foreign countries (e.g., Grüning (2017)).
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causes high marginal wealth states for households with late resolution of uncertainty.

In addition, I show that correlated shocks between factor productivity in the T -sector

and marginal efficiency of investment (MEI), the rate of transformation between in-

vestment goods and installed capital, generates the consumption dynamics observed

in data. In the empirical analysis, I confirm that a positive shock to trade induced

productivity significantly increases MEI.

3.2.1. Households

The model economy is populated by identical households that derive their lifetime

utility from consumption, Ct, and labor supply, Lt, according to the following recur-

sive structure (Epstein and Zin (1989); Weil (1989)) given by

(3.1) Ut =

{
(1− β)

[
Ct
(
1− ψLθt

)]1− 1
Ψ + βEt

[
U1−γ
t+1

] 1−1/Ψ
1−γ

} 1
1−1/Ψ

,

where β is the time discount rate, Ψ is the elasticity of intertemporal substitution

(EIS), γ is the coefficient of relative risk aversion (RRA). The parameter ψ measures

the degree of disutility to labor, and θ measures the sensitivity of disutility to labor.

The recursive preferences reduces to King, Plosser, and Rebelo (1988) time separable

constant relative risk aversion (CRRA) utility when 1
Ψ

= γ.9

Households supply labor LN,t and LT,t to the non-tradable goods and tradable

goods sectors, respectively. Households maximize their utility according to

(3.2) Vt = max
{CS ,LS}∞S=t

Ut, s.t. CS= wS(LN,S + LT,S)+DN,S+DT,S, s > t,

9In the special case of 1/Ψ = γ, the recursive preferences reduces to time seperable CRRA preferences

in the form of Ut =
∞∑
j=0

βj[Ct+j(1−ψLθt+j)]
1−γ

1−γ .
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where wS is the market wage, and DN,S and DT,S are the dividend streams of N -sector

and T -sector firms. The one-period ahead stochastic discount factor (SDF ) at time

t is,

(3.3) Mt,t+1 = β

(
Ct+1

Ct

)− 1
Ψ
(

1− ψLθt+1

1− ψLθt

)1− 1
Ψ

 Ut+1[
EtU1−γ

t+1

] 1
1−γ

 1
Ψ
−γ

.

The risk free rate is Et [Mt,t+1] = 1

Rft
.

3.2.2. Firms and Technology

The production of goods and services takes place in two sectors: the non-tradable

goods sector and the tradable goods sector. In both sectors, labor and capital are

used as inputs for production.

3.2.2.1. Non-tradable Goods Sector (N-sector). The N -sector produces out-

put YN according to the following Cobb-Douglas production function

(3.4) YN,t = AtK
βN
N,tL

1−βN
N,t ,

where A is the neutral total factor productivity (TFP ), KN is the capital in non-

tradable goods sector, and LN is the labor supply in the N -sector. The output in

the N -sector is used in household consumption. Without loss of generality, the price

of N -sector good is set to be the numeraire with a price of one. The TFP shock is

mean-reverting and evolves according to the specification

(3.5) log (A)t+1 = ρA log (A)t + εAt+1,
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where |ρA| < 1, and εt ∼ N
(
0, σ2

εA

)
. The dividend stream for N -sector is

(3.6) DN,t = YN,t − wtLN,t − IN,t,

where IN is the investment in the N -sector.

3.2.2.2. Tradable Goods Sector (T -sector). The tradable goods sector produces

YT,t at the relative price pT,t, in terms of the N -good price. The T -sector goods are

sold in the international markets. I assume that the reductions in trade barriers

and costs only benefit the productivity in the T -sector. The production follows the

Cobb-Douglas form

(3.7) YT,t = AtZ
T
t K

βT
T,tL

1−βT
T,t ,

where ZT is the trade induced productivity, KT is the capital in the tradable sector

and LT is the labor supply in the T -sector. The trade induced productivity shock is

mean-reverting and evolves according to the specification

(3.8) log (zt+1)t+1 = ρz log (zt+1)t + εzt+1,

where |ρz| < 1, and εt ∼ N
(
0, σ2

εZ

)
. The dividend stream for T -sector is

(3.9) DT,t = pT,t YT,t − wtLT,t − IT,t,

where IT is the investment in the T -sector.

3.2.2.3. Consumption Bundle. The final consumption bundle takes a constant

elasticity of substitution (CES) form

(3.10) C(CN,t, CM,t) =
[
χ (CN,t)

1− 1
µ + (1− χ) (CM,t)

1− 1
µ

] 1

1− 1
µ ,
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where µ > 0 and χ ∈ (0, 1). The parameter χ is the weight of N -goods in the

final consumption bundle. The parameter µ represents the intratemporal elasticity of

substitution between N -goods and imports. As the elasticity converges to unity, the

aggregator converges to a Cobb-Douglas form with share parameter χ.10 The price

of imports in terms of the N -good is

(3.11) pm,t =
1− χ
χ

(
CN,t
CM,t

) 1
µ

.

3.2.2.4. Stock of Capital. I include Christiano, Eichenbaum, and Evans (2005)

capital adjustment costs for both sectors of the economy. The capital accumulates

according to

(3.12) Kx,t+1 = (1− δ)Kx,t + µt

[
1− φi

2

(
Ix,t
Ix,t−1

− 1

)2
]
Ix,t,

where φx > 0 for x = N, T . Following Justiniano, Primiceri, and Tambalotti (2010)

and Justiniano, Primiceri, and Tambalotti (2011), I include the shock µt to the mar-

ginal efficiency of investment, which represents an exogenous disturbance to the pro-

cess by which investment goods are transformed into installed capital. The shock to

MEI evolves according to the following specification,

(3.13) log
(
µMEI

)
t+1

= ρµ
MEI

log
(
µMEI

)
t
+ εµ

MEI

t+1 ,

where |ρµMEI | < 1, and εµ
MEI

t ∼ N (0, σ2
εµ).

3.2.2.5. Correlated Shocks. Recent literature links reductions in trade barriers

with cheaper intermediate goods (Goldberg, Khandelwal, Pavcnik, and Topalova

10Specifically, as limµ→1

[
χ (CN,t)

1− 1
µ + (1− χ) (CM,t)

1− 1
µ

] 1

1− 1
µ = (CN,t)

χ
(CM,t)

1−χ
. See Uribe

and Schmitt-Grohe (2015) for a indepth discussion of the aggregator functions used in international
trade literature.
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(2010); De Loecker, Goldberg, Khandelwal, and Pavcnik (2016)). To be consistent,

I assume that reductions to barriers and costs increase T -sector productivity and

the marginal efficiency of investment.11 I find that the combination of correlated

shocks to trade induced productivity and MEI generates the desired macro dynamic

responses.12 The variance-covariance matrix of the innovations εzt+1 and εµ
MEI

t is

(3.14)

 σ2
εZ ρZ,µσεZσεµ

ρZ,µσεZσεµ σ2
εµ

 ,

where corr
(
εZt , ε

µ
s

)
= 0 , corr

(
εZt , ε

Z
s

)
= 0, and corr (εµt , ε

µ
s ) = 0 for all t 6= s. The

term ρZ,µ captures the correlation between the trade induced productivity shock and

the shock to MEI.

To evaluate the asset pricing implications and macroeconomic dynamics, all shocks

should be orthogonal to each other. To do so, I transform εzt+1, using a Cholesky

decomposition, such that the trade induced productivity shock is orthogonal to all

other exogenous variation. The transformed orthogonalized trade induced productiv-

ity shock is υzt+1 = Qεzt+1,

where Q = 1

(1−ρ2
Z,µ)

1/2
σ
εZ
σεµ

 (1− ρZ,µρ′Z,µ)1/2
σεµ 0

−ρZ,µσεµ σεZ

. Similarly, the transformed

orthogonalized MEI shock is υµt+1.

11I find that a stand alone shock to εzt+1 fails to generate the macroeconomic dynamics observed
in data. Because of the perfectly competitive nature, a productivity increase through trade will
increase the output T -goods but will decrease the price of T -goods such that there is no effect on
pT,t YT,t. Modelling correlated shocks are motivated by the use of composite shock to investment
specific technological (IST ) shocks and MEI in Papanikolaou (2011). While IST shocks and trade
induced productivity change have a natural correlation, I find in that IST is not the driving factor
behind the tradability results.
12Using VARs, I provide evidence that a shock to trade induced productivity increases the MEI.
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3.2.2.6. Market Clearing. In equilibrium, all markets clear. Labor market, in-

vestment and output clearing dictates,

LT,t + LN,t = Lt,

IT,t + IN,t = It,

pT,t YT,t + YN,t = Yt.(3.15)

Both sectors hire labor at the competitive wage rate wt. The terms of trade at time

t is

(3.16) tott =
pT,t
pm,t

.

3.2.2.7. Asset Prices. Firms in each sector maximizes their value, that is the

present value of the discounted cash flows,

(3.17) Vx,t = max
{IN ,LN}

Et

[
∞∑
s=1

s∏
r=1

Mt+rDx,t+s

]
,

where Dx,t+s is the dividend stream in sector x = T,N , subject to the capital con-

straint in 3.12 . The gross return on a claim to the cash flows is

(3.18) Rx,t+1 =
Vx,t+1 +Dx,t+1

Vx,t
, x = T,N.

The model features three sources of uncertainty: the neutral TFP shock, trade in-

duced productivity shock, and shock to MEI. Following Garlappi and Song (2016a),
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I define the projection of log stochastic discount factor in (3) spanned by the orthog-

onal shocks as

(3.19) mt,t+1 = ln(Mt,t+1) = Et [mt,t+1] − λat
σ2
a

εat+1 −
λµt
σ2
µ

υµt+1 −
λzt
σ2
z

υzt+1 ,

where εat+1, υµt+1, and υzt+1 are the three shocks and λat , λ
µ
t and λzt are their market

price of risk (i.e. the Sharpe ratio). The market price of risk for each shock is

(3.20) λxt = −σ2
x

∂mt,t+1

∂εxt+1

, x = a, z, µ.

The price of risk for the trade induced productivity change depends on the change

in the SDF . The price of risk is positive (negative), if the trade induced productivity

shock causes a decrease (increase) in the SDF .

3.2.3. Calibration

I calibrate the model to examine the implications of trade induced productivity change

on asset returns and macro dynamics. I solve the model using second order approxi-

mations around the steady state.

3.2.3.1. Parameters. The parameters of the model are reported in Table 3.1 . The

parameter values are taken from previous literature where possible.

Preferences. For the benchmark model, I set RRA to γ = 1.1, consistent with

the real business cycle literature (e.g., King and Rebelo (1999), Papanikolaou (2011),

Dissanayake (2017a)). I choose Ψ such that EIS = 1.5. The RRA and EIS values

correspond to households with late resolution of uncertainty (γ < 1/Ψ). For the

alternate simulation, I choose RRA to γ = 1.1 and EIS = 0.33. The low EIS in
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the alternate model ensures that households prefer early resolution of uncertainty

(γ > 1/Ψ).

Following Jaimovich and Rebelo (2009), the sensitivity of labor disutility is set to

θ = 1.4.13 I choose the parameter ψ such that the steady state the value Lt of labor

hours is equal to 25% of the time in a year.

Production. I choose the shares of capital equal to βN = βT = 0.36, which is

standard in literature the real business cycle literature. Following Papanikolaou, I set

the capital depreciation rate equal to δ = 8.5%.

I set the share parameter χ = 0.65. The recent DSGE models estimated using

aggregate data find that the intratemporal elasticity of substitution µ is less than

one (see, for e.g., Corsetti, Dedola, and Leduc (2008), and Justiniano and Preston

(2010)). I set the intratemporal elasticity of substitution between non-tradable goods

and imports µ = 0.82 such that it is consistent with the DSGE model estimates. In

steady state, the N -sector sector produces approximately 70 percent of the output,

the T -sector producers 30 percent of the output, and imports account for 20 percent

of the total output.

Productivity Shocks. Following Garlappi and Song, I set the volatility and persis-

tence of A to 1% and 0.67, respectively. I set the correlation between Z and µMEI

to ρZ,µ = 0.3, such that the model generates the desired consumption dynamics to

the trade induced productivity shock. I choose MEI volatility σMEI = 2%, which is

lower than the volatility estimate in Justiniano, Primiceri, and Tambalotti (2011).14

For simplicity, I set the persistence of trade induced productivity shock and the shock

to MEI to equal ρz = ρµ = 0.67.

13This is slightly higher than the parameter chosen in the two-sector model in Garlappi and Song.
14Justiniano, Primiceri, and Tambalotti find a median MEI volatility of 5.8 and confidence interval
of (5.3, 6.2). Papanikolaou calibrate the model using a much higher MEI volatility of 13 percent.
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Firms are financed approximately 40 percent by debt and 60 percent by equity

in the U.S., whereas in the model, all firms are equity financed. Following Boldrin,

Christiano, and Fisher (2001), I multiply the risk premium and volatility of returns

by a factor 5/3 to better match the firms in data.

3.2.4. Model Predictions

Figure 3.1 presents the response of the key macroeconomic variables and the re-

sponse of the stochastic discount factor in response to the trade induced productivity

change.15 A positive shock to trade induced productivity reduces consumption and

increases investment in the short-run as a consequence of the positive correlation be-

tween trade and MEI. The terms of trade worsens as the price of the tradable good

decreases. The output increases with the higher productivity in the T -goods sector.

The return spread between the T -goods sector minus the N -goods sector increases

upon a positive trade induced productivity shock. This motivates the use of the TMN

returns as an approximate of trade induced productivity change. The next section

focuses on constructing this measure using financial data and validating the measure

using real macroeconomic data.

As shown in (24), the price of risk for the trade induced productivity shock depends

on the change in the stochastic discount factor. The model simulated responses show

that the stochastic discount factor increases if the households have late resolution

of uncertainty. Then, a positive shock to trade induced productivity causes high

marginal utility of wealth states.16 Intuitively, households with late resolution of

15The volatilities from the model calibrations are reported in Appendix 2 . The model generates re-
alistic macroeconomic volatilities. However, the model generates low volatility for the risk premium.
16This is analogous to the case in which investment specific technological shocks cause high marginal
utility states in Papanikolaou (2011).
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uncertainty are more interested in smoothing consumption stream over time rather

than across states. However, if the households have early resolution of uncertainty,

a positive shock to trade induced productivity causes low marginal utility of wealth

states. Intuitively, households with early resolution of uncertainty are more interested

in smoothing consumption across states than over time. In section 3.5 , I examine

the sign of the price of risk associated with the trade induced productivity change to

distinguish between the two cases.

3.3. Measuring Trade Induced Productivity Change

This section introduces the exogenous measure of trade induced productivity change.

Literature documents that differences between tradable and non-tradable firms exist

even before the actual exporting activity begins. Some firms in the tradable goods

sector wait to enter or abstain from entering the export market given the high sunk

costs associated with exporting. Trade induced productivity allows firms to enter

and compete in international competitive markets (see, for e.g., Roberts and Tybout

(1997), Clerides, Lach, and Tybout (1998), Bernard and Jensen (1999)). In addition,

the tradable goods sector in the U.S. has evolved over time; industries such as in-

formation technology maintenance and support have transformed from non-tradable

to tradable sector over the last few years (see Hlatshwayo and Spence (2012) for a

detailed analysis).17

The proposed measure needs to capture potentially tradable industries which are

more predisposed to exporting but have yet to enter the global market, in addition

to the industries that are already exporting. To do so, I use the Jensen and Kletzer

17Spence and Hlatshwayo employ this measure to explore the evolving characteristics and trends
across industries in the tradable and nontradable sectors of the economy.
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(2005) measure of geographical concentration of industries. This measure uses loca-

tional Gini coefficients to identify the tradability of an industry. Intuitively, industries

that are more likely to produce tradable goods have higher geographic concentrations.

Examples include the high-tech industries in Silicon Valley and the auto industry in

Detroit.

3.3.1. Gini Measure

The Gini coefficient measures the statistical dispersion among values of a frequency

distribution. A Gini coefficient of one implies full concentration whereas zero implies

the opposite. Gini coefficients are calculated using a two-step process. The first

step is to calculate the industry demand share which measures the concentration of

demand for industry i in region p, which is denoted as

(3.21) Industry Demand Share (IDS)i,p =
∑
j

(
Yi,j
Yi

lnEMPj,p
lnEMPj

)
,

where Yi,j is the output of industry i used by industry j. The second step is to

calculate the locational Gini coefficients by industry,

(3.22) Ginii =| 1−
∑
p

(σYi,p−1 + σYi,p) (σIDSi,p−1 − σIDSi,p) |,

where p is the index regions sorted by industry share of industry employment. The

notation σYi,p represents the cumulative share of industry i’s employment in region

p and σYi,p−1 is the cumulative share of industry i’s employment in the region with

the next lowest share of industry employment. Lower values of Ginii suggests a low

geographic concentration of industry i, which are then characterized as non-tradable.
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Higher Gini coefficient indicates that the production of goods and services takes place

in a location different from where it is consumed.

The seasonally-adjusted employment data by industry is from the Bureau of Labor

Statistics’ Current Employment Statistics and the value added data by industry is

from the Bureau of Economic Analysis (BEA). The industry splits are constructed at

the two-digit NAICS level. Controlling for industry demand share does not completely

eliminate the possibility of picking up domestic tradability rather than international

tradability. In order to eliminate such possibilities, I employ the Jensen and Kletzer

(2005) and Hlatshwayo and Spence (2014) industry splits which adjusts for domes-

tic tradability by using certain value judgments about the classifications of specific

industries. The non-tradable industries include, but not limited to, administrative

and waste services, accommodation and food services, arts, entertainment, recre-

ation, construction industries, educational services, health care related industries,

retail trade, and wholesale trade industries. The tradable industries include, but not

limited to, agriculture, forestry, fishing, hunting, manufacturing, transportation and

warehousing.

3.3.2. Financial Data

In the next step of the analysis, I link the tradable and non-tradable industries,

identified by the two-digit SIC code, to the universe of stocks. I merge tradability

classification with the ordinary common equity traded in New York Stock Exchange

(NYSE), American Stock Exchange (AMEX) and NASDAQ obtained from the Cen-

ter for Research in Security Prices (CRSP) of the University of Chicago. I exclude

financial firms (SIC 6000− 6799) and utilities (SIC 4900− 4949) from the sample.



72

Accounting data is from the Compustat database. A firm must have a December

fiscal-year end and at least three years of data to be included in the sample. The

market value of equity (ME), the stock price times the number of shares outstanding,

is computed end of June each year using CRSP data. Following Fama and French

(1993), the book value of equity (BE) is the COMPUSTAT book value of stockholders’

equity (data item 60), plus balance sheet deferred taxes (data item 74) and investment

tax credits (data item 208) minus the book value of preferred stock. Depending on the

availability of data, I use the redemption (data item 56), liquidation (data item 10),

or par value (data item 130) of preferred stock. The book-to-market equity (BE/ME)

is the book equity for the fiscal year ending in calendar year t− 1 divided by market

equity at the end of December of t − 1. Negative or zero book values are treated

as missing. I use further screening to satisfy the standard requirements in finance

literature. The time period is from January 1965 to December 2015.

The debt to assets ratio, cash flows to assets ratio, operating profitability, invest-

ment to assets ratio is calculated using Compustat data. The debt to assets ratio is

the total long-term debt (data item 142) plus total debt in current liabilities (data

item 34) divided by total assets (data item 120). The cash flows to assets ratio is the

income before extraordinary items (data item 18) plus depreciation and amortization

(data item 133) divided by total assets. Following Novy-Marx (2013), I compute the

operating profitability as the change in revenues minus cost of goods sold (data item

41) minus selling, general and administrative expense (data item 132), zero if missing,

minus total interest and related expenses (data item 134), zero if missing, divided by

the book equity for the fiscal year ending in calendar year t − 1. The investment to

assets ratio is the change in total assets divided by lag total assets.
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I exclude the smallest and the largest market equity firms at 5 and 95 percent break

points each year such that the tradable and the non-tradable portfolios have similar

fundamental characteristics. I exclude foreign incorporated firms as they are likely

to be more influenced by foreign trade policy than domestic trade policy. In order

to exclude foreign incorporated firms and ADRs, I only include common stocks as

identified by the CRSP share code (SHRCD) of 10 or 11. Trade induced productivity

shocks are likely to impact firms operating in the U.S. Thus I only include firms with

headquarters located in the U.S.

3.3.3. Trade Minus Non-tradable (TMN) Portfolio

Table 3.2 reports the composition of the tradable and the non-tradable goods sector

portfolios. The sector producing tradable goods is larger compared to the sector

producing non-tradable goods number of firms. However, the book-to-market equity

ratio, market equity, debt-to-assets ratio, cash flows-to-assets ratio, operating profit

and firm level investment are similar in terms of the median, the 10th percentile and

the 90th percentile of the firms in tradable and non-tradable sectors. Thus firms in

both portfolios have similar fundamentals except for the differences in tradability.

The novel measure of the trade induced productivity shock is the returns to the

value-weighted portfolio long tradable good producers minus non-tradable good pro-

ducers, the returns to the TMN portfolio. As shown in the real business cycle model,

the value of the T -sector appreciates more relative to the N -sector in response to a

positive shock to trade induced productivity change.

Figure 3.2 plots the TMN portfolio returns versus the change in real exports of

goods and services two quarters ahead. The real export data is from the U.S. Bureau

of Economic Analysis (BEA) database. I use a Hodrick–Prescott (HP) filter to remove
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the cyclical component of exports. The correlation between TMN portfolio returns

at time t and the change in real exports at t + 2 is 0.23 and 0.30 for the post-war

sample (1947-2016) and the post-compustat sample, respectively.

The positive shocks to the TMN portfolio returns correspond to some of the ma-

jor news events regarding reductions in trade barriers and costs. For example, the

third quarter positive shock in 1986 corresponds to the trade negotiations between

the U.S. and Canada, which resulted in the Canada–United States Free Trade Agree-

ment. The third quarter positive shock in 1990 corresponds to the trade negotiations

between the U.S., Canada and Mexico, which later became the North American Free

Trade Agreement (NAFTA). The third quarter positive shock in 2002 corresponds

to the U.S. Senate granting authority to the U.S. President to negotiate a free trade

agreement with Chile and a few other countries.

Table 3.3 presents a general look at the industry level exposure to the TMN

portfolio returns and the industry exposure to the excess market returns. I employ

the Fama and French 49 industries from Kenneth R. French’s website. The industry

exposure is the beta with respect to trade induced productivity change. I regress

the returns of each industry against the TMN portfolio returns to determine its

industry beta.18 Some of the industries with strong exposure to the trade induced

productivity shock include steel, fabricated products manufacturing, coal, computers,

and auto industry. Industries with lower exposure to the trade induced productivity

shock include food products, restaurants, hotels industry, retail, and healthcare. The

low exposure for air craft and defence industries is expected because such industries

are government regulated and are more likely to be affected by government spending

shocks (Dissanayake (2017a)).

18This is equivalent to the Fama and MacBeth (1973) first stage procedure.
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3.4. Macroeconomic Dynamics

In the previous section, I show that some of the positive shocks to the TMN portfolio

returns correspond to news events regarding reductions in trade barriers and costs

and that the TMN portfolio returns positively co-vary with real exports of goods

and services. In this section, I formally validate the new measure of trade induced

productivity shocks by exploring their macroeconomic dynamics. To do so, I examine

impulse responses generated through the following Vector Autoregression (VAR),

(3.23) Xt = A(L)Xt−1 + εt,

where Xt is the vector of variables, A(L) is a polynomial in the lag operator and εt

is a vector of white-noise disturbances that may be correlated. For better accuracy,

I use quarterly data, four lags of each variable and a linear time trend. I use a fixed

set of variables and rotate in other variables of interest, one at a time. The fixed

set of variables consists of the trade induced productivity shock approximated by the

returns to the TMN portfolio, excess returns to the market portfolio, real exchange

rate, log of real per capita exports, log of real per capita imports, log of real per capita

GDP, and three-month T-bill rate. The macroeconomic variables are from the BEA

database. The real effective exchange rate data is from the International Monetary

Fund’s International Financial Statistics database.

The quarterly TMN portfolio returns are compounded from monthly returns.

The additional variables considered are the terms of trade, investment-specific tech-

nological (IST ) change, marginal efficiency of investment (MEI), log of real per

capita non-residential investment, log of real per capita non-durable consumption,
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durable consumption, and services consumption. The IST and MEI data are from

the Justiniano, Primiceri, and Tambalotti (2011).

Figure 3.3 presents the orthogonalized impulse response functions and their cor-

responding 95 percent bootstrapped standard error bands. Response functions are

normalized such that the maximum response of real exports to a positive TMN

shock is equal to one. Exports significantly increase for eight quarters and peaks four

quarters after the trade induced productivity shock. Imports increase in the short-

run. However, the increase in imports is much lower in comparison to the increase

in exports. Investment significantly increases in the short-term following a positive

shock to trade induced productivity. Output rises in the short-run, though it is not

significantly different from zero at conventional levels.

The RBC model predicts that a positive shock to trade induced productivity

decreases the terms of trade. To disentangle whether the TMN portfolio returns

capture foreign demand increase versus supply side productivity change shown in the

model, I examine the dynamics of the relative price of exports in terms of price of

imports, the terms of trade. An increase in supply side productivity would decrease

the production cost of tradable goods, deteriorating the terms of trade. In contrast,

a positive demand shock allow firms to increase production at a higher price, thus

increasing the terms of trade. Figure 3.3 shows that the terms of trade significantly

decreases following a positive shock to the TMN portfolio returns, implying that the

novel measure captures mostly supply side productivity change. The decrease in the

relative price of exports is partly in accordance with the literature that suggests trade

liberalization lowers the average export price via a “pro-competitive” effect (Benigno

and Thoenissen (2003)).
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Recent literature finds that the impacts of technology and the impacts of trade

are separable in the U.S. (Autor, Dorn, and Hanson (2013b)). Thus I examine the

response of IST change and MEI following a positive shock to trade induced pro-

ductivity. Both IST and MEI significantly increase following a positive shock to

the TMN portfolio returns. This validates the use of correlated shocks in the RBC

model.

The subsequent set of impulse response functions examines the implications of

trade induced productivity change on consumption, which motivates the asset pricing

implications. I examine the response of non-durable consumption and durable con-

sumption to conjecture on the sign of the premium associated with the trade induced

productivity change. For the case of households with late resolution of uncertainty,

an increase (decrease) in durable and non-durable plus services consumption implies

a positive (negative) price of risk for the trade induced productivity shock. All forms

of consumption decrease in the short-term following a positive shock to the TMN

portfolio returns. Non-durable consumption decreases less than durable consumption

as a result of agent’s preference to smooth non-durable consumption over time. The

short-term decrease in consumption implies that trade induced productivity shocks

are likely to be negatively priced in the cross section of asset returns.19

Literature finds that Chinese import competition contributed to the decrease in

manufacturing employment (Autor, Dorn, and Hanson (2013a)), the increase in tech-

nical change within firms (Bloom, Draca, and Van Reenen (2016)), and the overall

job losses in the U.S. (Acemoglu, Autor, Dorn, Hanson, and Price (2016)).20 I explore

19Investors can smooth consumption by holding an asset that co-varies positively with the trade
induced productivity shock.
20Acemoglu, Autor, Dorn, Hanson, and Price (2016) find that job losses resulting from Chinese
import competition from 1999 to 2011 is in the range of 2.0 million to 2.4 million.
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whether the TMN portfolio returns provide information beyond what is contained

in innovations to Chinese import competition. To do so, I control for Chinese import

competition in the VAR described in (3) by employing the time series Chinese import

competition measure in Autor, Dorn, and Hanson (2013a). Given that the measure is

available only at the yearly frequency, I use two lags of each variable and a quadratic

time trend in the VAR.21

Figure 3.4 shows the impulse response functions to the trade induced productiv-

ity shock, controlling for Chinese import competition. The real per capita exports

significantly increase following the positive shock to the TMN portfolio returns. Out-

put significantly increases following the trade induced productivity shock, and much

higher compared to figure 3.3 . This suggest that, in the case of limited import com-

petition, there is evidence for the long term export led growth hypothesis. Chinese

import competition significantly decreases following a positive shock to the TMN

portfolio returns, implying that the TMN portfolio returns provide information be-

yond what is contained in the Chinese import competition measure.

3.5. The Pricing of Trade Induced Productivity Shocks

In the previous section, I show that a positive trade induced productivity shock

decreases both durable and non-durable consumption. This implies that the trade

induced productivity shock is systematic and is possibly priced in the cross section

of equity returns. In this section, using a number of asset pricing tests, I examine

whether trade induced productivity shocks are priced in the cross section of asset

returns. The first set of tests includes portfolio sorting and the second set of tests

includes cross sectional asset pricing tests.

21The results are robust to the use of four lags of each variable.
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3.5.1. Exposure to the trade induced productivity shock

First, I construct a firm level measure of sensitivity to the trade induced productivity

shock. I use the firm’s stock return beta with respect to the TMN portfolio returns

as the measure of firm’s exposure to the trade induced productivity shock. I control

for other sources of systematic risk in the economy by including the value weighted

excess returns to the market portfolio, MKT . Specifically, for each firm i, I estimate

the following time series regression,

(3.24) ri,t − rf,t = αi,t + βMKT
i,t rMKT

t + βTMN
i,t rTMN

t + εi,t,

where t = 1, . . . , 120, rf,t is the risk free rate, rMKT
t is the excess returns to the market

portfolio, and rTMN
t is the returns to the TMN portfolio. I use a 120 month rolling

window to estimate the βMKT
i,t , βIMC

i,t , and βTMN
i,t . Following Fama and French (1992),

I require at least 24 observations to be included in the sample.

3.5.2. Portfolio Sorting

I form the first set of test portfolios by sorting NYSE, AMEX, and NASDAQ stocks

on βTMN , the exposure to the trade induced productivity shock. Firms are sorted

in to ten portfolios (deciles) by their sensitivity to the shock. In June of each year,

all stocks are ranked by their βTMN , and are then allocated to the TMN portfolio

deciles based on the breakpoints.

Table 3.4 reports the characteristics of the portfolio deciles sorted by the expo-

sure to the TMN portfolio returns. Rank L represents the lowest βTMN portfolio

(portfolio of firms with the lowest sensitivity to trade induced productivity change)
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and rank H the highest βTMN portfolio (portfolio of firms with the highest sensitiv-

ity to trade induced productivity change). The βTMN ranges from −2.04 to 1.34,

capturing a sizable variation in sensitivity to the trade induced productivity shock.22

The value-weighted excess returns generally decrease as the average βTMN increases.

The monthly value-weighted long-short portfolio return spread is −0.56 percent. This

corresponds to an annual value-weighted long-short portfolio return spread of approx-

imately −6.7 percent, which is comparable to the magnitude of the equity premium in

the post-Compustat era.23 The long-short value-weighted return spread is significant

at the 5 percent level, where standard errors were adjusted using Newey and West

(1987) procedure with lags up to 3 years.

Next, I explore whether the traditional CAPM betas can explain the portfolios

sorted on the exposure to the trade induced productivity shock.24 The results show

that CAPM betas fail to price the portfolio returns. I also show that the monthly

excess returns over the CAPM model, αCAPM , and the monthly excess returns over a

three-factor Fama and French (1993) model, αFF , are negative and significant at the

10 percent level..

There is little variation in the book-to-market ratio across the TMN beta quin-

tiles. Although not monotonic, the average firm’s market equity within each portfolio

increases as the exposure to trade induced productivity change increases. The re-

sults imply that firms with high exposure to the trade induced productivity shock are

generally larger.

22Small variation in betas may lead to erroneously measured factor premiums.
23The equity premium is approximately 5.98 percent since July 1965.
24Capital Asset Pricing Model (CAPM) suggests that asset returns increase as their exposure to the
excess market returns, measured by βMKT , increases.
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Barrot, Loualiche, and Sauvagnat (2016) find that manufacturing industries with

low level shipping costs are more exposed to globalization.25 For robustness, I examine

whether the risk premium associated with the trade induced productivity shock varies

with shipping costs. I find that the risk premium associated with the trade induced

productivity change is negative for both high and low shipping costs industries.26

However, the negative risk premium is much larger in magnitude for low shipping

costs industries (−6.192%) in comparison to low shipping costs industries (−3.456%).

The results suggest that the systematic risk associated with globalization effect via

import competition is different from systematic risk associated with the globalization

effect via trade induced productivity change, as explored in this study.

3.5.2.1. Two-way Portfolio Sorting. Literature suggests that larger plants are

more likely to export in international markets (Verhoogen (2008), Bustos (2011)).

Based on these findings, I formulate two hypotheses and investigate them empirically.

The first hypothesis I examine is on the relation between firm size and the risk

premium associated with trade induced productivity change. I conjecture that larger

firms are more likely to enter and compete in international markets compared to

smaller firms, thus the negative premium is presumably greater in-terms of magnitude

within such firms.

Table 3.5 reports summary statistics for 15 portfolios independently sorted on

TMN beta and market equity. The results show that the average excess returns

generally decrease with the TMN betas, controlling for market equity. Moreover,

the negative long-short return spread associated with the trade induced productivity

shock is strongest among the largest size tercile. Results support the hypothesis that

25Specifically, higher import competition.
26The results are reported in Appendix 2 .
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the negative premium is greater within larger firms. I also find that the size premium

is not significant controlling for TMN beta.

As a supplementary test, I examine the exposure to the trade induced productivity

shock for ten portfolios (deciles) sorted on market equity. Figure 3.5 plots the TMN

betas and MKT betas on the deciles sorted on market equity. The left panel shows

that, in general, higher size portfolios have higher exposure to the trade induced

productivity shock, consistent with the intuition that larger firms are more likely to

compete in international markets relative to smaller firms. The portfolios with the

higher excess returns have lower TMN betas, thus explaining the cross section of

the deciles. However, as shown in the right panel, CAPM betas fail to price the size

deciles.

The second hypothesis I examine is on the relation between firm investment and

the risk premium associated with trade induced productivity change. I conjecture

that more aggressive investment firms are more likely to endure larger fixed costs to

compete in international product markets compared to more conservative investment

firms. Thus, the negative premium is presumably greater in-terms of magnitude

within more aggressive investment firms.

Table 3.6 reports summary statistics for the 15 portfolios independently sorted on

TMN beta and investment, with a 36 month holding period. The results show that

the magnitude of the negative TMN beta long-short portfolio returns is significant

only within the medium and larger investment terciles. It is also noteworthy that

returns monotonically decrease with the exposure to the trade induced productivity

shock controlling for investment. For robustness, I perform the exact portfolios sorts

but substituting investment-to-assets ratio with investment-to-capital (I/K) ratio. I
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find that the negative premium associated with the trade induced productivity shock

is greater for high I/K ratio firms, as shown in Appendix 2 .

3.5.3. Cross Sectional Tests

In this section, I investigate whether trade induced productivity change is priced in

the cross section of equity returns. I employ a Fama and MacBeth (1973) two-step

procedure to perform asset-pricing tests.

3.5.3.1. The Tested Hypotheses. To test whether the risk associated with the

trade induced productivity change is priced, I consider plausible empirical asset-

pricing specifications in which the shock appears as a factor. It is unlikely that

the trade induced productivity shock is the only factor that explains the entire cross

section of asset returns. Thus, I consider the following empirical asset-pricing models:

(3.25) Re
i,t = α + βMKT Re

MKT,t + βTMNTMNt + sSMBt + hHMBt + εt,

(3.26)

Re
i,t = α+βMKT Re

MKT,t+βTMNTMNt+sSMBt+hHMBt+rRMWt+cCMAt+εt,

(3.27) Re
i,t = α+βMKT Re

MKT,t+βTMNTMNt+sSMBt+hHMBt+mMOMt+ εt,

where Re
i,t represents the excess returns of the portfolio i at time t, SMB is the

return on a diversified portfolio of small stocks minus the return on a diversified

portfolio of big stocks, HML factor is the difference between the returns on diversified

portfolios of high and low book equity to market equity stocks, RMW factor is the

difference between the returns on diversified portfolios of stocks with robust and weak
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profitability, and CMA factor is the difference between the returns on diversified

portfolios of the stocks of conservative and aggressive investment firms.27 In (26), I

augment the Fama and French (1993) three-factor model by incorporating the TMN

portfolio returns. In (27), I augment the Fama and French (2015) five-factor model by

incorporating the TMN portfolio returns. In (28), I augment the Carhart (1997) four-

factor model by incorporating the TMN portfolio returns. I also present the results

from the above two specifications without the trade induced productivity shock for

comparison purposes.

3.5.3.2. Factor Correlations. Table 3.7 displays the correlations between the risk

factors used in the cross sectional estimations and their corresponding statistical sig-

nificance. The TMN portfolio returns have a low correlation with all of the commonly

used factors in empirical asset pricing literature. This suggests that the TMN port-

folio returns capture risk not captured by each of the other factors. Although small

in magnitude, the negative correlation between the trade induced productivity shock

and the size premium, proxied by SMB, and the profitability premium, proxied by

RMW , is statistically significant.

3.5.3.3. Cross Sectional Results. Table 3.8 presents the Fama and MacBeth

(1973) risk premium estimations. I use a large panel of 80 portfolios: the test as-

sets include 15 value-weighted portfolios sorted on βTMN and size, 15 value-weighted

portfolios sorted on βTMN and investment, 25 value-weighted portfolios sorted on

BE/ME and size, and 25 value-weighted portfolios sorted on investment and operat-

ing profitability. I choose these portfolios as the test assets because they exhibit a

high dispersion of TMN betas.

27All factors except for the TMN portfolio returns are from Kenneth R. French’s website.
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The first specification shows the factor premiums for the Fama and French (1993)

three-factor model. Only the value premium is significant in the model. The second

specification shows the model described in 3.25 . The trade induced productivity

shock is negatively priced in the cross section and is statistically significant at the 5

percent level. The value factor remains significant, however, only at the 10 percent

level. The third specification shows the factor premiums for the Fama and French

(2015) five-factor model. Here, both investment and profitability are statistically

significant. The specification (IV) shows the model in 3.26 . The trade induced

productivity shock remains negatively priced and statistically significant. The in-

vestment factor remains significant at the 5 percent level and profitability at the 10

percent level. The specification (IV) shows the Carhart (1997) four-factor model.

The momentum factor is positively priced and is significant at the 5 percent level.

The value premium is significant only at the 10 percent level. The final specification

shows the model in 3.27 .

Overall, the results show that trade induced productivity change is negatively

priced in the cross section of equity returns and is robust to the inclusion of a number

of factors. The TMN factor is negatively priced in this specification. The monthly

risk premium ranges from −0.37 percent to −0.44 percent, which is similar in mag-

nitude to the long-short portfolio return spread reported in Table 3.4 . The results

are consistent with trade induced productivity change causing high marginal utility

of wealth states.

3.6. Conclusion

I propose a novel measure of trade induced productivity change using financial data,

and examine the effect that trade induced productivity shocks may have on equity
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returns. The novel measure proposed is the returns to the portfolio long firms pro-

ducing tradable goods minus firms producing non-tradable goods, the returns to the

TMN portfolio. Sizable shocks to the TMN portfolio returns correspond to trade

negotiations such as the discussions that lead to the North American Free Trade

Agreement (NAFTA), which resulted in reduced trade barriers and costs for many

tradable good producers.

I show that, in the short-run, durable consumption and non-durable plus services

consumption decrease following a positive shock to trade induced productivity. Assets

with high exposure to the trade induced productivity shock deliver high returns during

high marginal utility of wealth states. Investors are willing to accept lower expected

returns to hold assets with high exposure to trade induced productivity shock as such

assets provide a hedge against consumption risk.

I provide evidence that trade induced productivity shocks is a priced factor. Asset

pricing tests show that the trade induced productivity change is negatively priced in

the cross section of equity returns, and the premium is robust to the inclusion of

multitude of other factors. I find that the negative risk premium is stronger within

larger firms and high investment firms.

I also find weak evidence for the export led growth hypothesis. However, control-

ling for Chinese import competition measure, output significantly increases following

a positive trade induced productivity shock.
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Table 3.1. Parameters used for benchmark caliration

Parameter Symbol Value

Preferences

Subjective discount factor β 0.985
Relative risk aversion (RRA) γ 1.1
Elasticity of intertemporal substitution (EIS) Ψ 0.67
Degree of labor disutility ψ 2.8
Sensitivity of labor disutility θ 1.4

Production

Investment adjustment cost in T -sector φN 1.1
Investment adjustment cost in N -sector φT 0.7
Capital depreciation rate δ 8.5%
Capital share in N -sector and T -sector βT ,βN 0.36
Import share parameter χ 0.65
Intratemporal elasticity of substitution of T -goods and M -goods µ 0.82

Shocks

Standard deviation of A-shock σa 1%
Standard deviation of Z-shock σz 1%
Persistency of long-run risk for A-shock and Z-shock ρµa ,ρµa 0.67

Standard deviation of A-shock and Z-shock σµ
a
,σµ

Z
1%

Standard deviation of MEI -shock σMEI 2%
Persistency of MEI -shock ρMEI 0.67
Correlation between Z and µMEI ρZ,µ 0.3

This table presents the parameters used for the benchmark calibration for the real business cycle model in section 3.2 .
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Table 3.2. Tradable minus Non-tradable Portfolio Composition

Tradable Non-Tradable

Median 10% 90% Median 10% 90%

Market Capitalization 0.273 0.028 3.243 0.304 0.028 3.880

Book-to-Market Equity 0.651 0.217 1.479 0.601 0.206 1.422

Debt to Assets 0.246 0.009 0.472 0.255 0.020 0.532

Cashflow to Assets 0.090 0.030 0.163 0.091 0.032 0.167

Operating Profit 0.112 -0.031 0.225 0.121 -0.007 0.232

Investment 0.075 -0.057 0.328 0.087 -0.056 0.361

Number of firms 858.3 182.2

This table reports the portfolio composition of firms in the Tradable Sector and the

Non-tradable sector. I report market equity (in thousands), book-to-market equity, debt

to assets ratio (Compustat item dltt plus item dlc divided item at), cash flows to as-

sets ratio (Compustat item ib plus item dp divided by item at), operating profitabil-

ity (Compustat item revt minus item cogs minus XSGA, zero if missing, minus XINT,

zero if missing, divided by book equity for the fiscal year ending in calendar year t-1)

and investment to assets ratio (change in Compustat item at divided by lag item at).

I provide the time-series averages of the median and the 10 percent and the 90 percent

deciles within each portfolio. The sample includes data from July 1947 to December 2016.
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Table 3.3. Industry Exposure to the Trade Induced Productivity Shock

Industry Classification βTMN
t βMKT

t

Fabricated Products 1.499 1.211

Steel Works 1.323 1.425

Precious Metals 1.242 0.724

Real Estate 1.222 1.310

Consumer Goods 0.762 0.892

Coal 0.692 1.220

Computers 0.659 1.298

Toys and Recreation 0.440 1.184

Automobiles and Trucks 0.434 1.197

Machinery 0.307 1.250

Non-Metallic and Industrial Metal Mining 0.235 1.118
...

...

Beer & Liquor -0.672 0.691

Retail -0.690 0.959

Restaurants, Hotels, Motels -0.722 0.957

Textiles -0.793 1.068

Food Products -0.842 0.584

Apparel -1.252 0.997

Aircraft -1.399 0.949

Entertainment -1.480 1.182

Defense -1.595 0.595

Healthcare -1.670 0.912

Tobacco Products -1.926 0.457

This table reports the industry level exposure to the trade induced productivity shock. The industry (Fama and French 49 Indus-

try Portfolios) returns are from Kenneth R. French’s website. βTMN
t is the industry exposure to the trade induced productivity shock.
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Table 3.4. Portfolios Sorted on TMN beta

βTMN L 2 3 4 5 6 7 8 9 H H-L

Value-weighted returns

Mean excess return 0.836 0.700 0.696 0.752 0.608 0.628 0.541 0.503 0.450 0.281 -0.555

(t-stat) (3.32) (3.28) (3.53) (4.03) (3.33) (3.81) (3.30) (3.07) (2.37) (1.14) (-2.68)

αCAPM 0.165 0.102 0.142 0.219 0.083 0.149 0.060 0.030 -0.072 -0.326 -0.492

(t-stat) (1.17) (0.97) (1.52) (2.82) (1.29) (2.47) (0.98) (0.44) (-0.63) (-1.72) (-1.94)

αFF 0.095 0.070 0.081 0.243 0.086 0.149 0.035 0.070 -0.041 -0.294 -0.388

(t-stat) (0.80) (0.74) (0.87) (3.20) (1.18) (2.71) (0.62) (0.96) (-0.41) (-1.61) (-1.76)

Characteristics

βTMN -2.037 -1.126 -0.786 -0.555 -0.366 -0.194 -0.018 0.186 0.493 1.351

βMKT 1.240 1.129 1.067 1.032 1.019 1.002 1.007 1.063 1.186 1.440

BE/ME 0.733 0.848 0.824 0.851 0.852 0.850 0.870 0.854 0.823 0.762

Size 0.557 0.785 0.992 1.372 1.600 2.348 2.651 2.376 1.963 1.103

The table reports the time series averages of the value-weighted excess returns for portfolios sorted on the exposure to the trade induced pro-

ductivity shock. The t-statistics for the return spreads are reported in parentheses using Newey and West (1987) standard errors, allow-

ing lags up to 3 years. “H-L” is the return difference between the highest and lowest TMN portfolio. I also report the monthly excess

returns (αCAPM ) over the CAPM model and the monthly excess returns (αFF ) over a three-factor Fama-French model of weight-to-value

portfolios. The exposure to the trade induced productivity shock , βTMN , and the exposure to the excess returns on the market port-

folio, βMKT , are computed by estimating the regression in equation 3.24 , using the prior 120 months of data. I also report the aver-

age book equity to market equity (BE/ME) ratio and market equity (Size). The sample includes data from July 1947 to December 2016.
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Table 3.5. Portfolios sorted on TMN beta and Size

a) Excess Returns b) βTMN

βTMN βTMN

L 2 3 4 H H-L (t-stat) L 2 3 4 H

S 0.954 0.988 1.031 0.860 0.604 -0.350 (-1.59) S -1.822 -0.771 -0.349 0.046 1.070

2 0.887 0.932 0.837 0.785 0.584 -0.303 (-1.44) 2 -1.619 -0.761 -0.349 0.042 0.881

B 0.909 0.741 0.597 0.462 0.355 -0.554 (-2.37) B -1.489 -0.747 -0.335 0.057 0.794

S-B 0.045 0.247 0.434 0.398 0.249

(t-stat) (0.17) (0.99) (1.75) (1.76) (0.83)

c) Market Equity d) BE/ME

βTMN βTMN

L 2 3 4 H L 2 3 4 H

S 0.115 0.119 0.118 0.106 0.102 S 0.873 0.986 1.025 0.941 0.807

2 0.955 0.995 0.997 1.046 1.048 2 0.579 0.654 0.689 0.762 0.682

B 7.124 9.873 13.229 15.803 10.921 B 0.452 0.533 0.551 0.643 0.683

The table reports summary statistics of the value-weighted excess returns for portfolios independently sorted on the expo-

sure to the trade induced productivity shock and Market Equity (Size). The t-statistics are reported in parentheses us-

ing Newey and West (1987) standard errors, allowing lags up to 3 years. “High-Low” is the return difference between

the highest and lowest TMN portfolios within each size tercile. The exposure to the trade induced productivity shock ,

βTMN , and the exposure to the excess returns on the market portfolio, βMKT , are computed by estimating the regres-

sion in equation 3.24 , using the prior 120 months of data. The sample includes data from July 1963 to December 2016.
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Table 3.6. Portfolios sorted on TMN beta and Investment

a) Excess Returns b) βTMN

βTMN βTMN

L 2 3 4 H H-L (t-stat) L 2 3 4 H

1 0.912 0.988 0.835 0.715 0.674 -0.238 (-1.35) 1 -1.827 -0.767 -0.350 0.043 1.021

2 0.964 0.746 0.606 0.540 0.467 -0.497 (-3.25) 2 -1.671 -0.762 -0.348 0.041 0.815

3 0.801 0.744 0.555 0.532 0.314 -0.487 (-2.27) 3 -1.761 -0.775 -0.349 0.046 1.005

3 m 1 -0.111 -0.244 -0.279 -0.183 -0.361

(t-stat) (-0.60) (-1.66) (-1.88) (-1.30) (-1.88)

c) Market Equity d) BE/ME

βTMN βTMN

L 2 3 4 H L 2 3 4 H

1 0.434 0.707 1.574 2.009 1.126 1 0.960 1.038 1.024 0.956 0.831

2 1.041 1.692 2.978 3.983 2.967 2 0.917 0.906 0.882 0.862 0.783

3 1.029 1.970 2.472 3.631 1.975 3 0.537 0.659 0.676 0.669 0.585

The table reports summary statistics of the value-weighted excess returns for portfolios independently sorted on the exposure to the trade

induced productivity shock and Investment-to-assets ratio. Investment-to-assets ratio is the change in Compustat item at divided by lag

item at. The t-statistics are reported in parentheses using Newey and West (1987) standard errors, allowing lags up to 3 years. “High-

Low” is the return difference between the highest and lowest TMN portfolios within each investment tercile. The exposure to the trade

induced productivity shock , βTMN , and the exposure to the excess returns on the market portfolio, βMKT , are computed by estimat-

ing the regression in equation 3.24 , using the prior 120 months of data. The sample includes data from July 1963 to December 2016.
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Table 3.7. Risk Factor Correlations

Factors TMN MKT SMB HML RMW CMA MOM

TMN 1.0000

MKT -0.1582** 1.0000

SMB -0.3143** 0.2834** 1.0000

HML -0.0200 -0.3043** -0.1216** 1.0000

RMW -0.2592** -0.2076** -0.3642** 0.0896** 1.0000

CMA 0.0668 -0.3936** -0.1196** 0.7029** -0.0834** 1.0000

MOM 0.1407** -0.1281** -0.0216 -0.1585** 0.0955** 0.0021 1.0000

The table reports the correlation, measure the strength and direction of the linear relationship, be-

tween the risk factors used in this study. TMN is the returns to the Tradable minus Non-tradable

(TMN) portfolio. MKT is the excess returns on the value-weighted market portfolio, SMB is the port-

folios of small stocks minus big stocks, HML is the difference between the portfolios high and low

book-to-market stocks, RMW is the difference between the returns on portfolios of stocks with ro-

bust and weak profitability, and CMA is the difference between the returns on portfolios of low and

high investment stocks. MOM is the momentum factor, STR is the short term reversal factor and

LTR is the long term reversal factor. The sample includes monthly data from July 1963 to Decem-

ber 2016. Statistical significance at the 5%, and 10% levels are indicated by **, and *, respectively.



94

Table 3.8. Estimation of Competing Asset-Pricing Models

Factor (I) (II) (III) (IV) (V) (VI)

MKT -0.264 -0.529 0.064 -0.060 0.445 -0.191

(-0.70) (-1.37) (0.16) (-0.14) (0.93) (-0.49)

TMN -0.442** -0.418** -0.367**

(-2.37) (-2.17) (-1.97)

SMB 0.236 0.247 0.286 0.270 0.245 0.250

(1.23) (1.27) (1.46) (1.39) (1.21) (1.28)

HML 0.392** 0.366* 0.265 0.271 0.387* 0.366

(2.03) (1.88) (1.36) (1.40) (1.90) (1.88)

RMW 0.323** 0.253*

(1.99) (1.71)

CMA 0.289** 0.320**

(2.14) (2.44)

MOM 1.701** 0.692

(2.54) (1.54)

MAPE 1.424 1.309 1.310 1.249 1.380 1.281

This table reports the Fama and MacBeth (1973) two-pass regression estimates and the mean abso-

lute pricing errors (MAPE). The tests are performed on the excess returns of the 15 value-weighted

portfolios sorted on TMN beta and Size, 15 value-weighted portfolios sorted on TMN beta and In-

vestment, 25 value-weighted portfolios sorted on BE/ME and Size, and 25 value-weighted portfolios

sorted on Investment and Operating Profitability. The t-statistics are reported in parentheses using

Shanken (1992) corrections. TMN is the returns to the Tradable minus Non-tradable portfolio. MKT

is the excess returns on the value-weighted market portfolio, SMB is the portfolios of small stocks

minus big stocks, HML is the difference between the portfolios high and low book-to-market stocks,

RMW is the difference between the returns on portfolios of stocks with robust and weak profitability,

and CMA is the difference between the returns on portfolios of low and high investment stocks, and

MOM is the monthly momentum factor. The sample includes monthly data from July 1963 to De-

cember 2016. Statistical significance at the 5% and 10% levels are indicated by ** and *, respectively.
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Figure 3.1. Simulated Responses to Trade Induced Productivity Shock

The figure plots the model responses of macroeconomic variables to a positive trade induced productivity shock. Specifically, the figure shows

log-deviations from the steady-state. All the parameters are calibrated to the values reported in Table 1. The solid lines represent the case

of late resolution of uncertainty (RRA > 1/EIS) and the dashed lines represent the case of early resolution of uncertainty (1/RRA > EIS).
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Figure 3.2. Returns to the TMN portfolio versus the change in real exports

The figure plots the TMN portfolio returns at time t versus the per capita real export at time t+2, where time is in quarterly frequency. I de-trend the

export data using a Hodrick–Prescott filter with a smoothing parameter of 1,600 to remove the cyclical components. The returns to the TMN portfolio

is the returns to the long-short portfolio of tradable minus non-tradable good firms. The sample covers the post war time period from 1947 to 2016.
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Figure 3.3. Macroeconomic Responses to a Positive Trade Induced Pro-
ductivity Shock

The figure shows the orthogonalized impulse response functions to a positive shock to the TMN port-

folio returns generated through the Vector Autoregression in equation 3.23 . The dotted lines repre-

sent 95% bootstrapped standard error bands. The sample includes quarterly data from 1947 to 2016.
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Figure 3.4. Responses to Trade Induced Productivity Change, Control-
ling for Chinese Imports Competition

The figure shows the orthogonalized impulse response functions to a positive shock to the

TMN portfolio returns generated through the Vector Autoregression in equation 3.23 . The

dotted lines represent 95% bootstrapped standard error bands. The macroeconomic variables

are from the U.S. Bureau of Economic Analysis. The Chinese import competition data is

from Autor, Dorn, and Hanson (2013a). The sample includes data from 1987 to 2007.



99

TMN beta
-2 -1.5 -1 -0.5 0 0.5 1

E
[R

]

0.2

0.4

0.6

0.8

1 S

2
3

4
5

6
7

8 9

H

Portfolios Sorted on TMN beta

MKT beta
1 1.05 1.1 1.15 1.2 1.25 1.3 1.35 1.4 1.45 1.5

E
[R

]

0.2

0.4

0.6

0.8

1 S

2
3

4
5

6
7

8 9

H

Portfolios Sorted on TMN beta

Size
0.7 0.72 0.74 0.76 0.78 0.8 0.82 0.84 0.86 0.88 0.9

E
[R

]

0.2

0.4

0.6

0.8

1 S

2
3

4
5

6
7

89

H

Portfolios Sorted on TMN beta

B/M
0.5 1 1.5 2 2.5

E
[R

]
0.2

0.4

0.6

0.8

1 S

2
3

4
5

6
7

89

H

Portfolios Sorted on TMN beta

Figure 3.5. Portfolio Deciles Sorted on Market Equity

The figure plots average excess returns for 10 portfolios (Deciles) sorted on firms size. The left

panel shows the average firm exposure to the trade induced productivity shock (βTMN ) and the

right panel shows the average firm sensitivity to excess returns on the market portfolio (βMKT ).

The exposure to the trade induced productivity shock , βTMNand the exposure to the excess re-

turns on the market portfolio, βMKT , are computed by estimating the regression in equation (4),

using the prior 60 months of data. The sample includes data from July 1965 to June 2015.
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CHAPTER 4

Investment Shocks and Asset Returns: International

Evidence

Technological innovation through the formation of new capital stock promotes

economic growth. Firms allocate resources to efficiently produce output, from which

households derive utility. Real investment thus affects the households’ consumption

stream and hence their pricing of claims to the firms’ output. Despite this clear

link between macroeconomy and finance, researchers have not agreed on the implied

pricing relation. We find that pricing crucially depends on the availability of financial

institutions, access to capital, and product market competition using a panel of firms

from developed and emerging markets.

Most recent literature casts the above macroeconomics-finance nexus in tightly

restricted general equilibrium and still reaches different conclusions. The disagree-

ment originates in modeling differences that ultimately associate investment-specific

technological (IST ) shocks with either an increase (see, for e.g., Papanikolaou (2011),

Kogan and Papanikolaou (2014), Kogan, Papanikolaou, and Stoffman (2013)) or a

decrease (see, for e.g., Garlappi and Song (2016a), Li, Li, and Yu, (2017)) in marginal

utility. The former implies a negative premium of investment shocks, while the latter

does a positive premium. Interestingly, each of these opposing views is supported

by empirical evidence. Using U.S. post-Compustat data from 1963, Papanikolaou

(2011) and Kogan, Papanikolaou, and Stoffman (2013) estimate negative premiums

on investment shocks. In contrast, using longer, post-1930 data, Garlappi and Song
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(2016b) and Li (2017) report results consistent with positive premiums in the U.S.

market. The contrast in conclusion within a single market is striking. The key to rec-

onciling the empirical discrepancy appears to be the sample period. In fact, Garlappi

and Song (2016b) confirm a negative investment premium if they use the post-1963

period. This suggests the possibility that the pricing of investment shocks is positive

in an early stage of an economy and turns negative as it matures.

Motivated by this observation, we examine the pricing of investment-specific tech-

nological innovations by expanding the cross section of economies, rather than the

sample period, to seek heterogeneity in economic stages. Specifically, we employ a

large sample of firms from 33 countries. Given the economic heterogeneity, we ex-

pect to estimate a range of investment-shock premiums, which we seek to explain by

country characteristics. This allows us to potentially identify the pricing mechanisms

that are unmodeled in the theoretical literature. Thus, we aim to conduct not only

an out-of-sample test of existing theory, but also an empirical exploration into new

theory.

Following Papanikolaou (2011), we construct a mimicking portfolio for investment-

specific technology shocks as the one long investment-good producers and short

consumption-good producers. We choose this framework as it closely follows the

literature in which the debate on investment-shock pricing arises. Despite a po-

tential concern about data limitation, it turns out that necessary data for variable

construction are available for a wide range of countries. We examine the pricing of

the investment shock-mimicking factor in both time series and cross section. The

former is the time-series mean of the monthly return spread between two extreme

factor-beta sorted portfolios, while the latter is the cross-sectional premium on the
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factor estimated from a one-step GMM procedure. For robustness, we estimate these

premiums in both equally and value-weighted bases, and in both the local and U.S.

currencies.

Our contributions are threefold. First, as expected, we find a spectrum of investment-

shock premiums ranging in both magnitude and sign, with more prevalence on the

negative side. About two-thirds of sample countries exhibit negative investment-shock

premiums in both time series and cross section, regardless of weighting or currency

of measurement. Several of them, mostly developed countries, have significantly neg-

ative premiums. There are also a few countries with significantly positive premiums,

all from emerging markets. Thus, significantly negative estimates tend to be observed

in more mature markets, and positive ones in less mature markets. This is consis-

tent with the aforementioned evidence from the U.S. market using recent and earlier

periods, respectively.

The second contribution of our analysis is to identify the determinants of investment-

shock pricing. Motivated by the contrast between the developed and emerging mar-

kets, we explore country characteristics that spread investment shock premiums.

Through a series of cross-country regressions, we find that access to capital, access

to financial institutions, and product market competition are the three main drivers

of investment-shock pricing. Specifically, the negative pricing of investment risk is

stronger in countries with greater access to capital, better financial institutions, and

higher product market competition. We introduce a country level composite index

that captures the overall efficiency in the aforementioned characteristics which deter-

mines the degree of IST -shock pricing.



103

Our third contribution is to scrutinize the link between the investment effect and

the value effect documented in the U.S. market (Xing (2008)). Since the value effect is

prevalent in international markets as well, our cross-country setting offers a natural

laboratory to address this issue. We find that the investment effect is associated

with, but not subsumed in, the global value effect. The relation between negative

investment pricing and its three key determinants is robust to controlling for the value

premium. Taken together, our results underscore the role that the three country

characteristics play in the pricing of risk inherent in investment-specific technological

innovations.

The importance of real investment for economic growth has been extensively stud-

ied in macroeconomics. The literature defines investment shocks as technological

innovations, which are implemented through formation of new capital stocks. In-

vestment shocks have been found to account for the majority of long-run economic

growth and affect investment opportunities (Solow (1960), Hulten (1992), Green-

wood, Hercowitz, and Krusell (2000), and Cummins and Violante (2002)). Using

the quality-adjusted investment-good price as a proxy, Greenwood, Hercowitz, and

Krusell (1997) find that IST shocks explain approximately 60 percent of the long-run

growth in U.S. Fisher (2006) shows that IST shocks, along with neutral technology

shocks which affect the production of all firms in a similar manner, account for the

majority of production and employment variations in the U.S. Justiniano, Primiceri,

and Tambalotti (2011) further claim that investment shocks are the most impor-

tant source of the U.S. business cycle fluctuations. All such findings imply that real

investment has a material consequence on aggregate welfare.
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Our study builds on the macro-finance literature that takes the resulting pric-

ing implications seriously. The theoretical disagreement mentioned above reflects

the different views on how investment shocks affect household welfare. Connecting to

the production-based asset pricing literature (Cochrane (1996)), Papanikolaou (2011)

shows in general equilibrium that households’ marginal utility rises as the economy

reallocates resources away from the production of consumption goods toward invest-

ment goods, if the households have preference toward later resolution of uncertainty,

or more specifically, sufficiently low risk aversion and low elasticity of intertemporal

substitution. Intuitively, such investors are more concerned about smoothing con-

sumption over time than across states. They would prefer assets that do well when

investment sacrifices current consumption for improved future consumption. Such as-

sets require low expected returns to clear their markets, leading to a negative premium

on investment shocks. Kogan, Papanikolaou, and Stoffman (2013) further find that

investment-specific technology innovations indeed carry a negative premium under a

more relaxed assumption about household utility.

It is possible to mitigate or even reverse the trade-off between investment and

consumption. Garlappi and Song (2016a) theoretically show that consumption can

increase, rather than decrease, upon a positive investment shock if firms can optimally

increase their capital utilization. Backing out latent factors from a dynamic stochastic

general equilibrium model, Li, Li, and Yu, (2017) estimate a reliably positive premium

for investment-specific technology shocks. They provide optimal capital utilization

as a potential explanation for their finding. In an effort to simultaneously rationalize

momentum profits and the value premium, Li (2017) estimates a negative premium

for the relative price of investment goods to nondurable consumption goods. This is



105

consistent with investment-specific technology shocks carrying a positive premium if

the price is subject to supply pressure. Our study offers another piece of evidence for

positive pricing from a development perspective.

The rest of the paper is organized as follows. The next section discusses data and

methodology, and quantifies global investment-shock premiums in both time series

and the cross section. Section 4.2 explores the determinants of pricing via a cross-

country analysis, and demonstrates their robustness against the value effect. The last

section concludes.

4.1. Pricing of Investment Shocks in International Markets

4.1.1. Data and Methodology

The primary variable of interest is the return on the mimicking portfolio of IST

shocks. Following Papanikolaou (2011) and Gomes, Kogan, and Yogo (2009), we

classify industries into investment- and consumption-good producers based on the

input-output table for each country. The details can be found in Appendix 3. We

choose this methodology as it turns out that all the necessary data for construction

are available for a wide range of countries. We exclude financial and utility firms

and require a country to have at least three consumption good producers and three

investment good producers among firms in the national market.

At the end of each June, the mimicking portfolio goes long investment good pro-

ducers and short consumption good producers within each country. Each side of the

positions is value weighted, and returns are measured monthly from July to next

June. The mimicking portfolio return is given by the spread between the returns

on investment and consumption good producers, and hence dubbed the investment-

minus-consumption (IMC) factor.
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The data on stock market variables, such as the return index and market capital-

ization, are obtained from Thomson-Reuters Datastream. We supplement this data

by Worldscope to collect accounting information and industry classification codes.

To ensure the quality of the return data, we apply the screening proposed by Ince

and Porter (2006) and treat returns above 300% that are reversed within one month

as missing.1 Following recent international finance literature (see, for e.g., McLean,

Pontiff, and Watanabe (2009); Watanabe, Xu, Yao, and Yu (2013)), we also winsorize

all the Datastream and Worldscope variables at the top and bottom one percentiles

of their distributions within each country to eliminate the effect of outliers. For

accuracy, we only use years in which a country has at least 50 stocks available.

Table 4.1 reports the descriptive statistics of our data. The sample covers 33

countries and spans varying periods between July 1982 and June 2014. In all countries

but two (Denmark and Sweden), there are more consumption good producers (#Cons)

than investment good producers (#Inv), resulting in the ratio of the number of firms

in the former category to the latter larger than 1. The average IMC premium varies

in both sign and magnitude, as intended. The real investment (INV ) and real gross

domestic product (GDP ) per capita also show a large dispersion across countries,

indicating economic heterogeneity.

4.1.2. Characteristics of Investment-shock Factor

As a preliminary examination of the investment-shock factor, IMC, Table 4.2 re-

ports the correlation between IMC and the market (MKT ), value (HML), and size

1Specifically, if rt and rt−1 are the returns in months t and t−1, respectively, we set both to missing
if either is greater than 300% and (1 + rt)(1 + rt−1)− 1 < 50%.
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(SMB) factors measured in local currency at the country level. MKT is the re-

turn on the country total return index from Datastream. SMB and HML are the

size and value factors, respectively, constructed similarly to Fama and French (1993)

by two-way independent sorts of individual stocks on market capitalization and the

book-to-market ratio at the end of each June.

Out of the 33 countries, 21 have positive correlations between IMC and MKT

(“# > 0”), 15 of which are significant at the 10% level (“# > 0, signif.”). In

contrast, of the remaining 12 countries with negative correlations (“# < 0”), only

5 exhibit significantly negative ones (“# < 0, signif.”). Similarly, 20 countries have

positive correlations between IMC and HML, of which 11 are significant, while 9

of the remaining 13 countries exhibit a significantly negative correlation. Finally,

26 countries have positive correlations between IMC and SMB, of which 16 are

significant, while only 1 of the remaining 7 countries exhibit a significantly negative

correlation. This suggests that IMC is unlikely to be subsumed in any of the standard

three factors. We will return to this point in Section 4.2.3 where we investigate the

relation between the investment and value effects.

To examine the appropriateness of the returns to the IMC portfolio as a proxy

for investment specific technological change more formally, we follow Papanikolaou

(2011) and estimate dynamic responses of real per capita investment and real per

capita output to the IMC factor. Specifically, we estimate

(4.1)
1

1 + k
(xi,t+k − xi,t−1) = α0 + βkR

imc
i,t + γΓi,t + εi,t+k, k = 0, . . . , K,

where i denotes the country, x denotes the log value of the predicted variable, Rimc,t

denotes the return spread between investment and consumption good producers, and
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Γ is a vector of controls, which includes the lag value of log x. We estimate the local

projections for the pooled sample of developed countries and emerging markets at

quarterly frequency. We examine the responses up to K = 20 quarters ahead. The

standard errors are corrected for heteroscedasticity and serial correlation using the

Newey and West (1987) procedure. Figures 4.3 and 4.3 depict the results. While in-

vestment increases for both panels, the response in greater in magnitude for developed

countries. The increase in investment and output are significant at the conventional

levels for only developed markets.

These results suggest that our sample encompasses economies with a spectrum of

investment effects on output. If an investment shock does not increase the output

in the short term, this likely entails an offsetting decrease in other components of

the GDP. If it sacrifices consumption rather than government spending or net export

(neither of which is modeled in any of the papers reviewed in the introduction), the

environment is consistent with Papanikolaou’s assumptions. Otherwise, a compet-

ing story such as optimal capital utilization (Garlappi and Song (2016a)) and other

unmodeled mechanisms would become relevant.

4.1.3. Country-Level Pricing of Investment-shock Factor

In this section, we examine the pricing of the investment-specific technology shocks

proxied by the IMC factor. We use two measures of risk premium within each

country. The first measure, TSP , is the time-series mean of the monthly return

spread between two extreme IMC-beta sorted portfolios. Since IMC is a traded

factor, its mean return itself is a proxy for the investment shock premium. However,

theory requires it to price the whole cross section, which is captured by TSP . At the

end of each June, we sort stocks into portfolios based on their IMC betas estimated
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from weekly returns over the past 12 months. To ensure that each portfolio is well

diversified, we form decile portfolios for the three largest markets (the U.S., Japan,

and UK), tercile portfolios for nine small countries (Argentina, Austria, Belgium,

Brazil, China, Chile, Denmark, Indonesia, Mexico, Malaysia, Netherlands, Norway,

Peru, Poland, Portugal, Spain, and Turkey), and quintile portfolios for the remaining

countries. We compute the equally and value-weighted returns on the zero-investment

portfolio long the highest IMC beta portfolio and short the lowest IMC beta portfolio

for the following 12 months. TSP is then the mean return of this long-short portfolio.

The second measure, CSP , is the cross-sectional premium on the IMC factor,

estimated by the one-step GMM procedure as described in Cochrane (2005). The mo-

ment conditions for each country simultaneously include the orthogonality conditions

for the time-series regressions of each IMC beta portfolio return on a constant, IMC,

and the market return, as well as the orthogonality conditions for the cross-sectional

regression of the portfolio returns on the two factor loadings restricting the intercept

to be zero.

Table 4.3 summarizes the two premium estimates in percentage on an equally

weighted basis, in both local and U.S. currencies. We find that 23 out of the 33

countries have negative TSP in the local currency, and 22 countries do in U.S. dollar

returns. The conventional level of significance (two-sided p < 10%) at the relevant

degrees of freedom is approximately |t| > 1.65. Of those negative estimates, seven

are significant by that standard in the local currency (Austria, Belgium, Canada,

France, Germany, Netherlands, and the U.K.), and eight are significant in U.S. dollars

(Austria, Belgium, Canada, France, Germany, Hong Kong, Netherlands, and the
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U.K.). None of the countries have significantly positive TSP premia in either the

local or U.S. currency.

The cross-sectional premium largely echoes the message from its time-series coun-

terpart. In local currency returns, 20 countries exhibit negative CSP , of which twelve

are significant, comprising of developed and emerging countries (Austria, Belgium,

Canada, China, France, Germany, Netherlands, Norway, South Korea, Sweden, and

the U.K).2 However, caution is needed as the cross-sectional estimates appear to be

rather noisy; several countries have significant monthly CSP in the order of several

percent, which are economically too large to justify. This may be because of the

small cross section available in international data. The qualitative result on CSP

barely changes upon U.S. currency conversion. There are four countries that carry a

significantly positive CSP in the local currency, and also four such countries in the

U.S. currency.

Table 4.4 largely confirms the above observations on a value-weighted basis. In

the local (U.S.) currency, 22 (23) countries have negative TSP , of which seven (five)

are significant, while none of the countries carry a significantly positive TSP . The

cross-sectional analysis delivers a similar statement: In the local (U.S.) currency, 23

(23) countries have negative CSP , of which eleven (twelve) are significant, while there

is no country with significantly positive CSP in either currency.

The U.S. premium is negative but insignificant throughout the two tables, re-

gardless of weighting and the estimation method. While the time-series premium is

also negative and insignificant in Papanikolaou (2011), he does find a significantly

negative cross-sectional premium by an expansion of the stochastic discount factor.

2Following the International Finance Corporation, here we classify South Korea as well as Hong Kong
and Taiwan as developed markets. The IFC developed-country dummy, DIFC, to be introduced
below, for these countries and regions takes the value of 1.
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It is possible that the difference arises from his use of the CRSP data, which is longer

and more comprehensive in the coverage of U.S. stocks.

Overall, we find a spectrum of investment-shock premiums ranging from being sig-

nificantly negative to positive across international markets, with more prevalence on

the negative side. Importantly, significantly negative estimates tend to arise in devel-

oped countries, while positive ones in merging markets. This appears to suggest that

an economy can exhibit a positive investment-shock premium in its early stage, which

turns negative as it matures. This hypothesis potentially reconciles the conflicting

evidence on the sign of investment-shock premium in the U.S. market; Papanikolaou

(2011) and Kogan, Papanikolaou, and Stoffman (2013) estimate negative premiums

using the sample from 1963, while Garlappi and Song (2016b) and Li (2017) find pos-

itive premiums in extended periods covering as early as the 1930’s, in which the less

mature U.S. economy suffered from the Great Depression. We now turn to a formal

analysis of this point by seeking the determinants of investment-shock premium in the

cross section of countries rather than over different sample periods within a country.

4.2. Cross-country Analysis

4.2.1. Hypothesis Development

The last section finds a large cross-country dispersion in the extent of investment

shock pricing. We now explore potential determinants of such differences. We consider

four types of country characteristics as potential drivers of the investment effect.

First, we explore whether the investment-shock pricing differs between developed

and emerging markets. Tinn (2010) finds that high uncertainty discourages firms

from adopting new technologies. Acemoglu (2002) argues that a lack of skilled labor

causes delay in technological adoption. Further, Kortum and Lerner (2000) find that
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venture capital is the major source of funding for technology firms. Taken together,

we conjecture that investment shocks are a stronger determinant of asset prices in

developed countries with lower political uncertainty and more abundant skilled labor.

To test this hypothesis, we use two country-level dummy variables for economic

development. DIFC and DDJI take the value of one if a country or region is

classified as developed by the International Finance Corporation and the Dow Jones

Indexes (DJI) country-classification system, respectively, and zero otherwise. The

developed markets are more accessible to and supportive of foreign investors, whereas

emerging markets (and frontier markets in the DJI country-classification system)

are less accessible and support a smaller investment landscape. The DJI country

classification is based on analysts’ examination of market and regulatory structure,

trading environment, and operational efficiency of each country.

The second type of country characteristics proxies for access to capital and ef-

ficiency in capital allocation. The first measure of access to capital is simply the

aforementioned average real investment per capita (INV , see Table 4.1) for each

country. The second measure is the investment-to-capital ratio (IK); Kogan and Pa-

panikolaou (2013a) show that firms with higher IK experience greater exposures to

the IMC factor. Such firms also exhibit larger output growth in response to positive

IMC shocks. The average INV and IK are ex-post measures of access to capital.

The third and fourth measures employ the novel dataset on capital control restrictions

on inflows and outflows developed by Fernández, Klein, Rebucci, Schindler, and Uribe

(2016) using the IMF’s Annual Report on Exchange Arrangements and Exchange Re-

strictions. The capital control restrictions on inflows (KAI) are constructed using ten
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dimensions in inflow restrictions on equities, bonds, money markets, collective invest-

ments, derivatives, commercial credits, financial credits, guarantees/sureties/financial

backup facilities, direct investment, and real estate. The capital control restrictions

on outflows (KAO) are constructed using the outflow restrictions on the same ten

dimensions as KAI. The fifth measure is the efficiency of capital allocation, mea-

sured by the elasticity of industry investment to value added (EIV ) as in Wurgler

(2000, Table 2, data downloaded from his website). Countries with greater allocative

efficiency increase investment more in their growing industries and decrease invest-

ment more in their declining industries. Such countries should experience a greater

increase in future output and consumption. Building on these results, we propose

that the pricing of investment shocks should be stronger (i.e., its premium will be

more negative) in countries where firms have higher INV , IK, and EIV as well as

lower KAI and KAO on average.

The third type of country characteristics represents the access to financial mar-

kets and institutions. Developed financial markets provide a key role in allocating

capital to productive investments, monitoring such investments, and diversifying risk

(Levine (2005)). Earlier work uses simple ratios, such as private credit over GDP

and stock market capitalization over GDP, to measure financial development (see, for

e.g., LaPorta, Lopez-de-Silanes, Shleifer, and Vishny (1997) and Rajan and Zingales

(1998)). Extending the idea to capture the increasing complexity in financial devel-

opment, we employ multidimensional indexes proposed by Sahay et. al. (2015) and

Svirydzenka (2016). Designed to gauge the depth of financial markets and institutions

as well as access to them, the indexes are constructed from a number of data sources

including the World Bank FinStats, the IMS’s Financial Access Survey, the Dealogic
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corporate debt database, and the Bank for International Settlement (BIS) debt se-

curities database. The first measure is the financial institutions depth (FID), which

is a weighted index of the ratios of private-sector credit to GDP, pension fund assets

to GDP, mutual fund assets to GDP, and insurance premiums to GDP. The second

measure is the financial institutions access (FIA), a weighted index of the number

of bank branches per 100,000 adults and ATMs per 100,000 adults. The third mea-

sure, the financial markets depth (FMD), is a weighted index of the ratios of stock

market capitalization to GDP, stocks traded to GDP, international debt securities of

the government to GDP, total debt securities of financial corporations to GDP, and

total debt securities of non-financial corporations to GDP. The final measure is the

financial markets access (FMA), a weighted index based on the percent of market

capitalization excluding the ten largest companies and the total number of debt is-

suers. We expect that the pricing of investment shocks will be stronger in countries

with higher FID, FIA, FMD, and FMA.

The fourth and last type of country characteristics captures competition in prod-

uct markets and industries. Following the norm in the industrial organization liter-

ature, we use the industry net profit margin (NPM , the annual average operating

income before depreciation and amortization divided by sales) as a measure of firms’

market power and hence an inverse measure of competition. It is commonly used as

the empirical proxy for the Lerner index, which represents firms’ ability to set prices

above marginal cost. Another measure of competition is import penetration (IMPP )

downloaded from the OECD database. It gauges the extent to which domestic de-

mand is met by imports, i.e., the degree of import competition. IMPP tends to

be low for big economies such as the U.S. and Japan, while geographic reasons also
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make it low for countries like Australia and New Zealand. Therefore, high values

of IMPP are shared by both small, emerging economies and developed, integrated

European countries, giving it a separate role from correlated economic-development

proxies such as KAI and FID.

Finally, to capture the overall effect, we construct a composite index of the above

three non-dummy types of country characteristics. We choose about a half of vari-

ables, which are both strong determinants of investment premium and time varying,

from each characteristic type: IK and KAI from the second type, FID and FIA

from the third type, and NPM from the last type. Each year, we sort countries by

IK, FID, and FIA and assign the highest rank to those with the highest charac-

teristic values. Similarly, we sort countries by KAI and NPM every year and those

with the lowest characteristic values receive the highest rank. A country’s composite

index for the degree of IST-shock pricing, ISTI, is then the time-series mean of its

annual average rank over the five characteristics. We conjecture that the pricing of

investment shocks will be stronger in countries with the higher values of ISTI.

Table 4.5 presents pairwise correlations between the country characteristics. As

expected, the two development country dummy variables are strongly correlated with

EIV , FID, FMD, and INV at a level of 0.6 or higher. In particular, the highest

correlation in the table, 0.825, is observed between INV and DIFC. A closer look

reveals that all pairwise correlations between these four characteristics are no less

than 0.5. Therefore, firms in developed countries tend to have greater depth in fi-

nancial markets and institutions, and make more investments with greater allocative

efficiency. As an inverse measure of competition, NPM is strongly negatively corre-

lated with all of these variables. Likewise we observe negative correlations between
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KAI or KAO and all the other variables except for NPM , implying that more de-

veloped, accessible, and efficient countries tend to have less restrictions on capital

inflows and outflows.

4.2.2. Determinants of Investment-shock Pricing

We are now ready to identify the country attributes that affect the pricing of invest-

ment shocks. We regress the value-weighted time-series or cross-sectional premium

(TSP or CSP ) in the local currency on a set of country characteristics proposed in

the previous section. We focus on the value-weighted premium measures for brevity,

as the result for equally weighted measures are similar. Since some of the characteris-

tics are highly correlated, putting all of them together in one specification to explain

a small cross section of 33 countries will cause a severe multi-collinearity problem.

Therefore, we will examine several variables belonging to an economic category at a

time to refine variables and reach a grand final model using our proposed composite

IST-pricing index, ISTI.

Tables 4.6 and 4.7 report our main results for TSP and CSP , respectively. Panel

A in each table examines the proxies for economic development. Consistent with our

first hypothesis, Column 1 in Panel A of Table 4.6 shows that developed countries

exhibit significantly lower investment-shock premiums than emerging markets: The

coefficients on DIFC and DDJI imply that TSP is lower, or more negative, by

0.440% and 0.568%, respectively, per month in developed countries than in emerg-

ing/frontier markets. This difference is both economically and statistically significant.

In contrast, TSP in emerging/frontier markets, which equals the intercept, is insignif-

icant in both specifications.
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Turning to the role of access to capital and capital allocation in Panel B, we find

that all the proxies are statistically significant. The results are in accordance with

the conjecture in the previous section: Countries with higher average real investment

per capita (INV ) and the investment-to-capital ratio (IK), both ex-post measures

of access to capital, have significantly lower investment-shock premiums. Columns 3

and 4 show that greater capital control restrictions on inflows (KAI) and outflows

(KAO) increase the investment shock premium, or make it less negative. The capital

control restrictions on inflows explain approximately 35% (the adjusted R2 = 0.35) of

the variation in the investment shock premiums across countries. We also find that

countries with higher efficiency of capital allocation (EIV ) carry a significantly lower

TSP as evidenced in Column 5.

Panel C shows that financial development plays a significant role in the pricing of

investment shocks. All specifications show negative coefficients, implying that coun-

tries with greater financial development have lower investment-shock risk premiums.

Of those proxies, the financial institutions access (FIA) alone garners an explanatory

power of as large as 25%.

Panel D reports that both the measures of competition significantly explain the

TSP and CSP , respectively. The result implies that countries with higher average

industry net profit margin (NPM ), an inverse measure of competition, exhibit a

larger, or less negative, investment-shock premium. We also find that high values of

IMPP are associated with a lower investment-shock premium.

Panel E shows that ISTI, which captures the overall effect of access to capital,

efficiency of financial markets, and competition in product markets and industries
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on the investment-shock effect, is associated with a significantly lower investment-

shock premium. Moreover, it explains a large fraction of cross-country dispersion in

the investment shock premiums: 26%. ISTI remains significant when controlled for

KAI, FIA, and IMPP .

The result using the cross-sectional premium (CSP ) in Table 4.7 is similar in that

all the characteristic are significant with the same expected signs. The adjusted R2 is

sometimes, but not always, smaller perhaps reflecting the noisiness of the estimates

as we have seen in Table 4.4.

Figure 4.3 plots TSP against selected variables (DDJI , KAI, FIA, and INV ) for

visual inspection. Panel A confirms that TSP is generally lower, and mostly negative

indeed, in developed countries than emerging markets as classified by DDJI. Panel

B clearly depicts the positive relation between TSP and KAI, while the remaining

two panels do the negative relation between TSP and FIA or INV . These three

panels are annotated by the country codes of selected countries in Table 4.1. The

contrast between the clusters of developed and emerging/frontier markets is striking.

Overall, our analysis suggests that access to capital, financial development and

product market competition are the three key determinants of the cross-country dif-

ferences in the pricing of investment-specific technology shocks proxied by the IMC

factor. We further examine the importance of these characteristics in explaining the

association between the sensitivity to investment shocks and the subsequent returns

by examining firm level data. We construct a panel of firm level returns, in local

currency, and their exposures to local investment shocks, by combining data from all

33 countries. In order to measure the overall efficiency in terms of the three charac-

teristics of interest, we employ the newly introduced ISTI measure. We conduct the
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following panel regression:

(4.2) Reti,t+1 = αi + δt + γ1 β
IMC
i,t + γ2 ISTIC,t + γ3 (ISTIC,t ∗ βIMC

i,t ) + εi,t+1,

where Reti,t+1 stands for the yearly stock return of firm i at time t + 1, αi are firm

fixed effects, δt are year fixed effects, βIMC
i,t represents the exposure to the local IMC

shock at time t, ISTIC,t is the country level investment-shock pricing measure and

εi is an error term. Our hypothesis is that firms with higher exposure to investment

shocks will have relatively lower future returns in countries with higher ISTI. If our

conjecture is correct, we must find that the coefficient estimate for the interaction

between βIMC
i,t and ISTIC,t is negative.

Table 4.9 presents the results from the panel regression. Columns (I) and (II)

show that both γ1 and γ2 are not significant. Column (III) presents the results for

the full specification. Consistent with our conjecture, the results show that the inter-

action term between βIMC
i,t and ISTIC,t, γ3 , is negative and significant. This provides

conclusive evidence that that firms with higher exposure to investment shocks tend to

have relatively lower subsequent returns in countries with greater investment-shock

pricing as approximated by ISTI.

Given the challenging nature of interpreting the interaction term, we graphically

show the predictions of the model for the case in which ISTI = 10 (i.e., countries

with lower efficiency in terms of access to capital, access to financial institutions,

and competition in product markets) and ISTI = 26 (i.e., countries with higher

efficiency in terms of access to capital, access to financial institutions, and competition

in product markets). Figure 4.6 presents the response of stock returns to different

sensitivities to the investment shock, at both values of ISTI. The left panel shows a
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positive association between βIMC and subsequent stock returns for the low value of

ISTI, whereas the right panel shows a negative association between the βIMC and the

subsequent stock return for the high value of ISTI. The results clearly indicate that

firms with higher exposure to investment shocks will have relatively lower subsequent

returns in countries with higher ISTI, ceteris paribus.

4.2.3. Value and Investment Effects

Existing studies using U.S. data find that a substantial part of the value premium

can be explained by investment (Xing (2008)). We also know that the value effect is

prevalent as well in international markets, which clearly differ in the levels of access to

capital, financial development, and product market competition. Thus, international

markets offer a natural laboratory to reexamine the link between investment and

valueness of firms.

To address this question, we first whiten the investment-shock premium against

the value premium. Since the results for TSP and CSP in the previous section

were similar, we focus on the former for brevity. We regress TSP on HML with an

intercept for each country. We then substitute the estimated intercept, denoted as

TSPC (suffix “C ” for “Controlled”), for the dependent variable in the cross-country

regressions in the previous section. Table 4.8 reports the result. There is indeed some

sign that the value effect is linked to the investment effect in international markets;

the coefficients on some variables are noticeably reduced in magnitude, and FID and

FMD lose statistical significance. However, all the other variables remain significant

both statistically and economically with the expected signs. For example, according

to Column 2 of Panel A, the average TSPC in emerging markets is only 0.079%,

which will be reduced by 0.45% in developed markets. The 0.45% reduction is still
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significant (t = −2.49) and economically nontrivial. More robustly, KAI, FIA,

and NPM carry significant coefficients with t-statistics of 3.03, −2.41, and 2.23,

respectively, in their univariate specifications. Our composite index for IST-shock

pricing, ISTI, remains significant with a t-statistic of −2.56 in Panel E.

Figure 4.4 plots TSPC against the same four characteristics (DDJI , KAI, FIA,

and NPM) as Figure 4.3 . While the slopes are reduced in magnitude from those in

Figure 4.3 , the strong relations between TSPC and the four variables clearly remain.

Figure 4.5 plots TSP and TSPC against the composite index (ISTI) side-by-side

for comparison. The left panel shows a strong negative relation between TSP and

ISTI. Many of the emerging countries such as China, India, and Mexico exhibit lower

ISTI and higher, more positive investment-shock premiums and cluster in the top

left region of the panel. In contrast, most of the developed nations such as Canada,

Switzerland and the U.K. exhibit higher ISTI and strong negative investment-shock

premiums, placing themselves in the bottom right region of the panel. The right

panel in Figure 4.5 continues to present a strong negative association between TSPC

and ISTI despite some minor reduction in the slope. The important take-away is

that the relative positions of the countries are generally unchanged by cleansing the

value premium from the investment-shock premium.

To summarize, the investment effect appears to be associated with, but remains

robust to, the value effect in international markets. This highlights the role that

access to capital, financial institutions development, and product market competition

play in efficient capital allocation, and the resulting pricing of investment-specific

technological shocks.
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4.3. Conclusions

Investment-specific technological innovations are a critical driver of long-run eco-

nomic growth. Recent studies take this well-documented fact seriously and cast the

mechanism in general equilibrium to deliver sharp conclusions. Despite such serious

efforts, they have reached opposite conclusions both theoretically and empirically. To

shed light on the potential causes of the disagreement, we take this study to a hith-

erto unexplored direction by employing a large panel of firms from 33 international

markets.

We make three major contributions. First, we show that investment shock premi-

ums vary in sign and magnitude across markets. The pricing tends to be negative and

often significant in developed markets, while it is weakly positive in emerging markets.

Second, we identify three key determinants of such cross-country dispersions. Coun-

tries with greater access to capital, better financial institutions and higher product

market competition exhibit negative and larger prices of investment risk. Finally, the

value effect reduces, but does not subsume, the cross-country difference in the invest-

ment effect. Our analysis adds to the growing literature on production-based asset

pricing by illustrating that investment-specific technology innovations are a relevant

risk factor in international markets.
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Table 4.1. Descriptive Statistics

Country Code Start End #Firms #Cons #Inv Ratio INV GDP
Argentina AR 1999/07 2014/06 46.6 15.2 5.9 2.6 995.9 5457.3
Australia AU 1988/07 2014/06 612.9 149.4 52.2 2.9 7359.8 29054.8

Austria OE 1990/07 2014/06 50.9 13.9 6.0 2.3 7845.2 33350.8
Belgium BG 1987/07 2014/06 74.8 31.9 10.3 3.1 6697.6 31959.5

Brazil BR 1994/07 2014/06 261.7 90.3 24.7 3.6 868.1 4497.2
Canada CN 1982/07 2014/06 436.6 46.8 39.0 1.2 6256.9 31210.3

Chile CL 1994/07 2014/06 101.6 34.5 7.9 4.3 1182.3 6094.5
China CH 1994/07 2014/06 794.7 170.2 59.2 2.9 503.3 1279.4

Denmark DK 1988/07 2014/06 117.0 12.7 14.2 0.9 8173.4 42247.2
France FR 1988/07 2014/06 486.8 100.0 46.3 2.2 6502.2 30846.3

Germany BD 1990/07 2014/06 415.7 76.3 36.9 2.1 6464.3 31758.4
Greece GR 1994/07 2014/06 209.8 117.8 27.9 4.2 3775.6 18242.8

Hong Kong HK 1989/07 2014/06 429.4 168.5 63.5 2.7 5098.3 21970.5
India IN 1992/07 2014/06 399.4 176.0 33.3 5.3 162.9 592.2

Indonesia ID 1993/07 2014/06 164.0 36.1 13.6 2.7 261.6 1089.4
Italy IT 1987/07 2014/06 185.5 50.9 20.2 2.5 5557.1 28267.7

Japan JP 1982/07 2014/06 1435.0 295.7 167.9 1.8 7883.2 32213.6
Malaysia MY 1986/07 2014/06 359.9 41.9 35.3 1.2 1192.2 4490.1

Mexico MX 1992/07 2014/06 99.7 45.5 9.1 5.0 1420.8 7300.4
Netherlands NL 1986/07 2014/06 114.0 15.6 12.9 1.2 7345.4 35896.1

Norway NW 1989/07 2014/06 123.6 25.0 15.8 1.6 11508.2 55767.0
Peru PE 1998/07 2014/06 94.3 39.1 5.1 7.7 534.9 2600.8

Poland PO 1999/07 2014/06 138.3 58.9 28.9 2.0 1428.5 7316.2
Portugal PT 1994/07 2014/06 55.4 26.8 10.6 2.5 3513.8 16000.3

Spain ES 1989/07 2014/06 78.1 15.7 14.4 1.1 5434.8 21875.2
South Africa SA 1986/07 2014/06 172.9 55.2 23.0 2.4 856.1 5256.5
South Korea KO 1993/07 2014/06 743.9 123.0 39.8 3.1 4443.2 13793.4

Sweden SD 1989/07 2014/06 239.3 20.8 35.3 0.6 8135.9 36563.2
Switzerland SW 1987/07 2014/06 154.5 39.9 13.7 2.9 12219.8 51084.9

Taiwan TA 1996/07 2014/06 491.1 47.3 17.3 2.7 4441.2 12689.0
Turkey TK 1996/07 2014/06 161.8 59.5 10.9 5.5 1217.3 5959.9

U.K. UK 1982/07 2014/06 951.8 200.4 70.2 2.9 5703.6 33043.4
U.S. US 1982/07 2014/06 2316.9 1166.8 231.3 5.0 7604.1 37499.6

This table provides summary statistics for the 33 countries from the Datastream-Worldscope

sample. Following Gomes, Kogan and Yogo (2009), we classify firms into consumption and in-

vestment good producers by classifying industries according to each country’s Input-Output

tables. “Code” is the Country Code from Datastream/Worldscope. “Start” and “End” show

the sample period in yyyy/mm format. #Firms is the average number of firms available

per year from Datastream. #Cons and #Inv are the average numbers of consumption and

investment good producers, respectively, per year. “Ratio” is the ratio of #Cons to #Inv.

INV and GDP are the average yearly real investment and real output per capita, respec-

tively, in US dollars from the Worldbank database.
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Table 4.2. Correlations between IMC and Stock Return Factors

MKT HML SMB
Argentina -0.10 0.34*** 0.33***
Australia 0.25*** -0.12** 0.42***

Austria -0.19*** 0.07 0.22***
Belgium 0.08 0.05 0.14**

Brazil -0.16** -0.01 0.12*
Canada 0.39*** -0.10* 0.06

Chile 0.16*** 0.04 -0.08
China -0.01 -0.14** 0.23***

Denmark -0.23*** 0.22*** 0.38***
France 0.30*** 0.03 0.04

Germany 0.09 0.02 0.08
Greece 0.30*** 0.17*** 0.28***

Hong Kong 0.03 -0.19*** 0.36***
India -0.13** 0.25*** 0.00

Indonesia 0.15** 0.31*** 0.10
Italy -0.05 -0.06 0.25***

Japan 0.17*** 0.17*** -0.10**
South Korea -0.04 -0.02 0.10

Malaysia 0.42*** 0.35*** 0.35***
Mexico -0.07 0.06 -0.06

Netherlands -0.32*** -0.12** -0.01
Norway -0.07 0.08 0.23***

Peru 0.15** 0.32*** -0.02
Poland 0.19*** 0.09 0.24***

Portugal 0.09 0.17** 0.01
Spain -0.05 0.20*** 0.26***

South Africa 0.01 -0.09 0.01
Sweden 0.28*** 0.17*** -0.10

Switzerland 0.02 -0.12** 0.08
Taiwan 0.19*** -0.53*** 0.03
Turkey 0.21*** 0.04 0.07

U.K. 0.15*** -0.11** 0.30***
U.S. 0.38*** -0.21*** 0.34***

Average 0.08 0.03 0.13
Avg., Developed 0.07 -0.03 0.16
Avg., Emerging 0.10 0.12 0.10

“# > 0” 21 20 26
“# > 0”, signif. 15 11 16

“# < 0” 12 13 7
“# < 0”, signif. 5 9 1

This table reports the correlation between the investment-specific technological shocks, prox-

ied by IMC, and each of the market return (MKT ), the value factor (HML), and the size

factor (SMB), all measured in the local currency. *, **, *** indicate significance at the

10%, 5%, and 1% levels, respectively. The “Average” is across the 33 countries in the sam-

ple, and “Avg., Developed” over the 19 developed countries and “Avg., Emerging” over the

14 emerging markets as classified by the International Finance Corporation. “# > 0” and

“# < 0” are the number of positive and negative correlations, respectively, of which signif-

icant correlations are counted in “# > 0, signif.” and “# < 0, signif.”
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Table 4.3. Equally Weighted IST-shock Premium

In local currency In U.S. dollars
Region Country βIMC Spread TSP CSP TSP CSP
Africa South Africa 1.23 (68.51) -1.51 (-0.87) -0.67 (-0.73) -1.44 (-0.83) 0.31 (0.32)

Asia, Developed Hong Kong 1.18 (64.52) -0.38 (-1.37) 1.41 (2.56) -0.53 (-1.89) 1.33 (2.52)
Japan 2.21 (76.11) -0.17 (-0.57) -0.10 (-0.75) -0.21 (-0.69) -0.14 (-1.21)

South Korea 1.96 (102.68) -0.03 (-0.08) -2.25 (-1.66) -0.02 (-0.04) -0.90 (-1.72)
Taiwan 1.46 (54.26) -0.10 (-0.16) -0.24 (-0.42) 0.00 (-0.00) -0.11 (-0.20)

Asia, Emerging China 1.62 (40.82) 0.19 (0.74) -0.26 (-2.10) 0.13 (0.52) -0.22 (-2.08)
India 1.14 (140.48) 0.12 (0.47) 1.37 (2.18) 0.12 (0.46) 1.32 (2.27)

Indonesia 0.76 (79.76) 0.89 (1.14) 0.74 (1.23) -0.04 (-0.10) -0.17 (-0.07)
Malaysia 1.25 (54.02) 0.23 (0.62) 0.37 (0.87) 0.26 (0.67) 0.39 (0.90)

Australasia, Developed Australia 1.57 (35.78) -0.24 (-0.79) 0.56 (1.56) -0.24 (-0.79) 0.59 (0.59)
Europe, Developed Austria 0.66 (71.10) -0.96 (-3.28) -3.75 (-4.72) -0.98 (-3.15) -3.38 (-4.40)

Belgium 0.75 (81.49) -0.70 (-2.88) -1.40 (-2.88) -0.54 (-2.18) -1.07 (-2.77)
Denmark 0.71 (84.42) -0.03 (-0.16) -0.13 (-0.16) 0.02 (0.09) 0.07 (0.07)

France 1.33 (56.52) -0.41 (-1.91) -1.17 (-4.10) -0.42 (-1.89) -0.82 (-3.73)
Germany 1.10 (51.02) -0.66 (-2.23) -2.09 (-2.70) -0.64 (-2.16) -2.53 (-2.23)

Italy 0.83 (42.82) 0.36 (1.54) 2.84 (1.40) 0.06 (0.25) -0.10 (-0.11)
Netherlands 0.65 (47.19) -0.44 (-1.91) -0.87 (-2.52) -0.48 (-2.04) -1.04 (-2.89)

Norway 0.87 (78.99) -0.42 (-1.07) -1.28 (-1.70) -0.28 (-0.85) -1.25 (-1.97)
Spain 0.97 (67.40) 0.08 (0.29) 0.69 (3.53) 0.19 (0.65) 0.70 (3.76)

Sweden 0.93 (62.34) -0.29 (-0.97) -0.78 (-2.71) -0.26 (-0.88) -0.75 (-2.72)
Switzerland 1.15 (93.97) -0.13 (-0.64) -0.02 (-0.04) -0.14 (-0.67) -0.07 (-0.30)

UK 1.76 (84.82) -0.45 (-1.96) -1.31 (-2.42) -0.47 (-2.03) -1.36 (-2.45)
Europe, Emerging Greece 1.40 (53.75) -0.41 (-0.77) 0.21 (0.34) -0.37 (-0.69) 0.21 (0.46)

Poland 1.09 (48.23) 0.39 (1.02) 0.97 (2.72) 0.36 (0.96) 0.84 (2.34)
Portugal 0.72 (27.55) 0.15 (0.21) -0.15 (-0.04) 0.14 (0.20) -0.64 (-0.40)

Turkey 0.81 (67.98) -0.03 (-0.11) 0.31 (0.48) 0.08 (0.24) -0.09 (-0.08)
North America, Developed Canada 1.01 (76.11) -0.49 (-1.93) -1.12 (-2.71) -0.44 (-1.78) -1.02 (-2.49)

US 2.79 (74.02) -0.30 (-0.88) -0.06 (-0.11) -0.30 (-0.88) -0.06 (-0.11)
South America, Emerging Argentina 0.62 (45.54) 0.06 (0.12) 1.52 (1.30) 0.21 (0.41) 1.13 (1.44)

Brazil 0.93 (26.21) -0.41 (-0.68) 0.67 (0.47) -0.42 (-0.68) 0.65 (0.41)
Chile 0.76 (32.37) 0.77 (1.05) -0.99 (-1.19) 0.37 (0.42) -1.02 (-1.38)

Mexico 0.97 (21.79) -0.19 (-0.51) -1.36 (-3.11) -0.23 (-0.62) -1.05 (-2.90)
Peru 0.58 (41.81) -0.83 (-1.54) 0.10 (0.03) -0.31 (-0.64) -0.72 (-0.30)

This table reports the premium estimates of the equally weighted IMC factor. In each June, we sort stocks into deciles based

on IMC betas within each country. βIMC Spread is the difference in betas between the highest and lowest deciles. TSP is

the time-series average of the monthly return spread (in percent) between the highest and lowest IMC beta portfolios. CSP

is the GMM estimate of the cross-sectional premium in percent using the decile portfolios. The sample period is from July

1982 to December 2014. The t-statistics are shown in parentheses, and are based on Newey-West (1987) standard errors with

one lag for TSP .



126

Table 4.4. Value-Weighted IST-shock Premium

In local currency In U.S. dollars
Region Country TSP CSP TSP CSP
Africa South Africa -0.07 (-0.22) -0.07 (-0.25) -0.13 (-0.39) -0.11 (-0.78)

Asia, Developed Hong Kong 0.00 (-0.01) -0.19 (-0.42) -0.02 (-0.05) -0.16 (-0.31)
Japan -0.05 (-0.15) 0.04 (0.17) -0.13 (-0.38) 0.04 (0.14)

South Korea -0.21 (-0.48) -1.42 (-2.91) -0.59 (-1.09) -2.48 (-2.03)
Taiwan 0.27 (0.43) 0.13 (0.24) 0.05 (0.11) 0.16 (0.44)

Asia, Emerging China 0.18 (0.63) -0.09 (-0.99) -0.01 (-0.04) -0.22 (-2.17)
India 0.30 (1.07) 0.05 (0.13) 0.28 (0.97) 0.26 (1.19)

Indonesia 1.14 (1.60) 0.63 (0.47) 0.79 (1.21) 0.76 (0.66)
Malaysia 0.12 (0.30) 0.08 (0.12) 0.16 (0.39) 0.09 (0.17)

Australasia, Developed Australia -0.95 (-2.19) -0.94 (-1.71) -0.73 (-1.71) -0.79 (-1.53)
Europe, Developed Austria -0.83 (-2.17) -1.44 (-3.21) -0.86 (-2.40) -1.60 (-3.16)

Belgium -0.78 (-2.05) -0.67 (-1.57) -0.18 (-0.55) -0.55 (-1.54)
Denmark -0.07 (-0.24) -0.25 (-0.54) -0.07 (-0.27) -0.32 (-0.81)

France -0.18 (-0.51) -0.52 (-2.48) -0.11 (-0.34) -0.38 (-2.27)
Germany -0.92 (-2.21) -1.33 (-1.75) -0.90 (-2.21) -1.19 (-1.71)

Italy -0.11 (-0.27) -0.65 (-0.67) -0.02 (-0.07) -0.33 (-0.98)
Netherlands -0.78 (-2.08) -0.96 (-2.15) -0.82 (-2.08) -0.91 (-2.06)

Norway -0.07 (-0.19) -0.45 (-1.45) -0.12 (-0.30) -0.63 (-1.76)
Spain -0.28 (-0.61) 0.03 (0.07) -0.23 (-0.64) -0.01 (-0.01)

Sweden 0.19 (0.56) -0.16 (-0.39) 0.04 (0.09) -0.18 (-0.47)
Switzerland -0.31 (-1.10) -0.36 (-2.78) -0.33 (-1.18) -0.56 (-2.92)

UK -0.62 (-1.77) -0.78 (-2.25) -0.55 (-1.61) -0.85 (-2.29)
Europe, Emerging Greece -0.49 (-0.68) -0.14 (-0.26) -0.05 (-0.09) 0.17 (0.42)

Poland 0.10 (0.21) -0.56 (-2.43) -0.05 (-0.10) -0.53 (-2.32)
Portugal -0.43 (-0.49) -0.77 (-0.85) -0.82 (-1.64) 0.04 (0.04)

Turkey -0.17 (-0.32) 0.46 (1.06) -0.13 (-0.23) 0.42 (0.91)
North America, Developed Canada -0.72 (-2.21) -1.31 (-2.25) -0.59 (-1.69) -1.03 (-2.25)

US -0.06 (-0.15) -0.41 (-1.12) -0.06 (-0.15) -0.41 (-1.12)
South America, Emerging Argentina 0.07 (0.09) -0.58 (-0.58) 0.24 (0.30) -0.32 (-0.30)

Brazil 0.23 (0.44) 0.35 (0.36) 0.32 (0.62) 0.49 (0.56)
Chile 0.77 (1.62) 0.30 (1.32) 0.24 (0.71) -0.10 (-0.22)

Mexico 0.15 (0.44) -0.36 (-2.03) 0.01 (0.04) -0.33 (-1.81)
Peru -0.52 (-0.69) 0.66 (1.35) 0.66 (0.83) 1.25 (0.73)

This table reports the premium estimates of the value weighted IMC factor. In each June, we sort stocks

into deciles based on IMC betas within each country. TSP is the time-series average of the monthly return

spread (in percent) between the highest and lowest IMC beta portfolios. CSP is the GMM estimate of

the cross-sectional premium in percent using the decile portfolios. The sample period is from July 1982 to

December 2014. The t-statistics are shown in parentheses, and are based on Newey-West (1987) standard

errors with one lag for TSP .
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Table 4.5. Correlations between Country Characteristics

DIFC DDJI INV IK KAI KAO EIV NPM IMPP FID FIA FMD FMA
DIFC 1.000

DDJI 0.741 1.000
(0.00)

INV 0.825 0.719 1.000
(0.00) (0.00)

IK 0.447 0.472 0.272 1.000
(0.01) (0.01) (0.16)

KAI -0.697 -0.798 -0.720 -0.355 1.000
(0.00) (0.00) (0.00) (0.05)

KAO -0.725 -0.827 -0.732 -0.252 0.941 1.000
(0.00) (0.00) (0.00) (0.16) (0.00)

EIV 0.783 0.773 0.626 0.401 -0.822 -0.780 1.000
(0.00) (0.00) (0.00) (0.04) (0.00) (0.00)

NPM -0.575 -0.578 -0.571 -0.344 0.293 0.327 -0.389 1.000
(0.00) (0.00) (0.00) (0.05) (0.10) (0.07) (0.05)

IMPP 0.224 0.203 0.135 0.243 -0.228 -0.187 0.120 0.103 1.000
(0.30) (0.36) (0.54) (0.26) (0.30) (0.39) (0.61) (0.64)

FID 0.728 0.663 0.573 0.329 -0.519 -0.483 0.667 -0.456 0.303 1.000
(0.00) (0.00) (0.00) (0.07) (0.00) (0.01) (0.00) (0.01) (0.16)

FIA 0.490 0.676 0.514 0.134 -0.584 -0.568 0.596 -0.429 -0.048 0.503 1.000
(0.00) (0.00) (0.01) (0.46) (0.00) (0.00) (0.00) (0.01) (0.83) (0.00)

FMD 0.730 0.609 0.649 0.267 -0.465 -0.476 0.521 -0.547 0.051 0.854 0.383 1.000
(0.00) (0.00) (0.00) (0.14) (0.01) (0.01) (0.01) (0.00) (0.82) (0.00) (0.03)

FMA 0.567 0.438 0.613 0.034 -0.426 -0.446 0.374 -0.399 -0.008 0.361 0.247 0.436 1.000
(0.00) (0.01) (0.00) (0.85) (0.02) (0.01) (0.06) (0.02) (0.97) (0.04) (0.17) (0.01)

This table reports the correlations between country-characteristics. DIFC and DDJI are the developed-country

dummy by the IFC and the DJI country-classification system, respectively. MCAP is the proportion of stock mar-

ket capitalization to the size of overall economy. EIV is the elasticity of industry investment to value added. C/A

is the cash-to-assets ratio. Q is Tobin’s q, proxied by the market-to-book ratio of assets. IK is the investment-

to-capital ratio. INV is real investment per capita. IR is investment responsiveness. NPM is the industry net

profit margin IMPP is import penetration. Statistical significance at the 1%, 5%, and 10% levels is indicated by

***, **, and *, respectively.
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Table 4.6. Country-level Determinants of Time-series IST-shock Premium

Panel A: Economic Development

1 2

Int 0.099 (0.78) 0.175 (1.55)

DIFC -0.440***(-2.86)

DDJI -0.568***(-4.10)

AdjR2 0.19 0.34

Panel B: Access to Capital, Capital Allocation

1 2 3 4 5

Int 0.140 (1.08) 0.891** (2.49) -0.418***(-5.30) -0.392***(-4.72) 0.471 * (1.86)

INV -0.066***(-2.81)

IK -5.241***(-2.97)

KAI 0.979***(4.45)

KAO 0.736***(4.74)

EIV -1.089 ***(-3.00)

AdjR2 0.21 0.14 0.35 0.24 0.26

Panel C: Financial Development

1 2 3 4

Int 0.267 (1.31) 0.281* (1.74) 0.173 (0.96) 0.191 (0.95)

FID -0.848** (-2.43)

FIA -0.907***(-3.36)

FMD -0.821** (-2.33)

FMA -0.968** (-2.07)

AdjR2 0.15 0.25 0.11 0.07

Panel D: Competition

1 2

Int -0.675***(-3.33) 0.044 (0.33)

NPM 6.769** (2.53)

IMPP -0.012***(-3.61)

AdjR2 0.17 0.08

Panel E: IST Country Index

1 2 3 4

Int 0.517* (1.93) 0.403 (0.83) 0.565* (2.06) 0.680** (2.46)

ISTI -0.043***(-3.15) -0.038* (-1.73) -0.031* (-2.04) -0.038** (-2.69)

KAI 0.165 (0.32)

FIA -0.458 (-1.37)

IMPP -0.008** (-2.16)

AdjR2 0.26 0.23 0.27 0.29

This table reports the coefficient estimates from cross-country regressions of investment-shock premium on

country characteristics. The dependent variables is the value-weighted time-series premium, TSP , measured

in the local currency. The independent variables include the followings, along with the intercept (Int): Panel

A (Economic development): the developed-country dummy (DIFC) by the International Finance Corpora-

tion, and the developed-country dummy computed using the Dow Jones Indexes country classification sys-

tem (DDJI); Panel B (Access to Capital, Capital Allocation): thereal investment per capita (INV ), the

investment-to-capital ratio (IK), the capital control restrictions on inflows (KAI), the capital control re-

strictions on outflows (KAO), and the elasticity of industry investment to value added (EIV ); Panel C (Fi-

nancial Development): the depth in financial institutions (FID), the access to financial institutions (FIA),

the depth in financial markets (FMD), and the access to financial markets (FMA); Panel D (Competition):

the industry net profit margin (NPM) and the import penetration (IMPP ). Panel E (ISTI): the country

level composite index for the degree of IST-shock pricing. AdjR2 is the adjusted R-squared. The t-statistics

reported in parentheses are computed using robust standard errors. Statistical significance at the 1%, 5%,

and 10% levels is indicated by ***, **, and *, respectively.
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Table 4.7. Country-level Determinants of Cross-sectional IST-shock Premium

Panel A: Economic Development

1 2

Int 0.039 (0.33) 0.010 (0.07)

DIFC -0.651***(-3.99)

DDJI -0.603***(-3.35)

AdjR2 0.30 0.25

Panel B: Access to Capital, Capital Allocation

1 2 3 4 5

Int 0.006 (0.05) 0.930** (2.34) -0.537***(-4.37) -0.515***(-4.07) 0.265 (1.18)

INV -0.081***(-3.16)

IK -6.437***(-3.24)

KAI 0.657** (2.63)

KAO 0.481** (2.24)

EIV -1.063 ***(-3.07)

AdjR2 0.21 0.14 0.08 0.05 0.15

Panel C: Financial Development

1 2 3 4

Int 0.190 (0.98) 0.059 (0.37) 0.032 (0.16) 0.223 (0.97)

FID -1.090***(-3.16)

FIA -0.866***(-2.76)

FMD -0.967** (-2.35)

FMA -1.595** (-2.73)

AdjR2 0.17 0.14 0.11 0.15

Panel D: Competition

1 2

Int -0.641***(-4.37) -0.138 (-0.67)

NPM 4.979***(2.79)

IMPP -0.014** (-2.32)

AdjR2 0.31 0.08

Panel E: IST Country Index

1 2 3 4

Int 0.191 (0.54) 1.220** (2.25) 0.191 (0.53) 0.411 (1.10)

ISTI -0.039** (-2.31) -0.081***(-3.42) -0.039** (-2.08) -0.033* (-2.01)

KAI -1.496** (-2.36)

FIA -0.003 (-0.01)

IMPP -0.011* (-1.80)

AdjR2 0.12 0.19 0.07 0.15

This table reports the coefficient estimates from cross-country regressions of investment-shock premium on

country characteristics. The dependent variables is the value-weighted cross-sectional premium, CSP , mea-

sured in the local currency. The independent variables include the followings, along with the intercept (Int):

Panel A (Economic development): the developed-country dummy (DIFC) by the International Finance Cor-

poration, and the developed-country dummy computed using the Dow Jones Indexes country classification

system (DDJI); Panel B (Access to Capital, Capital Allocation): thereal investment per capita (INV ), the

investment-to-capital ratio (IK), the capital control restrictions on inflows (KAI), the capital control re-

strictions on outflows (KAO), and the elasticity of industry investment to value added (EIV ); Panel C (Fi-

nancial Development): the depth in financial institutions (FID), the access to financial institutions (FIA),

the depth in financial markets (FMD), and the access to financial markets (FMA); Panel D (Competition):

the industry net profit margin (NPM) and the import penetration (IMPP ). Panel E (ISTI): the country

level composite index for the degree of IST-shock pricing. AdjR2 is the adjusted R-squared. The t-statistics

reported in parentheses are computed using robust standard errors. Statistical significance at the 1%, 5%,

and 10% levels is indicated by ***, **, and *, respectively.
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Table 4.8. Country-level Determinants of IST-shock Premium Controlling for

Value Effect

Panel A: Economic Development

1 2

Int 0.007 (0.05) 0.079 (0.49)

DIFC -0.331* (-1.78)

DDJI -0.452**(-2.49)

AdjR2 0.07 0.16

Panel B: Access to Capital, Capital Allocation

1 2 3 4 5

Int 0.045 (0.27) 0.676 (1.64) -0.426***(-5.00) -0.380***(-4.33) 0.321 (0.89)

INV -0.053* (-1.91)

IK -4.283**(-2.14)

KAI 0.875***(3.03)

KAO 0.587***(3.08)

EIV -0.893 *(-1.78)

AdjR2 0.10 0.06 0.22 0.11 0.14

Panel C: Financial Development

1 2 3 4

Int 0.188 (0.64) 0.206 (0.98) 0.082 (0.34) 0.206 (0.85)

FID -0.761 (-1.58)

FIA -0.826**(-2.41)

FMD -0.683 (-1.48)

FMA -1.100* (-1.96)

AdjR2 0.09 0.17 0.05 0.08

Panel D: Competition

1

Int 0.253 (0.95)

ISTI -0.031**(-2.25)

AdjR2 0.14

This table reports the coefficient estimates from cross-country regressions of the investment-shock pre-

mium, controlled for the value premium, on country characteristics. The dependent variable, TSPC,

is the intercept from the regression of the value-weighted time-series TSP on the value factor, HML,

measured in the local currency within each country. The independent variables include the follow-

ings, along with the intercept (Int): Panel A (Economic development): the developed-country dummy

(DIFC) by the International Finance Corporation, and the developed-country dummy computed us-

ing the Dow Jones Indexes country classification system (DDJI); Panel B (Access to Capital, Capital

Allocation): thereal investment per capita (INV ), the investment-to-capital ratio (IK), the capital

control restrictions on inflows (KAI), the capital control restrictions on outflows (KAO), and the elas-

ticity of industry investment to value added (EIV ); Panel C (Financial Development): the depth in

financial institutions (FID), the access to financial institutions (FIA), the depth in financial markets

(FMD), and the access to financial markets (FMA); Panel D (Competition): the industry net profit

margin (NPM) and the import penetration (IMPP ). Panel E (ISTI): the country level composite in-

dex for the degree of IST-shock pricing. AdjR2 is the adjusted R-squared. The t-statistics reported in

parentheses are computed using robust standard errors. Statistical significance at the 1%, 5%, and 10%

levels is indicated by ***, **, and *, respectively.
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Table 4.9. Firm level exposure to the

IST-shock and subsequent stock re-

turns

(I) (II) (III)

IMC beta(t) -0.015 -0.015 0.111

(-0.71) (-0.73) (1.41)

ISTI(t) -0.006 -0.004

(-0.63) (-0.41)

IMC beta(t) * ISTI(t) -0.007**

(-1.99)

Firm fixed effects Yes Yes Yes

Time fixed effects Yes Yes Yes

AdjR2 0.11 0.11 0.11

This table reports the average slopes and their time se-

ries t-statistics in parentheses from annual panel regres-

sions of individual stock returns in year t+1 on expo-

sure to Investment shocks (IMC beta) and other control

variables in year t. The dependent variable is the firm-

level stock return in year t+1, measured in the local

currency. ISTI is the country level composite index for

the degree of IST-shock pricing in year t. AdjR2 is the

adjusted R-squared. The t-statistics reported in paren-

theses are computed using standard errors clustered by

country. Statistical significance at the 1%, 5%, and 10%

levels is indicated by ***, **, and *, respectively.
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Figure 4.1. Dynamic Response of Investment

The figure plots the dynamic response of investment to the return spread between

investment and consumption good producers. We estimate local projections in 4.1 using

quarterly data. The left panel shows the response of real per capita investment for

developed markets and the right panel shows the response of real per capita investment

for emerging markets. The standard errors are corrected using the Newey-West (1987)

procedure.
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Figure 4.2. Dynamic Response of Output

The figure plots the dynamic response of output to the return spread between investment

and consumption good producers. We estimate local projections in 4.1 using quarterly

data. The left panel shows the response of real output per capita for developed markets

and the right panel shows the response of real output per capita for emerging markets.

The standard errors are corrected using the Newey-West (1987) procedure.
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Figure 4.3. Determinants of IST-shock Premium

This figure plots the time-series IST -shock premium (TSP ) against (A) the Dow-Jones

Indexes developed-country dummy (DDJI), (B) the index for control restrictions on

capital inflows (KAI), (C) the index for access to financial institutions (FIA), and (D)

the real investment per capita (INV , in thousands) for the sample countries. The

two-character country codes are listed in Table 4.1.
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Figure 4.4. Determinants of IST-shock Premium Controlling for Value Effect

This figure plots the time-series IST -shock premium controlling for the value premium

(TSPC) against (A) the Dow-Jones Indexes developed-country dummy (DDJI), (B) the

index for control restrictions on capital inflows (KAI), (C) the index for access to

financial institutions (FIA), and (D) the real investment per capita (INV , in thousands)

for the sample countries. The two-character country codes are listed in Table 4.1.
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Figure 4.5. Composite Index for the Pricing of IST-Shocks

This figure plots (A) the time-series IST -shock premium (TSP ), and (B) the time-series

investment-shock premium controlling for the value premium (TSPC) against the

composite index for the pricing of investment-specific technology shocks, ISTI . The

two-character country codes are listed in Table 4.1.
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Figure 4.6. Exposure to the IST-Shock vs. Stock Returns

This figure plots the predictions of the fit model 4.2 at fixed values of ISTI and averaging

over the remaining covariates. ISTI is the country level composite index for the degree of

IST -shock pricing. The error bands are 90 percent bands based on standard errors using

delta method.
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APPENDIX

Appendix

1. Appendix A

In this section, I explain the first order conditions (FOCs) used to solve the model in

Section 2.6 . The household problem is given by,

Vt = max
{Cs,Ns}

Ut s.t. Cs = wsNs + Π1,s + Π2,s, s ≥ t,

and the corresponding Lagrangian is

(A1) LHHt = Ut +
∞∑
s=t

λs(wsNs+Π1,s+Π2,s−Cs)+µt
(
(Cs − hCs−1)γ X1−γ

s−1 −Xs

)
.

The first order conditions with respect to the control variables are given by,

(
Ct+1 − hCt − ψN θ

t+1Xt+1

)−σ
+ µt+1γ

(
X1−γ
t

Ct+1 − hCt

)1−γ

−βhEt+1

(Ct+2 − hCt+1 − ψN θ
t+2Xt+2

)−σ − µt+2γ

(
X1−γ
t+1

Ct+2 − hCt+1

)1−γ
 = λt.

(A2)

(A3) ψN θ
t

(
Ct − hCt−1 − ψN θ

tXt

)−σ
+ µt = βEt

[
µt+1 (1− γ) (Ct+1 − hCt)γ X−γt

]
.

(A4) θψN θ−1
t Xt

(
Ct − hCt−1 − ψN θ

tXt

)−σ
= λtα1

(1− τt)Y1,t

N1,t

.
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(A5) θψN θ−1
t Xt

(
Ct − hCt−1 − ψN θ

tXt

)−σ
= λtα2

(1− τt)Y2,t

N2,t

.

(A6) Ct = (1− τt)Yt −
It
Zt
.

The PRIV firm’s problem is

VP,t = max
{I1,s,K1,s+1,N1,s}

Et
∞∑
s=t

Mt,s Π1,s s.t. Π1,s = (1− τs)A1,sN
α1
1,sK

1−α1
1,s −wsN1,s−

I1,s

Zs
,

and the corresponding Lagrangian is:

(A7)

LPt = Et
∞∑
s=t

Mt,s

 (1− τs)A1,sN
α1
1,sK

1−α1
1,s − wsN1,s − I1,s

Zs

+η1
s

(
I1,s

[
1− φ

2

(
I1,s
I1,s−1

− 1
)2
]

+ (1− δ)K1,s −K1,s+1

)
 .

The PRIV firm’s first order conditions with respect to the control variables are given

by,

(A8) η1
t = βEtMt+1

[
(1− α1) (1− τs)A1,t+1N

α1
1,t+1K

−α1
1,t+1 + η1

t+1 (1− δ)
]
.

1/Zt = η1
t

[
1− φ

2

(
I1,t

I1,t−1

− 1

)2

− φ
(

I1,t

I1,t−1

− 1

)(
I1,t

I1,t−1

)]

+βEt

[
Mt+1η

1
t+1φ

(
I1,t+1

I1,t

− 1

)(
I1,t+1

I1,t

)2
]
.(A9)

(A10) α1 (1− τt)A1,tN
α1−1
1,t K1−α1

1,t = wt.

(A11) K1,t+1 = I1,t

[
1− φ

2

(
I1,t

I1,t−1

− 1

)2
]

+ (1− δ)K1,t.
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The GOV T firm’s problem is

VG,t = max
{I2,s,K2,s+1,N2,s}

Et
∞∑
s=t

Mt,s Π2,s s.t. Π2,s = (1− τs)A2,sN
α2
2,sK

αk2
2,s K

αg2

G,s−wsN2,s−
I2,s

Zs
,

and the corresponding Lagrangian is given by,

(A12)

LGt = Et
∞∑
s=t

Mt,s

 (1− τs)A2,sN
α2
2,sK

αk2
2,s K

αg2

G,s − wsN2,s − I2,s
Zs

+η1
s

(
I2,s

[
1− φ

2

(
I2,s
I2,s−1

− 1
)2
]

+ (1− δ)K2,s −K2,s+1

)
 .

The GOV T firm’s first order conditions with respect to the control variables are given

by:

(A13) η2
t = βEtMt+1

[
(1− αk) (1− τs)A2,t+1N

α2
2,t+1K

αk−1
2,t+1K

αG
G,t+1 + η2

t+1 (1− δ)
]
.

1/Zt = η2
t

[
1− φ

2

(
I2,t

I2,t−1

− 1

)2

− φ
(

I2,t

I2,t−1

− 1

)(
I2,t

I2,t−1

)]

+βEt

[
Mt+1η

2
t+1φ

(
I2,t+1

I2,t

− 1

)(
I2,t+1

I2,t

)2
]
.(A14)

(A15) α2 (1− τt)A2,tN
α2−1
2,s Kαk2

2,s K
αg
G,s = wt.

(A16) K2,t+1 = I2,t

[
1− φ

2

(
I2,t

I2,t−1

− 1

)2
]

+ (1− δ)K2,t.

All markets clear in equilibrium. Substituting the government budget constraint,

CG,t+IG,t = τt (Y1,t + Y2,t), and the firm profit functions into the household constraint,



151

Ct = wtNt + Π1,t + Π2,t, gives the economy wide constraint:

(A17) Yt = Ct +
It
Zt

+ CG,t + IG,t.

The Tobin’s marginal q is qit =
ηit
λt
. In this form, qt is the marginal value of investment

in terms of consumption for sector i.
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Table A1. Response of Policy Uncertainty to a Government Spending shock

The top panel shows the response of Baker, Bloom, and Davis (2016) EPU measure based

on newspaper coverage frequency. This sample includes quarterly data from 1985 to 2008.

The bottom panel shows the response of the EPU measure based on historical archives for

six major newspapers. This sample includes quarterly data from 1965 to 2008. The

dashed lines represent 90% bootstrapped standard error bands. The responses are

normalized such that the maximum response of real government spending is equal to one.
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2. Appendix B

Appendix B presents the first order conditions of the real business cycle model and

the moments from the model simulation and two-way independently sorted portfolios

on the exposure to the trade induced productivity shock and Investment-to-Capital

(I/K) ratio. I define IKt as It/Kt−1, where It is the capital expenditure at time t

and Kt−1 is the net fixed assets at time t− 1.

Appendix B also reports portfolios sorted on exposure to the trade induced pro-

ductivity shock, for both low and high shipping cost (SC) industries. I use the

average SC reported in Barrot, Loualiche, and Sauvagnat (2016) to split manufac-

turing industries into low versus high SC industries. Shipping costs are measured as

the percentage difference of the Cost-Insurance-Freight value with the Free-on-Board

value of imports. I use the time series averages given the substantial persistence

in SCs over time. For simplicity, I employ 2-digit SIC codes. Panel A shows the

results for manufacturing firms with traditionally low SCs (Average SC less than

0.04). Low shipping cost industries include Transportation Equipment, Instruments

& Related Products, Electronic & Other Electric Equipment, Industrial Machinery

& Equipment, and Miscellaneous Manufacturing Industries. Panel B shows the re-

sults for manufacturing firms with traditionally high SCs (Average SC greater than

0.05). High shipping cost industries include Leather & Leather Products, Textile Mill

Products, Paper & Allied Products, Rubber & Miscellaneous Plastics Products, Food

& Kindred Products, Lumber & Wood Products, Furniture & Fixtures, and Stone,

Clay, & Glass Products.
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2.0.1. First Order Conditions. The household maximize the recursive utility in

3.1 subject to the budget constraint 3.2 . They solve the following problem:

(B1) max
{CS ,LS}∞S=t

Ut, s.t. CS= wSLS+DC,S+DI,S, s > t.

The corresponding Lagrangian is:

(B2) LHHt = U t+λt (wtLt +DC,t +DI,t − Ct) .

The household’s first order conditions w.r.t. Ct, Lt, and λt are given by

(B3) λt = (1− β)C
− 1

Ψ
t

(
1− ψLθt

)1− 1
Ψ U

1
Ψ
t ,

(B4) λtwt = (1− β)C
1− 1

Ψ
t

(
1− ψLθt

)− 1
Ψ U

1
Ψ
t θψL

θ−1
t ,

(B5) Yt = Ct + It,

respectively. The non-tradable firm maximizes its dividend stream 3.6 s.t. the capital

constraint 3.12 . The corresponding Lagrangian is:

(B6)

LNt =Et
∞∑
s=t

Mt,s

 YN,s − wsLN,s − IN,s

+ηN,s

(
(1− δ)KN,s + µsIN,s

[
1− φN

2

(
IN,s
IN,s−1

− 1
)2
])
−KN,s+1

 .

The consumption firm’s first order conditions w.r.t. LN,t, IN,t, ηN,t, KN,t+1 are

(B7) (1− βN)AtK
βN
N,tL

−βN
N,t = wt,
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ηN,t µt

[
1− φN

2

(
IN,t
IN,t−1

− 1

)2

− φN
(

IN,t
IN,t−1

− 1

)(
IN,t
IN,t−1

)]

+Et

[
Mt,t+1ηN,t+1µt+1φN

(
IN,t+1

IN,t
− 1

)(
IN,t+1

IN,t

)2
]

= 1,(B8)

(B9) (1− δ)KN,t + µtIN,t

[
1− φN

2

(
IN,t
IN,t−1

− 1

)2
]

= KN,t+1,

(B10) Et
[
Mt,t+1

{
βNAt+1K

βN−1
N,t+1L

1−βN
N,t+1 + (1− δ) ηN,t+1

}]
= ηN,t,

respectively.

The T -good firm maximizes its dividend stream 3.9 s.t. the capital constraint

3.12 . The corresponding Lagrangian is:

(B11)

LTt = Et

∞∑
s=t

Mt,s

 pT,sYT,s − wsLT,s − IT,s

+ηT,s

(
(1− δ)KT,s + µT IT,s

[
1− φT

2

(
IT,s
IT,s−1

− 1
)2
])
−KT,s+1

 .

The T -good firm’s first order conditions w.r.t. LT,t, IT,t, ηT,t, KT,t+1 are given by

(B12) pT,t (1− βT )AtZtK
βT
T,tL

1−βT
T,t = wt,

ηT,t µt

[
1− φT

2

(
IT,t
IT,t−1

− 1

)2

− φI
(

IT,t
IT,t−1

− 1

)(
IT,t
IT,t−1

)]

+Et

[
Mt,t+1ηT,t+1µt+1φT

(
IT,t+1

IT,t
− 1

)(
IT,t+1

IT,t

)2
]

= 1,(B13)
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(B14) (1− δ)KT,t + µtIT,t

[
1− φT

2

(
IT,t
IT,t−1

− 1

)2
]

= KT,t+1,

(B15) Et
[
Mt,t+1

{
βTAt+1Zt+1K

βT−1
T,t+1L

1−βT
T,t+1pT,t+1 + (1− δ) ηT,t+1

}]
= ηT,t.

The market clearing conditions are in 3.15 . The wage rate in the economy is given

by

(B16) wt = (1− βN)AtK
βN
N,tL

1−βN
N,t = pT,t (1− βT )AtZ

TIP
t KβT

T,tL
1−βT
T,t .

The feasibility constraint for the N -sector is given by

(B17) YN,t = CN,t + I1t.

The feasibility constraint for the T -sector is given by

(B18) pT,t · YT,t = pm,tCM,t + I2t.
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Table B1. Model versus Data: Volatility

Data Model

Consumption 1.59 1.65

Investment 4.94 3.95

Labor 2.52 0.45

Output 1.56 2.04

Risk premium 17.72 3.95

Risk-free rate 3.14 0.84

This table compares the volatilities of data to simulated moments from the model. The moments in data

are computed over the post war (1947 to 2016) time period.
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Table B2. Portfolios sorted on TMN beta and Investment-to-Capital ratio

a) Excess returns b) βTMN

βTMN βTMN

L 2 3 4 H H-L L 2 3 4 H

S 0.854 0.803 0.774 0.719 0.621 -0.232 (-1.04) S -1.823 -0.770 -0.336 0.070 0.992

I/K 2 0.749 0.560 0.637 0.663 0.462 -0.287 (-1.34) I/K 2 -1.646 -0.760 -0.336 0.064 0.893

B 0.939 0.674 0.497 0.484 0.422 -0.517 (-2.70) B -1.750 -0.773 -0.338 0.071 1.004

0.086 -0.129 -0.277 -0.235 -0.199

(0.56) (-0.88) (-2.09) (-1.53) (-1.01)

c) Market Equity d) BE/ME

βTMN βTMN

L 2 3 4 H L 2 3 4 H

S 747.1 1110.4 1593.4 2290.6 2234.7 S 0.998 1.026 0.996 1.031 0.907

I/K 2 1392.3 1496.7 2539.2 4578.4 5106.9 I/K 2 0.867 0.875 0.692 0.815 0.737

B 695.5 1216.8 2155.4 2878.6 2206.4 B 0.732 0.735 0.731 0.688 0.596

The table reports summary statistics for portfolios sorted on βTMNand Investment-to-Capital ratio. Each year in July, the firms are independently

sorted into quintiles by their βTMNand terciles by their previous fiscal year Investment-to-Capital ratios, with a 36 month holding period. The

exposure to the tradability shock, βTMN is calculated using the prior 120 months of data. I/K is the ratio of capital expenditures to the net book

value of fixed assets at the beginning of each fiscal year. Standard errors are corrected using Newey and West (1987) procedure with 12 lags. The

sample includes data from July 1965 to June 2016.
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Table B3. Portfolios Sorted on TMN beta - Low vs. High Shipping Cost Industries

Panel A: Industries with Low Shipping Costs

L 2 H H-L

Excess value-weighted returns 1.078 0.509 0.563 -0.516

(t-stat) (3.60) (2.32) (2.47) (-2.67)

βTMN -1.387 -0.284 0.722

βMKT 0.998 0.992 1.148

Panel B: Industries with High Shipping Costs

L 2 H H-L

Excess value-weighted returns 0.887 0.675 0.599 -0.288

(t-stat) (3.52) (3.17) (2.95) (-1.65)

βTMN -1.307 -0.369 0.395

βMKT 0.906 0.855 0.915

The table reports the value-weighted and equal-weighted excess returns for portfolios sorted on the

exposure to the trade induced productivity shock. Standard errors are in brackets and are corrected using

Newey and West (1987) procedure with 12 lags. The exposure to the trade induced productivity shock ,

βTMN , the exposure to the investment-specific technological shock, βIMC , and the exposure to the

market portfolio, βMKT , are computed using regressions with the prior 60 months of data. The sample

includes data from July 1965 to June 2016.
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3. Appendix C

Table C1. Sources of National Input-output Tables

Country Source Website
Africa South Africa The Organisation for Economic Co-operation and Development http://stats.oecd.org/
Asia, Developed Hong Kong Asian Development Bank http://www.adb.org/data/icp/input-output-tables/outputs

Japan Statistics Bureau, Director-General for Policy Planning and Statistical
Research and Training Institute

http://www.stat.go.jp/english/data/io/

South Korea The Organisation for Economic Co-operation and Development http://stats.oecd.org/
Taiwan National Statistics Republic of China http://eng.stat.gov.tw/ct.asp?xItem=29540&ctNode=1650&mp=5

Asia, Emerging China National Bureau of Statistics of China http://www.stats.gov.cn/english/statisticaldata/yearlydata/YB2000e/C18E.htm
India The Organisation for Economic Co-operation and Development http://stats.oecd.org/
Indonesia The Organisation for Economic Co-operation and Development http://stats.oecd.org/
Malaysia Asian Development Bank http://www.adb.org/data/icp/input-output-tables/outputs

Australasia, Developed Australia Australian Bureau of Statistics http://www.abs.gov.au/AusStats/ABS@.nsf/MF/5209.0.55.001
Europe, Developed Austria The Statistical Office of the European Union http://epp.eurostat.ec.europa.eu/portal/page/portal/esa95 supply use input tables/data/database

Belgium The Statistical Office of the European Union http://epp.eurostat.ec.europa.eu/portal/page/portal/esa95 supply use input tables/data/database
Denmark The Statistical Office of the European Union http://epp.eurostat.ec.europa.eu/portal/page/portal/esa95 supply use input tables/data/database
France The Statistical Office of the European Union http://epp.eurostat.ec.europa.eu/portal/page/portal/esa95 supply use input tables/data/database
Germany The Statistical Office of the European Union http://epp.eurostat.ec.europa.eu/portal/page/portal/esa95 supply use input tables/data/database
Italy The Statistical Office of the European Union http://epp.eurostat.ec.europa.eu/portal/page/portal/esa95 supply use input tables/data/database
Netherlands The Statistical Office of the European Union http://epp.eurostat.ec.europa.eu/portal/page/portal/esa95 supply use input tables/data/database
Norway The Statistical Office of the European Union http://epp.eurostat.ec.europa.eu/portal/page/portal/esa95 supply use input tables/data/database
Sweden The Statistical Office of the European Union http://epp.eurostat.ec.europa.eu/portal/page/portal/esa95 supply use input tables/data/database
Switzerland The Organisation for Economic Co-operation and Development http://stats.oecd.org/
UK The Office for National Statistics http://www.ons.gov.uk/ons/guide-method/method-quality/specific/economy/input-

output–uk-national-accounts/
Europe, Emerging Greece The Statistical Office of the European Union http://epp.eurostat.ec.europa.eu/portal/page/portal/esa95 supply use input tables/data/database

Turkey The Statistical Office of the European Union http://epp.eurostat.ec.europa.eu/portal/page/portal/esa95 supply use input tables/data/database
North America, Developed Canada Statistics Canada http://www5.statcan.gc.ca/subject-sujet/result-resultat?pid=3764&id=2745&lang=eng&type=ARRAY&

sortType=1&pageNum=0
US The Bureau of Economic Analysis http://www.bea.gov/industry/io annual.htm

South America, Emerging Brazil The Organisation for Economic Co-operation and Development http://stats.oecd.org/
Chile The Organisation for Economic Co-operation and Development http://stats.oecd.org/
Mexico The Organisation for Economic Co-operation and Development http://stats.oecd.org/
Peru PER Instituto Nacional de Estadstica e Informtica http://www.inei.gob.pe/bases-de-datos/

This table shows the sources of national input-output tables used to identify investment- and consumption-good industries.
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