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Abstract

Scalability is a desirable quality of any system. Scalability of a media-on demand
system makes it last longer and reach more users, by virtue of its ability to cater to
different levels of resources that diflerent users have access to.

This work is an exploration of the ways to incorporate scalability in a system that
delivers dynamic documents on demand to individual users over a wide area network.,

Specifically, we address three types of scalability.

e Rate scalability (the ability to control the rate of video according to the require
ments of the client), is treated at depth; we suggest three ways of constructing

video gateways, two of them compatible with the existing standards.

e Component scalability is the ability to «cliver only those components of the doe-
ument required by the user; this has two parts : providing optional components

and providing alternative components.

A component- and rate-scalable system can therefore be effective in providing
an N-ISDN (Narrow-band Integrated Services Digital Network) user with text,
images, audio and low quality video, a B-1SDN {Broadband Integrated Services
Digital Network) user with all the above with the difference of high quality video,

and a modem user with only text and images - all from the same composite

document.

e Content scalability is the ability to deliver the nature and amount of information

that the user requires. This quality is of interest to any information provider



who wishes to serve users with different interests. We show how object ori-
ented information development, done using hypermedia, can make the content

scalable.

In order to illustrate the above points, we have created a prototype of an open
learning environment, called CyberSchool, by integrating a continuous media (audio

and videe) server with the World Wide Web.
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Introduction



Scalability of a system is its ability to cater to a variety of client requirements. For
this reason, scalable systems reach farther and last longer than non-scalable systems.
We explore the issue of scalability in media-on-demand systems. Consider a setup
where dynamic documents (documents with static media like text and images. and
dynamic media like audio and video) are delivered on demand (without involving local
storage or latency) to customers through a communication network. In order to be
specific, we assume the setup is meant to be used as a learning support environment
for open learning (Open learning is a student-centered mode of learning).

Need for scalability

e Difference in the levels of technology to which users have access: B-ISDN (Broad-
band Integrated Services Digital Network) will become a reality sooner or later.
But not every home will have B-ISDN. A number of users will have N-ISDN.
Note that there are different levels of access even within N-ISDN (Narrow-band
Integrated Services Digital Network); eg. BRI (Basic Rate Interface) and PRI
(Primary Rate Interface) ([ISDN 95]). A larger number of users will, for a long
time, be connected through POTS (plain old telephone systems) using a 14.4
Kbps or 28.8 Kbps modem. People in organizations (institutions and compa-
nies) may have access to a level different from all of the above, say a 10 Mbps
Ethernet. Even though the levels of technology to which people have access
continue to shift upwards, the difference in levels will always be there. There-
fore, the heterogeneity of the network, on which potential clients for a media
on demand system are situated, should be one of the primary concerns of an

information provider.

o Difference in learning goals: With the advent of the online-information era. the
possibilities of an open learning environment are on the rise. Open learning
([ITOLE 91}) is a student-centered mode of learning; i.e., the student decides
the immediate, short-term and long-term goals of learning. Although this was
originally conceived for use by the working community for professional devel-

opment, there is no reason why such an environment should not be used to

o



iy | |

Inlormauon Service Providen (Institutaone

Wide Area Network

PRI ISDN

PN

L)
=[] 14.4 Kigm\= - BRI ISDN
N Modem | 7}

\
Information users (Subscnbersy ~

Figure 1: The heterogeneity of connections

support regular learning as well. The problem this situation gives rise to, how-
ever, is heterogeneity again, in terms of the learning goals of the users. The
goal may be specific or general, need-based or curiosity-based, theoretical or
practical. The nature and amount of information sought during a particular
study session, may vary from user to user and from session to session. Hence,
in order to make the learning environment successful, it is nccessary that the
information provider {educational information provider to be more precise -

what is called institution today) ensure support for individualization of content.

For the former need. the solution is two-fold: component scalability, where the user
gets only those components of the documents that he desires (and his technology
permits), and rate scalability where the user can specify the bit-rate at which the most
bandwidth-intensive media, viz. video has to be delivered. As for the latter need,
we suggest an object-oriented information organization scheme based on hypermedia
(Hypermedia is means for online reading of documents containing text and images
portions of which when selected by the user lead to other such documents. Formal
definitions are available in Chapter 2).

Chapter 2 is devoted to content scalability. We explain why content has to be

scalable and how it can be made so. The basic idea is to organize information in an



object-oriented way. We also show how helpful hypermedia is as a tool in doing this.
For purposes of illustration we use a model of hypermedia that captures the essential
structural features special to hypermedia. Besides making the content scalable. the
use of object oriented principles also improves the time and storage efficiency of
integrated open hypermedia documents, (which is what future distributed information
systems will be, including educational information systems).

Chapter 3 and 4 address component scalability and rate scalability respectively.
Component scalability expands into two levels of choices to the user - the choice of
media (from among text, images, audio and video) and, within the context of text
and audio, the choice of language (or more generally, the availability of alternate
components). Rate scalability refers to the user controlling the rate at which video
is delivered, irrespective of the rate inherent in the recording. This paves the way
for producing good quality orchestrated multimedia documents for best performance
under high-tech playback conditions, and for being able to deliver it. when required.
in low-tech conditions as well.

Chapter 3 brings out the difficulties in providing the user with the ability to
choose from the various components of a document. Towards creating a flexible
multimedia document delivery system, we explain the need to separate content from
presentation, the emerging philosophy as demonstrated by the document structuring
standards SGML and HyTime ([HYP 94]), and as illustrated by the markup language
used on the world wide web, namely HTML.

In Chapter 4, various methods to construct video gateways (means to control bit-
rate of video on the fly) are suggestcd. Empirical results are shown to support the
theoretical comparisons of these methods. The support available in codec standards
like 11.201 and MPEG, for ‘gatewaying’ video is also outlined. Scenarios other than
video on demand where gateways can be used, and their interaction with the rest of
the network are also discussed.

Chapter 5 is the description of a prototype of CyberSchool, an information technology-

based learning environment. in which the above ideas have been incorporated. The



prototype features remote controllable on-demand delivery of multimedia hyperdocu-
ments and support for asynchronous interaction. The prototype has hevn constructed
by combining the World Wide Web to a continuous media (audio and video) server
integrated to the web through its Common Gateway Interface.

Chapter 6 contains our conclusions, recommendations and suggested future work.

Our contribution in this work is the following :

e Identification of the need to provide content scalability as a solution to hetero:
geneity of user requirements in terms of the nature and amount of information,

and identification of ways and means to satisfy that need
e Identification of problems that arise while providing component scalability

e An in-depth exploration of the ways to scale the rate of unicast delivery of

stored video over heterogeneous connections (video gateways)

e Design and development of a prototype of an ecducational application wherein
the above ideas of scalability (with the exception of component scalability) have

been incorporated

Support for individualization, which is in fact the ultimate form of scalability, calls
for more than what we have addressed above. It involves taking into consideration
the temporal, geographical, physiological, and even mental resources available to the
user, besides the technological ones. Multimedia can be seen as the availability of
means to reach out to a student through alternative senses, in case of impairedness.
Making information accessible on demand, reduces most of the temporal problems,
as well as mental issues concerning one’s capacity to retain information, and speed in
grasping concepts (This is because the student can study at his own pace, and refresh
his memory whenever required). Geographical limitations are solved trivially by the

availability of a network connecting the student with the information provider.,



Chapter 2

Content Scalability



2.1 Introduction

In the context of information-delivery systems, intended for an application like home
school, we define the problem of content- scalability as follows : Users differ in the
nature of the information they require, and in the amount of detail they require in
any topic. The variety of requirements is so wide that it is practically impossible to
prepare material for every user separately.

To solve the problem of content-scalability, we seek a method that is economical
in terms of development-cost and. at the same time, capable of catering to the wide
variety of user-requirements. In this chapter. we arguc that object-oriented informa-
tion organization qualifies well for such a method. We identify Hypermedia as the
means to implement that method. Besides, we develop a formal model of hypermedia,
which we believe proves the suitability of hypermedia for the task at hand. Through
this formalization, we also arrive at two basic guidelines for cllective developiment of

hyperdocuments.

2.2 Object-oriented information organization
First, we observe the principal advantages of object-oriented programming :

e Code-sharability: A class defined by one programmer for his own purposes
can be used by another programmer - to create objects of that class, or to
define another elass. This advantage derives from the context-free nature of the
definition of the initial class (The class definition is not too tied up with the

first application to be usable in a different application).

e Multi-purpose readability: One programmer does not have to understand
the whole of the code written by another programmer, to be able to build on it.
For instance, the knowledge of what the member functions do may be sufficient,
i.e., how they do it may not be necessary. The second prograinmer, is thus not

forced to study that part of the code what he does not want to study, whereas,



a third programmer, who wants to understand more about the program, can
always do so. In other words, one can traverse the tree of objects and classes
to satisfy ones own requirements, exploring any branch and reaching down to
any required depth. This ability to serve multiple purposes derives from the

abstraction incorporated in the program.

Il information can be organized in a similar way, then evidently, the above-
mentioned advantages of object-oriented programming will carry over to document
development, allowing sharing of available information and multi-purpose readability.

When it is difficult to structure information in a strictly object-oriented way, one

can follow the general principles of abstraction and context-freedom.

2.3 Hypermedia

Hypermedia is basically a means to structure information in a non-linear fashion. The
printed book is strucinured in a linear fashion - chapter after chapter. section after
section, paragraph after paragraph, and sentence after sentence. In the hypermedia
equivalent of a book, which we shall call a hyperdocument, information is contained
in multiple plain documents; structure is imposed by the use of hyperlinks. each of
which connects a part of a string or an image in one plain document. to another plain
document.

For object-oriented organization of information, one has to

e break the entire information into classes, objects and member-functions

e use hyperlinks to connect the above pieces appropriately. Qur contention is that
hypermedia can be used for this purpose. When this is done, each hyperlink will

fall into one of the following types :

1. Encapsulation : the type of link between what is done and how it is done

2. Instantiation : the type of link between an instance and a class (for exam-

ple. The Tale of Two Cities and novel)
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3. Inheritance : the type of link between a parent-class and a child-class
example, book and novel)
The direction of each type of link is as shown below

— Encapsulation : Class to member

— Instantiation : Object to class

— Inheritance : Child-class to parent-class

Fig. 2 illustrates the proposed method of developing hyperdocuments.

(for

If the above style is used in developing hyperdocuments, it becomes possible for

users to read any node of the hyperdocument directly. Also, each user will be able to



access more details as and when he needs them (At the physical level, this translates
into an action like clicking on the term in question).

So far, the ways and means to organize information and to structure it so it is
content-scalable, have been presented. Note that, in the process, we have proposed
a style of using hypermedia. In the following section, we justify the style by pre-
senting a formal model that captures the structural properties of hypermedia. The
formalization is also meant to help hyperdocument developers gain some insight into
t*~ power and limitations of the structure of hypermedia so they can use hypermedia
effectively. The idea here is to exploit the structural properties of hyperimedia by
working a match between structure and semantics. The formalization can also be
thought of as the answer to the question ‘Why should every hyperlink stand for one

of the relations - inheritance, encapsulation and instance?’.

2.4 Hyperdocument development style

2.4.1 Formal Grammars and Languages

Definitions:

e Formal Grammanr :
A formal grammar G is denoted by (N,71, P,S), where N is a set of non-
terminals (or variables), T is a set of terminals, P, Productions, and S, the
Start Symbol. N and T should contain no intersection. S has to be one of the

non-terminals.

P consists of productions of the form a ~ 3, where o is a non-empty string of

elements of N U T, and g is any string of elements of N U T.
Eg.: Grammar G, = (N, Th, P, S1), where

Nl = {SI$ Bl }s

T] = {a, b},

10



P] B {S] ~F aSla. .Bl ~ b}

Formal Language :
If a string 4 can be obtained from S by the application of a set of productions,
then v is said to be a sentential form in the grammar (/. I 7 contains only

terminals. then it is referred to as a sentence in the language denoted by L(().

L(G) is nothing but the set of all such sentences.

Eg.: Language L(G;) = a™ba™, where n > 0.

Regular Grammar : A regular grammaris a formal grammar where the produc
tion rules are all of the format A ~ wB where A and I3 are non-terminals and

w 1s a string of terminals.

Eg.: Grammar G2 = (N2, T3, P, S,), where

N,; = {5;, Az, B2},

T, = {a, b, ¢},

P, = {S2~ aAj, Az ~ bB;, B; ~ aB;, B, ~ ¢}

Regular Language : A regular language is the formal language associated with

a regular graminar.

Eg.: L(G2) = a”ba™

Contezt-fiee Grammar: A context-free grammaris a formal grammar where the
production rules are all of the format A ~» o where A is a non-terminal and o

is a string of terminals and non-terminals.
Eg.: Grammar G, = (N,,T1, P, S1), where
Ny = {5, B},

T] = {a, b},



P] = {S; ~ aSla, B] ~ b}

Contezt-free Language : A context-free language is the formal language associ-

ated with a coatext-free grammar.

Eg.: L(G,) is a context-free language.

Context-sensitive Grammar: A context-sensitive grammaris a formal grammar
where the production rules are all of the format a ~ ;3 where o and ;3 are

strings of terminals and non-terminals, & not being a null string.

Eg.: Grammar G3 = (N3, T3, P3,53), where
N3 = 539 A3, B37
T3 = s,a, b7

P3 = {S3 ~» sA3B3s, A3 ~» a, B3 ~ b, saBzs ~» sabs, sAzbs ~ sabs}

Context-sensitive Language : A context-sensitive language 1s the formal language

associated with a context-sensitive grammar.

Eg.: a"b"c" is a context-sensitive language.

Contert-free Graph-grammar : A contexrt-free graph-grammar is like a context-
free grammar with one difference : the right hand side of each production is a
graph.

Eg.: G4 = (N4, Ty, P4, S), where

Ny=S5,A,B,

14 = a,b,

Py is as shown in Fig. 3.

Graph : A graph is a collection of vertices and edges. A verter is a point and

an edge is a line joining two vertices.
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Figure 3: Production rules in a context-free graph grammar

e Planar graph: A planar graph is a graph that can be drawn on a two-dimensional

surface with no edges crossing each other.

e Contert-free Planar-graph Grammar : A context-free planar-graph grammar is

a context-free graph grammar where all graphs involved are planar

Eg. Grammar G, is a context-free graph-grammar.

2.4.2 Hypermedia

For examples pertaining to ihe following terms, see Fig. 4.

Definitions:

e Hypertext : Hypertext is text embedded within text. This embedding is vealized
by associating a subtext in one text document with another text document
through the use of a hyperlink. In other words, a hyperlink maps a subtext
from one text document to another document. Each subtext that is associated

to a text document is an anchor.

o Hypcrmedia : Hypermedia is the combination of text and images, where both

media (text and images) can contain hyperlinks.

o Hyperdocument : A hyperdocument is a composite document created using
hypermedia. It is made of nodes which are plain documents, and fyperlinks

between these nodes.
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e Anchor : An anchor in a hyperdocument is any subtext (or subimage) in one

node of the hyperdocument the selection of which leads to another node of the

hyperdocument.

e URL ( Universal Resource Locator) : URL is the term used in the World-
wide-web parlance to indicate the unique identifier of each resource (node of a

hyperdocument, image etc.) made available on the web.

e Hyperlink : A hyperlink is a connection between a subtext (or subimage) in one

node of a hyperdocument and another node.

e Map : A map is an image with several regions. A region may be clickable or

non-clickable, i.e., a region can have a hyperlink associated with it.

e Including node and Included node : If node n; contains a hyperlink that leads

to node n, then n, is an including node with respect to n; and n, is an included

node with respect to n,.

2.4.3 The structural relation between CFG and Hyperme-
dia
Claim : Hypermedia and context-free grammars have the same structure.

Informal proof

e One can reach a particular node of the world-wide-web, which is a hyperdocu-
ment, in several ways (i.e. from several other nodes and by specifving the URIL
of the required node). This means. no matter where vou invoke the TR of a
particular node from, you always land in that node. In other words. the desti-
nation node is independent of the context from which its URL is invoked. This
makes URLs analogous to non-terminals in a CFG, as each non-terminal pro-

duces the same string no matter what context it (the non-terminal) is present

in.



16
e One can use any number of hyperlinks in the same node of a hyperdocument.
This makes a node in a hyperdocument analogous to the right hand side of a
CFG production-rule, where multiple non-terminals can be present. Consider-
ing hypertext alone, (i.e., without allowing the use of images), one can note
that there is a particular order in which the anchors (clickable portions) ap-
pear. Correspondingly, there is an order in which the non-terminals appear in
any CFG production rule. It is easy to extend this argument to images. thus

showing the structural equivalence of hypermedia to context-free grammars.

Fig. 5 shows a hyperdocument and a structurally equivalent context-free gram-

mar. Thereis a production rule in the grammar for every node in the hyperdocument.

Formal proof

Now, we transform hypertext into context-free string-grammars and vice versa. thereby

establishing the structural equivalence of hypertext and context free grammars.

e Claim : Every hyperdocument H has an equivalent context free grammar G =

(N, T,P,S5), where

— S is the starting symbol

N is the set of non-terminals
— T is the set of terminals

— P is the set of production rules
Proof:

1. Create N by defining a non-terminal for every anchor in H.

o

Define a new non-terminal in N for every node in H that is not referred

to in any other node in H.

3. Create T, using all lower case characters in the English alphabet. With

each longest terminal string in H, associate an element of 7.
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4. For every anchor in H, create A, by defining a production rule A ~ .
where A is the non-terminal that stands for the anchor, and o is the string

of terminals and non-terminals correspending to the node the anchor leads

into.

5. Define a new rule $ ~ w in H, where w is a string of those non-terminals

that stand for the nodes in H that are not referenced elsewhere.

Now G is structurally equivalent to H.

Figure 5 illustrates the transformation.

e Claim: Every CFG G has a corresponding hyperdocument /.
Proof:



An Equivalent Planar-graph
A Map

Figure 6: A map and its corresponding planar-graph

1. For every production A ~» w in G, define a node in H containing w.

2. For every production A ~» w in G, convert every occurrence of A in H

into an anchor to the node containing w.

The above proof holds only for the structural equivalence of context-free string-
grammars and hypertext. It is now required to show that the equivalence holds good
even if the nodes of the hyperdocument are maps and not text. Note that this can be
seen by considering w (mentioned in step 4 of Proof 1 and in both steps of Proof 2)
a graph, instead of a string. The graph is to be derived from the corresponding map
in the following way : create a vertex for each region in the map. and create an edge
connecting two vertices if and only if the two corresponding regions are neighbors.
Such a graph will be graph by graph-theoretic results (For every map. there is an
equivalent planar-graph: See Fig. 6 for an instance of a map and its planar-graph

equivalent).
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2.4.4 Usefulness of the formalism

By showing that context-free grammars and hypermedia are structurally equivalent,
we have in fact arrived at a method to evaluate the power of hypermedia as a tool.
The power of formal grammars are well established with respect to one another.
Regular grammars are less powerful than context-free grammars, in that the latter
can do more than what the former can. In the same sense, context-free grammars are
less powerful than context-sensitive grammars. Hyperdocuments are to printed books,
what context-free grammars are to regular grammars. Thus hypermedia is a superior

tool for information representation and presentation in comparison to printing.

In using the power of hypermedia

The fact that multiple hyperlinks can be used in each node allows a user to develop
each node with one and only one central idea, leaving the next level of details to other
nodes, by just including hyperlinks to those nodes from the main node. This ability
to hide information is the power of hypermedia. It helps the developer to concentrate
on the relation between the sub-concepts, in presenting a concept, rather than delving
into the sub-concepts themselves. In other words, it is underuse of the power of hyv-
permedia to have a lengthy plain document for one node of a hyperdocument. Simply
put, the power of hypermedia is its support for abstraction (i.e. hiding information).
To a reader this means depth-on-demand. One can prune the tree of information one
1s traversing, to meet one’s immediate requirements. In other words, details are not
thrust on the reader. Instead the reader asks for them and gets them, as and when the
need is felt. Some may go deeper into certain branches while others may choose not
to. This is the solution we propose to one part of the problem of content-scalability,

namely variety of user-requirements in terms of the amount of information required.

In knowing the limitations of hypermedia

The fact that each URL decides the destination node by itself disallows the possibility

of making the information in a node sensitive to the context in which its URL is used
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Figure 7: Document-sharing

in some other node. This limitation can be turned to the developer’s advantage if the
sermnantics of an included node is made independent of context in which it occurs in an
including node. To promote such a style, a bottom-up development is preferable to a
top-down one (That way there is no chance for the developer to make an included node
sensitive to context. If this style is ‘vllowed, it becomes possible for the same node to
be included in many nodes, thereby ic. xding to document-sharability (See Fig. 7).
Due to the same context-free nature of the nodes, any node can be a starting point
for reading. In other words, reading a particular node will not in any way require the
reader to have read an including node. This is how we propose to tackle the other
part of the problem of content-scalability, namely, the variety of user-requirements in

terms of the nature of the information required.



Chapter 3

Component Scalability
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3.1 Introduction

Component scalzability is the ability to provide the user with any combination of the
components that constitute the document. This includes both choice of media (from
text, images, audio and video) and choice of language in the case of text and audio
(Fig. 8). From a more generalized point of view, component scalability is about the
user having optional and alternative components in the documents. The flexibility of
the document structure is of primary concern here, in order to reach manv levels of
technology, and in order to make modifications and extensions easy for the author(s)

of the document.

3.2 Implications

The main implication of the requirement of component scalability is that. since audio
may have to be delivered and played without video, strong intra-medium synchroniza-
tion is necessary (so every media-component is deliverable independently j. The other
implication is that the need for encoding inter-media synchronization information in

the media themselves, and in some cases even the ease of doing this, are eliminated.

—-
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The following are the reasons for the second implication:

e Replacement/Modification of a component: The author may want to

modify the audio encoding alone.

¢ Addition of an alternate component: The author may want to add a
new audio encoding (as an alternative to the existing one - perhaps in another

language).

e Transfer time modification of a component: By the time it is available
at the receiver for playback, the video could have undergone some transcod-
ing somewhere in between the server and the receiver, to suit the techuology
available for playback, as a result of which the inter-media synchronization in-

formation encoded in it becomes useless.

e Event Projection: The author may want to playback the video alone at a
different frame rate than the one in which it was encoded. Such situations are
possible (Fig. 9); a demonstration of a laboratory experiment for instance, may
involve a person walking around the laboratory doing things. but doesn’t have

to show him walking from one place to another in real time; it might still be



necessary to show him walking, so the student knows what sequence the various
steps involved are performed in. Also, the audio corresponding to this video
sequence, may be shorter than the real time of the video sequence. for which
reason the author might want to run the video faster than the recording rate,
fast enough to make it fit into the same duration as the audio. Note that this

time-scaling is being done only to the video, while the audio is left as it is.

Therefore the only point in time where it is possible to find out which frame
of video to associate with which sample of audio is during the playback itself. If
the document specifies two components as being parallel (let us assume parallel here
means that they have to be started at the same time, and synchronized throughout),
the playback routine can make sure that is done, by matching the timing information
available in the encodings (i.e. intra-media synchronization information) with its own
concept of real time, and with the knowledge of time-scaling if any (faster or slower
display of frames than their generation during recording).

The idea of separating the content from the presentation has become attractive of
late. It enables the author of the multimedia document to make the presentation the
way he wants, and not be constrained by the encoding of the components (objects

that constitute the document). A version of this idea as applied to static media can

be seen in HTML 2.0.
<IMG SRC=’’pict.JPG’’ WIDTH=200 HEIGHT=500 SRC='’image.jpg’’>

No matter what the resolution of the actual image is, it will be displayed as a 200
X 500 pixel image, due to the above specification. This idea is also supported in the
HyTime (Hypermedia Time-based media) document structure standard ([HYP 94]).
HyTime consists of a rendition module that processes objects before they are ren-
dered. This processing is done in an object specific way - for instance, the colors in
an image can be converted to take advantage of (or to confine to) the colors available
in the user’s display unit. Extending this idea to dynamic media like video involves

network issues: the rendition module (together with the scheduling module of HyTime
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which maps a source FCS [Finite Coordinate System] to a destination FCS) should
communicate with the server to arrange for a reduced (or increased) frame-rate, to
put the required time-scaling into effect (HyTime allows the application to do event
projection; When the projection is along time-axis, it becomes time-scaling). This is
besides what is initially agreed upon by the user as an acceptable frame rate to suit
his display technology. Hence, in effect, the playback program will have to put both
into play - the rendition and presentation specifications ( Rendition is conversion of
an object at playback time to suit the playback technology. Presentation specilica-
tions are those made by the author during the creation of the document regarding
the temporal and spatial relations between components of the document, and event
projection for each component).

From the above, it follows that inter-media synchronization information will not
be ready until the media to be synchronized are actually available at the receiver. We
conclude from this that the playback routine (which will be a HyTime Engine, if the
documents delivered follow the HyTime standard) has to be able to derive inter-media

synchronization information from the following :
e intra-media synchronization information available in the media
e presentation and rendition related specifications.

In the case of video, rendition also includes network level operations - the plavback
routine has to talk to the video gateway (through which video is routed) to make

sure the characteristics of the video (frame rate for instance) conform to the playback

constraints specified by the user.



Chapter 4

Rate Scalability



4.1 Introduction

In the context of Media-on-demand (MOD), we define the problem of rate scalability
as follows : In any given video-recording the bandwidth-requirements for playback via
network are inherent. Any client who can not establish a connection satisfying these
requirements will, therefore, not be able to access the recording on demand.

Our objective is to remove this limitation and make video available to even those
with a lower level of resources (inn terms of network bandwidth). There is no previous
work addressing this very issue. Hence we investigate the problem from scratch. and
develop methods to tackle it. However, a similar problem that arises while multicas-
ting video on a network with heterogeneous branches, due to the diflerent congestion
states of the different branches, has been pointed out in {MULT 94]. Therefore. the

solution we develop here is usable in both contexts. Our focus, nevertheless, is on

Media-on-demand.

4.2 Solutions to rate-scalability

4.2.1 Layered coding

One way to tackle the problem is to use a layered-codec in encoding the video before
recording. A layered coding typically consists of a base layer, which by itself can
be used to produce moderate quality video, and one or more enhancement layers
which can be used along with the base layer to enhance the quality of the video.
Depending on thenetwork-bandwidth available, a user may select the base layer and
an adequate number of enhancement layers (note that this nuinber can be zero). (See
Fig. 10) Note that layered-coding offers the user choice in the bit-rate requirements
to be able t playback the video. This choice, however is limited. Playback at bit-rates
other than the ones determined by the 'ayers are not possible. Besides, during the

playback, if the user wants to dynamically reduce or increase the bit-rate, it is not

possible.
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Figure 10: Layered-coding for rate-scalability in MOD
4.2.2 Video Gateways

We define a Video Gateway as a transport level network element that takes in video
of Encoding X and outputs video of Encoding Y. A rate-control video gateway is one
where the output rate is different from the input rate. A code-control video gateway
is one where the output encoding is different from the input encoding. Such gatewayvs
are also called transcoders.

For the purposes of ihe problem at hand, we are concerned only with rate-control
video gateway. More specifically, we are concerned with rate-reduction gateways. The
idea is to record video at the highest bit-rate at which any client might require it. and
then to play the same video for any lower level through a rate-reduction gatewaxy.

[
.

4.2.3 Comparison : Layered-codec and video gateway

Table 4.1 shows the difference between layered-codecs and video gatewayvs as methods

to achieve rate-scalability. We substantiate the claims made in the table through the

[
(e 2]
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following :

e Using a layered-codec to tackle difference in bit-rate requirements of various
clients is a preventive mechanism in the sense, the task of separating video
into layers is done during recording. Video gateways, on the other hand. are
empioyed during playback to take the high bit-rate recorded video and conver:

it output the same but at the bit-rate required required by the client.

e The combined bandwidth requirenient of the base and the enhancement layers
is larger than the bandwidth required for non-layered video carrving the same
information ([Sh 95]). This is an important drawback of this method as the
whole idea b: = 1 rate-scalability is to reduce bit-rate requirements. As for

video gateways, this drawback is absent. as the output video is non-lavered.

o Since all possible playback-time bit-rates get fixed at the time of recording. there
is no way to control the bit-rate during the playback, when layercd-codecs are

used. As video gateways function during playback, dynamic control is possible.

(See Table 4.2)



Layered Covding

Video Gateway

A preventive mechanism

A curative mechanism

Bandwidth requirement more

Bandwidth requirement less

No support for dynamic control

Support for dynamic control

Narrow choice of bit-rates

Wide choice of bit-rates

No playback-time computation

Playback-time computation reqd.

Table 4.1: Layered-codec and Video gateway : Solutions for rate-scalability

e The number of enhancement-layers decided the number of options users have
in terms of bit-rate required for playback. Such a limitation is absent in the
case of video gateways as they can cater practically to any bit-rate require by
the user by dynamically controlling the parameters used for re-encoding the
input video. Table 4.2 compares the output bit-rate options made available
by layered-codec and video gateways, as per the implementation of the former
done in [Sh 95] and the implementation of the latter in our work (In [Sh 95],
layering is done in two aspects - spatial and frequency. The input specifications
tell the codec the location of the splitpoint in both aspects). Layered-coding

was developed in [Sh 95] as a technique to exploit the support for prioritized

traffic available in ATM networks.

Filters (See Fig. 12) are used in the case of layered video to allow or disallow
certain enhancement layers to pass through them, based on the bandwidth-
requirements of the output channel. The job of these filters is simple as all
they have to do is to identify the layer to which each packet belongs. This
means minimal increase in the load on the machine on which filters are running,.
Video gateways. on the other hand. do a job that is as complicated as the codec
itself (although certain types of gateways can be much simpler. as it will he
shown later in this chapter), and therefore cause a huge increase in the load on

whichever machine they are running.
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Method used Output bit-rates available
Homogeneous video | 1) 6 Kbps

Layered : Spec. 1 1) 7.5 Kbps 2) 9 Kbps
Layered : Spec. 2 1) 7 Kbps 2) 9 Kbps

Layered : Spec. 3 1) 7 Kbps 2) 9 Kbps

Layered : Spec. J 1) 7 Kbps 2) 9.5 Kbps

Video Gateway 0-6 Kbps (any rate)

Table 4.2: Bit-rate options available to user

4.3 Video Gateways : Design and Implementa-

tion

4.3.1 Rate reduction techniques

Rate control essentially includes decoding the incoming video and then reencoding
it, with different encoding parameters so higher compression can be achieved. The
following is an exhaustive list of operations that can be performed on a stream of

video, in order to cutting down the bit-rate.

e Spatial subsampling : Spatial subsampling stands for selecting portions of the
frame to transmit. This can be done either by cutting out a part of the frame
and transmitting the cut-out, or by scaling down the dimensions of the frame.
The latter, again, can be implemented depending on the application concerned.
cither by selecting more pixels in the regions of interest and less from the rest
of the frame (a technique called Variable Resolution) or by selecting pixels at

constant intervals along the length and breadth of the frame. (Fig. 15)

e Temporal Subsampling : Temporal subsampling means selecting a subset of
the incoming frames to transmit by increasing the temporal sampling inter-
val. Its effect, therefore, is the reduction of the frame rate. This omission of
frames may require that each selected frame be encoded with respect to an-
other frame that is also selected. Frames encoded this way. i.e. with respect to

another frame are called INTER encoded frames. No such special carc has 10
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be taken, when a frame selected for transmission is an INTRA encoded frame

(self-contained /complete/independent frame).

Amplitudiz..i Selection :

Amplitudinal selection in the pel domain stands for reducing the number of bits
used to represent each pixel. Converting the image from color Lo grev scale, and,
retaining its colored nature while reducing the number of bits to carry the color
component, fall under this category. In the transform domain, amplitudinal se-
lection stands for quantization and selection of a subset of transform cocflicients
from each block based on frequency. energy content, or resultant distortion. to
be transmitted ([PRI 92]). This selection is referred to as data partition. and

the following are the three ways to partition data.
— Frequency Truncation:
Selecting the first n transform coefficients

— Energy Thresholding:

Selecting all coefficients with value above a threshold

— Minimum Distortion:

Selecting the top n coefficients based on their value

Fig. 18 shows all three of the above techniques applied to a vector of transform

coeflicients, with threshold= 4. The first 4 coefficients are selected in the case
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Transform Coefficients : D705235960

Frequency Truncation : D705200000
Minimum Distortion : D705000960
Energy Threshold : D705005960

The break point used is 4

Figure 18: Data Partition

of frequency truncation, the top 4 values in minimum distortion and anvthing
above 4 in energy thresholding. In amplitudinal selection the selected coellicients
are more important than the ones not selected, considering their significance in
visual importance. One can always achieve greater and greater reduction in
bit-rate by filtering off more and more of the coefficients. But in so doing,
it is advisable to throw away the most visually unimportant data first. The
idea behind this technique is called graceful degradation. which means the least
amount of degradation possible in the quality of the output video. for a given
amount of reduction in the output bit-rate. Comparison of these three partition
techniques (not with an intention to discard the less significant part. hut 1o send

it as low priority data) as applied to MPEG video has been done in [COMP 94].

4.3.2 YVideo Gateway Designs

1. Pel level gateway : This is the simiplest possible design. The idea is to
decode the incoming video completely, and to reencode the resulting frames.
In so doing, frames can be skipped, reduced in size, or converted from color to
greyscale. Any combination of these operations can he carried out right at the

top level. i.e. when the complete frames in the pel domain are available. Fig,
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19 shows the area of action of such gateways. As the re-encoding stage in the
gateway is exactly like fresh encoding, except for the fact that the frames come
from the decoder and not from the camera, one can also attempt to make the
motion detection part less sensitive to motion than it was when the video was

originally encoded.

Note that, if further reduction in bit rate is required. it can be achieved by
operating on the video in between the stages of the decompression process. For
instance, after the transformation of the motion blocks to the transform domain.

coarse quantization and/or data partition can be performed ou the transform

blocks.

The choice of the exact technique used in a gateway will have to vary based on
the application. If the fidelity of individual frames is important, no gateway-
related processing is advisable after the transformation stage. On the other
hand, if the continuity of the video is more important than the fidelity of the
individual images, then one can play with the clarity of the frames and perhaps

even the frame-size. but not with the frame rate.
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Merits :

e Simplicity of design: A pel-level gateway is simply a combination of a

decoder and an encoder (a codec, in the reverse. in terms of operation) lt

is just that the input to the encoder comes from the output of the decoder,

not from the camera.

e Wide choice of rate-reduction methods: Any combination of all possible

rate-reduction methods (temporal subsampling. spatial subsampling and
amplitudinal selection) can be applied. The first two can be done i be
tween the output of the decoder and the input of the encoder. Amplitudi-

nal reduction can be done once the forward transform is over.

e Low Degradation of picture quality with rate reduction: Reduction in the

output bit-rate can be achieved without degrading the quality of individual
frames (instead by modifying the frame rate or size). PLGs can therefore

be used where the fidelity of the pictures is important.

Demeriis :

e Low maximum input bit-rate: As the standard codecs code most of the

irames in the INTER mode, decoding a frame invariably requires the pre-
vious frame. For this reason, irrespective of the desired bit- or frame-rate
at the output of a gateway. all incoming frames have to he decoded. This
together with the encoder, turns out to be highly CPU-intensive. With
increase in input bit-rate, this leads to running out of CPU time to stay
within the real time constraints of the gatewaying process. If hit-rates
more than this limit are desired. then a full decoder-coder gateway is not
helpful. This is of course a limitation only in software implementations of
the gateway. If a wide range of output bit-rate ‘with values very close to
the input rate) is required and the input bit-rate is high, only hardware

versions of this type can help.
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o High delay: Packets have to be accumulated until the complete frame is
available. Because of this the delivery of each frame at the receiver is
delayed by the time taken by the gateway to decode and encode that
frame. This delay is important because it introduces difficulty in inter-
media synchronization at the receiving end, as the audio samples will arrive

ahead of their corresponding video frames.

2. Transform-level gateway : A transform-level gateway is one that does not
perform forward or reverse transformation. Its operation is restricted to the
transform domain. As it does not operate on frames, there is no accumulation

of packets and consequently, there are no long delays introduced by the gateway.

Merits :

e High maximum input bit-rate: Because of the elimination of the transfor-

mation process, it takes an increased bit-rate at the input (in comparison
with pel-level gateway), for the CPU to fail to serve both the encoder and

the decoder within real time constraints.
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e Low delay: The delay introduced in the video frames by the transtorm
level gateway is much less than that introduced by the pel level gateway.
This is because the transform level gateway operates on blocks (as opposed
to frames), and therefore can send packets as soon as all the blochs in the
packet are processed. Besides. the elimination of transformation also saves

time.

Demerits :

e High Degradation of picture quality with reduction in output bit-rate: There

are not many variables to modify. Amplitudinal selection is the only op-
tion. This directly shows up in the degradation of the quality of individual
images, although the continuity of the video and the size of the frames
of the outgoing stream will be the same as those of the incoming stream.
Therefore, this method does not suit applications in which the quality of

individual images is more important than the frame rate.

e Narrow choice in rate-control methods: Since each incoming block has to

be transmitted, there are not many methods to apply in reducing the

output bit-rate. The only things that can be modified are

— the number of transform coefficients transmitted for cach block

— the number of significant bits of each transform coctlicient that is

transmitted (in other words. the coarseness of quantization)

3. Hybrid Gateway : In the existing codec standards (H.261 and MPEG), mo-
tion is extracted from the frame in the pel domain and then transformed to the
frequency domain. This is useful, as the transformation is computationally very
intensive, and doing the motion extraction before the transformation reduces
the amount of transformation to be done. If transformation (of all blocks from
the pel domain to the frequency domain) is done before motion extraction, then

the concept of frames continues to exist even after the transformation (i.c. at



the transform level). It now becomes possible to do spatial and temporal sub-
sampling in a gateway at the transform level itself (which means the forward
and inverse transform operations are not necessary in the gatewayy. If we were
to operate on frames at the transform level, ways to do motion detection at
the frame level are needed. That motion detection can be done in the trans-
form domain has been already shown ([DCT 89]). In fact. there are significant

advantages in doing motion detection at the transform level :

e Elimination of spurious motion detection : The detection of spuricus mo-
tion, which is unavoidable in pel level detection, due to the noise introduced
by quantization, can be completely avoided by doing the detection after the
transformation ([DCT 89]). The idea is to finely quantize a certain num-
ber of transform coeflicients on the significant side. and to use only these

coeflicients in detecting motion.

e Fine control over sensitivity to motion : It is possible to choose the degree
of sensitivity to motion. by limiting the frequency components that are
compared while looking for motion. This can help in changing the cutput
rate. This sensitivity, can be made to conform to the requirements of
graceful degradation, by including frequency components in the increasing

order, as the available output bandwidth increases.

This means that the transform level gateway can now do anything that a pel
level gateway can, only faster. The price for this. is paid by the coder at the
sending end and the decoder at the receiving end of the video. due to additional
computation required in moving full individual frames between the frequency
and the pel domains. Within the domain of asymmetric applications, however.
the price paid can be considerably reduced. Recorded video can be made to un-
dergo a post-processing stage, when it can be decoded and then re-encoded. this
time doing the motion detection after the transformation. This has to be done

only once and does not have any real time constraints. The price is now reduced

10
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in half: the decoder still has to cope up with transforming all blocks from the
transform domain to the pel domain. Here again, a considerable elimination of
the load is possible, if the decoder were to be in hardware. As the inverse trans
form of different blocks are data-independent (as is the forward transform). the
transformation process can be performed parallelly for all blocks. thus reducing

the complexity of the process.

Merits:

e Computational complexity is reduced (in comparison to pel-level gatewavs)
because of the removal of the transformation stage.

e A choice as to which reduction techniques(s) to use. is available: Accord-
ingly, depending on the requirements of the application, it is possible to
(a) operate on frames, if the clarity of the output pictures is more impor-

tant than the delay introduced by the gateway
(b) operate on packets, if low delay is more important than clarity

A hybrid gateway may also switch between the above two modes dynami-

cally.

e There are advantages in performing motion extraction at the transform
level (immumnity to quantization noise and the ability to vary sensitivity to

motion based on visual importance)

Demerit:

e Incompatibility with the standard codecs : As the hyhrid gateway reguires
that motion detection be done after the transformation stage, it is incom-

patible with the existing standards like H.261 and MPLEG.
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4.3.3 Video Gateway Implementations

We present here some empirical results from building gateways. The implementations
are compatible with the public domain video codec nv ({NV 94]). used widely on the
MBONE ([MBone 93}). nv uses Haar Transform for transform coding (as opposed
to DCT which is used in the standard codecs MPEG and H.261. Computing DCT
coefficients is a more intensive process that computing Haar coefficients.) All frames
except the first are INTER encoded. Bandwidth control is enforced by transmitting
packets into the network at appropriate intervals, and not grabbing a new frame until
all packets are sent. Background data is replenished continually in order to make up
for packets that may have been lost and for facilitating ‘tuning in” in the middle of a
video sequence. An INTRA encoded frame is sent every time a parameter (maximum
allowed output bit rate. color/greyscale, size) is changed.

Experiments on the first two of the above three designs - pel and transform level

gateways, were done. The implementation of the gateways was done for the following

purposes :

e the gateways can be used in the prototype of the media-on-demand svstem



developed as part of this work (described in Chapter 5)

the gateways can be compared with each other to determine which one offers
better quality video at a given bit-rate. and at what cost (Quality stands for
frame-rate, frame-size and clarity of individual frames: Cost stands for delay
encountered at the gateway and the CPU requirements of the gatewaving pro

cess)

Pel level gateway:

Fig. 22 shows our implementation of a pel level gateway. It operates on frames
and therefore has to wait until all packets that belong to one frame are decoded.
before beginning the encoding. As almost all frames are INTER encoded, no
matter what the output frame rate is, all incoming frames have to be decoded.
The implementation consists of decoding the frame (which in turn is run-length
decoding followed by inverse Haar Transform) and encoding (which in turn

consists of motion detection, forward Haar Transform and run-length encoding.

Transform level gateway:

Fig. 23 shows our implementation of a transport level gatewayx. As it operates
on packets, the decoding and encoding (which comprises only of run-length
decoding and run-length encoding) of each packet is done immediately after the

packet arrives, in that order.

Experiment Equipment and Conditions

Experiments were performed with the equipment available in the o -
cation Networks Laboratory. over the available 10 Mhps Fthernet, 0, all
experiments the size of the picture used was 320 X 240. Video was transmitted
to the multicast address 224.2.0.1 so it could be received on anv machine on the
same LAN (including the sender), to facilitate discerning the delay introduced
by the gateway, if human-perceptible and to generally be able to see the output
from the gateway and its input from any machine other than the ones serving

as the gateway and the original sender. The SGI Indy machine nestow was used
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Figure 25: Snapshot : Input and output video of a pel level gatewayv. as scen from
the sender/receiver
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7
as the gateway. and nisku as the sender (and receiver) of the video. The video
was sourced by the side-to-side full-body motion of a person seated opposite to
nisku at about 3-4 feet from the camera mounted on nisku, on a rotating chair.

It has to be noted that neither of these machines (nisku and nestow) have video

compressing or decompressing hardware.

Empirical results:

For the gateways implemented, the following quantitative aspects were observed,

1. Delay:
A pel-level gateway operate on a per-frame basis. A transform-level gate
way operates on a per-packet basis. Therefore, in the case of transform
level gateways, the per-packet delay is the same as the per-frame delay.
The delay introduced by the pel-level gateway was found to vary with
the frame-rate at its input, whereas the delay duc to the transforme-level
gateway was not affected by the input frame-rate.
Figures 26, 27, 28 and 29 show :he per-frame delay introduced by the
pel-level and transform-level gateways, for three input frame-rates - 2 fps.
3 fps. 4 fps and 5 fps respectivelv. The same input video stream (320 N
240. nv encoded) was fed to both gateways.
The values were noted for 100 consecutive frames. During delay mea-
surement. no bit-rate reduction was being done by the gateways. In
other words, the pel-level gateway decoded the incoming frames and re
encoded them in exactly the same way as they were originally encoded:
the transform-level gateway partially decoded the data in cach packet (to
be specific, run-length decoded the data) and reencoded it
Fig. 24 is a snap shot of the input and output from the transform level
gateway, as observed from the original sender of the video (which served as
the receiver as well). The pictures are identical (not considering clarity for

now ). showing that the gateway has taken no observable time in doing its
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work (The delay is not human-perceptible). But in fig. 25. which shows
a a snapshot of the input and output of the pel-level gateway. there is
human-observable delay in the video on the right hand side (evident from

the difference postures of the person in the picture).

CPU intensity:

The computational intensity of the pel level gateway is more than double
that of the transform level gateway; besides the former increases at a higher
rate than the latter with increase in the input bit-rate. Figures 30. 31.
32 and 33 show the CPU time used by the gateways as a percentage of the
real time elapsed during the period of measurement. for various input bit-
rates. The period of measurment used was one second (A value 74 for the
y-coordinate means that 740 milliseconds of the last 1000 milliseconds were
used by the gateway software). This was carried on for a minute. Both

gateways were simultaneously tested using the same input video stream.

Quality: There is no single established measure for the quality of motion-
video. Therefore we resort to presenting some snapshots of inputs and

outputs from the gateways.

Fig. 25 shows a snapshot of the input and the output of the pel-level
gateway. The input video is shown on the left. The peak bit-rate at the
input was 128 Kbps. The peak bit-rat~ at the output was set to 10 Kbps.
The clarity of the output picture is 1¢.:. same as that of the corresponding
frame input to the gateway. Fig. 24 shows that the video output (on the
right) by the transform level gateway is reduced in quality in comparison

to the original.

. Bit-rate Both gateways can operate at any given output bit-rate (i.e. from

0 Kbps to the input bit-rate).

e Analysis of the results

fa]]

te
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Figure 34: Per-frame Delay in Pel-level Gateway

Dclay:  Delay in the transform level gateway, as seen in ligures 26 10
29. is due entirely to the time taken by the run length decoder and ran

length encoder. In the case of the pel level gatewav, the encoder does not
start work, until the whole frame is decoded (Fig. 34). The total real tipe
required for decoding depends not only on the decoding routines but also on
the input frame-rate. At low bit-rates. the framie-rate is also low. and the
tots! frame-decoding time is more dependent on the frame-rate than it is on
the time taken by the decoder to decode every packet. From this it follows
that the delay introduced by a pel-level gateway is inversely proportional
to the input frame-rate. The transform level gatewav. however, operates on

packets as and when they arrive. so the delay introduced by it is the sun
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of the time taken to run-length decode, and the time taken to reencode it.

This whole process takes only a few milliseconds and does not depend on

the input bit-rate or frame rate.

Fig.

36 shows the theoretical delay characteristics of the two gateways.

in the form of delay vs. input frame-rate. As the delay in the pel-level

gateway is the time taken for decoding each frame. it is equal to the time

taken for cach frame to arrive at the gateway. which is the just the recipro-

cal of the input frame-rate. Note that the delay due to the transform-level

gateway is not affected by the input frame-rate. Note how the empirical

results shown in fig.

26 through fig.

29 confirm thesce deductions.

CPU-Utilization: ‘The only operations that the transform-level gateway

does not do but the pel-level gateway does are Forward Haar Transform.

Reverse Haar Transform and linage Differencing (The transformation part

is the most CPU-intensive of the codec, more so when DCT is used in the

place of Haar).

In our implementation, the forward and reverse transfor-
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mations consume roughly half the total CPU time required for encoding
and decoding, respectively. Therefore the processing requircments of the

transform-level gateway are only half of those of the pel-leve]l gateway.

3. Quality : The figures (Fig. 25 and Fig. 24) show that for a given output

bit-rate, the pel-level gateway produces better quality frames. Therefore.
using the pel level gateway, one can achieve a more graceful degradation of
the quality of the output video with decrease in the output bit-rate. than
what can be achieved using a transform-level gateway. Tkis is because
the transform-level gateway cannot but operate on everv block of trans-
form coeflicients, which always results in the degradation of the quality of
individual frames. The pel-level gateway on the other harul. can choose
to reduce frame-rate instead of reducing the clarity of ind:vidual frames.
It has to be noted that the pel-level gateway is capable of doing more
than what the transform-level gateway can, as far as the quality and bit-
rate of the output vide are concernedo, as the former includes all modules
that make up the latter. When the option to vary frame-rate is required.
ounte has to go for pel-level gateways. If the delay and processing cost of
the pel-level gateway outweigh the benefits of having that option (to vary
frame-rate), then one should go for transform level gateways.

Quantitative comparison of the quality of the output video from both
the gateways (using a measure like Signal-to-noise ratio) requires a tool
which operates in real-time, comparing the corresponding frames from both
gateways as and when they are output by the gateways. Such a tool
also has to resconstruct each frame in its entirety so comparison with
another frame is possible. Such complications make such a tool at least
as complex as the gateway itself. For these reasons SNR comparison of
the video output from the gateways could not be done. However from
the design of the gateways and the snapshots of their inputs and outputs

presented, it should be possible to see how the gateways relate to each other

60
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in terms of the quality of the output video. Our conclusion is that the pel-
level gateway offers better output video quality at the cost of higher delay
and higher computational intensity i.© comparison to the trausform-level

gateway.

4.4 Other applications of Video Gateways

The use of video gateways is not confined to applications involving \'ideo-on-demand.
At the heart of the problem (to which video gateways are the solution) ave the differ
ence between the video output from the server and the input video expected by the
client and the difference in the capacities of various links that constitute the connee
tion. One of these two situations is there in several cases, and hence video gatewavs

form the solution in all those cases.
1. Unicast : Client-server incompatibility

e Incompatibility of the encoding format : For both stored and live
video, video gateways are required if the decoder of the receiver and the
encoder of the sender do not speak the same language, i.c.. do not use the

same coding technique.

e Difference in the bit-rate : In the case of live videco the sender can adap
its coding parameters to provide video at the rate required by the user,
by various means, such as increasing the time interval between subsequent
frame grabs, decreasing frame size etc. Video gateways are nol required in
this case.

The bandwidth requirements of recorded video, on the other hand. are
fixed. As poiuted out earlier, If a client requesting playiback cannot satisly
those requirements, a rate control video gateway has to he cinploved. 111
server does not take into consideration the particular bit-ratc acceptable to

the user in question, then a lot of packets will be dropped somewhere down
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the line, amounting to wastage of resources (The effect of such situations
on end user cost has been investigated in [EOPL 93]). The user will have
to pay for the lost packets as well, if the charging scheme is based on the

amount of data sent by the server.

2. Multicast : Multicast and heterogeneous branches : When video (live or
orchestrated) is sent down a multicast tree, because of the possible difference
in the conditions and capabilities of the branches of the tree, gateways are
required at the nodes to compress the video further and send it on the less

capable branches.

e Multicast on Internet : It has been pointed out in [MULT 94] that
different congestion states of different branches of a multicast tree in the
Internet require that the same video stream not be fed to the entire tree.
While the source cannot generate all the different rates required by the
clients, it is conceivable for the video to be passed through a box at each
internal node of the tree, which produces the rates required by the child-
nodes of that node. Fig. 37 shows how simulcast works; Fig. 38 shows
an improvement - using layered coding; Fig. 39 shows how the situation

changed with the use of video gateways.

Solutions:

— Simulcasting :
The problem of having to cater to multiple bit-rate requirements in
the case of live multicast video is solved partially by simultaneously
multicasting the same video at two different rates to two different
multicast addresses. Users are to choose one from these two rates and
Join the corresponding address/group. This is the way it is being done

on the MBONE now. This method, has the following disadvantages :

(a) The choice of bit-rate available to the user is limited
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(b) For every new bit-rate, additional resources (especially bandwidth)
are required
(c) Source has to be concerned with the variety of receiver rate-requirements
— Layered coding:
This is also only a partial solution. This solution works by sending
the video in two layers, viz. the base layer and the enhancement
layer. As the name suggests, the enhancement layer is merely an
improvement on the quality of video that can be oltained from the
base layer. Therefore, users have a choice - between a low bit rate (if
only the base layer is chosen) and a high bit-rate (if both layers are
chosen). A layered coding technique termed spatial scalability mode
is part of the MPEG-2 recommendation. This method is meant to
be useful also in simulcasting, and for software decoding (of the base
layer). The base layer consists of samples coded at low resolution. and
can be used in predicting the higher layers.
— Using Video Gateways:

With the use of video gateways. the situation improves as shown in the
figure. Bandwidth is used economically, at the expense of additional
computation at the machines running the gateways. The source can
be free of the wide range of requirements of the multicast group and
just produce the maximum of the bit-rates requested by the receivers,
Besides, all internal nodes of the multicast tree, have to cater only to

the requirements of the immediate child-nodes.

e Multicast on ATM : According to ATM UNI 3.0. a host wanting to
connect itself to a multicast group in an ATM network cannot specify
the QOS of its connection. This restriction can be removed by the use
of gateways and by using multiple point to multipoint connections with
each video gateway acting as a child of one of such connections and root

of another. Figures 40 and 41 show both situations - with and without
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Figure 37: Simulcast : Simultaneous mutlicast of video at different bit-rates

gateways. Gateways can be predesignated machines on the network. or

dynamically created as demand occurs.

3. Unicast : Heterogeneous connection
If the connection between the sender and the receiver is a composite one. i.e.
different segments of the connection have different (temporary or permanent)
characteristics, as the one shown in Fig. 42, it is desirable to employ codecs
that take advantage of the specific features of the networks. For instance. in Fig.
42, the coder at the entry into the ATM network does layered coding to utilize
the support offered by ATM for prioritized traffic. The decoder at the other end
is capable of receiving layered video and giving out one layer so the decoder at
the receiving end can process it. In the case shown in Fig. 42. the difference is
in the networks that participate in the connection. There are other cases where

the differences are not so permanent (for instance a credit-based scheme within
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Figure 39: Multicast on Internet using Video Gateways
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an ATM network, where the dynamic capacity of different individual links that
constitute the connection are taken advantage of ). i.e. they last only as long as

the connection lasts, and video gateways can be used there as well

4. Computing power of the client: A high-power machine (machine with hardwire
codecs or powerful CPU) can afford to take highly compressed dana. thereby
economizing the use of network resources. On the other hand. o lower powe
machine requires that the video not be highly compressed. ‘Therefore depending
on how powerful the client machine is, video which is not meant exclusively for

that client has to be ‘gatewaved’.

4.5 Support for Gateways in H.261 and MPEG

e H.261



The H.261 codec :
H.261 uses a hybrid of DCT and DPCM. Prediction. when done. is only in

the forward direction. Transformed values are quantized and then encoded
using a variable length encoder. There are only two types of frames -
INTRA and INTER. Only DCT is used in coding INTRA frames while
both DCT and BDPCM are used to encode INTER frames. Prediction is

optional.

Temporal Subsampling :

Temporal subsampling in H.261 can be done only at the pel level. according
to the way H.261 works. To do this, one can choose to omit a sequence
of INTER encoded frames periodically. Although H.261 recommends the
use of INTRA encoded frames (1 INTRA for every 132 INTER). the ratio
of INTRA encoded frames to INTER encoded frames is very low. Hence

there is no impediment in choosing frames to omit.

Spatial Subsampling :

This also, can be done only at the pel level.

Amplitudinal reduction :

All amplitudinal reduction techniques are applicable. As the frames are
mostly INTER, energy threshold is the best way to keep distortion to a

minimum without expending too much CPU time.

e MPEG

The MPEG codec: MPEG is based on motion compensation and DCT.

Frames are predicted (in the forward and the backward directions) by the
sender and the receiver, and only the prediction error is transmitted when
the actual frame becomes aviilable to the sender. As a result. there are
Kkinds of frames

1. I frames : INTER encoded frames

2. P frames : Predictive er.coded frames
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3. B frames : Bidirectional Predirtive encoded frames

Temporal subsampling in MPEG: The loss of an 1 frame results in the Joss

of all subsequent frames between that I frarne and the next I frame. Hence
I frames are crucial for MPEG decoding. Second in importance are the P
frames, as the loss of a P frame can result in the loss of the bunch of B
frames that follows that B frame. The loss of a B frame does not affect
the decoding of other frames in any way.

Hence temporal selection in MPEG can ouly be done in one of the following

two ways

1. Drop B frames only

2. Drop B frames and P frames

The former results in very little decrease in the bandwidth used. as B
frames take only a small fraction of the total bandwidth as it is (ratio of
bandwidths B:P:1 = 2:3:5). The reason is that the transmitted portion
of these frames is only the error in the prediction. The error is usually
minimal as the prediction is bidirectional. However. at low bandwidths.
the reduction due to the elimination of B-frames may be considerable.
Dropping both B and P frames can result in a considerable reduction in
the bandwidth used. but it also reduces prediction correctness as many
B frames are predicted based on P frames. In comparison with H.261.
MPEG must be said to offer better support for temporal subsampling.
This is because dropping frames does not result in additional motion being

transmitted in the frames selected for transmission.

Spatial Subsampling : As pointed out before, MPEG supports a spatial

scalability mode where a low resolution video is sent in the base laver.
with the help of which the high resolution part can be predicted. But this
is only a layering technique. A filter can let just the base layer through.

thus making it possible for a client to receive a bit-rate lower than the

-1

[



original. But it is not possible for the client to receive whatever bit rate it
wants, because the characteristics of the base layver and the enhancement
layer are decided by the sender. Therefore. a gateway is needed to meet

the requirements of the client.

Amplitudinal Subsampling : MPEG offers explicit support (o quantization

by allowing a different quantizer to be specified for every block. Additional
use of quantization to reduce frame rate can be done by treating intra and
inter blocks differently. INTRA blocks contain encrgy at all frequencies
and therefore require fine quantization. INTER blocks, on the other hand,
carry information primarily in the high frequency region. Quantization
can be done coarsely to keep the bits used by the high frequency com-
ponents within the visually important limits. Besides, data partition can
also be employed. It has been shown that for a given bit rate. frequency
truncation proves the most efficient. This is because the variable encoding,
~+ge used in MPEG ecncodes frequency truncated blocks more elficiently
than it does mimimum distorted or energy thresholded blocks. MPEG

recommends an aedaptive quantization technique, wherein the quantization

factor is recomputed for everv macroblock, according to the activity of the

block against the normalized activity of the frame. The effeet of this step

is to assign a roughly constant number of bits to cach macroblock.

4.6 Other Gateway-rclated issues

4.6.1

Positioning and control of gateways

Where are gateways to be placed 7 And who (client or server or some other program)

controls the gateway 7

e Unicast : The gateway can be part of the server itself. as there is no poin

sending high bit-rate video up to a certain point down the connedction. only 1o



transmit reduced rate then onwards.

e Multicast : For true independence of the server from the concerns of the client.
gateways have to be placed at the internal nodes of a multicast tree. One can
also think of a different arrangement. where all clients wanting a particular
bit-rate join the multicast group on which the gateway offering output video
at that rate is itself present. As indicated previously, the gateways could be
at a receiving end of a point-to-multipoint connection on which the original
video is transmitted, and at the sending end on a different point-to-multipoint
connection. Building up a tree structure by combining these star structures
to obtain finer control, is also possible. Macihines may be predesignated as
gateways, so hosts can contact them for service, or gateways can be dynamically

created as a new demand for a considerably different bit-rate comes in.

As for control of the ra - vay, there are two ways possible - one that makes the
galewaying pro:. s transps~ent to the server and the client, and the other that does
not. Transpare.. . wuxs 2+« g requires the network to be intelligent enough 1o identity

nd handle a specinc inedium (video) in a special way, while. for the same reason free-
ing the server and the clients of all concerns related to rate-reduction or transcoding.
Non-transparent control, on the other hand, while giving the freedom of choice of
the position and control of the gateway. also requires that the clicm and server (or
at least one of them) be aware of the presence of the gateway. and take measures to

counter the effects due to the gateway (delay introduced, modification of the data).

4.6.2 Effects of Additional propagational delay and Com-

putational complexity

A gateway is a facility that makes it possible for the user to receive video at any
desired rate - well. There is a price paid for this facility, however, in the form of

the computation at the nodes running the gateway and the delay caused by the

gatewaying process itself.



e CPU intensity : Hardware implementation: are necessary if pel level satewavs
are to be employed for serious gatewaying. Transport level gateways or hvbrid
gateways can stand higher input bit-rates than pel level gateways can, even
1% software implementations, as the most CPU-greedy stage of the codec, vie,
forward and reverse transform coding (the MPEG and H.261 couversion between
pixels and DCT coefficients), is absent in both. Using hybrid gateways however,
requires a different form of coding thap the ones produced by the standard

codecs.

Inter media synchronization problems : This is a direct result of the defay
introduced by the gateway. In an application involving the transfer of audio
and video, which are meant to be syrchronized during playback. the presence
of a gateway can significantly affect the synchronization process. If the elient
is not aware of the presence of a gateway, it mav be led to assume the video
packets are lost. This decision may force the plavhack routine to plav the andio
alone. which means the video frames when they arrive. will be considered ot
of time and therefore discarded. This will lead to the continued deliay of the

videa frames as perceived by the receiver and their consequent “loss™.
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Figure 44: An Information Technology based Open Learning Fuvironiment
5.1 Introduction

CyberSchool is an information technology-based open learning environment (11O,
Open learning is a student-centered mode of learning. The student decides when.
what, and to a considerable externt even how to learn. The Jearning goals. whether
short-term or long-term or particuli.r to a single study session, are self set. Using tecly
nology as a buffer between the student and the teacher. facililates open learning. by
eliminating the temporal and geographical dependence of the student on the teacher,
which are present in campus-based education. A typical information technology
based open learning environment consists of the components shown in Fig. 1. The
student (learner), guided by a counsellor and assisted by a tutor. studies prinanly
by remotely accessing the resources available at an institution.

Individualization of the information delivered is clearly a neccssary condition lor
an open learning environment. The need and way to individualize content are elabo
rated in Chapter 1. Specific aspects of individualizing the manner of delivery (ehoice
of media, availability of alternate components and controllabilitv of Lit rate of video

are covered in Chapter 2 and Chapter 3.



This chapter describes CyberSchool as a vision of the way educational information
services of tomorrow will work; it also presents a prototype of CybcrSchool. This pro-
totype is accessible from http://www.cs.ualberta.ca/kannan/cyberschool. The pro-

totype is meant to illustrate the ideas put forth in the previous chapters.

5.1.1 Motivation

The motivation to create such a technology-based learning environiment comes from

the following :

Need

The ever-increasing areas of specialization have given rise to a wide range of educa-
tional interests. The rapid growth of technology, requires the working community to
continue learning. Thus, the area that a particular student wants to study. can no
longer be guaranteed to be on the menu of every insititution. Even if it were. the
student’s interests within the area need not be necessarily the ones the professor is
prepared to offer in his series of lectures. There is a real need to bring information
technology to the aid of educational institutions - to create a cyber school that can
provide information on all areas of interest. specific and general - to allow students
to dig deep or move along a particular level of abstraction. as and when they reed
to do so. Careful organization of ir{ormation, in particular. ensuring consistency and
disallowing redundancy, is a critical requirement if we do not want to be overloaded
with information. ACM ([ACM 95]) has identified a kind of learning interest where
the learners are interested only in the outcomes of research projects rather than the
description of the research process itself. Catering to such requirements necessitates

the use of abstraction as much as possible in documentation.

Feasibility

The possibility of distributed multimedia hyperdocuments has been unquestionably

established by the World Wide Web. Its open-ended nature has given rise to asyn-



chronous group communication techniques better than those supported by USEN |
and LISTSERVs, as shown by HyperNews. MIME format electronic mails are another
means of asynchronous communication. The MBONE is living proof for synehronous
multimedia communication. As active learning only requires time and distance inde
pendent availability of the required information to the student, the above application.
also suggest the possibility of a provincial, national or even global level educational
infrastructure. This realization kas led to the emergence of several efforts in online
teaching and learning. The University of Alberta is also planning to launch techimology

based education systems ([UOFA 95]).

5.1.2 Specialty of CyberSchool

The only problem that increases in magnitude, as studentship is spread across differ
ent geographical and professional communities is the varicty of educational reqguire
ments and the levels of resources that people have access to. This is the primary

concern in the design of CyberSchool. Therefore the highlights are that

e Use of dynamic documents: Course material, questions and clarifications can

all be in multimedia form. Text, images. audio and/or video can be sed.

e Scalable delivery: In CyberSchool, there is consideration for the level of re
sources the sy as access to. Both the information delivered. and the
manner of delivery are tuned to conform to the specifications of the nser. e
garding the network, storage and processing capacitics avatlable 1o 1he user at

the time of access.

5.2 CyberSchool : The vision

We quote from [UOFA 95] the vision of the University of Alberta Learning Advantag.
Program. It is perhaps a less ambitious but sconer-to-be-realized cersion of the poal

of the CyberSchool project.

™



Maria M., a single working parent who is pursuing an M.A.in Criminology.
sits down at her home learning station at 9:00 in the evening. She is
taking a sociology course which includes a weekly lecture on campus. She
has an exam next week, and she wanus to review a lecture which she
heard, but during which she had some difficulty concentrating becanse
her child was ill. The instructor’s lecture notes come up on the screen
on demand, she works through them for an hour. Appended to them are
some self-tutoring exercises and Internet sources for further investigation.
but because she still has one unresolved question, she posts an e-mail
query to the instructor; he checks his mail every morning, and she will

have a response vhen she logs on to study tomorrow night.

Maria next retrieves and reviews on screen three government documents
she requested this morning from the library. She notes that Phil. a class-
mate, is logged on from his home in Drayton Valley. (Phil is still driving in
every week to attend lectures on campus, but he hopes that by next vear
Drayton Valley High School will have a videoconferencing room through
which it can partner with the U of A for delivery of University courses af-
ter regular school hours, as well as bringing in courses and guest lecturers
from post-secondary institutions and industry to enrich the high school
program. and providing various practical services such as recruii ment and
interviewing of students by universities. colleges. and business.) Maria
and Phil are preparing for a joint presentation in three weeks. and they
spend some time on-line discussing how to best use the libra-y material.
The project will be in a multimedia format which is particulaily suitable
to the video intorview materials they have collected and are analyzing,
and whicli they can present effectively in their multimedia classroom. At
the end of the session, Maria and Phil agree on what each will post to

their joint working area for review next Monday.
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Maria’s final task for the evening is to book a desktop video conterence
for tomorrow with her departmental advisor. Her employer has arranged
her work schedule so that she can take two courses next term, and she
needs some assistance in selecting appropriate ones. By the time she signs
on with her advisor, he will have called up on his screen her cumulative
academic record and his notes about her plans for completing her degree.
When they have agreed on course selection, he will be able to register
her with a keystroke. She will, of course. .+ able pay for her courses and

extend her parking permit on-linc.

In CyberSchool, the student seldom kncws wiich institution the teaching unit he
is reading at the moment is coming from. Fa. ity from various institutions cooperate
in creating and maintaining subject material, cach insti’ution being responsible for
those topics for which its faculty are wsil known. This means not only that the
students access the best material (and thereby be able to ask questions to the experts)
but also that sharing the information leads to consistency and eflicient use of space
(storage) and time (The most desirable way of tackling information overload is to
avoid redundant work). In the rest of this section we envision what CvherSchool
means to the educational information provider (institution). educational inforimation

user (siudent) and the connection provider.

5.2.1 Information User’s view

A service like CyberSchool will have to be one of the services provided by the student s
communication network provider (similar to the way 1-900 services are provided by
telephone companies today). Where the material itself comes from is not the ctident ™
concern. The student, however is entitled to ask questions (express doubte) to the
authors of the material. The cost associated will perhaps be different for syvinchranon-
and asynchronous communication. CyberSchool serves as a learning, support environ
ment if the student is undergoing campus-based education. The working commmnity

may use CyberSchool for professional development (learning about the developments
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in areas of interest to them and to cope with the fast technological advancements just
to be on the move in a highly competitive environment).

CyberSchool supports an exploration-based learning environment. Regular sty
dents may explore based on curiosity. while working people may ise a need driven
approach. It supports both by making short presentations (answering 1o the point),
and providing additional information only on demand. Information is available on
line, so the student can access it whenever and any number of times he needs it
The amount of detail available is practically infinite. Students can also develop docn
ments by building on the already online documents. without having to repeat things
for the sake of completeness. Online automatic objective type testing mechanismes
and means of communicating with other students and with the teacher in both sy
chronous (time-dependent) and asynchronous (time-independent) fashions are alao

available.

5.2.2 Information provider’s view

Teaching material is prepared by a team of teachers from several institutions. e
material can use multimedia and can be structured using hypermedia. Dyvnamic iedia
recorded for best performance in the case of good playback conditions can be delivered
through much lower levels of technology as well. Preparation of the docunents andd
most of answering students’ questions are done without any realtitne constraints. so
both delivery of the basic material and clarification of doubts can be: done slowly and
steadily. The information provider pays the connection provider based on connection
time, distance and QOS class. The information provider is paid by the user for each
teaching unit the user accesses. Whether subsequent accesses of the same scaching
units will be charged for, and whether the student is allowed 1o store the units locally.

are policy decisions to be made by the information provider.

[



5.2.3 Connection Provider’s view

Both the information provider and the user pay the connection provider for the con-
nection time, distance and QOS. The responsibility of the connection provider is to

provide quick, reliable connections and a variety of QOS classes.

5.3 CyberSchool : The prototype

A bacsic platform that can deliver a single document containing text. images. audio and
video on demand, has been constructed by integrating a continuous media (audio and
video) server with a world wide web server (which already carries text and images).

The features of CyberSchool are built above this platform.

5.3.1 Features

o Authoring and acccssing CyberSchool is only the infrastructure for carrving
educational information. The actual study material is to be placed in it hy

teachers.

Both students and teachers are users of CyberSchool. which can bhe scen as a

(computer-mediated) com nunication tool, usable for educational purpo-es.

— Authoring:
Authoring course material boils down te authoring individual teaching
units, as the course material is nothing but a hyper-structured collection
of the teaching units.
In CyberSchool. the author is not required to be on the machine that holds
the secondary storage for archiving the material to be authored. In other

words, authoring can be done remotely.
Fach teaching unit can contain text, images, audio and video. The audio

and video do not have to be produced simultaneously. Information on

creating teaching units is available in the next section. Hyperlinks leading
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to other teaching units can be embedded in the text and or image part of

each teaching unit.

— Accessing:
Accessing also can be done remotely (this is. in fact. an essential part of
the idea of access-on-demand). Each teaching unit is identitied by o URI
and the student has to invoke this URL through his client program. Fa
cilities for remotely controlling the session presentation viz, REWIM D,
FORWARD. PLAY., PAUSE and STOP are available. Refer 1o the doen

mentation for more information.

Note that CyberSchool imposes no restriction on who should anthor or aceess

documents.

That part of CyberSchool which allows remote authoring and on-demand acces-
of a single multimedia document can be considered to be the kernel of Cvber
School (or its bottom layer). The application level features of CyvberSchoot.
viz. creation of lectures (sequencing of teaching units) and interaction are built

around this kernel (or, in other words, above this laver).

Authoring and accessing course material:
Teachers can create lectures, which provide an optional navigational pindance
to the student during information-cruising. A lecture is a specific sequence of

individual teaching units. It can also be thought of as a guided tonr.

Accessing the total course material starts by accessing the hub document (the-
default start node for a given topic - the one recommended by the inetitotion
providing the information). Of course the student may also directiv invoke a unit
located anywhere in tree of information (as opposed o the root. which is where
the hub document is located), if he knows the identifier to the unit he wants.
Once the student starts with a unit. then onwards accessing is cither guided by
the lecture feature which, in effect. points to the next unit to he studied. or done

by the student in an exploratory fashion by invoking the hyvperlinks enhedded



in the body of the units themselves. These links are placed in the unit by the

author during creation.

e Interaction:
The availability of hyperlinks is meant to minimize the need for human-human
interaction by maximizing the ease and effectiveness of human-content interac-
tion. Most of the questions (eg. What is X? How is ¥ done?) can be answered
by the content itself, if it is carefully erganized. Nevertheless. it is very likely
that the student still has questions or needs clarifications. Besides. group inte:-
action between students may also be necessary (it can serve various purposes.
like sharing views, doing team-projects, etc.). To facilitate interaction in these
situations, CyberSchool allows a group communication facility. The discussion
can be structured in the form of a tree. Students with access to multimedia
equipments can use audio and video, in asking their questions (or in responding

to someone else’s).

o Testing:
As open-learning is by definition an active form of learning. the availability of
means to do simple self-tests will help the cause of open-learning. CyvberSchesol
provides way to do this. The tests are however only of objective-type. as tis
machine is required to evaluate the answers and return the results to the student

immediately.

5.3.2 User Manual

The following form the client of the CyberSchool prototype.

e Mosaic

® vat

And the following form the CyberSchool server :

r‘
ot
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e a web server with the common gateway interface fcature

e nv_play. nv_record

vat_play. vat _record
® some cg: programs

The ™ _record utilities will be active during authoring, and the * _playv. during aceess.
The cgi programs coordinate the behavior of the web server and the continuous media
server (i.e. the audio and video record/replay utilities) thus providing a higher level

of use, viz. creation and access of files containing multimedia data.

Authoring

e Creating a teaching unit:

1. Create the html component of the teaching unit using anv html (or text)
editor. It has to be a regular html file with the difference that vou can

include hyperlinks to other teaching units in the following format.

<A HREF=’’CYBERSCHOOL\_GET\_UNIT7unit_id=<unit-file-name>&

sessionlist=<subject-name’’> .. </A>

Both unit-file-name and subject-name must be in alphamuneric characters.

Now make this htm] document world-readable.

o

Start Mosaic

3. Let CYBERSCHOOL_HOME stand for the URL pointing 1o the home i
rectory of CyberSchool (eg. http://www.rs.ua]b(-rta.ra/l:'annnln/c'}'l,c-x'\r'luc;«;l).
Access the URL CYBERSCHOOL_HOME/bin/mrform.cgi through Mo

saic. The page returned by mrform.cgi is shown in Fig. 45.

4. Fil' up the details in the form now displayed by Mosaic. The details are
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— full path of the html file (created in step 1)
— full path of the audio file (to be created now)
— full path of the video file (to be created now)
~ name of the unit file (alphanumeric characters only)
— name of the subject (alphanumeric characters only)

— IP address of the local machine (more precisely, of the machine from

which the audio and video are to be sent for recording)

5. Start nv and/or vat on the local machine with the parameters shown in
the above-mentioned form. (The complete commands themselves. as they
have to be typed on your command line, are shown. Be sure to reflect any
modification you make to the port numbers, in those commands) Start the
transmission of video and audio from nv and vat respectively. At this point

you must have a screen setup similar to the one in Fig. 46.

6. Sclect Start Recording; Immediately after that, start the audio and video
sourcing (i.e., start speaking and acting). The recording proceeds only for
one minate, without break. The selection of the Start Recording link
does not make the browser display a new page (So do not wair for a new

page before starting action).

Note that the directories in which the audio. video files and the unit file are to

e placed, have to be world-writable.

Creating a lecture:

The cyberschool home directory contains two subdirectories bin and docs.
The former contains the executables and the latter the course material. The
teaching units are grouped in subdirectories of the docs directory. named after
their respective subjects. Besides the units, each subject directory can also

coatain a file lecture.list, which looks like this :

lecturel: ul u2 u3 u4
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lecture2: ul u4d

lecture3: ul u?2

‘‘lecture.list’’ 3 lines, 54 characters

This feature is to enable the author of the units to provide a default sequence
for the preseutation of the units. The names after the :° svmbol in cach line
give that sequence. Note that this is only the default sequence and the actual
sequence in decided at sfudy-time by the student’s invoking of the hvperlinks.
The effect of the above sequencing procedure. that is apparent to the student.,

is a NEXT button that appears at the end of the text in cach teaching unit.

Within each subjeet | $he author can have a hub uiit. This unit is the defanlt
starting poini o6 «wxploration into that subject. It is specified in a file called
hub. If, in accessing CyberSchool, ne: proticwiag wak is specified (but a subject

1s). then hub unit is the one 1o be delivered.

unitb

-~

‘“hub’’ 1 line, 3 characters

Accessing

e Accessing a teaching unit:
In order to access a teaching unit from CyberSchool, you need the three atilities

that make up the CyberSchool client, viz. Mosaic, nv and wval.

The steps to follow, then. are the following :
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1. Start Mosaic

o

Let CYBERSCHOOL_HOME stand for the URL pointing to the home
directory of CyberSchool: access the URL CYBERSCHOOIL HOMIE ‘hin

/mediaform.cgi. The form now displayed is shown in Fig. 17
3. Select the subject.
4. Select the media you want to receive (from among audio and video).
5. Submit the form. The result of this step is shown in Fig. 48

6. Start nv and/or vat with the addresses shown in the page displaved by the

web browser.
7. Select Display Unit. The result is as shown in Fig. 50, Iig. 19 shows

another teaching unit.

In the tcaching unit shown, text. images, audio client and video client can be
seen. Means to control the presentation of the audio and video are also shown.
The icons at the bottom left are icons that lead to

— a bulletin board systern (the ? symbol) for asynchronous group interaction
Yy ) ) 5 |

— a personal email system, for personal communication (questions to the

author, or comments or suggestions)
— a search facility to locate teaching units of interest
Selecting any anchor {part of text or image that forms one end of a hyperlink)

in the body of a teaching unit leads to a teaching unit on the topic identified

by the anchor.

Once nv and vat are started with the appropriate addresses. the student can

directly access any particular URL, if he knows the following

— the unit id, i.e. the file name of the unit

— the subject id, i.e. the subdirectory in which the unit is
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The URL to access the required unit is of the following format.

CYBERSCHOOL_HOME/bin/unit.cgi?unit_id=<unit-file-name>&
&sessionlist=<subject-id>&voiceb=Audiod
videob=Video&ip_addr=<recvr-ip-addr>&auport=<recvi - 4io-port>&

vidport=<recvr-video-port>

If voice is not required, voiceb=Audio should be excluded.If video is not required.

videob=Video should be excluded.

® Accessing e lecture The student can directly access any unit., alongside using the
lecture feature. To do this, the above URL has to be used along with another

attribute that identifies the lecture wanted. The format of the URL is shown

below :

CYBERSCHOOL_HOME/bin/unit.cgi?unit_id=<unit-file-name>&lecture_id=1
&sessionlist=<subject-id>&voiceb=Audio&
videob=Video&ip_addr=<recvr-ip-addr>&auport=<recvr-audio-port>&

vidport=<recvr-video-port>

5.3.3 Implementation Status

According to the current status of the implementation, no video gateway is integrated
with the prototype. If it were, then the initial specifications of the user will be more
than what was shown previously. Fig. 51 captures some of the input variables that
will be necessary in that case. Other variables such as greyscale vs. color picture and

the size of the picture will also get included once the gateway is integrated with the

rest i the system.

5.3.4 Organizing the course material

We have attempted to put together a few teaching units pertaining to Oyprraling

Systems trying to adhere to the hyperdocument development techniques discussed i
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Figure 51: User options for media selection and rate control



98
Chapter 1. Some of the nodes are shown here. There is a short discussion on them.
and an explanation of when and why deviations from the object-oriented development
may be necessary, and what ~ompromises should be made in case the units developed

seem too formal to be effective.

Discussion

The above implementation can be accessed frcm
http://www.cs.ualberta.ca/Rannan/cyberschool/bin/unit.cgi'.’sessionlist:cnnputii?%).

In the figures 52 through 57, bold face words indicate hyperlinks. In this imple
mentation, links other than those mentioned in Chapter 1 (Inheritance, Encapsulation
and Instance) have been used (Fig. 58). However, these additional links were used
only to divide and conquer the problem at hand, not to physically break the document
into small pieces. Therefore, these links can be considered close to FEncapsulation Ly pe
links.

There are other cases as well, where strict adherence to object oriented haking

may be difficult to implement.

e In a review hyperdocument where references to parts of the reviewed document

are required

e In developing tours where the author chooses to visit a sequence of teaching

units for some specific purpose

e In drawing inferences, for instance infering something from the information

available in two teaching units

Many times. creating a semantic network showing how every concept relates 1o
every other concept (if there is any relation) may be necessary. Additional links made

for such purposes should include

o those that refer to similar concepts (For instance the need for context-switching

due to avoid starvation, the need for schemes like paging and segmentation to
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Operating System
An Operaling System is the software part of a computer that interacts directly with the hardware.
The operating systern provides you with an interface that is richer in functionality and simpler to use

than bare hardware (CPU, memory and i/o devices). This interface consists of two types of objects, viz.
files and processes. The operating system enables you to create and use multiple instances of these

types.

H.

Figure 52: TU1 : Operating System
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File

A file is a direct-access , non-volatile storage device .

The following are the operations you can perform with regards to a file.
® Create(Filename, Data, No_of_bytes)
® Delete(Filename)

® Read (Offset, No_of _bytes)
® Append (Data, No_of_bytes)

(Note from the way Create is defined that it is you who decides the size of this device dw ng its
creation. Also note from the definition of Append that the device can expand later if you have more data
to put into it.)

Figure 53: TU11: File
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Process

Process is a special purpose computer.

Besides its local memory (which is private to the process), a process also contains some memory that is
public.

Purpose is a program written using the instruction set of the process’s CPU. Purpose can also contain
commands to send and receive messages from other processes.

You can perform the following operations with regards to a process :

® Create( Purpose)
® Terminate( Process )
® Suspend
® Resume

Figure 54: TU12: Process
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Process:Create(Purpose)

1. Create a computer
O Find memory space
O Find CPU (time)
O Find device (time)
2. Attach the special purpose Purpose to it
O Place Purpose in space allocated
3. Start the special purpose computer
O Execute Purpose using the CPU time and Device time allocated

Figure 55: TU121: Construction of a process
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Memory Management

The address space for each process is in reality part of the physical memory of the computer. There are
several methods to obtain a free fraction of the physical memory that can contain the new process.
Whichever method is used, it is possible that the physical location of this fraction does not match with
the address space of the process. To tackle this problem, it is necessary to map each address used by
the process to its physical equivalent.

The next step is to protect each fraction of the main memory thus allocated to a process from
unauthorized access. Boundaries are imposed on the area of memory each process can access, to inhibit
one process from accessing and/or manipulating data pertaining to other processes.

Figure 56: TU1211: Obtaining memory for the process
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CPU Management

A virtual CPU is created for each process using a fraction of the time of the real CPU. In sharing its time
between the processes, if the CPU is to execute one process at a stretch, then the other processes waiting
for the CPU will starve (and the users will notice). To aviod this, the CPU spends only a small interval
of time on each process, at the end of which it switches over to another waiting process. Because of this
discontinuity of the CPU time available to each process, some way of reminding the CPU of the status
of each process becomes necessary when the process is resumed.

The combined use of time-sharing and shared-memory causes a problem. Solving this problem requires
that concurrent processes be mutually cxcluded from entering criticial sections of the code that access
the same datum. There are a few ways to ensure mutual exlusion.

Figure 57: TU1212: Obtaining CPU for the process
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avoid requiring contiguous memory area are versions of the same problem, the

former in the temporal domain and the latter in the spatial domain)
e those that refer to concepts that are complimentary

e those that refer to concepts that resolve apparent inconsistencies in the current

node

However, one must try to arrive at a judicious combination between free-format se-
mantic networks and object-oriented information trees, if for some reason the former

seems necessary for the application at hand.

5.3.5 How the prototype works

Fig. 59 shows how the prototype works. It is made by combining audio and video
utilities with the world wide web. The responsibility of the web is to carry the text
and image parts of each teaching unit, and to serve as the user interface. The audio
and video server utilities are connected to the web, through the Common Gateway
Interface of the latter. At the receiving ends, the audio and video utilities, and the
web client run independently, except for the fact that the web client is acting as the
user-interface thus controlling the session presentation of the audio and video as well
(PLAY, STOP etc.). Common Gateway Interface feature of the web is a way Lo make
the user execute a program on the web server by accessing the URL of the progran.

In the case of CyberSchool, CGI programs do the folluwing functions :
e invoke the audio and/or video utilities

e pass the session presentation control messages (PLAY. STOP. REW. FW1I) and

PAUSE) from the client to the audio and/or video server.

On receiving a STOP message from the client through the common gateway interface,
the audio/video server stops execution. The server is not invoked until another user

request for audio/video comes in. This eliminates the need for the audio/vides server
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to be up and running always (As the web server is up and running always. we do
not need another program also to be ever-awake, as long as awakening the process
through the web is possible and acceptable for the application).

Teaching units are created as plain text files containing nothing but pointers to
the logical components, viz. a html file, an audio file and a video file. We refer
to audio and video as dynamic media components, ane to text and images as static
media components (Fig. 60). (As it must be evident, in the protoype the static
media component is nothing but a HTML file). Dynamic media files are nv format
video files and vat format audio files.

The web uses a connection oriented protocol (HTTP) to ensure reliable transfer
of every bit of data. Audio and video are transferred using a connectionless protocol
(RTP) because their timely arrival at the receiving end is more important than the
loss of a few packets.

The teaching units conceptually include both hypermedia (text and images with
hyperlinks) and time-based (or continuous or dynamic) media (audio and \'ideo). SO
we call them HyTime-like or pseudo-HyTime files. How the CGI programs split the
components of teaching units into hypermedia and time-based media is shown in Fig.
60. During creation of teaching units, the flow of data is in the reverse direction.

Because of the fact that every audio and video sequence is associated only with one
page of HI'ML, even if a user were to desert the client machine after he starts receiving
audio and video, prolonged useless transmission of bandwidth-intensive media like

video does not take place.

5.3.6 Scalability issues in CyberSchool : A Review

o Contlent Scalability:
Many times it is not possible to stay strictly within the framework imposed by
object-oriented principles and still to get the job done. Approaches to organize
information as a semantic network must be given some consideration under such

cases. Attempts have been made however, in CyberSchool, to create sample
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online course material. The topic chosen is Operating Systems. Some of the

un.ts under this course are shown previously in this section.

Component Scalability:
The option between audio or video is the only aspect of component scalability
available in CyberSchool. Synchronization, rendition and presentation specific

actions are not done.

Rate Scalability:
Gateways have been successfully implemented to convert income real-time video
from color to grey-scale, high frame rate to low frame rate. big to small. and

high clarity to low clarity. However, no gateway is integrated with CvberSchool.



Chapter 6

Conclusion
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We have investigated the support available for individualization of of information
delivery. Specifically, we have arrived at ways to create hyperdocuments through
formal structural models of hypermedia, and explored ways of supporting component
scalability and rate-control of dynamic media. These ways have been implemented
and incorporated in the prototype of CyberSchool, an open learning environment.
The prototype supports on demand access of course material stored in the form of

distributed online multimedia hyperdocuments, and group interaction.

6.1 Findings

e It is possible to prepare orchestrated multimedia material for high bandwidth
delivery to multimedia-capable workstations, and yet, to deliver the same to
lower levels of technology (less capable stations on less capable networks). This
is achieved by making the documents scalable in terms of components (alter-
nate and optional components) and in terms of the rate of video. if video is
delivered. Client driven rate control of video is achieved by the use of video
gateways; component level scalability is achieved by making the system capable
of playing different components of the document independentlv (intra medium
synchronization) and by incorporating encoding-independent inter-media syn-

chronization techniques in the playback engine.

e This point is an elaboration on the issue of client-driven rate control of video:
It is possible to reduce the rate of video on the fly be reducing the frame rate.
frame size, changing the picture from color to greyscale and/or reducing the
quality of individual frames. A gateway working at the pel level can do all
of the above but involves a delay (due to its having to wait for the complete
frames to arrive before doing starting to re-encode the frame) which makes
inter-media synchronization at the receiving end difficult. A gateway working
at the transform level, however, involves minimal delay (a few milliseconds)

but is not capable of reducing the frame rate - it operates on blocks of trans-
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form coefficients, n>t on frames. A hybrid form of gateway. one that works
at the transform-level and offers the functionality of pel-level gateway. requires
the original sender of the video to send the difference between the transform
coefficients of the pixel blocks instead of the transform coeflicients of the dif-
ference between the pixel blocks. This requirement makes the hybrid gateway

incompatible with the existing standard video codecs (1H.261 and MPEQG).

e Decomposition of complex lengthy documents into highly cohesive minimally
coupled modules, using object oriented principles when applicable. and ab-
straction as a general guideline, leads individualized information delivery and
node-level sharing of the documents. Hypermedia supports user-friendly pre-

sentation of the documents so decomposed.

6.2 Future Work

Overall

¢ Usable tools for authoring multimedia hyperdocuments (preferrably according

to the HyTime Standard) have to be developed

In Rate Scalability

e The possibility of doing spatial subsampling in a transform level gateway has

to be explored.

¢ The use of prediction at the transform level has to be assessed in comparison
with the use of prediction at the pel level. The variation of transforin cocflicient s
with motion has to be studied in depth. so as to find out if it is possible to do

better prediction at the transform level than at the pel level.



113
e Hybrid gateways should be implemented and their performance with respect to
pel-level and transform-level gateway has to be evaluated. Although a hybrid
gateway involves the same amount of delay as a pel-level gateway. the former

can operate at higher input bit-rates.

In Component Scalability

e The nature and degree of the necessity and desirability of event projection and
extent reconciliation have to be determined. Instances have to be studied for
common properties, and general event projection and extent reconciliation tech-

nigues devised accordingly.

e Implementations of HyTime with focus on the scheduling and rendition modules

have to be done, incorporating the above-mentioned techniques.

In Content Scalability

e The question 'whether anything and everything can be viewed in an object ori-
ented way’ has to be addressed. Guidelines to make practical compromises that
eliminate the difficulty in attempting to do unnatural organization in inappro-
priate cases, have to be arrived at. It should, however. be borne in the minds
of the developer that abstraction is the key idea that makes content scalability

work.

e Minimal linking between units of information should be evaluated against a
more user-friendly form of linking which may include references to nodes that
smoothen the information available in the current node (by resolving appar-
ent inconsistencies), nodes that provide complementary information. etc. The
disadvantage of the latter (the The lost in HyperSpace Syndrome) has to be

weighed against its user-friendliness.
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6.3 Recommendations

The following recommendations are of general interest to any academic department,
and of particular interest to the Department of Computing Science and the Univer-

sity of Alberta Learning Advantage Program.

e The ideas presented under Content Scalability have to be tried for various
subject material, and used as learning support environment in undergraduate
courses. CyberSchool’s support for feedback and performance based modifica-
tion of the course material has to be studied critically, with a view to assessing

the amount of class room time that can be effectively replaced by CyberSchool.

® Preparation of formal documents like theses, for online placement., taking ad-
vantage of the power of hypermedia, should be encouraged. If this is a success,
1t can lead to wider easier and immediate access to research material, reduc-
ing redundant work and increasing the upportunity to find as much detail as
desired about the work done by other people even in the absence of the orig-
inal ‘researcher. Inclusion of web-mediated demonstration (if applicable) with
this documentation should also be encouraged. Such measures, besides result.-
ing in the previously mentioned uses, will take us further into environment-
friendliness, by reducing the use of paper. Software copies in disks may be

obtained to avoid the ever-changing aspect of web documents.

e Measures to integrate presentation, demonstration and documentation of re-

search work have to be taken. The demonstrations should be user-controllable.

e Ways of writing in hypertext (more generally, documentation using hvpermedia)
have to explored and formalized, to quicken the transition of documentation
from paper-form to electronic form. The approaches that under utilize the
context free capability of hypermedia like long plain text documents, should
be discouraged. The other extreme, providing multiple levels of index into

atomic data at the leaf level, though better than the previous approach (in
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the sense it at least uses several non-terminals in a single node). has to be
discouraged as it does not give the reader the ability to prune his reading at
some level of abstraction - this ability is necessary to encourage reading and
to make the reading satisfy the specific requirements of the reader. Nodes of

hyperdocuments have to make sense independently of other nodes. and for this

purpose it is necessary to use a combination of terminals and non-terminals.
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