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ABSTRACT 

 

Solvent injection processes offer a promising alternative to steam-based techniques 

for heavy oil recovery. Multiple mass transfer mechanisms, including interphase mass 

transfer, diffusion, and convection, would affect the process efficiency and recovery 

performance. Understanding the mass transfer processes in solvent-based heavy oil recovery 

processes is fundamental to accurately modeling the solvent/heavy oil interfacial dynamics 

and designing efficient solvent recovery methods. The pore-scale modeling approaches offer 

a potential for handling the interface mass transfer in detail and provide some fundamental 

understanding of macro-scale modeling. However, the traditional interphase methods (e.g., 

continuous species transfer method) suffer numerical instability issues, especially for 

convection-dominated cases (Péclet number or Pe > 1). 

In this thesis, a robust simulation framework based on the level-set method is 

proposed first to simulate the injection of a vaporized solvent (i.e., propane) into a bitumen-

oil system. A pore-scale two-phase multi-component flow simulation is constructed. The 

solution of the Navier-Stokes equation is coupled with the level-set formulation to track the 

fluid/fluid interface; a concentration jump is applied to simulate the mass transfer across the 

gas-liquid interface. The model is validated against several bulk fluid systems where 

analytical solutions can be derived. The model is tested using a more complex pore-scale 

system; a macro-scale mass transfer coefficient is estimated based on the linear mass transfer 

model. For the convection-dominated cases, an artificial diffusion coefficient term was 

introduced into the interphase mass transfer equation to reduce the numerical stability.  
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To overcome the issues of numerical instability issues for the traditional interphase 

mass methods, a conservative LS-C-CST formulation was developed. The new model (LS-

C-CST) is suitable for a wider range of Péclet numbers. Compared with the standard LS-CST 

method, the LS-C-CST method accurately captures the interfacial concentration discontinuity 

for convection-dominated and significantly reduces the numerical instabilities. This new 

formulation was validated with a model where the analytical solution exists and compared 

with the standard CST method. Therefore, the proposed LS-C-CST method can achieve a 

good accuracy in capturing the interfacial concentration discontinuity for convection-

dominated regime. Additionally, the proposed LS-C-CST method is further employed to 

simulate the interphase mass transfer mechanisms of the VAPEX process. The main 

mechanisms were captured through simulation studies, including the capillary effect, snap-

off mechanisms, and gravity effects. Numerical simulation of the vapor extraction (VAPEX) 

process with uniform pore structure was studied to reproduce experimental observations. The 

influence of interfacial mass transfer was explored. Collectively, these contributions provide 

some insight into the solvent-assisted recovery methods for heavy oil and bitumen production 

in the future research.  
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CHAPTER 1 : INTRODUCTION 

 

1.1 Background and Motivations 

Heavy oil and bitumen deposits in Canada contain vast hydrocarbon resources; 

however, the production of these resources is becoming increasingly challenging due to their 

environmental footprint (Upreti et al., 2007). Heavy oil/bitumen, characterized by its high 

viscosity (with a lower ˚API gravity) and trapped within sand grains in shallow geological 

formations (low pressure), makes producing economically with conventional recovery 

techniques very difficult. Cold production of lower viscosity heavy oil is possible, known as 

CHOPS – Cold Heavy Oil Production with Sand. However, it is limited to particular 

geological formations (e.g., thin and unconsolidated sand reservoirs) and lower production 

rates (with an average recovery factor of approximately 10%). (Istchenko and Gates 2014; 

Yu and Leung, 2020). Otherwise, the primary consideration in developing heavy oil 

reservoirs is reducing its viscosity in economically and environmentally friendly ways. The 

heavy oil recovery methods of viscosity reduction can be categorized into the thermal method 

(e.g., SAGD) and mass transfer (solvent diffusion).  

Many existing commercial recovery methods involve the injection of thermal energy; 

for example, steam flooding, steam-assisted gravity drainage (SAGD), and cyclic steam 

stimulations (CSS) are some of the most widely adopted methods to reduce oil viscosity 

injecting steam. Despite the relatively high efficiency of these thermal methods, the main 

drawbacks are that they are energy-intensive and require a considerable amount of water and 

natural gas to generate steam, contributing to significant greenhouse gas emissions and water 

usage. In addition, many reservoirs with thin and unconsolidated pay zones, overlying gas 
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caps, and high-water saturation are not suitable candidates for thermal methods due to 

excessive heat loss to the over/under-burden. Therefore, alternative solvent-based recovery 

techniques have been piloted by many operators in recent years. Many alternative methods 

involve injecting a solvent (mixture of various light hydrocarbons or CO2) instead of steam 

to reduce bitumen/heavy oil viscosity. Examples include Vapor Extraction (VAPEX) and 

warm VAPEX (James, 2009). Solvent-based oil recovery technology was tested in the 1970s 

by injecting a light hydrocarbon solvent followed by steam (Alikhan and Ali, 1974). The 

VAPEX process, the solvent analog to SAGD, was later developed (Butler and Mokrys, 

1989). In addition to reducing energy consumption, the injected solvents may promote in-situ 

asphaltene precipitation, improving the quality of produced oil (Das and Butlter, 1996; Upreti 

and Lohi et al., 2007; Haghighat and Maini, 2008). 

Due to the low molecular diffusion coefficient for most vapor solvent/heavy oil 

systems, dispersion and convection are typically the dominant mechanisms at the reservoir 

scale (Boustani and Maini, 2001). In the VAPEX process, the mass transfer of the solvent-

heavy oil systems could be enhanced by the diffusive, convective, and interphase mass 

transfer across the solvent/heavy oil interfaces (e.g., interface renewal, capillary imbibition, 

and film drainage) (Das, 1998; Yazdani and Maini, 2005; Rostami et al., 2007). Initially, 

when the injected vaporized solvent drains into the reservoir formation, the front solvent 

contact with the bitumen can be diffused into the bitumen and reduced viscosity until reaches 

thermodynamic equilibrium at the interfaces (Mohammadzadeh et al., 2010; Das and Butler, 

1998). When the gravity force overcomes the capillary height of imbibition, the diluted heavy 

oil (live oil) could be drained into the bottom producer. Here, the driving force for molecular 

diffusion is the concentration difference between the solvent at the live oil/vapor interface 
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and the solvent concentration within the bitumen. In this process, convective mass transfer 

can occur at the solvent/bitumen interface during the injection period. Meanwhile, the 

buoyancy effect arising from the difference in density between vaporized solvent and bitumen 

leads to the growth of the solvent chamber under the caprock. Then, the solvent chamber 

spreads laterally outwards, sweeping the oil-bearing formation as the viscosity-reduced oil 

drains downwards. Complexities of this form exist at different stages of solvent chamber 

evolution, which are schematically shown in Figure 1.1, such as capillarity-driven counter-

current local flow in the mixing zone.  

 

 

Figure 1.1. The schematic of the VAPEX process: solvent vapor dissolves at the interface, 

diffuses through the bitumen, diluted heavy oil drainage under gravity effect to the 

producer. 

 

Although some conventional methods (e.g., core flooding, sand-pack experiments, 

and reservoir simulations) provide some insight into the recovery process, the actual 

processes happening within the porous medium still remain unknown (Qi et al., 2017). 

Indeed, the pore-scale events associated with the solvent injection can further affect the flow 

properties at larger scales. Most of the current studies focused on the recovery during the 

process without resolving the pore-scale recovery mechanisms and interfacial interactions 
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that enable the recovery. Due to the limited information on the physical and chemical 

processes at relevant scales, diffusion, and dispersion-based mass transfer are not yet 

understood well, even without the complication of phase changes associated with asphaltene 

precipitation, transportation, and settling. With the rapid development of imaging and 

analysis technologies, VAPEX experiments conducted in micromodels (Chatzis, 2002; 

James, 2009) provide valuable insights on the interactions between phases at the pore level, 

including capillary effects, wettability, and relative permeability. However, such processes at 

pore scale are not yet well developed to the extent of incorporating the observed pore-scale 

phenomena into mathematical models. Thus, a robust pore-scale model of the VAPEX 

process is needed to formulate ways for representing pore level physics mathematically, 

which can potentially be used to improve the VAPEX process at relatively larger scales. 

Understanding the mass transfer processes in solvent-based heavy oil recovery processes is 

fundamental to accurately modeling the solvent/heavy oil interfacial dynamics and designing 

efficient solvent recovery methods. 

 

1.2 Problem Statement  

The literature review in the next chapter has revealed several limitations in 

understanding the in-situ solvent extraction of heavy oil. 

The first challenge is that the current theoretical or numerical model cannot account 

for the oil production rates from laboratory work, only considering molecular diffusion. 

Effective diffusivity, two or three orders of magnitude higher than the measured mutual 

diffusion coefficient, needs to match the experimental results. Moreover, mass transfer in 

bitumen/solvent systems, diffusion, and convective dispersion-based processes are not yet 
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understood well, even without considering the phase change associated with asphaltene 

precipitation/deposition. Most of the current study focuses on the diffusivity of vapor solvents 

in heavy oil. Indeed, the experimental observations indicate that convective mass transfer 

plays an important role at the pore-scale. Thus, a robust pore-level mathematical model is 

necessary to understand the mass transfer mechanisms during the solvent recovery of heavy 

oil. 

The second challenge is that the solvent concentration is not continuous at the 

bitumen/solvent interface, unlike the heat transfer, referred to as the concentration jumps at 

the interface. At the pore-scale level, the thermodynamic equilibrium of the system is defined 

as the ratio of the quality of the chemical potential for each species at the interface, 

summarized by Henry’s law. Thus, it means there is interface mass transfer from one phase 

to another until it reaches a new equilibrium. On the other hand, mass balance implies the 

flux continuity across the interface. Thus, a robust and accurate modeling method for 

simulating the interphase mass transfer in the VAPEX process must satisfy those interfacial 

boundary conditions, including accurately computing the evolution of the interface 

movement.  

The last challenge is the numerical instabilities issue coming from the dispersion-

enhanced mass transfer within the porous medium. As discussed in the previous section, 

convective dispersion mass transfer plays a significant role in the VAPEX process. This 

means a larger Péclet number (convection-dominated regime) case, which causes the 

unphysical oscillations around the interface area. Currently, the main idea of most of the 

stabilization methods for such a convection-dominated regime is to add an additional 

diffusive term. Within that, adding an artificial diffusion term into the concentration equation 
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is the simplest approach to decrease the Péclet number. However, such methods bring the 

extra unphysical diffusive and compromise the concentration jump at the interface. A more 

stabilized interphase mass transfer model needs to simulate the VAPEX process where the 

diffusion coefficients of solvent into heavy oil are very small. 

 

1.3 Research Objectives 

The ultimate objective of this research is to develop a robust pore-scale model to 

simulate vaporized solvent extraction recovery processes to investigate the main mass 

transfer mechanisms. The corresponding research objectives are summarized as follows: 

Develop a robust simulation framework to accurately simulate the solvent/heavy oil 

interfacial dynamics and capture the interfacial mass transfer mechanisms. The level-set 

formulation is applied to track the bitumen/solvent interface movement. The pressure velocity 

distribution is solved by using the Navier-Stokes equations. The computational domain is 

discretized using the Finite Element Method (FEM). 

Combining the interfacial boundary conditions, a single-field interphase mass transfer 

equation describes the mass transfer across the fluid/fluid interface.  

Revisit the conservative level-set equation (C-LS method) to rederive the multiphase 

species transport equation to maintain the numerical stability for a convective-dominated 

regime.  

The proposed pore-scale mathematical framework needs to be validated against the 

experimental results. The main mass transfer mechanisms, including diffusion, convection, 

capillary effect, and gravity effect, are needed to couple into the mathematical model. The 



7 

 

new interfacial knowledge (e.g., the Marangoni effect) induced by the concentration gradient 

along the interface should also be coupled.  

 

1.4 Thesis Outline 

This thesis contains seven chapters. In Chapter 1, the background and motivation of 

this research are included, then the research objectives are illustrated. Chapter 2 presents a 

literature review of the history of solvent-assisted extraction recovery processes, the 

fundamentals of the VAPEX process, and the main mass transfer mechanisms of the VAPEX 

process. Then, it provides an overview of the current VAPEX analytical model, the current 

main method of pore-scale modeling.  

Chapter 3 provides the developmental and validation processes of the proposed pore-

scale modeling based on the level-set method. This framework can be used to simulate the 

multicomponent interphase mass transfer in the porous medium, such as drainage and 

imbibition processes.   

In Chapter 4, the proposed model developed in Chapter 3 is applied to simulate a 

convective-dominated case. An artificial diffusion term was introduced into the 

multicomponent species mass transfer formulation to reduce the numerical oscillations. Then, 

the proposed model is applied to investigate multicomponent interphase mass transfer in a 

complex pore-scale system; a macro-scale mass transfer coefficient at the REV scale was 

computed based on the linear mass transfer model. 

Chapter 5 presents a new compressive interphase mass transfer consistent with the 

conservative level-set method, referred to as the LS-C-CST method. The novelty of this 

mathematical framework is the introduced compressive term comes from the rederivation of 
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the conservative level-set equation. It provides good accuracy in simulating species 

interphase mass transfer, especially for the convective-dominated regime.  

In Chapter 6, a VAPEX micromodel was built, followed by the proposed framework 

in Chapter 5 to capture the main mass transfer mechanisms and compare them with the 

experimental observations. Indeed, the interface movement velocity was also computed from 

pore-scale simulation and compared with the experimental results. 

Chapter 7 summarizes the conclusions obtained from this thesis and provides some 

suggestions for future work on this research topic. 
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CHAPTER 2 : LITERATURE REVIEW 

 

2.1 History of Solvent-Assisted Recovery Processes 

Solvent-based oil recovery technology was first tested in the 1970s by injecting a light 

hydrocarbon solvent followed by steam (Alikhan and Ali, 1974), where Allen (1974) 

introduced the variation of the ‘huff n puff’ process by utilizing solvents and steam. Later, 

Allen and Redford (1976) proposed the co-injection of liquid solvents and non-condensable 

gas into the reservoirs at reservoir conditions. For the consideration of the solvent’s costs and 

availability, Nenniger (1979) suggested using pure gases or mixtures injected at or below the 

saturation vapor pressure (e.g., carbon dioxide, methane, and ethane). However, few field 

tests are conducted during that period due to the low oil production rates and complex field 

applications (Das and Butler, 1998).  It is worth noting that all of the technologies discussed 

above are based on the vertical injector or production and injection from the same vertical 

well. With the introduction of the horizontal wells technology and successfully applied to the 

SAGD process in the 1990s, the solvent-assisted ideas aroused new concerns and focus. A 

non-porous model (line source Hele-Shaw cells) was conducted by Bulter and Mokrys (1989) 

to study liquid toluene bitumen extraction processes, and a related theoretical model 

suggested that the use of solvents may increase the heavy oil recovery efficiency. A typical 

solvent-assisted heavy oil recovery method using two horizontal wells is illustrated in Figure 

2.1.  
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Figure 2.1. Schematic of the Solvent-Assisted Oil Recovery using Two Horizontal Wells 

(Adapted from James, 2009) 

 

2.2 Fundamental of the Vapor Extraction (VAPEX) Process 

Different solvent-based methods could be classified into non-thermal (non-

condensing) and thermal solvent hybrid (condensing) injection processes. For non-

condensing solvent extraction processes, either pure or mixed vaporized light hydrocarbon 

solvents diffuse into the bitumen close to or below the dew point pressure; the diluted oil 

would drain by gravity into a lower horizontal well. In the case of a condensing solvent 

extraction process, a heated solvent mixture consisting of hydrocarbons heavier than propane 

is injected and condenses at the solvent-bitumen interface. The VAPEX process, the solvent 

analog to SAGD, was later developed (Butler and Mokrys, 1989). Das and Butler (1996, 

1998) experimentally investigated the VAPEX performance and the effect of asphaltene 

precipitation through a series of experiments from a one-dimension Hele-Shaw cell to a two-

dimension packed model. They found that oil production increased by 35% with the solvent 

used by the onset of the deasphalting.  
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Solvent processes are generally less effective than steam injection because mass 

transfer due to diffusion/dispersion is generally much slower than thermal energy transfer 

(e.g., conduction) (Butler and Mokrys, 1991; Mokrys and Butler, 1993; Ardali et al., 2012; 

Shi and Leung, 2014, 2015;). However, Bulter and Mokrys (1991) and Das (1995) 

demonstrated experimentally that the extraction rate of solvent processes at the laboratory 

scale was much higher than theoretical predictions. The other VAPEX experiments in a sand 

pack conducted by Das and Butter (1998) suggested that interphase mass transfer could also 

be enhanced by capillary imbibition, surface renewal, and film drainage. All these studies 

illustrated that interphase mass transfer of the solvent into the bitumen is a key controlling 

factor. Due to the low molecular diffusion coefficient for most bitumen/solvent systems, 

dispersion and convection are typically the dominant mass transfer mechanisms at the 

reservoir scale. At isothermal conditions, such as those encountered in VAPEX, physical 

mechanisms, including molecular diffusion, convection, and interphase mass transfer, should 

be considered.   

The studies mentioned above revealed that using pure solvent alone may not be practical 

in the field. Therefore, thermal solvent injection methods, such as warm VAPEX and hybrid 

VAPEX, have been investigated, including experimental and numerical studies. The patented N-

Solv® technology is a condensing solvent extraction process in which heated solvent is injected 

and condensed at the VAPEX interface (Nenniger and Nenniger, 2001; Rezaei and Chatzis, 

2008). The latent heat of the heat solvent transfers to the cold bitumen interface, and the 

condensed solvent dilutes the bitumen, both of which improve the recovery (Nenniger and Dunn, 

2008; Qi et al., 2017). Thus, mass transfer and heat conduction/convection are the main 

mechanisms in the thermal solvent injection processes. Jiang et al. (2010) conducted a warm 

solvent soak experiment using butane in Grosmont core samples. The results suggested that the 
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diffusivity of solvents in the bitumen and overall recovery could be higher than that of solvents 

used alone in the process. Indeed, as the solvent operating temperatures are between 30 and 120 

˚C, the energy required is much lower than the SAGD, which means significantly reduced 

greenhouse emissions (Van 2021; Qi et al., 2017). Several researchers have attempted to model 

the solvent-based recovery process using different numerical tools. Diffusion and dispersion of 

solvents into bitumen are the main mechanisms in the solvent-based process. However, transport-

related parameters (e.g., diffusion coefficient, dispersion, and mass transfer coefficient) are often 

treated to be constant in most cases due to the lack of control and understanding of the governing 

equations of the system. Thus, this resulted in unrealistic input values to match the historical 

production of the experiments and fields since some of the earlier works by Azin et al. (2005), in 

which a mechanistic model was developed to simulate the VAPEX process in porous media 

neglected the capillary effect. This model consists of a 2-D convective-diffusion equation for the 

constant variable system while a simplified 2-D Brinkmann equation for the flow of the diluted 

oil. However, they did not address the boundary condition of the system, the correlation for the 

viscosity, or the molecular diffusion coefficient used within the system. Das (2005) proposed a 

2-D filed scale model to simulate the VAPEX process using CMG-STARS. This model was used 

to match the experimental data with different orders of magnitude of diffusion and dispersion 

coefficient. The final diffusion and dispersion coefficient used, however, was unrealistically high 

for a gas-liquid system. 

 

2.3 Main Mechanisms of the VAPEX Process 

Several experimental studies have been conducted in the past twenty years to study 

the interphase mass transfer at the pore scale for various solvent-based recovery processes. 

Glass-etched micromodels coupled with advanced image analysis techniques have facilitated 
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the direct visualization of bitumen/solvent interface movement. Chatzis (2002) measured the 

dynamic movement of a bitumen-solvent interface in a pore-scale VAPEX model made of 

glass beads to elucidate the interphase mass transfer mechanisms. James and Chatzis (2004, 

2007, 2009) extended the analysis to study pore-scale mass transfer mechanisms with a set 

of micromodels. Qi et al. (2017) used a micromodel made of glass beads to study condensing 

solvent extraction processes and the related displacement processes at the pore scale. Similar 

micromodel experiments were developed by Xu et al. (2018) to examine the detailed 

interfacial physics of the steam-solvent co-injection process. The solvent-bitumen/heavy oil 

interface and the related concentration profile of the solvent-assisted process are shown in 

Figure 2.2.  The mass transfer mechanisms of the solvent-assisted process are highly 

dependent on whether the solvent condenses or not. In this study, we focus on the non-

condensing solvent recovery process (VAPEX). Mass transfer by diffusion, convection of the 

solvent into the heavy oil, and interphase mass transfer, as well as gravity drainage effect, are 

the main mechanisms involved in the VAPEX process. There has been lots of discussion 

about the role of the diffusion and convection dispersion in the VAPEX process (Butler and 

Mokrys, 1989, 1991; Boustani and Maini, 2001; Das, 1995; James and Chatzis, 2005; Taheri 

et al., 2010; Moghadam et al., 2008; Wang et al., 2016).  One agreement is that diffusion and 

convection all play a major role in all the solvent-assisted recovery processes but are not 

quantified properly. 
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Figure 2.2. Schematic of the Solvent-Bitumen/Heavy Oil Interface and the Related Solvent 

Concentration Profiles (Modified from James, 2009). 

 

2.3.1 Mass Transfer by Diffusion 

As stated earlier, the first part of the process involves the vapor solvent molecules 

diffusing into heavy oil to reduce the viscosity of heavy oil. Then, the diluted heavy oil would 

be drained into the bottom producer well under the gravity effect over the capillary and 

viscous forces at that height. The driving force of molecular diffusion is the solvent 

concentration gradient between the solvent-rich phase and the heavy oil within the porous 

medium. Thus, the mass transfer by diffusion mechanism was suggested by Das (1995) to 

govern this process. The solvent convective dispersion into heavy oil may sometimes happen 

without diffusion (Mworia et al., 2024). The diffusion process can be defined by three stages. 

Initially, the diffusion of the vapor solvent molecules diffuses into the solvent-bitumen 

interface following the solvent concentration gradient. Then, the solvent molecules move 

across the interface governed by the solvent solubility at certain conditions until they reach 

thermodynamic equilibrium. After that, the component of the solvent diffuses into the oil 
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phase, causing the oil to swell, the extent of which is a function of the mutual diffusion 

coefficient (Fayazi and Kantzas, 2019). Diffusion coefficients were found to be a function of 

solvent concentration in the heavy oil phase (James et al., 2009; Ghanavati et al., 2014; Fayazi 

and Kantzas,2019). With the assumption of the volume change upon mixing of two phases, 

Perkins et al. (1963) suggested that the net transport of one of the constituents across any 

arbitrary plane can be described by Fick’s diffusion equation. 

'

0

dG C
D A

dt x


= −


 (2.1) 

where G is the quantity of material diffusing across a plane; D0 is the molecular diffusion 

coefficient; A` is the cross-sectional area for diffusion; C is the concentration of the solvent.  

Typically, the molecular diffusion coefficient (D0) defined in Equation 2.1 is a 

function of solvent concentration. Perkins et al. (1963) mentioned that the molecular diffusion 

coefficient must be defined as a function of solvent concentration in Equation 2-1 before 

integration for complete accuracy. However, the mathematics describing behavior with 

variable diffusion coefficient in Equation 2.1 is quite complicated (Perkins et al., 1963). 

Thus, the most common way is to use an effective average diffusion coefficient to describe 

the diffusion behavior. The constant volume method and constant pressure method are the 

most general ways to estimate the molecular diffusion coefficient of vapor solvents in heavy 

oil systems (Khalifa, 2021). However, such experiments suffer long experimentation 

durations caused by the low molecular diffusion coefficient and low solubility of solvent in 

heavy oil. As shown in Figure 2.3, the mutual diffusion coefficients relationship between the 

solvent concentration is evaluated by the Vignes diffusivity model (Fayazi and Kantzas, 

2019). Due to the low molecular diffusion coefficient for most bitumen/solvent systems, 
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dispersion and convection are typically the dominant mass transfer mechanisms at the 

reservoir scale. 

 

 

Figure 2.3. Mutual Diffusion Coefficients as a Function of Solvent Concentration for 

Different Types of Solvents (Fayazi and Kantzas, 2019). 

 

The fundamental criteria in delivering the solvents into the bitumen system are to 

maintain the highest possible mass transfer driving force with the minimum amounts of 

solvent used. Due to the diffusion in gas phases being much larger than in liquids and the 

compressibility of the gas phases, it is suggested that the solvent be injected as a vapor phase 

with the maximum partial pressure of the solvent (James, 2009). The mixing of the solvent 

and heavy oil is caused by diffusion and convection dispersion.  
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2.3.2 Asphaltenes Precipitation 

Besides the mixing of the solvent and heavy oil, the precipitation phenomena of 

asphaltenes were often observed with propane-rich solvents where the operating pressure was 

above the vapor pressure of propane (Mokrys and Butler, 1993). As shown in Figure 2.4, 

asphaltene precipitation provides a significant viscosity reduction and in-situ upgrading of 

heavy oil (James, 2009). They further found that the ratio of the solvent to heavy oil is 

required over a certain onset value in order to precipitate asphaltenes, and the onset value is 

solvent-dependent (Mokrys and Butler, 1993). However, the produced precipitates might 

block the tiny pores and cause formation damage (formation permeability reduced) 

(Haghighat and Maini, 2010). A recovery performance test conducted by Li et al. (2020) 

revealed that the recovery factor for propane solvent is higher than for pentane. The reason 

behind that is propane precipitants are in a liquid phase with negligible pore plugging but 

significant capillary trapping (Li et al., 2020). It is also seen that the operating conditions 

(temperature and pressure), solvent type, and ratio have a significant effect on asphaltenes 

precipitation. Phase equilibrium behavior evaluation can be used as a tool for screening 

criteria on VAPEX performance evaluation so as to have an economical design.  
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Figure 2.4. Bitumen Viscosity as a Function of Asphaltene Content (Luo and Gu, 2005). 

 

2.3.3 Theoretical Analytical Model for VAPEX 

Butler and Mokrys (1989) proposed the first VAPEX mathematical model by 

combining Fick’s second law of diffusion and Darcy’s law into the governing equations of 

the mass and momentum balance, respectively. They made two fundamental assumptions: 1) 

solvent mass transfer into the bitumen under the pseudo-steady state condition (i.e., ) and 2) 

constant solvent-bitumen moving velocity in the x-direction. After combing the proper initial 

and boundary conditions, the final equation for estimating recovery rates is as follows: 

2 o sQ kg S hN=    (2.2) 

max

min

(1 )
c

s s
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sc
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where h is the vertical drainage height; k is the permeability; g is gravitational acceleration; 

ϕ is the porosity; oS
is the oil saturation change in the solvent chamber; the 1S = for a 

Hele-Shaw cell; the  is the density difference of the dilute heavy oil and solvent; and the 

Ds is the diffusion coefficient.  

The proposed analytical model indicates that the oil production rate is proportional to 

the square root of the diffusion coefficient and height of the drainage for a Hele-Shaw cell 

(porosity = 1). It is noted that Butler and Morkry’s model does not include mechanical 

dispersion and capillary effects and fails to capture the porous medium physics within the 

porous medium. Later, Das (1995) introduced an apparent diffusion coefficient into Butler 

and Morkry’s model to account for the effect of the porous medium on recovery rates.   

2 o sQ kg S hN=    (2.4) 

where   is the cementation factor that counts the effect of sand particles in the matrix.  

With the assumption of the solvent chamber growth as a circle with changing center 

location, Lin et al. (2014) developed a model to predict the oil flow rate during the solvent 

chamber growth period. The thickness of the transition zone was used as an adjustable 

parameter between the theoretical model and experimental results.   
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However, this model also ignored the porous medium and fluid mixing physics effect 

on the transition zone. Subsequent theoretical analytical models mostly relied on the original 

development of Butler and Mokrys’s model. The issue is that all such models assume a 
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constant thickness of the transition zone as the main adjustable parameter to match the 

experimental results. However, James (2019) observed that the thickness of the transition 

zone is a solvent-heavy oil dependency. 

 

 

Figure 2.5. Schematic of Circular Solvent Chamber Evolution Insider a VAPEX physical 

model: Rising, Spreading, and Falling (Adapted from Lin et al., 2014).  

 

2.4 Pore-Scale Modelling Methods 

For a wider range of scientific or industrial applications, especially in enhanced oil 

recovery (e.g., solvent extraction), geological carbon storage, and 

contamination/remediation, are all involved with interphase mass transfer phenomena, which 

is the mass transfer of dissolved chemical species (solutes) across the interface from one 

phase to another (Lake 1989; Yiotis et al., 2001; You and Lee 2022; Agaoglu et al., 2016; 

Yaksi et al., 2021; Cohen et al., 2015). Interphase mass transfer is a complicated multi-

physical process including multiple mechanisms (e.g., diffusion, convection/viscous, 

capillary) and fully coupled between the multiphase flow and mass transfer in a complex 

porous medium. With a representative elementary volume (REV) scale approach, the 

macroscopic effective properties (e.g., porosity, permeability) over a REV of the porous 

medium are usually defined (Figure 2.6). A continuum approach is a standard method used 
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to simulate the fluid flow at the Darcy scale, where the effective macroscopic properties over 

the control volume within the porous medium are needed (Molins and Knabner, 2019; Leung, 

2014). Since such macroscopic properties are in turn dependent on the microscopic properties 

of the system, pore-scale related experiments and numerical studies are necessary. Accurate 

models of such processes have fundamental importance to better understanding the physics 

of fluids and accurately scale-up the associated processes at a larger-scale (Agaoglu et al., 

2015; Jia et al., 1999; Chomsurin et al., 2003; Dillard and Blunt, 2000; Leung and Srinivasan, 

2011).  

 

 

Figure 2.6. Schematic of the Different Scales of Fluid Flow in Porous Medium.  

 

Compared to Darcy-based models, the critical capability of pore-scale modeling is 

that they can provide details of fluid flow within the void space of a porous medium 

(Zaretskiy et al., 2010). Two common approaches that can be implemented to simulate the 

interphase mass transfer at the pore-scale level are direct numerical simulation (DNS) and 

pore network model (PNM). For the PNM approach, the geometry of the porous medium is 

a simplified representation of a network of pore throats and bodies, where Poiseuille's law 

governs flow (Blunt et al., 2002). One drawback of this method is its inability to fully capture 

fluid flow mechanisms due to the assumption of an immobile dissolving phase and simplified 

geometry (Basirat et al., 2017; Mehmani and Tchelepi, 2019; Meakin and Tartakovsky, 2009; 
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Yin et al., 2019; An et al., 2020). In the DNS approach, the relevant governing equations 

(e.g., Boltzmann or Navier-Stokes equations) are solved directly over the void space within 

the pore structure. This approach can be further subdivided into the Lattice Boltzmann 

method (LBM) and grid-based computational fluid dynamics (CFD) (Yu et al., 2005). Several 

studies were carried out studying interfacial mass transfer using the DNS method of the 

Navier-Stokes equation, where the relevant governing equations were solved directly over 

the mesh domain without simplifying the pore geometry. For the CFD approach, the relevant 

governing equations (e.g., Navier-Stokes and continuity equations) are directly solved within 

the discretized void space by finite-volume or finite-element techniques, and the interface 

movement is tracked by an indicator function, such as the volume of fluid (VOF), phase filed, 

and level-set method (LS). In the following section, we will briefly introduce the main pore-

scale modeling techniques, respectively. 

 

2.4.1 Direct Numerical Simulation (DNS) Methods 

2.4.1.1 Particle-Based Approaches 

In the particle-based approaches, fluids are represented as particles, where the fluid 

properties are computed based on the interactions and neighborhood searches among the 

particles (Agertz et al., 2007; Ye et al., 2016; Tafuni et al., 2021). The Lattice-Boltzmann 

Method (LBM) and smoothed particle hydrodynamics (SPH) methods are the two common 

approaches applied on the multiphase fluid flow in porous medium.  

Unlike the traditional CFD methods, where the Navier-Stokes equations solved 

directly, LBM simplifies the complex interactions of fictive particles into discrete speeds on 

a lattice based on mesoscopic kinetic equations and microscopic models (Benzi et al., 1992). 
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Thus, LBM models the fluid flow through such particles’ propagation and collision over a 

discrete lattice. The general form of the LBM equation, which is a discrete version of the 

Boltzmann equation, can be written as: 

( , ) ( , ) [ ( , )] ( , )i t t i if x c t f x t f x t F x t + + − =  +  (2.7) 

where fi(x, t) is the particle distribution function, the population of particles moving in the i-

th direction, with velocity vi at position x at time t.   is the collision term, and F is the 

external force. At a speed in one lattice time step, includes a propagation step where the 

particles move along discrete lattice direction to the neighboring one and a collision step 

where particles coming from different directions collide with others towards local equilibrium 

manner (Golparvar et al., 2018; Guo and Zheng, 2008).  

The propagation or streaming step is purely kinematic, which means it only involves 

the moving of particle distribution function, fi(x, t) along the lattice direction, c through a time 

step, δt. 

( , ) ( , )i t t if x c t f x t + + =  (2.8) 

The collision step involves the modification of the particle’s distribution based on the local 

equilibrium between the molecules of a fluid (Bhatnagar et al., 1954). The most common 

collision operator in LBM is the Bhatnagar-Gross-Krook (BGK) operator, which describes 

as 

1
( , ) ( , ) ( ( , ) ( , ))eq

i t i i if x t f x t f x t f x t


+ − = − −  (2.9) 

where τ is the relaxation time related to the kinematic viscosity of the fluid, and the left-hand 

side represents the change in the particle distribution function due to collisions.  
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Depending on the different configurations of the lattice used (e.g., D2Q9 for two dimensions 

and nine vectors), the macroscopic properties naturally from the distribution functions at the 

lattice nodes (Golparvar et al., 2018).  

1 1

1
,  

Q Q

i i i

i i

f u f c
= =

= =   (2.10) 

LBM is the most popular method for multiphase flow simulation at the pore scale (Meakin 

and Tartakovsky, 2009; Huang et al., 2015; Liu et al., 2015). Fluid-fluid interaction in 

complex geometries can be readily captured by solving the LB equations for fluid flow and 

species transport. However, the relation between the interaction forces and fluid dynamics is 

poorly defined; complex case-dependent calibration procedures are necessary (Ferrari and 

Lunati, 2013; Frank et al., 2018).  

 

2.4.1.2 Grid-Based Computational Fluid Dynamics (CFD) 

The DNS method adopted in this study can directly capture all the physical 

mechanisms, but it is the most computationally intensive. A computational mesh is 

constructed over the void space within the pore structure; numerical solutions of relevant 

governing equations (e.g., Navier-Stokes equation) based on finite-volume or finite-element 

methods are coupled with interface-tracking methods (e.g., Level-Set or LS, Volume of Fluid 

or VOF, and Phase Field methods) (Ferrari and Lunati, 2013; Meakin and Tartakovsky, 

2009). 

The VOF method is the most commonly used approach to simulate the multiphase 

fluid flow where an indicator function is introduced to represent the interface location 

(Gopala and Van, 2008). The VOF method is popular due to its mass conservation property; 

however, it lacks accuracy when modeling the curvature near an interface because of the 
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discontinuity of its color function (Sussman and Puckett, 2000; Olsson and Kreiss, 2005; 

Fleckenstein and Bothe, 2015; Alpak et al., 2016). Moreover, the normal vector of the 

interface and the curvature near an interface are not directly computed with VOF (Alpak et 

al., 2016). Compared to the VOF method, the LS and Phase Field methods can handle 

topological changes with high accuracy (Olsson and Kreiss 2005), which defines fLS as a 

continuous function. The main disadvantage of the classic LS method, however, is that it is 

not conservative (Sussman and Puckett, 2000; Sun and Tao, 2010). Therefore, Olsson and 

Kreiss (2005) proposed a conservative LS method by introducing a smeared-out Heaviside 

function as a level set function. The interface is defined as the zero-isosurface of the field and 

is not diffusive by construction – as the binary field means that the point is either on one side 

of the interface or the other side. The geometric descriptors (normal vector and curvature) 

associated with the LS method are also straightforward to compute compared to the VOF 

method (Chevalier, 2019). Therefore, the LS method is particularly suitable for simulating 

multiphase flow in a porous medium exhibiting a wide range of capillary numbers (Xu et al., 

2006; Yiotis et al., 2021). The main challenge of modeling interphase mass transfer is 

imposing the flux continuity and the thermodynamics equilibrium at the interface (i.e., a 

concentration jump condition) (Maes and Soluaine, 2018). Haroun et al. (2010) proposed a 

new Continuous Species Transfer (CST) formulation coupled with VOF to tackle this issue. 

Graveleau et al. (2017) have successfully applied this method to simulate the multi-

component mass transfer for subsurface flow. 
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2.4.2 Pore-Network Modeling (PNM)  

In pore network modeling (PNM), the complex pore space of the porous medium is 

represented as a simplified network of pores and throats (Van Dijk et al., 2004; Blunt et al., 

2013). One example of the equivalent PNM of a porous medium shown in Figure 2.7. 

 

 

Figure 2.7. An Equivalent Pore Network Modeling of Pores and Throats of a Real Pore 

Structure (Adapted from Gostick et al., 2016). 

 

Quasi-static and dynamic PNM models are two main approaches used to simulate the 

multiphase fluid flow in porous medium, the scoop of application mainly depends on the fluid 

flow properties, particularly the capillary number (Blunt, 2001; Blunt et al., 2002). For the 

capillary force dominated (Ca < 10-5) cases, the quasi-static pore network model can be 

applied to simulate immiscible displacement under capillary pressure equilibrium, neglecting 

the viscous forces, such as the initial state of the oil recovery (Soll and Celia, 1993; Hui and 

Blunt, 2000). The main assumptions of the quasi-static modeling are that 1) Newtonian and 

incompressible; 2) the changes in fluid-flow occur slow enough that the system can be 
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assumed to be equilibrium at each time step; 3) capillary dominated flow. A mixed wet model 

with triangular throats model was developed by Hui and Blunt (2002) to investigate the initial 

oil saturation, spreading efficiency, and wettability effect on relative permeability curve.  

In contrast, dynamic pore-network models are generally applied on the regimes where 

the capillary number is higher (Ca > 10-4), where the flow is governed by the Navier-Stokes 

equations. Unlike the quasi-static models that assumes equilibrium at each time step, dynamic 

pore-network models account the pressure change over time and have the capability to 

simulate the dynamic phenomena, like viscous fingering, phase entrapment, and pore-scale 

mechanisms (Blunt and King, 1991; Blunt and Scher, 1995; Hughes and Blunt, 2000; Joekar-

Niasar et al., 2012). Dynamic pore-network models offer an alternative method to capture the 

dynamic aspects of multiphase flow, especially under non-equilibrium conditions. However, 

such methods suffer from some limitations: 1) Over-simplification of the real geometry leads 

to inaccuracies in fluid flow distribution; 2) Dynamic changes of the pore structure due to 

dissolution or precipitation is hard to capture by using the normal PNMs; 3) Accurately 

modeling the fluid-fluid interactions, especially includes the complex surface chemistry.  

 

 

2.5 Mathematical Modeling of Interphase Mass Transfer 

Simulating interphase mass transfer phenomena is important for a wider range of 

subsurface flow applications, such as geological carbon storage, enhanced recovery (e.g., 

solvent extraction), and contamination/remediation. Interphase mass transfer refers to the 

mass transfer of dissolved chemical species (solutes) across the interface from one phase to 

another (Lake, 1989; Yiotis et al., 2001; You and Lee, 2022; Agaoglu et al., 2016; Yaksi et 
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al., 2021; Cohen et al., 2015). In a complex porous medium, it involves multiple physical 

mechanisms, including diffusion, convection/viscous, capillary, gravity, and phase 

equilibrium. A standard continuum approach is to simulate the fluid flow at the Darcy scale, 

where the effective macroscopic properties over the control volume within the porous 

medium are needed (Molins and Knabner, 2019; Leung, 2014). Since such macroscopic 

properties are, in turn, dependent on the microscopic properties of the system, pore-scale 

related experiments and numerical studies are necessary to estimate these macroscopic 

properties. Therefore, although pore-scale models are too computationally demanding for 

simulating these subsurface processes at the field scale, they are for calibrating and studying 

the interplay between various mechanisms at the pore level and for accurate scale-up of these 

associated processes at a larger scale (Agaoglu et al., 2015; Jia et al., 1999; Chomsurin et al., 

2003; Dillard and Blunt, 2000; Leung and Srinivasan, 2011). 

In recent years, with advanced image analysis techniques and increased computational 

power, considerable efforts have been devoted to investigating the mass transfer across fluid 

interfaces through numerous experimental and numerical studies. Early experimental works 

were mainly related to chemical engineering (e.g., segmented flow microreactors and NAPL 

contamination/remediation) and petroleum recovery technology. Miller et al. (1990) 

performed experimental studies using a one-dimensional column apparatus to measure the 

mass transfer between NAPLs and the aqueous phase in a glass bead media system. They 

observed that the macroscopic mass transfer coefficient is a function of fluid saturation, 

aqueous phase velocity, and particle size distribution. Yaksi et al. (2021) also investigated 

the effect of interphase mass transfer on the dissolution rate of the NAPLs in a series of 

flushing experiments. They illustrated that the interphase mass transfer is directly influenced 
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by the interfacial contact area, flow properties (e.g., flow rates, path), porous medium 

properties (e.g., mean grain diameter and pore size distribution), and the distribution of the 

fluid phases in the pore space. Other authors have also reached similar conclusions (Agaoglu 

et al., 2015; Liu et al., 2014). In the broader context of solvent-assisted extraction, many 

experimental and simulation studies were conducted to elucidate the interphase mass transfer 

mechanisms at the pore-scale level (Chatzis, 2002; James and Chatzis, 2004, 2009; Qi et al., 

2017; Xu et al., 2018; Yu and Leung, 2023). Although experimental works provide insights 

into the physics of interphase mass transfer phenomena, they can be time-consuming, costly, 

especially on experimental reproducibility, and limited to specific laboratory setups; hence, 

they may not offer sufficient information about the fluid-fluid interface across a broad range 

of conditions, rendering the uncertainty. Therefore, pore-scale numerical models can be used 

as alternative tools for simulating interphase mass transfer over different situations and 

heterogeneity configurations. This flexibility facilitates quantifying uncertainty macroscopic 

mass transfer rate for accurate scale-up approaches. 

A key challenge for modeling interphase mass transfer in the CFD framework is to 

ensure flux continuity and thermodynamic equilibrium at the fluid/fluid interface and capture 

the discontinuity in concentration across the interface (Yang and Mao, 2005; Deising et al., 

2016; Maes and Soulaine, 2018; Gao et al., 2021; Yu and Leung, 2023). Haroun et al. (2010) 

and Marschall et al. (2012) proposed a single-field (one-scalar) model (i.e., a single global 

concentration] within the algebraic VOF framework, coupled with a Continuous Species 

Transfer (CST) formulation for reactive liquid films. Deising et al. (2016) developed a more 

comprehensive VOF-CST formulation with two different forms of the mixture diffusion 

coefficient definitions. Graveleau et al. (2017) extended the VOF-CST approach to simulate 
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subsurface fluid flow processes with moving contact lines. However, it was shown that the 

standard CST formulation leads to significant numerical instability near the interface/front 

for convection-dominated flow with a high local Péclet number (Pe) dominated by convection 

near the interface (Yang et al., 2017; Maes and Soulaine, 2018). This led to truncation errors 

and inconsistencies in the advection operators for both phase fraction and species transport 

fields (Deising et al., 2016; Yang et al., 2017; Maes and Soulaine, 2018, 2020; Maes and 

Menke, 2021; Yu and Leung, 2023). Numerical instability is subdued if the flow is diffusion-

dominant. Therefore, one approach is to refine the mesh density around the interface to ensure 

the local Pe < 0.5 (Beers, 2007; Yang et al., 2017). Alternatively, some approaches involve 

the introduction of an artificial diffusion coefficient to mitigate numerical stabilities. 

However, artificial diffusion or numerical dispersion leads to interface smearing and 

compromises the ability to estimate the concentration discontinuity (jump) (Yu and Leung, 

2023).  

Maes and Soulaine (2018) improved the standard CST formulation by adding a 

compressive term into the concentration equation, known as the Compressive CST approach 

(C-CST). Their formulation was developed within the algebraic VOF framework, and they 

demonstrated the potential to yield more accurate results, particularly in a convection-

dominated regime (Pe ≥ 100). Although the algebraic VOF method is great for tracking 

interface movement due to its robustness and intrinsic mass conservation properties, a 

significant limitation is its inherent inaccuracy in computing interface curvature due to the 

discontinuous nature of the step function (Sussman and Puckett, 2000; Olsson and Kreiss, 

2005; Fleckenstein and Bothe, 2015; Alpak et al., 2016; Gao et al., 2021). 
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2.6 Marangoni Effect 

Mass transfer induced by surface tension gradient along the interface is named as 

Marangoni effect. When the surface tension coefficient is constant, a static equilibrium can 

be reached at the fluid-fluid interface. At this condition, the pressure is discontinuous across 

the interface with zero velocity due to the surface tension force is exactly balanced by a jump 

pressure across the interface. The existence of the surface tension gradient at the interface 

will lead to a slip velocity in the tangential direction on the interface. The reason is that the 

force arising from the variation of the surface tension acts only in the tangential direction of 

the interface (Lam et al., 1983). The existence of a surface tension coefficient gradient will 

eventually cause internal circular flows from regions of low surface tension towards to the 

regions of high surface tension indicated in Figure 2.8 (Engberg et al., 2014). The fluid 

motion due to Marangoni convection can enhance or depress the heat transfer or mass transfer 

rate (Wegener et al., 2009; Wegener and Paschedag, 2011; Engberg et al., 2014).  

 

 

Figure 2.8. Schematic of the Marangoni effect caused by variations in solute concentration 

or temperature along the interface; The black arrow: direction of fluid flow induced by 

Marangoni effect; Contact angle, θ. 
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Sternling and Scriven (1959) developed a 2-D numerical model by combing Navier-

Stokes, Fick’s first law (diffusion equation), and balancing of interfacial forces to describe 

this phenomenon. The numerical results indicated that the unbalanced stresses along the 

interface could produce interface instability and convective fluxes. The Marangoni effect 

could improve the oil recovery by accelerating the interface oscillations (Groothuis and 

Zuiderweg, 1960; Lam et al., 1983; Lyford et al., 1998). A Hele-Shaw cell glass beads 

micromodel was conducted by Lam et al. (1983) to study the recovery of oil droplets by water 

and propanol flooding. Following the critical Capillary number calculated based on the 

Sorensen model (1980), they concluded that the Marangoni convection plays a significant 

role in oil recovery. Pratt (1991) then observed that the Marangoni effect could help to recover 

the trapped residual oil. Several core flooding and sandpack flooding experiments were 

conducted by Zhang et al. (2018) to form an emulsion using the interface turbulence 

(Marangoni effect) to improve heavy oil recovery under waterflooding. The Marangoni effect 

and mass transfer phenomena were observed by using microscope and nuclear magnetic 

resonance (NMR), respectively. The results indicated that the Marangoni effect can help to 

extract the heavy oil by converting interfacial energy into kinetic energy. From the numerical 

point of view, few studies were focused on the Marangoni effect induced by interphase mass 

transfer.  

Recent research works on Marangoni effect mainly focus on the thermal Marangoni 

effect, termed as thermocapillary instability (Chen et al., 2015; Engberg et al., 2014; Wang 

et al., 2022). A 2D mathematical model coupled with the level set method in a moving 

reference frame was developed by Wang et al. (2008) to simulate the single drops induced 

mass transfer in liquid-liquid extraction systems. The results showed that the Marangoni 
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convection increases the mass transfer coefficient. Due to the limitations of the 2D model, 

nonphysical effects in the rising velocity were reported. A dimensionless number, Marangoni 

number is to define to quantify the effect of the Marangoni convection. However, up to now 

there is no general definition, one possibility at isothermal condition is: 

L
Ma

D






= −  (2.11) 

where L is the characteristic length (e.g., droplet radius, a film thickness); σ is the surface 

tension; and µ is the dynamic viscosity. 
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CHAPTER 3 : A TWO-PHASE PORE-SCALE INTERPHASE MASS TRANSFER 

MODELLING USING THE LEVEL-SET METHOD 

 

3.1 Overview 

Solvent injection processes offer a promising alternative to steam-based techniques 

for heavy oil recovery. Multiple mass transfer mechanisms, including interphase mass 

transfer, diffusion, and convection, would affect the process efficiency and recovery 

performance. Understanding the mass transfer processes in solvent-based heavy oil recovery 

processes is fundamental to accurately modeling the solvent/heavy oil interfacial dynamics 

and designing efficient solvent recovery methods.  

A robust simulation framework based on the level-set method is proposed in this study 

to simulate the injection of a vaporized solvent (i.e., propane) into a bitumen-oil system. A 

pore-scale two-phase multi-component flow simulation is constructed. The solution of the 

Navier-Stokes equation is coupled with the level-set formulation to track the fluid/fluid 

interface; a concentration jump is applied to simulate the mass transfer across the gas-liquid 

interface. The model is validated against several bulk fluid systems where analytical solutions 

can be derived.  

The level-set simulation framework is useful for simulating multiphase multi-

component interphase mass transfer in porous media. It serves as a tool to examine these 

different mechanisms' (e.g., diffusive, convective, and interphase mass transfer) interactions 

and relative importance under various conditions. This chapter presents a new CST 

formulation coupled with the conservative LS method to simulate the interphase mass transfer 

at two-phase flow for non-condensing solvent extraction in a pore-scale model. The 
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simulation is subsequently used to examine the effects and interplay of various mechanisms 

under different conditions. 

 

3.2  Numerical Model 

This section briefly describes the process of the two-phase flow modeling in porous 

media coupled with the interphase mass transfer at the pore-scale level. First, the Navier-

Stokes equations for multiphase flow and the level set method are introduced. Next, the 

multiphase species transport model is implemented to describe the mass transfer across the 

interface.  

The following simplifications and assumptions are invoked: (1) The solvent 

molecules can diffuse away from the interface following Fick’s law, and the solvent 

concentration distribution at the gas-liquid interface can be described by Henry’s law. (2) 

Incompressible system. (3) No asphaltene precipitation. (4) Laminar flow. (5) Isothermal 

conditions. (6) Only mass transfer of component solvent occurs between the phases. 

 

3.2.1 Level-Set Method 

The Level-Set method (LS) has been widely adopted to simulate the interface 

movement between two immiscible phases in pore-scale flow modeling (Ganguli and Kenig, 

2011; Li, Huang, and Meakin, 2010; Li and Huang, 2011; Trebotich and Graves, 2015; Zhao 

et al., 2019). In the standard LS formulation, fLS is defined as a contour of a signed distance 

function:  

( ) min( )
I

LS I
x I

f d x x x


= = −  (3.1) 
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where I is the interface, x is the position vector, and ( )d x is a distance measure; if fLS(x) < 0, 

the cell is occupied by phase 1 (liquid); if fLS(x) > 0, the cell is occupied by phase 2 (gas). 

The standard LS equation is given by: 

( ) 0LS
LS

f
u f

t


+  =


 (3.2) 

To improve numerical robustness, Olsson and Kreiss (2005) formulated a smoothed 

LS function (ϕ) using the smeared-out Heaviside function, Hsm. 

0

1 1
( ( )) (1 sin( ))    

2

1

LS

LS LS
sm LS LS

LS

f
f f

H f x f

f




  
  




 −


= = + + −  

 


 (3.3) 

where ε is a numerical parameter equal to half of the smeared-out interface thickness. ϕ varies 

between 0 and 1, and the interface is located where its value equals 0.5 (Figure 3.1).  

 

 

 

Figure 3.1. Representation of level set method with gas/liquid interface. 
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As mentioned earlier, the interface movement is tracked based on Equation 3.2. Such 

a movement of the interface causes a change in the LS function,  and thus, the interface 

thickness would vary along the interface. To achieve a constant interface thickness and reduce 

the extent of numerical error introduced by the smearing, Equation 3.2 is modified with a re-

initialization term, as shown in Equation 3.5, to correct the motion of the interface, while 

those on the right-hand side are necessary for numerical stability (Olsson and Kreiss, 2005).  

(1 )u
t

 
     



  
+  =    − −    

 (3.4)  

where γ is the re-initialization parameter equal to the maximum expected velocity magnitude. 

The parameter ɛ is equal to the size of the largest element within the computational domain.; 

it determines the thickness of the region that   increases smoothly from zero to one, and its 

value is of the same order of magnitude as the size of an average mesh element. 

Other volume-averaged quantities ( ), such as the pressure (p)and velocity (�⃗� ) are 

assigned into the center of the grid cell: 

1

p

p

v

dV
V

 =   (3.5)  

Where Vp is the volume of the p-phase occupied within the representative grid cell volume V, 

ψp is a quantity associated with the p-phase (p = l, g) with ‘l’ and ‘g’ denoting the liquid phase 

and gas phase, respectively. Thus,   it can be defined using the smoothed LS function : 

* *(1 )l g    = + −  (3.6) 

The fluid density and viscosity, which are considered mixture quantities within the 

interface region, are defined according to the following equation: 
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(1 )

(1 )

g l

g l

   

   

= + −

= + −
 (3.7)  

The solution of Equation 3.4 is coupled with the Navier-Stokes equation and 

continuity equation to simulate the moving interface under isothermal conditions:  

( )
T

st

u
u u p u u F g

t
   


+  = − +  + + +


 (3.8) 

0u  =  (3.9) 

where Fst is the surface tension evaluated numerically with the continuum surface force (CSF) 

model (Brackbill et al., 1992). 

stF n = −   (3.10)  

Where σ is the surface tension coefficient, the interface normal vector n  and the interfacial 

curvature κ are determined based on  : 

n





=


 (3.11) 

n = −   (3.12) 

A wetted wall boundary condition is imposed on the surface of each solid grain for the LS 

equation, and the contact angle for the wetting phase θ is set to a constant value. The no-slip 

boundary condition is also applied on the surface of each solid grain.  

( (1 ) ) 0wall lsn


   



  − − =


 (3.13) 

u   = 0 (3.14) 

where ls  represents the interphase thickness and is defined as half of the maximum element 

size for numerical stability.   



39 

 

3.2.2 Interfacial Mass Transfer Model 

Considering a species component i in a multiphase system, the concentration of 

species i in phase p, Cp, i can be expressed by the classical convection-diffusion equation 

(Bird et al., 1960): 

,

, , . ,( ) ( )
p i

p i p i p i p i

C
uC D C S

t


+  =   +


 (3.15)  

where Cp, i is the concentration of species i in phase p, and the Dp,i is the diffusion coefficient 

of the species i in phase p. Sp,i is the source term of species i in phase p. Henry’s law describes 

the concentration jump across the gas-liquid interface at equilibrium (Haroun et al., 2010): 

,

i e

g l iP HX=  (3.16) 

where 𝑋𝑙,𝑖
𝑒  is the molar concentration of species i in the liquid phase (l) at equilibrium. H is 

Henry’s coefficient, and 𝑃𝑔
𝑖  is the partial pressure for species i in the gas phase (g) at 

equilibrium. Its dimensionless form can be written as: 

, ,g i D l iC H C=  (3.17) 

where HD is the dimensionless Henry’s constant. Cl,i and Cg,i  is the concentration of species i 

in the liquid (l) and gas (g) phases, respectively. The continuity of interfacial mass fluxes is 

imposed: 

,, g il i

l g

CC
D D

n n


=

 
 (3.18) 

To rewrite the transport equation in terms of the global concentration of component i, 

Ci, the formulation by Haroun et al. (2010a, 2010b), Marschall et al. (2012), and Deising et 

al. (2016) is followed:  

, ,(1 )i l i g iC C C = + −  (3.19) 
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The corresponding transport equation involving Ci is:  

( )i
i i

C
F J

t


+  = 


 (3.20) 

where  

, ,

, , , ,

(1 )

(1 )

i l i g i i

i l i l i g i g i

F C u C u C u

J D C D C

 

 

= + − =

=  + − 
  (3.21) 

The convection and diffusion fluxes Fi and Ji are described in terms of global 

variables. Haroun et al. (2010a, 2010b) proposed a new one-field equation, referred to as the 

Continuum Species Transfer (CST) method, that couples Equation 3.21 and the interface 

boundary conditions (i.e., Equations 3.18 and 3.19):  

i i iJ D C=  +   (3.22) 

where  

(1 )

(1 )

i
i

C H
D

H


 

−
 = 

+ −
 (3.23) 

Thus, combining Equation 3.20 to 3.23, the final transport equation can be expressed 

as: 

discontinuityconvection diffusion

( ) ( )i
i i i i

C
uC D C

t


+  =   + 


 (3.24) 

At the solid boundary (e.g., grain surface), iC = 0. Finally, an explicit coupling 

strategy is adopted for solving all the equations: at each time step, the velocity/pressure field 

and phase fraction field are first computed using Equations 3.4, 3.8, and 3.9; the results are 

then used in Equation 3.24 to compute the concentration distribution field. 
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3.3 Numerical Setup and Discretization  

A novel workflow that integrates the relevant mechanisms of multiphase flow and 

mass transfer (as described in the previous section) is implemented. A flow chart of the 

general coupling strategy is shown in Figure 3.2. The key procedures are introduced: 

[Multiphase Flow Model + Interface Tracking Model]: Solve the Navier Stokes 

equation and the LS equation to calculate  , �⃗� , and p.  

[Mass Transfer Model]: Calculate Ci with the updated effective diffusion coefficient 

(Equation 3.15).  

The mathematical model is implemented using a commercial finite-element-based 

solver CMOSOL Multiphysics 5.5 (2019). The spatial discretization is performed with the 

limited linear differencing scheme. The governing partial differential equations are solved by 

the COMSOL linear solver - parallel direct sparse solver (PARDISO) (COMSOL, 2019). 

Time stepping is solved with the backward Euler method. The adaptive time-steeping scheme 

adjusts the timestep size automatically to maintain the desired relative tolerance. The 

convergence criteria are based on the weighted Euclidean normal of the solution-based 

estimated relative error. The mesh size is refined according to the complexity of the geometry 

and interface thickness. Readers should refer to the manual in the COMSOL Multiphysics® 

Reference Manual, Version 5.5 (COMSOL Inc., 2019) for further details.   
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Figure 3.2. Schematic diagram of the numerical implementation. 

 

 

3.4 Model Validation 

In this section, two simple cases are presented. Model results are compared against 

the analytical solutions, and mesh sensitivity is also analyzed.  

 

3.4.1 Validation Case #1 – Capillary Imbibition 

A simple case is designed to model the capillary imbibition of two immiscible fluids. 

A schematic of the model setup is shown in Figure 3.3. A two-dimensional (2D) domain of 

10 µm x 350 µm, as shown in Figure 3.3, is considered. Initially, a portion of the domain (a 

capillary tube of L = 200 µm) is filled with the non-wetting fluid. Wetting and no-slip 

boundary conditions (Equations 3.13 and 3.14), as well as the periodic boundary condition, 

are applied. The periodic boundary condition in the y-direction serves to mimic an “infinite 

reservoir.” The relevant parameters are listed in Table 3.1. 
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Figure 3.3. Schematic of the model setup for validation case #1. 

 

 

Table 3.1. Parameters for validation case #1. 
Parameters Value 

Wetting fluid density (kg/m3) 1000  

Wetting fluid viscosity (cP) 10  

Non-wetting fluid density (kg/m3) 1000  

Non-wetting fluid viscosity (cP) 1  

Diffusion Coefficient in liquid and gas phase (m2/s) 10-4  

Dimensionless Henry’s constant 2 

Contact angle 60˚ 

Surface tension coefficient (N/m) 0.04  

 

 

Assuming isothermal condition, incompressibility, and neglecting the contribution of 

the inertial and gravity effects, the analytical solution for the interface position as a function 

of time was proposed by Washburn and Lucas (1921): 

6
cos( ) [ ( )]w n

dx
x L x

r dt
   = + −  (3.25) 
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where r represents the distance from the center of the capillary tube; µw and µn are the 

viscosities of the wetting and non-wetting fluids, respectively. Equation 3.25 can be written 

as an integral form: 

2 2

0 0

cos( )
( ) ( )

2 6

w n
n

r
x x L x x t

   


−
− + − =  (3.26) 

The analytical solutions are computed and plotted in MATLAB®. A comparison 

between the numerical model predictions and the analytical solution (Equation 3.26) is 

shown in Figure 3.4, and a good agreement is observed. Therefore, the implementation of a 

two-phase fluid flow solver is verified.   

 

 

Figure 3.4. Interface position as a function of time for validation case #1.  
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3.4.2 Validation case #2 – Diffusion-only mass transfer 

A diffusion-driven mass transfer case is presented here. Model results are compared 

against the analytical solution, and mesh sensitivity is also analyzed. A two-dimensional (2D) 

tube of dimensional 8 mm × 1 mm, as shown in Figure 3.5, is considered. Initially, the right 

half is filled with a liquid (  = 1), while the left half is filled with gas (  = 0); the gas phase 

contains a passive tracer  (component i) with an initial concentration 

0 3

0  mol/m ,     = 0 
( ,0)

0,    = 1

i

i

C C
C x





 =
= 


. Since both ends are open (p = 0) and the capillary 

pressure is ignored, the total velocity remains zero. The relevant parameters are presented in 

Table 3.2. Five computational grids are generated to analyze the solution dependency on 

mesh size with the same mesh topology. Figure 3.6 demonstrates the convergence of 

normalized concentration at a certain location versus the total number of elements. The final 

mesh size is selected so that additional improvement in accuracy is less than 1%. A non-

uniform grid with triangular elements is used with the maximum element size of 0.0067 mm 

and the minimum element size of 2 × 10-5 mm of the selected mesh. The value of ɛ (interface 

thickness) is half of the maximum element size within the computational domain.  

 

 

Figure 3.5. Schematic of the model setup for validation case #2.  
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Table 3.2. Parameters of validation case #2. 

Parameters Value 

Liquid density (kg/m3) 1000  

Liquid viscosity (cP) 1  

Gas density (kg/m3) 1.29  

Gas viscosity (cP) 0.0185  

Diffusion coefficient in liquid and gas phases (m2/s) 10-4  

Dimensionless Henry’s constant 2 

Contact angle 90˚ 

Surface tension (N/m) 0.07  

 

 

 

Figure 3.6. Mesh sensitivity analysis. 
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As for this diffusion-only case, the analytical solution for Ci(x,t) is shown in the 

following equation (see Appendix A for derivation):  

0 0

0

0.004
( ) ,   = 0

1 12
( , )

0.004
( ) ,  = 1

1 12

i i

i

i

HC Cx
erf

H HDt
C x t

HC x H
erf

H HDt





 −
+

+ +
= 

− +
 + +

 (3.27) 

 

The normalized concentration (
0/iC C ) profiles along line AA' (see Figure 3.5) at 

different times are plotted in Figure 3.7. The simulated profiles are in excellent agreement 

with the analytical solutions. 

 

 

Figure 3.7. Normalized concentration profiles along line AA' at different times. 
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3.5 The Wettability Effects on the Waterflooding Process 

In this section, a pore-scale simulation of the waterflooding process was simulated 

within the porous medium to investigate the effects on the immiscible displacement 

processes. Immiscible fluid-fluid displacement in porous medium is a fundamental process 

that happens in various engineering applications including but not limited to contaminant 

transport (Blunt et al., 1793; Menke et al., 2015; Haggerty and Gorelick, 1995), carbon 

capture and sequestration (Andrew at al., 2013; Krevor et al., 2015; Saraf and Bera, 2021), 

and enhanced oil recovery (Armstrong and Wildenschild, 2012). Our study focuses on the 

impact of wettability on fluid flow distribution and recovery efficiency during the immiscible 

displacement process. A two-dimensional pore-throat body geometry is designed to mimic 

the pore-throat features of the porous medium. The geometry of the porous medium with the 

dimension information is shown in Figure 3.8. In our simulation, the porous medium is 

initially filled with the oil phase (the density of the oil phase ρo = 910 kg/m3 and viscosity µo 

= 0.01 Pa∙s). Then, the water phase (the density of the water phase ρw = 1000 kg/m3 and 

viscosity µw = 0.001 Pa∙s) is injected from the inlet (left boundary) at a constant velocity with 

a value of 0.1 m/s. The outlet (right boundary) is set up with a zero-pressure boundary 

condition. The solid wall boundaries are wall conditions with a fixed contact angle, θ. The 

oil/water interfacial tension is 32 mN/m. The corresponding to a capillary number (defined 

as wUCa



=  ) of 3.125 x 10-5, which means a capillary-dominated displacement. To explore 

the impact of wettability effect on phase distribution and recovery efficiency, two different 

initial oil distribution cases are designed with three pairs of contact angles (Figure 3.9). 
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Figure 3.8. Schematic of the pore-throat body geometry 

 

 

Figure 3.9. Initial oil saturation for two different cases. (a) The oil-saturated pores; (b) oil-

unsaturated pores (red area – oil phase; blue area – water phase). 

 

The results of the wettability cases presented were conducted using three different 

contact angles of 0, 90˚, and 180˚. The lowest energy equilibrium state between the solids 

and fluids is reached when the measured contact angle is equal to the equilibrium contact 

angel. Figure 3.10 shows the evolution of the phase distribution of the initial oil-saturated 
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pores case for the water-wet state. For the totally water-wet state (θ = 0) case, the invading 

fluid (water phase) gradually occupied all the pores with the stable flow, resulting in a 

complete displacement after the water breakthrough. Figure 3.11 shows the evolution of the 

phase distribution for the totally oil-wet state (θ = 180˚) case. It can be seen that the oil phase 

sticks onto the solid walls due to the strongly oil-wet condition, and the water phase is convex 

to the larger pores covered with a thin oil film formed. The water phase forms globules of 

varying sizes in the central part of the larger pores. The water phase has no direct contact with 

the solid walls. In this case, the water breakthrough time is relatively faster with a concave 

meniscus shape (residual oil phase). 

 

 

Figure 3.10. Evolution of the phase distribution for the water-wet state (θ = 0) during the 

immiscible displacement in oil saturated pores (red area – oil phase; blue area – water 

phase).  
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Figure 3.11. Evolution of the phase distribution for the oil-wet state (θ = 180˚) during the 

immiscible displacement in oil-saturated pores (red area – oil phase; blue area – water 

phase).. 

 

3.6 Summary 

In this work, the conservative level-set equation, Navier-Stokes equation, continuity 

equation, and CST formulation are coupled to simulate vaporized solvent injection processes 

at the pore-scale level. Key mechanisms such as convection, diffusion, interphase mass 

transfer, and capillarity are incorporated. In detail, the capillary effect was accounted with 

the surface tension force term in Navier-Stokes equations and the wetting effect boundary 

conditions. The model is validated against several bulk fluid systems where analytical 

solutions can be derived. Then, we investigate the wettability effect on the immiscible 

displacement during the waterflooding process using the proposed pore-scale modeling. We 

designed a pore-throat body geometry to quantify the wettability effect by considering the 

contact angles in two different initial oil-distributed cases. The simulation results show that 
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wettability alteration is an effective way to enhance oil recovery, especially to change the 

wetting state of the rock to a more water-wet state.  
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CHAPTER 4 : NUMERICAL PORE-SCALE SIMULATION OF TWO-PHASE FLOW 

IMMISCIBLE DISPLACEMENT PROCESSES 

 

4.1 Overview 

The mathematical formulations and related pore-scale two-phase multi-component 

flow solver are described and validated in Chapter 3. In this chapter, several case studies are 

presented to illustrate the methods, and the relevant scale-up parameter results will be 

discussed. First, a drainage process is simulated in a two-dimensional capillary tube for both 

diffusion-dominated and convection-dominated processes. Simulation results of the 

dimensionless concentration distribution are shown. Unphysical oscillation issues are 

observed over a wider range of the computational domain for the convection-dominated 

process. To alleviate the numerical error near the interface and capture the interfacial 

concentration discontinuity, an artificial diffusion coefficient term is introduced to the 

interfacial mass transfer model. Next, the vaporized solvent injection in a natural sandstone 

porous medium study is presented, where results are scaled-up for computing the REV-based 

mass transfer coefficient based on the linear transfer model.  

 

4.2 Application Case Studies 

4.2.1 Application Case #1 - Vaporized Solvent Injection into a 2D Capillary Tube 

This section presents two examples to illustrate how the proposed model can be 

employed to model a solvent injection process. First, a drainage process is simulated to study 

interphase mass transfer across a moving interface in a capillary tube. The model setup is 

shown in Figure 4.1. The capillary tube is initially filled with a liquid (  = 1, Ci = 0). At t > 
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0, gas (  = 0, Ci = C0 mol/m3) is injected into the capillary tube from the left boundary at a 

constant velocity U0 = 0.04 m/s. At the tube outlet (right boundary), p = 0 Pa. A no-slip 

boundary condition is implemented along the wall (top and bottom boundaries), while other 

key parameters are listed in Table 3.1. The normalized concentration profiles at different 

times are shown in Figure 4.2.  

 

 

Figure 4.1. Schematic of the model setup for application case #1. 

 

 

Table 4.1. Parameters for application case #1. 

Parameters Value 

Liquid (water) density (kg/m3) 1000  

Liquid (water) viscosity @20 ˚C (cP) 1  

Gas (Air) density (kg/m3) 1  

Gas (Air) viscosity @20 ˚C (cP)  1.8*10-2   

Diffusion coefficient in liquid and gas phases (m2/s) 10-6  

Dimensionless Henry’s constant 2 

Contact angle 45˚ 

Surface tension (mN/m) 35  
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Figure 4.2. Simulated normalized concentration profiles at different times. 

 

 

Figure 4.3. Normalized concentration profile along the capillary tube mid-plane at different 

times (Pe = 2) for application case #1. 

 

It should be noted that numerical instability issues arise when the Péclet number, Pe, 

as defined by the following equation, exceeds unity (Beers, 2007; Deen, 1998):  
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0convective term 

diffusive term

charU L
Pe

D
= =  (4-1) 

where Lchar is the characteristic length and is equal to the radius of the capillary tube. Figure 

4.4 shows an example of Pe = 200, with the diffusion coefficient of 1 × 10-8 m2/s. The 

concentration profiles along the mid-plane of the capillary tube at different times are shown. 

Unphysical oscillations are observed over a wide region around/near the interface. They can 

result from truncation errors and inconsistencies associated with the advection operator 

between phases and species transport equation (Yang et al., 2016; Deising et al., 2016; Maes 

and Soulaine, 2018; Maes and Soulaine, 2020; Maes and Menke, 2021). To alleviate the 

numerical error near the interface and capture the interfacial concentration discontinuity, one 

approach is using an artificial compressive advective term or an anti-diffusive advection term 

in the volumetric phase-fraction transport equation to counteract the artificial mass transfer 

(Olsson and Kreiss, 2005; Weller, 2006; So et al., 2011). More recent works, including Maes 

and Soulaine (2018, 2020), apply the same advection operator to obtain a fully consistent 

advection scheme and avoid the artificial mass transfer at the interface with the algebraic 

VOF method. Another approach is adding an artificial diffusion; Yang et al. (2017) showed 

that the mesh density should be designed such that diffusion would dominate over advection 

locally (Pelocal < 0.5). Given that the LS method is used here, an artificial diffusion coefficient 

is used to reduce the numerical instabilities.  
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Figure 4.4. Normalized concentration profiles along the capillary tube mid-plane at different 

times (Pe = 200) for application case #1. 

 

An artificial diffusion coefficient, Dart, defined as follows, is introduced for stability 

purposes (COMSOL, 2019): 

0art charD U L=  (4-2) 

where   is the tuning parameter. The artificial diffusion coefficient is added to the physical 

diffusion coefficient, D, giving an overall diffusion coefficient of D + Dart. Then, we have a 

corresponding element Péclet number: 

0 0

0

char char

art char

U L U L
Pe

D D D U L
= =

+ +
 (4-3) 

To ensure that the Peclet number does not exceed 1, a tuning parameter of   = 1 is 

needed. In this study, we find that a smaller value is often sufficient to stabilize the simulation. 

Figure 4.4 shows the concentration profiles corresponding to   = 1. It is important to note 
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that the amount of artificial diffusion depends on the mesh size. One should consider the 

decrease in solution accuracy if a large artificial diffusion is added (e.g., over-smoothing the 

interface). It can affect the solution significantly. A finer mesh is associated with a smaller 

artificial diffusion and lower truncation error but a higher computational cost. Therefore, a 

reasonable mesh should be selected to balance between computational costs and model 

accuracy.  

 

4.2.2 Application Case #2 – Vaporized Solvent Injection in a Natural Porous Medium 

A more complex 2D porous medium derived from a thin slice of Berea sandstone 

(Keller et al., 1997) is considered. The domain size is 660 µm × 320 µm (Figure 4-5). The 

vapor-extraction process under various flow conditions is simulated. The domain is initially 

filled with a liquid or oil (  = 1, Ci = 0). An injection zone saturated with the vaporized 

solvent is appended to the right boundary. At time zero, an initial gas-liquid interface is 

established. At t > 0, a vaporized solvent of propane (  = 0, Ci = C0 mol/m3) is injected at 

the left boundary with a constant velocity �⃗�  = Ux = 0.01 m/s. At the outlet (left boundary), p 

= 0 Pa. A wetted wall boundary condition with a constant contact angle is applied on the 

surface of the grains. The average pore diameter, porosity, and permeability are 

approximately 30 µm, 0.55, and 1.66 mD. The computation domain is discretized with 

triangular elements. An adaptive mesh refinement technique is used to refine grids around 

the interface and pore throats (Amiri and Hamouda, 2014).  
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Figure 4.5. Schematic of the complex porous medium and related boundary conditions 

(white area – solid grains; grey area – pore space). 

 

The domain is initially filled with the oil phase, which is displaced by the vaporized 

solvent. The other parameters used in this model are summarized in Table 4.2. The 

corresponding capillary number 0nwUCa



=  , defined as the ratio of viscous drag force to 

surface tension force (Beers, 2007 and Deen, 1998), is 4.3 ×10-3.  
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Table 4.2. Parameters for application case #2. 

Parameters Value 

Oil density, (kg/m3) 789  

Oil viscosity, (cP) @25 ˚C 23,000  

Gas density, (kg/m3) 1.808  

Gas viscosity, (cP) @25 ˚C 0.015  

Diffusion Coefficient in liquid and gas phase, (m2/s) 6.8 x 10-10 (Yang and Gu, 1996) 

Dimensionless Henry’s constant 2 @ 25 ˚C 

Contact angle  45˚ 

Surface tension, (mN/m) 34.7  

 

 

Solvent injection into a bitumen reservoir reduces viscosity significantly and 

improves oil recovery. Compared with the density of the vaporized solvent, the solvent-heavy 

oil density is considered constant here. The logarithmic mixing rule, as shown in Equation 

4.4 (Arrhenius, 1887), commonly used for modeling solvent-oil mixtures, is applied: 

, ,( * )i i i g i lF k a C H C= −  (4.4) 

where x and µ are mole fraction and viscosity, respectively, the subscripts mix, b, and s refer 

to the mixture, bitumen, and solvent. 

Figures 4.6 and 4.7 show the phase fraction and propane concentration at different 

times, respectively. The liquid phase viscosity decreases dramatically as the solvent is 

transported into the liquid phase, as shown in Figure 4.8.  
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Figure 4.6. Phase fraction profiles at different times for application #2.  

 

 

 

Figure 4.7. Propane concentration profiles at different times for application #2. 
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Figure 4.8. Liquid phase viscosity at different times for application #2. 

 

In this section, the pore-scale simulation results are used to compute an effective 

macro-scale mass transfer coefficient ki, representing the combined effect of the mass transfer 

due to dispersion, diffusion, and interfacial transport (Leung and Srinivasan, 2012). 

Considering the low molecular diffusion and pore-size heterogeneity in heavy oil, Maes and 

Soulaine (2018) noted that the linear transfer model would provide a more accurate prediction 

of ki. Therefore, the linear transfer mode (Soulaine et al., 2011) is used to define ki, relating 

the interfacial mass flux and the concentration difference:   

, ,( * )i i i g i lF k a C H C= −  (32) 

where Fi is the interfacial mass flux, ki is the interfacial mass transfer coefficient, and a is the 

interfacial area, accounting for the variation in interfacial contact area due to the pore-scale 

heterogeneity. 
,i gC and 

,i lC represents the average normalized concentration of species i in 

the gas and liquid phases, respectively. The local average concentration of species in each 

phase and the mass transfer flux can be obtained directly from the pore-scale simulation.  

t = 0.01 s t = 0.02 s

t = 0.2 s t = 2 s
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Figure 4.9: plots Fi/a versus the concentration difference at a particular time. The 

late-time data are highlighted with a green circle (enlarged in Figure 4.9 (b)). It is noted that 

Fi/a does exhibit a linear relationship with the concentration difference after a certain period 

of time. From 0.17 s to 0.198 s, the slope of the trend line (i.e., ki) is approximately 0.0001 

m/s, while its value is reduced to 3.85 × 10-5 m/s from 0.198 s to 2 s. This procedure would 

yield a single value of ki for a given pore-scale model. Suppose multiple realizations of the 

pore-scale models are simulated due to uncertainty in heterogeneity; a probability distribution 

of ki, can be calibrated by assembling the results from those different realizations, and it 

represents the uncertainty due to heterogeneity in the scale-up of ki (Leung and Srinivasan, 

2011; Leung, 2014; Vishal and Leung, 2017; Andriianova and Leung, 2021). 

 

 

Figure 4.9. (a) Evolution of the mass flux per interfacial area as a function of concentration 

difference. (b) An enlarged view of late time data (orange circle) illustrates the linear 

relationship. 
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4.3  Summary 

In this chapter, the conservative level-set equation, Navier-Stokes equation, 

continuity equation, and CST formulation are coupled to simulate vaporized solvent injection 

processes at the pore-scale level. Key mechanisms such as convection, diffusion, interphase 

mass transfer, and capillarity are incorporated. The numerical model is tested in several 

scenarios, including bulk fluid systems (e.g., capillary tube) and natural sandstone porous 

media. It is observed that numerical instability may result when simulating the displacement 

of a more viscous fluid by a less viscous fluid (e.g., non-condensing or vaporized solvent 

injection process). The problem can be rectified by introducing an artificial diffusion term as 

a function of the mesh size.  

The scale-up analysis also provides insights into using the pore-scale simulation 

results for computing an effective macro-scale mass transfer coefficient. Depending on the 

size of the pore-scale model, this macro-scale can be considered the Darcy scale. The mass 

transfer coefficient is estimated from the slope of the late-time data, where a linear 

relationship between interfacial flux and concentration difference is inferred based on a linear 

transfer model. Lastly, this macro-scale mass transfer coefficient is sensitive to pore-scale 

heterogeneity, interfacial contact areas, and flow velocity. The results illustrate that the 

interfacial mass transfer can be captured when modeling Darcy-scale or field-scale flow 

properties for solvent-based oil recovery processes. 
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CHAPTER 5 : A CONSISTENT INTERPHASE MASS TRANSFER METHOD AND 

LEVEL-SET FORMULATION FOR INCOMPRESSIBLE TWO-PHASE FLOWS 

 

5.1 Overview 

 Characterizing the interphase mass transfer phenomena in a porous medium is 

essential for many engineering applications. The pore-scale modeling approaches offer a 

potential for handling the interface mass transfer in detail and provide some fundamental 

understanding of macro-scale modeling. However, the traditional interphase methods (e.g., 

continuous species transfer method) suffer numerical instability issues, especially for 

convection-dominated cases (Péclet number or Pe > 1). In this chapter, we propose a 

consistent interphase mass transfer method by adding a compressive term to a conservative 

Level Set Continuous Species Transfer (LS-CST) model presented in our previous work in 

Chapter 3 (Yu and Leung, 2023). The new model (LS-CCST) is suitable for a wider range of 

Péclet numbers. First, the LS-CCST model is validated using various specific cases where 

the analytical solution exists. Compared with the standard LS-CST method, the LS-CCST 

method accurately captures the interfacial concentration discontinuity for convection-

dominated and significantly reduces the numerical instabilities. Then, the proposed model is 

used to simulate the interphase mass transfer of a two-phase immiscible displacement process 

in a single cavity. The simulation results show that the average velocity within the trapped 

phase zone has a linear relationship with the natural logarithm of the viscosity ratio, and the 

results are used for estimating an upscaled (effective) mass transfer coefficient. A positive 

correlation between the viscosity ratio and the effective mass transfer coefficient can be 

observed. Indeed, a constant effective mass transfer coefficient is achieved after a certain 
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travel time under various flow conditions. Additional mixing in the trapped phase from the 

recirculation inside the dead-end pores, especially for high-viscosity fluid pairs, is observed.  

 

5.2 Mathematic Formulation 

This section introduces a novel interface mass transfer model, LS-CST, to simulate 

the two-phase multicomponent transport system at the pore scale. First, a single-field 

formulation of Navier-Stokes equations coupled with the level-set method is formulated to 

solve the time evolution of the pressure, velocity, and phase fraction distributions. Then, a 

new compressive multiphase species transport (LS-CCST), entirely consistent with the 

conservative LS method, is derived. 

The following assumptions and simplifications are made to construct the governing 

equations to model the two-phase multicomponent transport process: (1) Under the 

isothermal condition, the two fluids are assumed to be Newtonian and incompressible. (2) 

Two immiscible phases (gaseous and liquid) are modeled. (3) The species can diffuse to/from 

the interface following Fick's law, and Henry's law defines the concentration distribution at 

the gas-liquid interface under thermodynamic equilibrium. (4) The surface tension coefficient 

is constant and uniform at the interface. (5) No phase changes. (6) Only one solute species is 

modeled. (7) No chemical reactions are considered. 

 

5.2.1 Hydrodynamics – Level-Set Method 

In the standard level-set equation, a smooth signed distance function denoted as fLS is 

introduced into the multiphase flow system to capture the interface movement (Osher and 

Sethian, 1988): 
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( ) ( ) min( )
I

LS I
x I

f x d x x x


= = −  (5.1) 

where I is the interface, x is the position vector, and ( )d x is a distance measure; if ( )LSf x > 

0, the cell occupies one side of the interface; if ( )LSf x < 0, the cell occupies the other side of 

the interface; and the free interface is represented by the set of points where ( )LSf x = 0. The 

standard LS advection equation is given by: 

 ( ) 0LS
LS

f
u f

t


+  =


  (5.2) 

The interface velocity is typically treated as the normal velocity of the LS function, 

which is computed using the gradient of the LS function. However, the gradient of the LS 

function would become too small on the interface (e.g., the zero level-set), which results in 

the level-set function not exactly equal to the signed distance function (Sussman et al., 1999; 

Sussman and Puckett, 2000; Khenner et al., 2001; Hartmann et al., 2010). A process called 

reinitialization is applied to alleviate numerical deterioration and enhance numerical stability 

at the interface; it entails re-initializing the LS function corresponding to the signed distance 

function to keep 1 = (Sussman and Puckett, 2000; Khenner et al., 2001; Hartmann et al., 

2010). Here, an iteration method proposed by Sussman et al. (1994) is used, where the level-

set function LSf  is re-initialized by solving the Eikonal equation as an evolution equation to 

a steady state that satisfies the signed distance property 1 =  in each time step (Sussman 

et al., 1994; Sussman and Puckett, 2000).  

    ,0( )(1 ),  ( )LS
LS LS

f
S f f t

t


= −  → 


 (5.3) 
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where 
,0( )LSS f is a smoothed sign function that goes to 0 at the interface (i.e.,

), 

,0

,0
2 2

,0

( )
LS

LS

LS

f
S f

f 
=

+
 (5.4) 

ε is a smoothing parameter that usually equals half the smeared-out interface thickness. The 

principal drawback of the classic LS is that it inherently does not meet mass conservation. 

Therefore, Olsson and Kreiss (2005) and Olsson et al. (2007) proposed a conservative LS 

method by introducing a smeared-out Heaviside function, Hsm, to replace the signed distance 

function. 

0
( )

( ) ( )1 1
( ( )) (1 sin( ))    ( )

2
( )

1

LS

LS LS
sm LS LS

LS

f x
f x f x

H f x f x

f x




  
  




 −


= = + + −  

 



  (5.5)  

After computing  Equation 5.5, the volume fraction varies from 0 to 1, and the 

interface is located by the contour where the value equals 0.5. In the end, we have a 

conservative LS equation introduced by Olsson and Kreiss (2005) and Olsson et al. (2007). 

(1 )u
t

 
     



  
+  =    − −    

  (5.6) 

where ε is the same parameter in Equation 5.4, and γ is the reinitialization parameter, 

generally considered the maximum expected local velocity magnitude.   

,0( 0) 0LSS f = =



69 

 

 

Figure 5.1. Representation of the level-set method of the gas-liquid interface. 

 

Under the isothermal condition, the pressure and velocity field satisfy a single-field 

formulation of Navier-Stokes equations. The governing equations for momentum and mass 

balance are: 

st

u
u u p F g

t
   


+  = − +   + +


 (5.7) 

0u  =  (5.8) 

where u  is the velocity field, ( )
T

u u =  + is the stress tensor. In the single-filed 

formulation, the fluid density and viscosity, which are considered mixture quantities, are 

defined as weighted averages using the smoothed LS function, ϕ (e.g., two-phase flow: 

1 21 = − ) with the p-phase (p =1, 2): 

1 1 2 2

1 1 2 2

    

    

= +

= +
 (5.9) 

Fst is the surface tension evaluated numerically as a volume force with the continuum 

surface force (CSF) model (Brackbill et al., 1992). 
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( )stF n = −   (5.10)  

where σ is the surface tension coefficient, the interface normal vector n , and the interfacial 

curvature κ are determined in terms of the LS function: 

0.5

n






=


=


 (5.11) 

n = −   (5.12) 

A wetted wall boundary condition is imposed on the surface of each solid grain for 

the LS equation, and the contact angle for the wetting phase θ is set to a constant value. The 

no-slip boundary condition is also applied on the surface of each solid grain for the Navier-

Stokes equation.  

( (1 ) ) 0wall lsn


   



  − − =


 (5.13) 

0n =  (5.14) 

where ls  represents the interphase thickness and is defined as half of the maximum element 

size for numerical stability.   

 

5.2.2 Mass Transfer Model 

The mass transfer model is used to solve the transport equation of a dissolved solute. 

It is coupled with the Navier-Stokes and LS equations in section 5.2.1. There is a discontinuity 

in concentration across the phase interface. Haroun et al. (2010) proposed a single-field 

formulation that introduced an additional "discontinuity term, Φ," referring to the Continuous 

Species Transfer method (CST) within the framework of the VOF, which only takes nonzero 

value at the interface zone.  
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discontinuityconvection diffusion

( ) ( )i
i i i i

C
uC D C

t


+  =   + 


 (5.14)  

where  

(1 )

(1 )

iC H

H


 

−
 = − 

+ −
 (5.15) 

The classic volume of fluid equation is given by  

( ) ( (1 ) )rv v
t


  


+  =  −


 (5.16) 

where 
rv is the relative velocity between the two phases (

2 1

rv v v= − ). For the 

traditional/classic CST method, the phase relative velocity is assumed to be zero under the 

adopted mixture model (Marschall et al., 2012; Deising et al., 2016; Maes and Soulaine, 

2018), causing the third term in Equation 5.16 to vanish and missing of a compressive term 

in the LHS of Equation 5.14. On the other hand, numerical instability issues arise when the 

Péclet number, Pe, as defined by the ratio of the convection term to the diffusive term, 

exceeds unity (Beers, 2007; Deen, 1998): 

0Convective term

Diffusive term

charU L
Pe

D
= =   (5.17) 

where Lchar and Uo are the characteristic length and velocity; D is the diffusion coefficient.  

As discussed in Section 5.1, Yang et al. (2017) stated that the condition of local Pe < 

0.5 is needed to avoid numerical instability and accurately capture the interface concentration 

jump for a grid size of x .  

0
local

U x
Pe

D


=  (5-18) 

Following the above discussion on the classic CST method, we revisited the 

conservative level-set function (Equation 5.6) and have the governing equation describing 
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the fluid mass conservation equation with the phase volume fraction for each phase (p = 1, 

2), respectively.  

1 1
1 1 1 1

1

2 2
2 2 2 2

2

(1 )

(1 )

u
t

u
t

 
     



 
     



  
+  =   − −    

  
+  =   − −    

 (5.19) 

Here, for a two-phase flow system, we have  

1 2 1 + = , and 1 2

1 2

 

 

 
= −

 
. (5.20) 

After substituting Equation 5.20 into Equation 5.19, we obtain: 

1 1
1 1 1 2

1

2 1
2 2 1 2

1

( ( )) 0

( ( )) 0

u
t

u
t

 
     



 
     



 
+  −  − =

 

 
+  −  + =

 

 (5.21) 

Thus, the total volumetric flux F1, F2 for each phase can be expressed as: 

1
1 1 1 1 2

1
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2 2 2 1 2

1
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


= −  −




= −  +



 (5.22)  

Hence, for the concentration of species i in each phase p (e.g., ci,1, ci,2), the species mass 

conservation equation in each phase p writes: 

,

,( ) 0 ( 1,2)
p i p

p i p

c
F c p

t


+   = =


 (5.23) 

The transport equation is rewritten in terms of the global concentration of species i in the 

single-field formulation. The global concentration, Ci, is defined as: 

,1 1 ,2 2i i iC c c = +  (5.24) 
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Adding the concentration of species i in both phases from Equation 5.23 would give:  

1 ,1 2 ,2

1 ,1 2 ,2

( )
( ) 0

i i

i i

c c
F c F c

t

  +
+  + =


 (5.25) 

Substituting Equations 5.22 and 5.24 into Equation 5.25, we can have a single-field 

transport equation in terms of Ci. 

1
1 ,1 ,2 1 2 ,1 ,2

1

( ) ( ( ) ( ) )i
i i i i i

C
uC c c c c
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
  



 
+  =   − − −

 
 (5.26) 

The local concentration difference of species i can be derived based on the interfacial 

boundary conditions and the definition of the global concentration (Haroun et al., 2010). 

Additional details of the CST method derivations can be found in Haroun et al. (2010) and 

Yu and Leung (2023). 

,1 ,2

(1 )

(1 )
i i i

H
c c C

H 

−
− =

+ −
 (5.27) 

Equation 5.26 describes the transport of species due to velocities. The complete 

transport equation should also include molecular diffusion and discontinuity terms, as noted 

in Equation 5.14. Therefore, substituting Equation 5.27 into Equation 5.26 and adding the 

molecular diffusion and discontinuity terms, a single-field governing equation, referred to as 

the LS-C-CST method, is shown in Equation 5.28. 

convection diffusion
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1

diffusion flux

discontinuity compression flux
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+  =  



− − 
−  +   − −

+ − + − 

  (5.28) 

The effective diffusion coefficient, D, can be expressed as a harmonic mean mixture 

diffusion coefficient. 
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1 ,2 2 ,1

i i

i i

D D
D

D D 
=

+
 (5.29) 

 Here, the local concentration of species i in each phase, Ci, has a zero-mass flux 

condition , 0s i pn c = (p = 1,2). However, it does not mean the global concentration of 

species i has a zero-flux condition on solid walls. Graveleau et al. (2017) derived a proper 

boundary condition for the global concentration Ci at the solid walls. 

(1 )

(1 )
s i s i

H
n C n C

H


 

−
 =  

+ −
 (5.30) 

 

5.3 Discretization Schemes 

The proposed framework is implemented in a commercial finite-element-based solver 

COMSOL Multiphysics 6.0 (2021). The spatial discretization is performed with the limited 

linear differencing scheme. The implicit backward differentiation formula (BDF) solver is 

selected for the time stepping for its stability (Söderlind and Wang, 2006). The sets of the 

governing partial differential equations are solved by the COMSOL linear system solver – 

Parallel Direct Sparse Solver (PARDISO) (Schenk and Gärtner, 2004). The adaptive time-

steeping scheme adjusts the timestep size automatically to maintain the desired relative 

tolerance. The convergence criteria are based on the weighted Euclidean normal of the 

solution-based estimated relative error. The mesh size is refined according to the complexity 

of the geometry and interface thickness. Test cases are run to ensure that the results are grid-

size convergence.   

 

https://www.sciencedirect.com/topics/engineering/spatial-discretization
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5.4 Validation, Results, and Discussion 

In this section, we first discuss the validity of the proposed hydrodynamic solver by 

comparing the simulation results with the analytical solution. We further evaluate the 

performance of the coupled hydrodynamic and mass transfer solver. A simple case is 

designed to compare simulation results against the analytical solution. Compared with the 

results of the standard CST method, the LS-C-CST method successfully captured the 

concentration jump and reduced the numerical instabilities around the interface. Finally, a 

single cavity model is constructed to investigate the flow behavior in a dead-end pore. The 

effect of the viscosity ratio on phase trapping is studied, and the simulation results are then 

used to estimate/upscale the effective mass transfer coefficient at the representative 

elementary volume (REV) scale.  

 

 

5.4.1 Hydrodynamic Solver Validation – Co-Current Two-Phase Flow 

The first validation case is to evaluate the performance of the proposed 

hydrodynamics solver (section 5.2.1 only, without the mass transfer model). This model 

simulates the immiscible two-phase layered flow between two infinite parallel plates, and the 

simulation results are compared with the analytical solutions. As illustrated in Figure 5.2, a 

two-dimensional (2D) domain with a height (h) of 0.2 mm is considered here. Initially, a 

wetting phase, i.e., phase 1, flows along the solid walls while the non-wetting phase, i.e., 

phase 2, flows in the center of the channel. The no-slip boundary condition is imposed on the 

solid wall. The periodic boundary condition is applied in the x-direction to mimic "infinite 

parallel plates” (x = 0 and x = L). Both fluids have the same density of 1000 kg/m3. The 

viscosity of the wetting phase (phase 1) is constant = 0.001 Pa∙s, and two viscosity ratios (
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/nw wM  = ) 0.2 and 5 are tested. Assuming the flow in the channel is Poiseuille-type, the 

analytical solution for the velocity in the y-direction u(y) can be obtained (Yiotis et al., 2007). 

2 2
2

2 2

3
( ) 0 0.1 (mm)

8 2 4
( )

( ) 0.1 0.2 (mm)
2

w nw

w

h p p h
y y

u y
p

h y y

 



  
+ −  


= 

 −  


 (5.31) 

where the p is the pressure gradient along the flow direction (x-direction here).  

 

 

 

Figure 5.2.  Schematic of the layered co-current two-phase flow in a horizontal channel. 

 

The simulation is carried out until a steady state is achieved (i.e., where the velocity 

is no longer changing with the flow direction). As shown in Figure 5.3, the simulation results 

of the velocity distribution along the y-direction in the middle of the channel (x = L/2) are in 

good agreement with the analytical solution.  
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Figure 5.3. The velocity distribution in the y-direction at x = L/2 for different viscosity 

ratios. 

 

 

5.4.2 Coupled Hydrodynamic and Mass Transfer Solver Validation – Two-Phase 

Displacement  

This section aims to test the validity of the fully-coupled model presented in section 

5.2.2. Instability is observed over a wider region near/around the interface when the local 

Péclet number exceeds 0.5 when using the classic CST method (Yang et al., 2017; Maes and 

Soulaine, 2018, 2020; Gao et al., 2021). Our previous work, Yu and Leung (2023), which 

adopted an LS-CST approach, also reported this instability issue, and an artificial diffusion 

was added to reduce the fluctuations around the interface. In this section, the new LS-C-CST 

formulation is tested for cases with Pelocal  > 0.5 to examine the accuracy of interfacial mass 

transfer compared to the previous model.  
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We consider a one-dimensional (1D) capillary channel with a length of 0.2 mm. 

Initially, a portion domain (0 < x < 0.02 mm) is filled with phase 1 (ϕ = 1), while the other 

domain (0.02 < x < 0.2 mm) is filled with phase 2 (ϕ = 0). Phase 1 contains a passive tracer 

(component i) with an initial concentration of 1 mol/m3 and 0.5 mol/m3 in phase 2. Phase 1 

(ci,1 = 1 mol/m3) is injected into the capillary channel from the left boundary at constant 

velocity (Uo = 0.05 m/s), with the right boundary as an outlet with constant pressure P = 0. 

Since the dimensionless Henry's constant equals 0.5, the distribution of component i in both 

phases is in equilibrium initially. Thus, the analytical solution for ci,p (p =1,2) can be 

expressed as ,

1, 0 20  ( )
( , )

0.5, 20  ( )

o

i p

o

x U t m
C x t

x U t m





  +
= 

 +
. We can see that the interface is advancing 

along the capillary channel at a constant velocity over a wide range of the Pelocal, which is 

varied by changing D (10-6, 10-8, and 10-10 m2/s), corresponding to local Péclet numbers 

ranging from 0.005, 0.5 to 50. The maximum element size of the domain is 1 × 10-7 m.  

Figure 5.4 shows the concentration profile at different times for different Pelocal 

numbers using the LS-C-CST and LS-CST approaches and compared with the analytical 

solutions. As shown in Figure 5.4(b), the LS-C-CST-based simulation results are in much 

better agreement with analytical solutions. No instability or unphysical concentration 

fluctuations are detected, particularly near the interface or front. In contrast, we can see 

significant unphysical fluctuations around/near the interface, especially for Pelocal = 50 in 

Figure 5.4(a). This indicates that the proposed LS-C-CST method could achieve the optimum 

result in capturing the interfacial concentration discontinuity for Pelocal > 0.5. 
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Figure 5.4. Concentration profiles of (a) LS-CST and (b) LS-C-CST approaches at different 

times for Pelocal = 0.005, 0.5, and 50 cases.  

 

 

5.5 Lid-Driven Cavity 

During the drainage process, clusters of the wetting phase can be trapped in dead-end 

pores as the non-wetting phase saturation increases. Roman et al. (2016) observed that the 

residual saturation is not immobile during drainage; instead, a recirculating motion is 

observed. It is similar to lid-driven cavity flow, where the viscous shear force results in the 

internal circular movement of the displacement fluid. Roman et al. (2016) indicated that the 

recirculating phenomena may affect the multicomponent mass transport through interface 

renewal enhancing mixing.  

This section considers a single two-dimensional cavity to the wetting phase trapping 

in the dead-end pores during displacement. The main objective is to investigate the viscous 

coupling effects on interphase mass transfer. Cases with different viscosity ratios (M) and 

capillary numbers ( /wCa U = ) are tested. The schematic of the cavity is illustrated in 
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Figure 5.5. Initially, the bottom cavity (blue section) is saturated with the wetting phase (20% 

DI water + 80% glycerol), and the top part of the microchannel (orange section) is filled with 

the non-wetting fluid. Then, the non-wetting fluid (Silicone oil five cSt) is injected at a 

constant flow rate (U0 = 1.45 × 10-3 m/s) from the left boundary. A constant pressure 

condition, P = 0, is imposed on the right boundary. A wetting and no-slip boundary condition 

is assigned to other boundaries. The properties of the fluid and other relevant parameters are 

listed in Table 5.1 (Roman et al., 2020). Ca = 4.74 × 10-3 and M = 0.094. A two-step process 

is simulated. First, a drainage process is achieved by injecting the non-wetting phase at a 

constant velocity, and the system reaches a steady state with the interface configuration 

matching the given contact angle. Then, a species i is injected from the left boundary at Ci = 

1 mol/m3. The hydrodynamic simulation, coupled with the mass transfer, begins. The 

diffusion coefficient of species i in wetting and non-wetting fluid is Dw, i = Dnw, i = 1 × 10-9 

m2/s, and the dimensionless Henry's constant at the interface is Hi = 0.5. The corresponding 

global Péclet number is 362.5, with the characteristic length as the radius of the cavity (L = 

2.5 × 10-4 m). 
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Figure 5.5. Schematic of the single lid-driven cavity. 

 

Table 5.1. Fluid properties for case #1. 

Parameters Value 

Wetting fluid density (20% DI water + 80% glycerol) (kg/m3) 1000 

Wetting fluid viscosity (20% DI water + 80% glycerol) (mPa∙s) 49 

Non-wetting fluid density (Silicone oil 5 cSt) (kg/m3) 1000 

Non-wetting fluid viscosity (Silicone oil 5 cSt) (mPa∙s) 4.6 

Surface tension coefficient (mN/m) 15 

Contact angle (˚) 45 

 

 

Cases with different viscosity ratios (M) are designed to explore the effect of fluid 

dynamics properties on the recirculation within the trapped phase and associated interphase 

mass transfer. Fig.6 presents the simulation results of the velocity profile at equilibrium and 

concentration distribution at different times for each case of M. Comparing Figures 5.6a, f, 

k, and p, and we can see that the velocity vortex centroids shift to the right when M increases 
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from 0.09. The more the invading viscosity, the more drag force is exerted on the interface, 

pushing the interface to the right side.  

 

 

Figure 5.6. Simulated velocity profiles at steady state and concentration fields at different 

times for different viscosity ratios. 

 

Then, the average velocity within the trapped phase is computed. Several cases with 

different non-wetting phase viscosity, corresponding to a viscosity ratio ranging from 0.94 to 

94, are added. The results are shown in Figure 5.7. It is observed that the average velocity 

within the trapped phase exhibits a linear relationship with ln(M).   
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Figure 5.7. Average velocity within trapped zone versus viscosity ratio. 

 

The global concentration distribution for various viscosity ratios at different times is 

plotted in Figure 5.6. In the early time, species i in the non-wetting phase did not reach the 

main channel's central part until the first pocket (Figures 5.6b and c). Thus, the species 

concentration in the wetting phase equals 0. It propagates by advection and diffusion in the 

following non-wetting phase and reaches the pocket area until the thermodynamic 

equilibrium at the interface is satisfied. Furthermore, we then investigate the effect of M 

quantitively on interphase mass transfer. The following equation can compute the 

concentration of species i in each phase p. 
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The pore-scale simulation results can then be used to compute the effective mass 

transfer coefficient ki at the macro-scale, which combines the effect of diffusion, dispersion, 
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and interfacial transport (Leung and Srinivasan, 2012). The mass flux Fi  is a function of ki, 

the effective interfacial area a,  and the driving force or local concentration difference 

(Soulaine et al., 2011; Agaoglu et al., 2015): 

, ,( )i i i nw i wF k a HC C= −  (5-33) 

where a is defined as the area of the fluid-fluid interface, which can be numerically assessed 

by averaging the magnitude of the gradient of the phase faction,  , over the domain. The 

local mass flux of species i across the interface can be directly computed by: 

( 1)
(( ) )

(1 )
i

C H
m D C D

H
 

 

−
= −  −  

+ −
 (5-34) 

The mass flux Fi can be calculated by integrating im  the computational domain. The 

evolution of average concentration in both phases of different viscosity ratios is compared in 

Figure 5.8a. A similar trend of the average concentration of species i in the non-wetting 

phase of different viscosity ratios is observed. As M increases, the average concentration in 

the wetting phase increases. Furthermore, Figure 5.8b illustrates the changing trend of the 

total mass flux per interfacial area and the concentration difference (driving force) for 

different viscosity ratios.  Figure 5.9 shows the mass flux per interfacial area as a function of 

the concentration difference for different viscosity ratios. This plot is generated by using the 

data in Figure 5.8b. A positive correlation is observed between the mass flux per interfacial 

area and the concentration difference in each case, as expected from Equation 5.33. 
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Figure 5.8. Simulation results for different viscosity ratios. (a) Average concentration in 

each phase versus time; (b) red curve – Mass flux per interfacial area and concentration 

difference versus time. 
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Figure 5.9. The mass flux per interfacial area at a particular time versus the corresponding 

concentration difference for different viscosity ratios. 

 

In Figure 5.9, it can be observed that in all cases, the higher the viscosity ratio, the 

larger the mass flux per interfacial area, which corresponds to the lower concentration 

difference. We also note that after a certain period corresponding to the species' travel time 

across the domain (time case dependency), the mass flux per interfacial area can be 

approximated linearly in function of the concentration difference. Based on the linear transfer 

mode (Equation 5.31), the slope corresponds to the value of the effective mass transfer 

coefficient, ki. For each case, the value of ki after reaching the stable state is computed, and 

the results are shown in Figure 5.9. We observed that the viscosity ratio affects the interphase 

mass transfer and that this effect increases as the viscosity ratio increases.  
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5.6 Summary 

A conservative LS-based single-field interphase mass transfer model (LS-CST) was 

proposed to model multiphase species transport at the pore scale. A consistent interphase 

mass transfer equation was coupled with a conservative LS method. This method is designed 

for a wider range of Péclet number cases, especially convection-dominated cases.  

The proposed model was validated against analytical solutions for various specific 

setups. Compared with the standard CST method, we illustrated the proposed framework's 

capabilities to simulate convection-dominated cases with reasonable accuracy.  

The LS-CST model has been used to investigate the viscosity ratio effect on the 

interphase mass transfer in the cavity where the wetting phase is trapped in the dead-end pore 

during the displacement process under various conditions and upscale the effective mass 

transfer coefficient at the REV scale. The recirculation motion inside the immobile pocket of 

the wetting phase was due to the momentum transmitted by the flowing non-wetting phase, 

which agrees with the experimental observation. The average velocity within the trapped 

phase in the pocket has a linear relationship with the natural logarithm of the viscosity ratio. 

The upscaled effective mass transfer coefficient was computed for each case and 

showed a linear relationship with the average concentration difference (driving force) after a 

certain period.  

This simulation framework and the upscaling methodology provide a robust tool for 

investigating and characterizing the interphase multicomponent mass transfer process under 

various conditions.  
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CHAPTER 6 : PORE-SCALE NUMERICAL SIMULATION OF VAPORIZED 

SOLVENT-BASED PRODUCTION PROCESSES 

 

6.1 Overview 

Against the backdrop of emissions reduction and energy efficiency in heavy oil and 

bitumen deposits, producing these resources remains a major challenge due to their high 

viscosity and low mobility. While existing thermal recovery operations have been criticized 

for being energy-intensive and environmentally damaging, solvent-based recovery processes 

offer a promising alternative. Despite numerous experimental and numerical studies on 

solvent-based recovery processes, there is a lack of mechanistic modeling studies at the pore 

scale to explore how to simulate interphase mass transfer mechanisms at the bitumen/solvent 

interfaces. Quantitative analysis of pore-scale effects is important in designing efficient field-

scale production.  

A two-phase multicomponent transport pore-scale simulator has been developed in 

the previous chapters to analyze the mass transfer mechanisms during the solvent recovery 

process. This pore-scale model employs the level-set (LS) method and a new consistent 

continuous species mass transfer formulation with LS to track the interface movement and 

interphase mass transfer. A series of partial differential equations are discretized by applying 

the finite-element method and then solved successively. The proposed model was validated 

against the analytical models related to multiphase fluid flow and mass transfer in Chapter 5. 

In this chapter, numerical simulation of the vapor extraction (VAPEX) process with uniform 

pore structure was studied to reproduce experimental observations. The influence of 

interfacial mass transfer was explored. Various Peclet numbers were studied to investigate 
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the effect on the upscale mass transfer during the VAPEX process at the Representative 

Elementary Volume (REV) scale. An original contribution of this work is to provide a general 

framework to simulate the interphase mass transfer with complex pore structures, providing 

a fundamental understanding of the physical phenomena. Moreover, the developed 

framework provides a modeling tool for incorporating relevant physical phenomena with 

promising potential for integration into pilot- or field-scale simulation models.  

 

6.2 Pore-Scale Mechanisms 

Heavy oil/bitumen, characterized by its high viscosity and density, is a crucial 

component of the global energy supply. Thermal-based recovery techniques, especially 

steam-assisted gravity drainage (SAGD), have been considered Canada's most common 

commercial technique (Farouq Ali, 2003). However, such techniques, such as significant 

greenhouse gas emissions and water usage, are traditionally energy-intensive and 

environmentally challenging. On the other hand, solvent-assisted recovery techniques are 

among the most promising opportunities to reduce GHG emission intensity from the oil sands 

and offer an environmentally sustainable alternative to the SAGD process. The focus here is 

the vapor extraction (VAPEX) process, which involves the use of a light hydrocarbon (such 

as propane, butane, or a mixture) to reduce the viscosity of heavy oil through mass transfer 

phenomena, facilitating its flow and extraction (Pourabdollah and Mokhtari, 2013).  

As mentioned above, solvent processes are generally less effective than thermal-based 

recovery processes because mass transfer diffusion/dispersion is much slower than thermal 

energy transfer (e.g., thermal convection). Moreover, experimental works suggested that 

injected solvents could enhance the in-situ upgrading of the heavy oil due to the in-situ 

asphaltene precipitation (Haghighat and Maini, 2010; Mworia et al., 2024). Indeed, 
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experimental works conducted in the sand-packed porous medium have shown a higher 

recovery rate than Hele-Shaw cell experiments, considerably higher than the theoretical 

predictions (Das, 1997; Das and Butler, 1998; Boustani and Maini, 2001). Singhal and Das 

et al. (1996) attributed this increase (e.g., up to a 10-fold increase) to an enhanced interfacial 

contact area in porous media due to the pore-size heterogeneity. On the other hand, several 

VAPEX experiments conducted by Yazdani and Maini (2005) suggested that convection 

dispersion is a significant factor in porous medium in addition to molecular diffusion. 

VAPEX pore network glass micromodels experiments were conducted by Chatzis (2002) to 

investigate the important features of the VAPEX process (butane was used as vapor solvent) 

at the pore-scale level. The pore-scale visualization observed by Chatzis revealed that the oil 

production rate in VAPEX remains constant for a system given length. Chatzis concluded 

that the reason is that the geometry of the interface stays the same over the production. Indeed, 

he observed that the relatively large pores closest to the solvent chamber are the first to drain, 

starting from the top portion of the micromodels. Observed phenomena by Chatzis (2002) 

indicate that the snap-off mechanism and trapped vapor enhance the mass transfer rate 

through increased vapor solvent diffusivity due to the reduced heavy oil viscosity. No 

asphaltenes precipitation was observed during this displacement process with vapor butane 

(Chatzis, 2002). Followed by Chatzis (2002), James (2009) designed several VAPEX 

micromodels and slabs of consolidated and unconsolidated glass beads to understand the 

pore-scale events better. James (2009) further concluded that the VAPEX interface velocity 

is linear with time for a given cross-section. The porous media characteristics (e.g., particle 

size, pore size, and aspect ratio) profoundly affect the VAPEX interface advancement 

velocity (James and Chatzis, 2004a). The recovery efficiency is a combination effect of 
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capillary phenomena, including drainage and imbibition type displacements at the pore scale, 

film flow, and gravity effect of the live oil (James and Chatzis, 2004a). Marangoni effect 

induced by surface tension gradient along the interface also reported as a key mechanism in 

oil recovery process (Lam et al., 1983; Lyford et al., 1998; Fletcher and Davis, 2010). During 

the VAPEX process, the Marangoni convection driven by surface tension gradient due to 

solvent concentration can enhance the rate of interphase mass transfer. To the best of the 

authors' knowledge, few numerical studies related to the literature were conducted to 

investigate the pore-scale mechanisms during the VAPEX process. Bayestehparvin et al. 

(2021) developed a 2D VAPEX pore-scale model followed by a Continuous Species Transfer 

(CST) model to predict the chamber front velocity and chamber propagation. However, the 

gravity effect, the primary mechanism of the VAPEX process, was ignored in their approach.  

Pore-scale simulations of the interphase mass transfer studies mainly focused on the 

dissolution of non-aqueous phase liquids (NAPLs) in porous medium (Agaoglu et al., 2016; 

Aminnaji et al., 2019; Held and Celia, 2001; Graveleau et al., 2017; Sarikurt et al., 2017). 

The methods involved can be divided into the pore network models (PNM), Lattice 

Boltzmann methods (LBM), and the Direct Numerical simulation (DNS). PNM methods 

typically simplified the void space of porous medium as a network of pores connected by 

pore throats were governed by Poiseuille’s law. The limitation of this simplification is that 

may not be able to capture the complex geometries of real pore spaces (Blunt et al., 2002). 

Indeed, PNMs are often limited to accurately determining the fluid-fluid interfacial area, 

which is a significant parameter to compute the interphase mass transfer. LBM is a powerful 

tool to simulate the multiphase mass transfer at the pore scale. However, incorporating 

complex physical processes, such as chemical reaction or phase change, into LBM can be 
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more challenging compared to traditional computational fluid dynamics (CFD) methods. 

Here, the CFD methods provide an alternative way to simulate the interphase mass transfer 

in the multiphase flow, where Navier-Stokes equations are directly solved in the void space 

of the porous medium. Volume of fluid (VOF), level-set method (LS), and phase field method 

(PFM) are the main interface capturing methods. The main challenges of simulating the 

multiphase interphase transfer at pore-scale is handling the flux continuity and the 

concentration jump at the fluid-fluid interface. Haroun et al. (2010) developed a robust 

formulation, named as Continuous Species Transfer (CST) method in the framework of the 

VOF (VOF-CST) to insure the interface boundary conditions. Maes and Soulaine (2018) 

further improved this method with an additional compressive term to simulate convection-

dominated regime more accurately. Our previous work (Yu and Leung, 2024) derived a 

consistent species mass transfer formulation based on the conservative level-set method, 

labelled to LS-C-CST method. Compared to the color function feature of VOF, the 

conservative LS method provides a high accuracy to handle the topological changes with a 

smooth continuous function. To the best of the authors' knowledge, few numerical studies 

related to the literature were conducted to investigate the pore-scale mechanisms during the 

VAPEX process. Bayestehparvin et al. (2021) developed a two-dimensional VAPEX pore-

scale model followed by a Continuous Species Transfer (CST) model to predict the chamber 

front velocity and chamber propagation. The simulated interfacial velocity at the chamber 

edge shown a good agreement with experimental values. Capillary effect and trapped oil 

phenomena were all observed in the simulation results. However, the gravity effect, the 

primary mechanism of the VAPEX process, was ignored in their approach. The model’s 

boundary conditions are not consistent with the experimental setup. 
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Therefore, one key challenge is incorporating the main mechanisms during the 

VAPEX process with the proposed LS-C-CST method to further have a better understanding 

of the Darcy scale observations based on the simulation of the physics processes taking place 

at the pore-scale level. In this study, a two-dimensional two-phase pore-scale model with 

interphase mass transfer is developed based on LS-C-CST method to investigate the main 

mechanisms during the VAPEX process. The detailed physical transport process or interfacial 

knowledges including the diffusion and convective mass transfer in a porous medium allows 

us to explain the experimental observations. 

 

6.3 Mathematical Formulation 

In this section, we introduce the main governing equations to solve the two-phase 

interphase mass transfer in porous medium at the pore-scale. The pressure, velocity, and the 

fluid-fluid interface are solved by the Navier-Stokes equations in the level-set framework. 

Then, we solved the developed LS-C-CST formulation to capture the evolution of the solvent 

concentration. During the VAPEX process, the solvent concentration has a significant effect 

on the heavy oil properties and further effect on the recovery factor. Therefore, such physics 

processes, including the multiphase flow, interface movement, and mass transfer are fully 

coupled with each other.  

The following simplifications and assumptions are invoked: (1) The solvent 

molecules can diffuse away from the interface following Fick’s law, and the solvent 

concentration distribution at the gas-liquid interface can be described by Henry’s law. (2) 

Incompressible system. (3) No asphaltene precipitation. (4) Laminar flow. (5) Newtonian 
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fluids as the diluted heavy oil becomes Newtonian (Chen et al., 2005). (6) Isothermal 

conditions. (7) Only mass transfer of component solvent occurs between the phases. 

 

6.3.1  Hydrodynamics equation 

In this work, the Navier-Stokes equations for multiphase flow are solved with the level-set 

method, which has been widely used to track the fluid-fluid interface. The governing equation 

of the standard LS is defined as a distance function, 𝑓𝐿𝑆 given by: ( ) 0LS
LS

f
u f

t


+  =


 (6.1) 

where the 𝑓𝐿𝑆 is defined as, 

( ) min( )
l

LS I
x I

f x x x


= −  (6.2) 

where I is the interface; if f_LS (x   )>0 (respectively f_LS (x   )<0), then the cell is occupied 

by one phase (respectively the other phase) only. The interface is represented naturally by the 

cells when f_LS (x   )=0. As discussed above, one of the drawbacks of the standard LS 

method is that they are not mass-conservative (Olsson and Kreiss, 2005; Maes and Soulaine, 

2018). 

To achieve numerical robustness, a smeared-out Heaviside function is introduced (Olsson 

and Kreiss, 2005). 
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where ε corresponds to half of the thickness of the interface; and ϕ is the new defined 

smoothed LS function and define a sharp interface at ϕ = 0.5 and the values from 0 to 1 away 

from the interface. The convection of the reinitialization level-set function reads as follows: 
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where γ is the re-initialization term and a suitable value is the maximum expected velocity 

magnitude.  

With the incompressible, Newtonian fluid, and laminar flow assumptions, the velocity 

and pressure are solved throughout the entire computational domain by a single-field 

(Gueyffier et al., 1999) Navier-Stokes equations in the LS framework under the isothermal 

conditions. In this study, the gravity effect is considered here due to the VAPEX process. 
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Here, the material properties, such as the density and viscosity, in single-field formulation 

are defined the weighted averages of the fluid phase fraction p (p = l, g) over the entire 

computational domain as, 
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 (6.7) 

where FMa is the the volume force induced by the surface tension, including the Marangoni 

effect, and it is evaluated numerically  

( ) ( )Ma s sF f x x x= −  (6.8) 

where xs is the point on the interface, δ is the Dirac delta function, and 𝑓𝑠 is the surface tension 

force per interfacial area, can be expressed as: 

s sf n = +  (6.9) 

where σ is the surface tension coefficient,  
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δ represents a Dirac delta function that is nonzero only at the fluid-fluid interface with defined 

as 
6 (1 )   = − 

;  is the curvature; and �⃗�  is normal vector of the fluid-fluid interface.  

: 

n





=


 (6.10) 

n = −  . (6.11) 

In Equation 6.9, the first term on the right side shows the effect on the surface tension force 

while the second term represents the Marangoni effect force indued by the surface tension 

gradient along the interface.  

A wetted wall boundary condition is imposed on the surface of each solid grain for the LS 

equation, and the contact angle for the wetting phase θ is set to a constant value. The no-slip 

boundary condition is also applied on the surface of each solid grain.  

( (1 ) ) 0wall lsn


   



  − − =


 (6.12) 

where ls  represents the interphase thickness and is defined as half of the maximum element 

size for numerical stability. 

 

6.3.2 LS-C-CST Method 

The compressive interphase mass transfer (LS-C-CST), based on the level-set method, is 

derived and validated in Chapter 5. During the VAPEX process, the solvent mass transfer 

across the interface and diffuses into the heavy oil phase has a significant impact on the fluid 

properties and oil recovery. Thus, mass transfer simulations were implemented by 

introducing the species transport equation and fully coupled with the hydrodynamics 
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equations. The main challenge of simulating interphase mass transfer in two-phase flow is 

that the discontinuity across the interface created by the thermodynamics equilibrium at the 

interface. Haroun et al. (2010) proposed a single-field species mass transport equation to 

insure the concentration discontinuity and flux continuity at the interface.  

discontinuityconvection diffusion
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Here Di is the effective diffusion coefficient, and Deising et al. (2016) suggested that 

the harmonic average of the local phase diffusion coefficient is more robust. However, this 

standard CST method suffers the numerical stability issues when simulating the convection-

dominated process (Yang et al., 2017; Maes and Soulaine, 2018; Yu and Leung, 2023). To 

solve these issues, we revisit and redrive the species transport equation in the conservative 

LS framework. The details derived steps can refer to Yu and Leung (2024). The final form of 

the LS-C-CST formulation is given as: 
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The local mass flux of species i across the interface can be directly computed by: 
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The numerical implementation of the proposed model in COMSOL has been verified 

in the previous section by comparing it with the simple geometry with proper boundary and 

initial conditions where the analytical solution exists.  

6.4 Physical Model Description 

We performed a VAPEX micromodel experiment by James (2009) for model 

validation to investigate the VAPEX process. The micromodel pattern of the pore network 

has a uniform pore structure, including the dimension information, as shown in Figure 6.1. 

The experimental setup was explained in detail in Chatzis (2002). For simplicity, the 

micromodel was first filled with heavy oil and no residual water in this experiment. A ditch-

like channel (a permeable trough) was constructed along one side of the micromodel, which 

serves as a vertical line source of vapor solvent to simulate the falling film over a vertical 

plate (Chatzis, 2002). Vapor solvent was allowed to enter the micromodel at the top of the 

trough, and the dilute heavy oil produced accumulated at the bottom part of the model. A 

schematic of the experimental setup is shown in Figure 6.2. The dynamic VAPEX 

experiments were conducted by allowing the vapor solvent to enter the system at a constant 

rate. Table 6.1 shows the fluid properties for solvent extraction experiments.  
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Figure 6.1. The Micromodel Design and Micromodel Pattern.  

 

 

 

Figure 6.2. Schematic of the Experimental Setup (Modified from Chatzis, 2002). 
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Table 6.1. Fluid Properties for Solvent Extraction Experiments (James, 2009) 

Fluid Properties Value 

Bitumen density, (kg/m3) 987 

Bitumen viscosity, (cP) @25 ˚C 23,000  

Live oil density (diluted bitumen), (kg/m3) 811.1 

Live oil viscosity (diluted bitumen), (cP) @25 ˚C 5 

n-Butane density (v) @25 ˚C, (kg/m3) 6.2 

n-Butane viscosity (v) @25 ˚C, (cP) 0.015 

Diffusion Coefficient in liquid and gas phase, (m2/s) 6.8 x 10-10 (Yang and Gu, 1996) 

Dimensionless Henry’s constant 0.5 @ 25 ˚C 

Contact angle  45˚ 

Surface tension, (mN/m) 34.7  

 

 

Considering the computational time, a small model with 15 by 15 oil-wet solid grains 

with an attached side channel was constructed in this study, as shown in Figure 6.3. The 

domain of the simulated micromodel is 27.2 by 25.2 mm in size. The computational domain 

is divided into two parts: the main micromodel porous medium domain and an extensive 

trough channel on the left side. The width of the trough is 2 mm, which is relatively larger 

than the particle size to serve as a vertical line source of vapor solvent. Following James’s 

experimental setup, the main domain is initially saturated with heavy oil, and the side channel 

is initially filled with vapor solvent. The vapor solvent (Ci = C0 mol/m3) is injected from the 

inlet with a constant velocity, u = 0.001 m/s. The bottom of the side channel is set up as an 

outlet with a zero-pressure boundary condition, which is consistent with the experimental 
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setup. A wetted wall boundary condition with a constant contact angle (θ = 45˚) (Equation 

6.9) was assigned to the surface of sand grains, and other sides of the domain had no flow 

boundaries (no-slip boundary condition). The initial solvent concentration of the main 

domain is 0 without any dissolved solvent. The interfacial tension for vapor/heavy oil systems 

is 34.7 mN/m at a temperature of 25˚C (Bowman 1967). The diffusion coefficient of the vapor 

butane in heavy oil is 9.76 x 10-11 m2/s based on Das and Butler’s diffusion model (Das and 

Butler, 1996). Here, a value of the dimensionless Henry’s constant 0.5 is considered for vapor 

butane in Athabasca bitumen at a temperature of 25˚C and atmospheric pressure 

(Bayestehparvin et al., 2021).  

 

6.5 Numerical Scheme 

The numerical simulation was performed using a commercial finite-element-based 

solver COMSOL Multiphysics 5.5 (2019). A linear solver – parallel direct sparse solver 

(PARDISO) is used in this study to solve the set of governing equations (COMSOL, 2019). 

Time stepping is solved with the backward Euler method. The reinitialization parameter γ, 

was equals to the maximum velocity of the computational domain to retain a constant 

interfacial thickness. The interface thickness ε, was set equal to half of the maximum element 

size. The adaptive time-steeping scheme was applied here to adjust the timestep size 

automatically to maintain the desired relative tolerance (COMSOL, 2019). The 

computational domain is discretized with total 310,124 triangular elements with the 

maximum and minimum element sizes equal to 0.054 and 0.011 mm, respectively (Figure 6.3 

b). 
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Figure 6.3. Plot of (a) Schematic of the computational domain and related boundary 

conditions (white area – solid grains; grey area – pore space); (b) finite element mesh 

generated with triangular elements. 

 

Here, the density of the diluted heavy oil was assumed to be constant due to relatively 

small change (Sun et al., 2020), and its viscosity variation is considered to be a function of 

the vapor solvent concentration by a quarter-law mixing rule via the following equation 

(Koval, 1963; Fshari et al., 2018): 
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where Cinj represents the solvent concentration in the injected solution; C0 is the initial solvent 

concentration within the domain, which is considered to be zero in this case.   

(a)

(b)
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 To consider the Marangoni effect in isothermal condition, the surface tension coefficient 

σ, is a function of the solvent concentration along the interface. Here, a linear model is 

introduced to represent the solvent concentration effect on the surface tension coefficient. 

0 (1 )C  = +  (6.15) 

where 𝜎0 is the surface tension coefficient in a pure system, and γ is a negative constant in 

most cases. A value of -0.4 for the parameter γ is applied in this model for VAPEX process. 

 

 

6.6 Results 

The model is developed to investigate the VAPEX process and compare interface 

velocities with the results of James’s (2019) experiment. Once communication between the 

vapor solvent and heavy oil was established, the solvent diffused into the heavy oil porous 

medium and reduction in viscosity. The simulation results of the phase distribution are shown 

in Figure 6.4.  
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Figure 6.4. Evolution of the phase distribution during the VAPEX Process in a 2D 

Micromodel (grey area – Vapor solvent; dark area - Bitumen). 

 

 

As Figure 6.4 shows, since the solvent concentration difference between the solvent 

zone and bitumen porous medium, the vapor solvent would be diffused into the bitumen zone. 

Meanwhile, the buoyance effect arising from the difference in density between the solvent 

and bitumen leads to the growth of the solvent chamber within the top of the porous medium. 

The evolution of the solvent concentration within the porous medium is shown in Figure 6.5. 

Considering the dimensionless Henry’s constant value of 0.5, the equilibrium of the 

dimensionless solvent concentration in the bitumen phase is 0.5.  
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Figure 6.5. Evolution of the vapor solvent concentration distribution during the VAPEX 

Process in a 2D Micromodel (Grey area – Vapor solvent; dark area - Bitumen). 

 

 

As Figure 6.6 (b) shows at 500 s, the concentration of diluted heavy oil near the 

interface (dashed zone) within the swept region is around 0.5, which means this section of 

the diluted heavy oil reached thermodynamic equilibrium. However, we can see that the 

solvent concentration of most of the swept area (transition zone) didn’t reach the equilibrium 

after the 2000s later within such a small domain (27.2 x 25.2 mm), which was caused by the 

low molecular diffusion coefficient and low solubility of the solvent in heavy oil. Thus, 

convection mass transfer plays a significant role in the solvent-assisted recovery process.  

 



106 

 

 

Figure 6.6. (a) Solvent concentration distribution within the porous medium at 500 s; (b) the 

enlarged area of the swept region near the interface. 

 

When the diluted oil drained into dead-end pore spaces, Chatzis (2002) observed that 

the paths of oil film would be redirected to form peaks and valleys at the bitumen/solvent 

interface, referring to Figure 6.7 (b). Similar phenomena were also observed in our 

simulation works (Figure 6.7 (a)), which is consistent with the experimental observations. 

The diluted oil would flow out once the gravity force overcomes the capillary and viscous 

forces. To some extent, such phenomena have a negative impact on oil production rates. Due 

to the capillary phenomena of snap-off mechanisms, the locally trapped vapor solvent in 

diluted oil-filled pores can be observed in Figure 6.8 (a). As Figure 6.8 (a) shows, the non-

wetting phase (vapor solvent) drained the diluted oil (wetting phase). Indeed, the propagation 

of the bitumen/solvent interface is not uniform in the porous medium due to the effect of the 

capillary and viscous force. 
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Figure 6.7. Formation of valleys and peaks at the bitumen/solvent interface (a) Simulation 

results; (b) experimental results (Chatzis, 2002). 
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Figure 6.8. Pore-scale phenomena in VAPEX interfaces: capillary effect, snap-off, and 

advancing terminal meniscus (a) simulation results at time = 2950 s; (b) experimental 

observations (Chatzis, 2002).  

 

 

Figure 6.9. VAPEX interface advancement in micromodel. 
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Figure 6.10. Evolution of the average oil viscosity within the porous medium during the 

VAPEX process. 

 

Figure 6.9 shows the advancement of the bitumen/solvent interface over time. Except 

for the earlier time, the interface movement's velocity is linear with time. The general trend 

of the interface movement is consistent with the experimental results provided by James 

(2019). However, the simulation results of the interface movement are faster than the 

experimental observations. The main reason behind that is the incompressible system 

assumed in our simulation works. The evolution of the average oil viscosity within the porous 

medium can be evaluated based on the simulation results, as shown in Figure 6.10.  

 

6.7 Summary 

In this chapter, a pore-scale mathematical was proposed to simulate the interphase 

mass transfer phenomena of the VAPEX process at the pore-scale level and compared with 
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Chatzis’s (2002) and James’s (2009) experimental works. There are several conclusions that 

can be drawn form the VAPEX simulation works: 

The proposed model can accurately capture VAPEX pore-scale phenomena (e.g., 

capillary effect, snap-off mechanisms, and the wettability effect), which is also consistent 

with experimental observations. 

Based on the simulation results, the bitumen/solvent interface advancement is linear 

with time. The interface movement is essentially at constant velocity except for the zones 

when they reach the domain boundaries.  
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CHAPTER 7 : CONCLUSION AND FUTURE WORK 

 

7.1 Summary and Conclusions 

The main objective of this research is to investigate the main mass transfer 

mechanisms of the vapor solvent extraction recovery process at the pore-scale level. The 

primary objective of the proposed pore-scale model is to simulate the interphase mass transfer 

during the immiscible process. Moreover, this model aims to incorporate new interfacial 

knowledge to explain the pore-scale observations during the VAPEX process.  

A simulation framework (LS-CST) has been proposed to investigate the 

multicomponent interphase mass transfer at the pore-scale level. The LS-CST model is based 

on the conservative level-set method, coupled with the continuous species transfer model, 

including the interfacial boundary conditions (flux continuity and concentration jump at the 

interface). To solve the sets of partial differential equations, the commercial finite-element-

based solver COMSOL Multiphysics (COMSOL, 2019) is applied. The primary capabilities 

of the proposed model include: 

1. This model can simulate dynamic mass transfer across the interface in a complex 

porous medium. Compared with other pore-scale methods, our methods solve the 

computational domain directly using the finite-element method.  

2. The model can be used to investigate the mass transfer in a two-phase flow, and the 

related macro-scale mass transfer coefficient can be obtained from the simulation 

results.  

3. The proposed model can serve as a tool to examine the different mechanisms, 

interactions, and relative importance under various conditions. 
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Key mechanisms, including the diffusion, convection, and capillary effect, are incorporated in this 

model. Some of the key findings from the proposed LS-CST modeling are summarized below: 

1. It was observed that numerical instability arises when simulating the high flow rates or 

when the diffusion coefficients of species are very small. The suggested simplest way 

is to introduce an artificial diffusive term as a function of mesh size to maintain 

numerical stability. Thus, a reasonable stabilization method needs to balance the 

computational efforts and model accuracy. 

2. We used the proposed numerical framework to simulate the vaporized solvent 

displacement process in a real sandstone pore space. The simulation results are used to 

upscale the mass transfer coefficient that corresponds to a REV scale. It revealed that 

a single value of the average mass transfer coefficient can be evaluated for a given 

pore-scale model. Indeed, the information about the probability distribution of the 

results for different pores distribution realizations provides a way to evaluate the 

uncertainty due to heterogeneity at the reservoir scale.  

 

A consistent interphase mass transfer was developed with an additional compressive 

term, named LS-C-CST, retrieved from the conservative level-set equation. Compared to the 

additional diffusive term method, the novelty of this new interphase mass transfer model is 

that the compressive term is derived from the consistent conservative LS equation. The LS-

C-CST method can be used to solve the convective-dominated regime (Pe > 1) with high 

accuracy to capture the concentration jump at the interface. Indeed, the general contribution 

of the proposed solver (LS-C-CST) is that it can be broadly applied in the context of 

multiphase fluid flow interphase mass transfer phenomena in numerous subsurface flow 
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applications. Some case studies have been performed to investigate mass transfer in a 2D 

cavity under various conditions. The conclusions are listed as follows: 

1. Due to the momentum transmitted by the following non-wetting phase, we observed 

the recirculation motion inside the immobile dead-end pores of the wetting phase, 

which is also consistent with the experimental observations. Compared with the 

different viscosity ratio cases, a better mixing in the wetting phase (trapped zone) 

corresponding to a larger interfacial can be computed in the convection-dominated 

regime.  

2. In the 2D micromodel, the average velocity within the trapped zone has a linear 

relationship with the natural logarithm of the viscosity ratio. 

3. In the case of the 2D cavity study, the upscaled mass transfer coefficient exhibits 

different conditions and reaches a constant value after a certain period of time. 

 

This work aims to develop pore-level mathematical modeling to capture the main 

mass transfer mechanisms in the VAPEX process. The proposed LS-C-CST is employed to 

achieve this. The conclusions are listed below: 

1. Once communication is built between the line source of the solvent and bitumen, the 

solvent/bitumen interface advances into the dead oil zone (except for the boundary near 

the area) at a constant velocity. The simulation results of the interface velocity also 

show the same trend but with a higher value. The reason for this, as well as the 

limitation of this model, is that the incompressible system is assumed.  

2. Mass transfer during the VAPEX process is by diffusion and convection. The diluted 

oil drains under the gravity effect once it overcomes the capillary and viscous effects. 
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3. Some of the pore-scale phenomena, including solvents trapped by the snap-off 

mechanisms, terminal meniscus, and interface at the pore throat, can be observed in our 

simulation works. Indeed, the simulation results confirm that the mass transfer is not 

diffusion during the vapor solvent extraction process. 

4. In-situ asphaltene precipitation is an important phenomenon during the VAPEX 

process. Asphaltene removal from bitumen is one of the effective techniques for 

reducing heavy oil viscosity. Due to the complexity of the asphaltene precipitation and 

the capacity of the proposed formulation (phase change including (liquid phase to solid 

phase)), we ignored this phenomenon. This is another limitation of this model. 

5. The pore-scale simulation showed that the solvent diffusion alone cannot reduce the 

heavy oil viscosity effectively, even in a small micromodel work. It is indicated that 

the thermodynamic equilibrium at interface assumption may not be suitable for the 

VAPEX process. 

 

7.2 Recommendations for Future Work 

Based on the results of this thesis and the limitations of the proposed model, I make 

some recommendations for future work from three different perspectives: (1) more 

comprehensive pore-scale formulation include phase change; (2) incorporate the equation of 

states (EOS); (3) conducting condensing solvent include heat transfer. In specific, the 

recommendations are: 

1. The proposed numerical model, LS-C-CST, does not include phase changes within the 

porous medium. Modeling the phase changes involves the transition between different 

states of matter (e.g., gas phase to liquid, liquid to solid phase), which is a complex 
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phase behavior. It is recommended to involve a second interface track equation with a 

mass transfer term between the interfaces for each phase, respectively. In addition, it is 

also recommended that the mass transfer term be expressed as a function of the 

temperature and pressure, which may help to characterize the effect of the phase 

changes.  

2. During the solvent-assisted process, the vapor solvents may condense on the bitumen 

interface at a certain condition. The experimental observations show that the solvent 

condenses may enhance the convective mixing and increase the interface movement 

(James, 2009). Thus, it is recommended that the fluid mixing and phase changes be 

governed dynamically by equations of state at the pore scale. Asphaltene precipitation 

phenomena in the VAPEX process could be incorporated into the pore-scale model 

with coupled equations of state.  

3. It is recommended to couple the convection-conduction heat transfer governing 

equation to simulate the heat transfer during the warm VAPEX process or any solvent-

assisted recovery process. Viscosity reduction of heavy oil can be achieved by 

thermally (heating) and mass transfer (solvent dilution). Thus, one possible approach 

to investigate the mechanisms for this heated VAPEX process is to develop a coupled 

heat transfer and interphase mass transfer model to simulate the heat and mass transfer 

effects on the heavy oil properties during the extraction process.  

4. The simulation results in the VAPEX micromodel indicate that the instantaneous 

equilibrium assumption at the interface may not be valid. The viscosity reduction of 

the heavy oil process caused by solvent diffusion and convection is a long-term process 

that takes time to reach equilibrium. For future work, it is necessary to couple a time-



116 

 

dependent non-equilibrium constant (as a function of pressure and temperature) to 

capture the interface mass transfer. The corresponding upscaling parameters may help 

us to have a more accuracy filed scale model.  
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Appendix A 

 

For the one-dimensional analysis, the concentration of component i in each phase p with no 

convection is defined by Fick’s second law: 
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Here, we introduce the function ( , )
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The partial derivatives of Equation. (A.2) are 
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Dropping the subscript i for the sake of simplicity, the partial derivatives of C can be written 

as: 
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Substituting Equation. A.4 into A.1 yields 
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Equations.A.5 and A.2 are combined into: 
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Integrating Equation. A.6 gives: 
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2ydC B e dy−=    (A.7) 

Thus, the solution of C: 

1 2

1 2

( )  at x<0
2

( )  at x>0
2

x
A erf A

Dt
C

x
B erf B

Dt


+


= 

 +


  (A.8) 

The boundary conditions are given below: 
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After incorporating the following relationships: 
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The interfacial boundary conditions (x=0, t) are: 
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Combing Equation. A.11 with Equation.A.8 yields: 
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Hence, combining Equation s. A.10 and A.12 are the analytical solutions of Equation. A.1 

for the concentration becomes 
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Appendix B 

 

This Python script is designed to generate a two-dimensional porous medium 

composed of non-overlapping circles and export the result as a DXF file. The porous medium 

and its properties are specified and visualized using Python libraries such as NumPy, 

Matplotlib, and ezdxf. Here's a detailed overview of the script's functionality and 

components:  

1. import numpy as np 

2. import matplotlib.pyplot as plt 

3. import ezdxf 

4. from scipy.spatial.distance import cdist 

5. def generate_porous_medium(L1, L2, R1, R2, max_attempts=20000): 

6.     circles = np.array([]).reshape(0, 3)  # Initialize as an empty a

rray with 3 columns 

7.     min_gap = R1 / 2  # Minimum gap (half of the smallest radius) 

8.  

9.     while max_attempts > 0: 

10.         r = np.random.uniform(R1, R2) 

11.         x = np.random.uniform(r, L1-r) 

12.         y = np.random.uniform(r, L2-r) 

13.  

14.         # Check if it overlaps or is too close to existing circles 

15.         if circles.size == 0 or all(cdist([(x, y)], circles[:, :2]).

min() >= circles[:, 2] + r + min_gap): 

16.             circles = np.vstack([circles, [x, y, r]]) 

17.         max_attempts -= 1 

18.  

19.     return circles 

20.  

21. def plot_circles(circles, L1, L2): 

22.     fig, ax = plt.subplots() 

23.     for x, y, r in circles: 

24.         circle = plt.Circle((x, y), r, edgecolor='b', facecolor='non

e') 

25.         ax.add_patch(circle) 

26.     ax.set_aspect('equal', adjustable='box') 

27.     plt.xlim(0, L1) 

28.     plt.ylim(0, L2) 

29.     plt.show() 

30.  
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31. def export_to_dxf(circles, filename): 

32.     doc = ezdxf.new(dxfversion='R2010') 

33.     msp = doc.modelspace() 

34.     for x, y, r in circles: 

35.         msp.add_circle(center=(x, y), radius=r) 

36. doc.saveas(filename) 

37. # Parameters 

38. L1, L2 = 2000, 5000 

39. R1, R2 = 35, 37.5 

40.  

41. # Generate and plot the porous medium 

42. circles = generate_porous_medium(L1, L2, R1, R2) 

43. plot_circles(circles, L1, L2) 

44. plt.show() 

45.  

46. # Export to DXF 

47. export_to_dxf(circles, 'C:/Username/Desktop/2D_circls_porous_medium.

dxf') 

 


