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Abstract

The wireless industry plays a vital role in the economic development and prosperity

of a country. Future wireless systems aim to achieve over 20 Gbps of data rates and

less than 1 ms latencies for a large number services and applications. Thus, Fifth

Generation (5G) wireless systems have been proposed to satisfy these demands.

Massive multiple-input multiple-output (mMIMO), non-orthogonal multiple access

(NOMA), and cognitive radio (CR) are some of the novel technologies envisioned

for 5G systems. On the other hand, cooperative communications or the use of

wireless relays have proven to improve the reliability and the energy efficiency of

a wireless system. Thus, the primary objective of this thesis is to investigate the

use of two-way relay networks (TWRNs), multi-way relay networks (MWRNs), and

relay selection for wireless systems. First, the performance of multi-pair mMIMO

TWRNs is analysed with channel imperfections. Second, relay selection in underlay

CR mMIMO TWRNs is investigated. Third, a NOMA based MWRN scheme is

proposed to significantly improve the sum rate. Finally, a machine learning based

multiple relay selection scheme is proposed. This thesis demonstrates that the use

of cooperative technologies significantly improves the data rate and energy efficiency

of wireless systems.
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Chapter 1

Introduction

Wireless communication plays a vital role in daily life. Similar to food, water, shel-

ter, and clothing, access to the Internet has become a necessity for most people.

Social media, file sharing, and online gaming have become the most popular appli-

cations of the wireless communication devices [2]. Global mobile data traffic grew by

71% during the year 2017 and is expected to increase sevenfold by the year 2022 [3].

Furthermore, the number of mobile-connected devices per capita will reach 1.5 by

year 2022. The highest increase in the usage will be from the developing coun-

tries while the industry in developed countries is somewhat saturated [2]. At the

same time, with the emergence of the Internet of Things (IoT), the total wireless

connections globally is expected to increase by three-fold to 25 billion.

Mobile cellular industry has a huge impact on the global economy. In the year

2017, it generated $3.6 trillion in economic value, which corresponds to 4.5% of

the global GDP [2]. It supported 29 million jobs globally and generated over $500

billion in revenue for the public sector through taxation and spectrum auctions [2].

Its impact is not limited to the economy, but has become a necessary infrastructure

for the development of a country. Moreover, it plays a critical role in natural disaster

relief such as recently in Nepal and USA [4]. Furthermore, it plays a vital role in

agriculture, health-care, and finance sector to achieve sustainability goals [2] in

developing countries.

1.1 Fifth Generation (5G) wireless systems

To cater for the aforementioned growth, 5G and beyond 5G wireless technologies are

being developed [5]. 5G will be significantly faster than its predecessor 4G, enabling

higher productivity across all 5G capable devices [6,7]. However, 5G must overcome
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overcrowding and/or scarcity of the wireless spectrum. Unlike the previous wireless

generations, 5G must support a wide variety of wireless applications that may not

even be imagined yet [8, 9].

The 5G physical layer was introduced as 5G-new radio (NR) [5]. Early stan-

dardization of 5G systems was done in 3GPP Release-15 [10] and will continue on

3GPP Release-16 [11]. According to International Mobile Telecommunications-2020

(IMT-2020) standards [5], 5G NR is expected to provide 20 Gbps peak data rates,

with 1 ms of latency for 106 devices/km2 density with 100 times higher energy ef-

ficiencies and 3 times higher spectrum efficiencies than Fourth generation cellular

networks (4G). Although 5G wireless must cater for a large variety of use-cases,

three major categories have been identified as follows [5]:

1. Enhanced mobile broadband (eMBB)

This is the evolution of current 4G-LTE systems [12]. This service provides

high data rates to enable various data consuming applications and must con-

tinuously provide these data rates even highly-mobile users. As an exam-

ple, 5G NR must support uninterrupted connectivity for passengers in high

speed trains. Thus, eMBB can be seen as the first phase of 5G. And Phase

2 will go beyond eMBB services to more transformative ultra-reliable, low-

latency communication (UR-LLC) and massive machine-type communication

(mMTC) applications.

2. mMTC

This service allows for different devices such as sensors and actuators to com-

municate without human intervention. These will include IoT applications,

smart cities and homes and more. This service has the ability to provide con-

nectivity to a large volume of devices which transmit a large number of small

data packets [5, 12].

3. UR-LLC

This use-case focuses on applications which requires higher reliability with a

very low latency. Commercial health monitoring systems and self driving vehi-

cles are some examples. The reliability required by these types of applications

are in the order of 99.999% [13].

One major component of mMTC is the use of IoT. IoT devices can be classified

2



as resource-constrained and resource-rich devices [14]. However, most of IoT devices

are considered to be low-powered resource-constrained devices with low data rate

requirements and simple hardware capabilities [15,16].

1.2 Overview

1.2.1 Massive multiple-input multiple-output (mMIMO) Systems

Massive MIMO systems are identified as a critical component of 5G wireless. They,

also known as Large Scale Antenna Systems (LSAS) [17], are an extension of multi-

user (MU) multiple-input multiple-output (MIMO). They are characterized by the

use a large number of antennas at the base station (BS). This massive degree of

spatial diversity enables the BS to use linear processing techniques to create almost

orthogonal channels between users and it [18]. This factor results in high spectral

and energy efficiencies [6, 7]. However, there are several performance limiting fac-

tors. The main one is pilot contamination, which is the residual interference caused

by the reuse of non-orthogonal pilot sequences [17, 19]. Others include co-channel

interference (CCI), imperfect channel-state information (CSI) and antenna correla-

tion [6].

Massive MIMO, considered to be the next revolution of wireless systems, has

lived up to these expectations. For instance, mMIMO base stations have been

successfully implemented commercially. As an example, Sprint wireless (Texas) has

obtained 3.4× and 8.9× gains in downlink and uplink sum rates in a LTE network by

using a 64-antenna BS instead of a 8-antenna BS [20]. High data rates for thousands

of fans were provided by using mMIMO bases stations in Russia during the FIFA

2018 World Cup [21]. Furthermore, 95% of BS solutions of Huawei are mMIMO-

enabled [22]. Thus, mMIMO has become the cornerstone for 5G and other future

wireless networks.

1.2.2 Cooperative Communications

Cooperative Communication is the utilization of neighbouring wireless nodes as

helpers to support the communication between different nodes [23]. This means

that wireless nodes work together to achieve different performance gains [24]. For

instance, several single-antenna mobiles share their antennas and generate a vir-

tual MIMO system. As a result, effective quality of service of the network can be

improved. Some benefits of cooperation includes interference management, energy

3



savings, improved system throughput, seamless service provision, operational cost

reductions, and efficient utilization of resources [24–26]. Thus, cooperative commu-

nications play a significant role in 5G systems.

Cooperative wireless communications can be implemented in various ways. 1. Us-

ing wireless nodes as repeaters (e.g., relays) to assist the communication between

other wireless nodes, 2. Opportunistically exploiting resources allocated to other

users without affecting their transmissions (e.g., cognitive radio), 3. Intentionally

allowing interference to achieve a higher overall performance (e.g., non-orthogonal

multiple access (NOMA)).

Despite the improved performance, cooperative communications faces several

implementation challenges. Timing of cooperative transmissions, managing the in-

terference, optimal selection of cooperative nodes, and incentives for cooperation

are some of the challenges [24]. In this thesis, the following cooperative technologies

are analyzed.

1.2.3 Cooperative Relays

Cooperative relays increase the coverage [27] by acting as intermediate repeaters

between the transmitter and receiver. Since the use of relays results in an increase

in the overall quality of service of the network, they have already been included in

wireless standards such as IEEE 802.16 J [28] and Long Term Evolution-Advanced

(LTE-A) [29]. In 5G systems, relay systems are expected to play a vital role [30],

especially in IoT and mmWave systems.

Cooperative relay nodes can be categorized depending on the mode of their

operation [26,31]. Amplify-and-forward (AF) relays amplify the received signal and

forward it to the destination node, while decode-and-forward (DF) relays will decode

the received data, encode it again and retransmit to the destination. The problem

with AF relays is that they amplify the noise in the received signal and the amplified

noise ends up arriving at the destination. That is not a problem in DF relays, but

they can make decoding errors, which will be propagated to the destination node.

One-way relay networks (OWRNs)

These employ relays that are uni-directional at a given time. Thus, full mutual data

exchange between two end nodes, say, S1 and S2, requires four time slots. In the

first two time slots, data from S1 is sent to S2 while the next two time slots are

4



used for the data transfer from S2 to S1. However, note that only two time slots are

required for the full data exchange if S1 and S2 have a direct communication link.

Thus, this relaying approach results in an spectral efficiency loss of 100%.

Two-way relay networks (TWRNs)

TWRNs utilizes interference cancellation/physical layer network coding and require

only two time slots to transfer data between two end nodes [32, 33]. In the first

time slot, both S1 and S2 transmit their data to the relay. Next, the relay combines

the received signal and broadcasts it in the next time slot. Thus, at the end of

the second time slot, each end node has received the superimposed signal, which

consists of the transmitted signal of its own and that of the other node. Each end

node then performs self interference cancellation and recovers the data transmitted

by the other node [32]. Thus, this relaying approach the same spectral efficiency

as that of direct transmission. Thus, we see that the spectral efficiency of TWRNs

is twice that of OWRNs. TWRNs can also be integrated with MIMO to further

improve the achievable data rate and the reliability due to spatial multiplexing and

diversity gains [34,35].

Multi-way relay networks (MWRNs)

MWRNs are a generalization of both OWRNS and TWRNS and enable data ex-

change among three or more users (or nodes) [36–38]. They are suitable for IoT

applications where a large number of devices mutually exchange their data [39].

Several time slots are utilized for the data transfer between the users. With the use

of spatial multiplexing, for K users, K time slots are used for the data transfer [40].

Relay Selection

Several nodes may be available to relay signals between a sender and a destination

nodes. Thus, one or more nodes from this pool of nodes can be selected to act as

relays [41]. This can be single relay selection where only a single node is selected to

act as a relay or multiple relay selection where several nodes are selected to support

the transmission [42]. Single relay selection schemes include best relay selection,

nearest neighbor selection and best worse channel selection [43,44].

Selecting multiple relays will increase the complexity of the system as well as

the complexity of the relay selection procedure. System complexity arises due to
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the phase adjustments required at the sender to enable the coherent addition of

multiple received signals at the destination. Relay selection complexity is due to

the exponential number of possibilities when selecting multiple relays (if the number

of potential relays are L, there are 2L − 1 possible ways to select multiple relays).

In [43], relay ordering is presented for multiple relay selection.

1.2.4 Cognitive Radio (CR) Systems

Spectrum availability is a critical problem faced by wireless engineers [45]. Wireless

spectrum is expensive and allocated only through regulatory bodies. For exam-

ple, spectrum chunks at 700 MHz, 2.3 GHz, and 2.5 GHz for different Canadian

provinces were auctioned for $43 million in 2019 [46]. However, experimental re-

sults [47] demonstrate that some of the allocated spectrum is not being utilized due

to outdated applications such as over-the-air TV in some locations. Such tempo-

rally unused allocated spectrum bands are called spectrum holes. They exist in

different geographical locations and temporally when primary users are not trans-

mitting. Cognitive radio (CR) systems attempt to utilize these spectrum holes

cooperatively [45].

The licensed users of the spectrum are identified as primary users (PUs) and CR

users are called secondary users (SUs). Based on the mode of operation, CRs are

classified as follows [48].

1. Underlay: In this mode, the SUs can simultaneously access the PU spectrum

provided that the interference on the PUs is below a certain threshold. The

SU have the responsibility to meet this threshold by adjusting their transmit

powers, and if they are unable to do so, they should stop their transmission.

2. Overlay: In this mode, PUs share knowledge of their signal codebooks and

messages with the SUs. The SUs will assist in the data transfer between PUs.

When the PUs are inactive, SUs can transmit their own data among each

other.

3. Interweave In this mode, the SUs can only use the PU spectrum when no

PUs are transmitting. Thus, before each transmission, SUs have to sense the

spectrum to make sure that there are no active PUs in the vicinity.

With the use of a large number of devices in 5G, the efficient use of spectrum [9]

is vital and thus, cognitive radio is one of the exciting technologies. An example

6



are IoT devices, which can reuse the licensed spectrum that has been allocated

to different users when they are not actively transmitting. Furthermore, CRs are

already included in different wireless standards such as IEEE 802.11.af [49], which

highlights the use of Wi-Fi in VHF and UHF television bands.

1.2.5 NOMA

Historically, multiple access in wireless systems is implemented with orthogonal

channels either in the time, frequency, code, or spatial domain and non-orthogonality

caused by channel and system imperfections was considered as a drawback. In

contrast, NOMA [50] is the use of non-orthogonal channels for multiple access, where

the interference from other users are either decoded via cooperation or treated as

noise. NOMA offers improved spectral efficiencies, reduced latency, and massive

connectivity [51–55].

NOMA can be categorized into power-domain NOMA and code-domain NOMA

[56–63]. In power-domain NOMA, different power levels are used to differentiate

the signals transmitted by different users. The transmitter superimposes the signal

and the receiver uses successive interference cancellation (SIC) to decode the data.

NOMA has been identified as one of the main enabling components of 5G wireless

systems [50,57,61,64] especially for mMTC applications due to its ability to provide

connectivity for a higher number of users compared to orthogonal multiple access

schemes. However, the use of NOMA for eMBB applications to provide higher sum

rates has also been considered recently [58].

Some challenges faced by NOMA are imperfect CSI, imperfect SIC, power al-

location, and user ordering methods [58]. Specifically, due to imperfect SIC, the

errors during each stage of the iterative decoding process will propagate to the fol-

lowing stages. The end result can thus be a significant degradation of the overall

error performance. Furthermore, the user pairing in NOMA requires considering an

exponentially high number of possible of orderings [58].

1.3 Motivations and and Literature Review

The aforementioned technologies have a significant potential to improve the per-

formance of 5G systems. Specifically, TWRNs, MWRNs, relay selection, CR, and

NOMA combined with mMIMO will reduce the inter-user interference and provide

higher sum rates. However, the use of these technologies gives rise to a myriad of
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challenges. Thus, the main objectives of this thesis are listed as follows.

1.3.1 Performance analysis of multi-pair mMIMO TWRNs

Massive MIMO TWRNs enable data exchange among multiple pairs of users [65,66]

with a two-fold increase in the achievable data rate compared to OWRNs [32].

Multiple TWRNs can accommodate more users spread through out over different

geographical locations. Massive MIMO TWRNs have a wide range of potential ap-

plications. For example, it can be used as a heterogeneous wireless entity in an

existing cellular network for reducing the workload of the BS [67] by bypassing the

BS. Service providers can thus use TWRNs to improve the data throughput without

making drastic changes to their existing infrastructure. Another potential applica-

tion scenario is IoT, which connects multiple wireless devices and sensors [14, 68].

For example, a cooling system might require data from temperature sensors while a

security system might require data from the motion sensors. This scenario fits the

model of a multi-pair relay network with a central relay node. Moreover, when mul-

tiple IoT networks coexist, CCI can be a significant impairment. Furthermore, these

IoT devices often rely on battery power and thus, the energy efficiency is critical.

In [69], the asymptotic performance of multi-pair OWRNs with very large relay

antenna arrays is investigated without CCI and for perfect CSI and asymptotic

signal-to-interference-plus-noise ratio (SINR) and sum rate expressions are derived.

In [70, 71], the achievable asymptotic sum rates for dual-hop OWRNs are derived

when the relay or/and destination are mMIMO enabled. In [72], the sum rate of

a MIMO TWRN has been analyzed under zero forcing (ZF) beamforming at the

relay or user nodes and closed-form results and approximations for sum rate are

obtained. Furthermore, in [73], the channel aging effects of multi-cell MWRNs

with mMIMO are investigated. In [74], the asymptotic achievable sum rates are

derived for mMIMO MWRNs with perfect CSI. In [65], multi-pair TWRNs with

mMIMO are investigated by employing linear precoders and detectors, where again,

the perfect CSI and CCI/pilot contamination free scenario is assumed. To this

end, this considers three transmit power scaling laws. Several recent publications

have analyzed multi-pair mMIMO TWRNs. In [75] and [76], multi-pair mMIMO

TWRNs have been analyzed for maximal ratio combining (MRC)/maximal ratio

transmission (MRT) beamforming. While [75] assumes perfect CSI, [76] analyzes

the system under imperfect CSI scenario. Furthermore, [77] analyzes multi-pair
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mMIMO TWRN with imperfect CSI under ZF beamforming. In [78], a full-duplex

multi-pair mMIMO system is analyzed under imperfect CSI with ZF beamforming.

In [79], a cognitive mMIMO TWRN has been analyzed with perfect CSI.

However, none of these work analyze the system under CCI, imperfect CSI,

and pilot contamination in the context of two-way multi-pair mMIMO relaying.

Furthermore, also lacking are closed-form solutions for sum rate and signal-to-noise

ratio (SNR), when the relay has a finite number of antennas.

1.3.2 Relay selection in mMIMO cognitive TWRNs

In 5G wireless systems, the two design goals are improving the energy efficiency

(the number of bits that can be sent per unit energy consumption [80, 81]) and

the spectral efficiency (the number of bits that can be transmitted per second in a

unit of bandwidth). The use of mMIMO TWRNs in an underlay CR environment

can achieve both of these goals. The spectral and energy efficiency may further be

improved by using relay selection [41,42,82,83].

However, when secondary TWRNs operate over the same primary spectrum si-

multaneously with primary users, several interference problems will occur. The main

one is that the interference on the PUs occur due to the two end nodes transmitting

simultaneously during the first time slot. To reduce it, one option is to coordinate

the transmissions of these two end nodes to adjust their transmit powers in unison.

Such coordinated transmissions are unrealistic for user nodes, and thus TWRNs,

despite their spectral efficiency advantage, have not been considered for cognitive

radio networks.

Cognitive relays have been analyzed in [84–87]. Specifically, [84] analyzes a

system where the primary and the secondary systems mutually coordinate to enable

relay assisted communications and [85] derives detection and outage probabilities

in the overlay mode. Also, [86] analyzes an underlay CR system with filter-and-

forward relays. Overlay systems with multiple relays have been analyzed in [88].

Furthermore, relay selection and optimal power allocation is analyzed for single

antenna nodes [89]. In [90], cognitive mMIMO systems are analyzed for power

allocation under pilot contamination. Furthermore, in [91], the performance of

a MIMO secondary network under a MIMO primary network has been analyzed,

with asymptotic results when the number of antennas at PU increases to infinity.

However, this work does not analyze the effect of multiple relays in the secondary
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system. More recently, underlay mMIMO system have been analyzed in the presence

of multiple primary MIMO nodes in [92]. This work analyses a secondary network

with single-antenna users and a mMIMO BS. This work shows that a mMIMO PU

can fully mitigate the co channel interference from the secondary network. However,

none of these work focuses on relay selection for secondary mMIMO. Relay selection

for cognitive full duplex one-way relay networks has been analyzed in [93] and relay

selection for a full duplex energy harvesting system is analyzed in [94]. However,

these result cannot be extended to TWRNs because of the interference constraints

during the simultaneous data transmission of two nodes.

1.3.3 NOMA-aided mMIMO MWRNs

MWRNs enable data exchange between multiple users (or nodes) [36–38] and are

suitable for IoT applications where a large number of devices mutually exchange

their data [39]. Achievable information rates of the MWRN channel were first de-

veloped in [36]. In this network, multiple users first transmit their messages to the

relay and then the relay will transmit signals over multiple time slots to enable

message exchange among the users. In full data exchange, each user has a com-

mon message to all the others. There are no direct links among the users due to

propagation impairments such as large-scale fading and/or shadowing effects. The

applications of MWRNs include conference calls via a BS, wireless sensor networks,

and satellite communications [36] and will increase with the emergence of IoT for

the next-generation wireless systems [39]. Thus, beamforming methods [95, 96], re-

lay selection schemes [97], and coding schemes [98] have been developed recently for

MWRNs.

The integration of mMIMO with MWRN is an important topic [40, 99, 100].

For instance, the MWRN scheme in [38] is used on a multi-cell mMIMO system to

quantify the achievable rates in the presence of imperfect CSI [40]. For the same

system of [40], an efficient transmit power allocation scheme has been proposed

in [99]. However, the number of time slots required for the full data exchange in

a typical MWRN is equal to the number of users K [38, 40, 99] or more recently

to K/2 [100]. As the date rate per user is the scaled version of total data rate by
1
k , the data rate per user tends to saturate or reduces as the number of users is

increased. A MWRN scheme where full data exchange is completed in 2 time slots,

or at-least in a constant number of time slots independent of K, is not available in
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the literature.

1.3.4 Machine learning for multiple relay selection

As mentioned in Section 1.2.3, multiple relay selection introduces several additional

challenges compared to single relay selection. System complexity arises due to the

phase adjustments required at the transmitter to enable the coherent addition of

multiple received signals at the receiver. Also, if the number of potential relays is

L, there are 2L − 1 possible ways to select multiple relays. Thus, the relay selection

complexity is increased due to the exponential number of possibilities.

The work in [43] uses the relay ordering proposed in [101] to design a linear

complexity relay selection scheme. Furthermore, it proposes a quadratic complexity

multiple relay selection scheme. Although the performance of the quadratic com-

plexity relay selection achieves almost the same performance as the optimum relay

selection, the performance of the linear complexity relay selection method is lower.

Thus, designing a multiple relay selection which achieves the performance of opti-

mum method with a linear complexity with respect to the number of relays is a

challenging problem.

1.4 Significance of this thesis

As mentioned earlier, 5G networks must provide higher sum rates with higher en-

ergy efficiencies and, thus, mMIMO, relay systems and NOMA will play a vital

role in 5G networks. This thesis address the use of cooperative communications

in 5G systems. Specifically, the work done in mMIMO TWRNs with channel im-

perfections will help the implementation of mMIMO systems by providing a closed

form solutions for performance metrics. This will help the designers to decide on

various system parameters such as number of antennas and the time used for pilot

training. Furthermore, the use of cognitive radio will enable higher data rates by

freeing up the spectrum that is underutilized in wireless systems. The use of the CR

technologies with mMIMO and TWRNs combined with relay selection will enable

future systems to achieve the required spectral and energy efficiencies. The work

completed on this thesis on the use of NOMA for MWRN will allow wireless systems

to exchange their signal within a fixed time period and thus will provide higher sum

rates. Furthermore, it will be useful in mMTC communications as well. The last

work done on this thesis on the use of machine learning for the relay selection will

11



be useful in systems where a lot of periodic data will be used in the system.

1.5 Outline and Contributions

The outline of this thesis is as follows. Chapter 1 provides the introduction and

highlights the motivation, contributions, and the impact of the completed work.

Chapter 2 reviews the basics about the topics covered in the thesis. The novel

contributions of the thesis are provided in Chapters 3 to 6 and highlighted next.

Chapter 7 provides the conclusion and the discusses possible future research based

on this thesis.

1.5.1 Novel contributions of this thesis

The major contributions of this thesis are highlighted as follows.

• In Chapter 3, a multi-cell TWRN consisting of single-antenna user nodes and

AF relay nodes with very large antenna arrays is considered. The total impact

of CCI, imperfect CSI, pilot contamination, and the antenna correlation at the

mMIMO node is investigated. Closed-form approximations for the sum rate

are also derived. It is shown that the use of mMIMO mitigates the effect of

CCI. However, the effects of imperfect CSI and pilot contamination degrade

the performance even with a large antenna array. Yet, the use of mMIMO

allows power scaling at the user nodes and relays and thus, even with channel

imperfections, the benefits of employing a mMIMO enabled relay on transmit

power savings are significant. Also, the analysis of antenna correlation shows

that a large antenna array mitigates the resulting impact. Furthermore, the

optimal pilot sequence length to maximize the sum rate of the system is ob-

tained.

• In Chapter 4, a mMIMO TWRN with relay selection in CR setting is in-

vestigated. Specifically, optimal selection of an AF TWRN is considered to

maximize the sum rate and to keep the interference on the PU below an in-

terference threshold. Asymptotic SINR values for two scenarios are obtained:

(1) the relays and the two end nodes use transmit power scaling and (2) only

the end nodes use transmit power scaling. For these two cases, optimal power

allocations subject to the PU interference constraints are derived. With these

optimal power allocations, effect of relay selection on the outage, the sum rate,
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and the energy efficiency of the network is analysed. For the first scenario, the

outage can be reduced to zero with appropriate power allocation and the relay

selection can be done offline. For the second scenario, outage will depend on

the instantaneous channel state between the relays and the PU.

• In Chapter 5, a novel transmission scheme for MWRNs is proposed to enable

the full data exchange among any number of users within two time slots by

using NOMA. First, the users transmit their signals to the relay, which uses

maximal ratio combining reception. Next, the relay transmits a superposition-

coded signal for all users by using a maximal ratio transmission based precoder.

Each user node then performs SIC decoding of data symbols of the other

K − 1 user nodes. Worst-case Gaussian approximation is used to derive the

overall sum rate. A relay power allocation matrix is designed to maximize

the minimum sum rate achievable by each user and to maximize the fairness

among the users. Furthermore, the effects of imperfect SIC and imperfect CSI

on the overall sum rate are analyzed.

• In Chapter 6, machine learning techniques are used for multiple relay selection.

Specifically, deep neural networks (DNNs) are utilized to perform multiple re-

lay selection in a cooperative wireless system where L AF relays enable the

data transmission between a source and a destination node. Relays either sup-

port the transmission with their full power or they do not transmit at all. This

problem is modeled as a multi-class multi-label classification problem. Classi-

fication accuracy of up to 96% and sum rate accuracy of up to 99% is obtained

compared to the optimum relay selection solution which has an exponential

complexity with the number of relays. In contrast, the proposed method has

a linear complexity with the number of relays and through simulations, it is

shown that full diversity is achieved in 96% time by the proposed method.
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Chapter 2

Background

This chapter presents necessary background for the thesis research. Specifically

the basics of massive multiple-input multiple-output (mMIMO) and non-orthogonal

multiple access (NOMA) systems are discussed.

2.1 Massive MIMO

2.1.1 Basic system model

A basic mMIMO system consists of L adjacent cells having K single antenna users

in each cell. The users in the lth cell are denoted as (Ul,1, · · · , Ul,K), where the Ul,ks

are connected to the base station (BS) in each cell. The base stations are represented

by Bl for 1 ≤ l ≤ L and each BS have M antennas where M is significantly higher

than K. For instance K will be in the range of 10 to 100 while M will be in the

range 100 to 1000. The performance of mMIMO will be analyzed as M goes to

infinity.

The channel matrix from K users in the jth cell to the lth BS is represented as

Gjl = FjlD
1
2
jl, (2.1)

where Fjl ∼ CN M×K (0M×K , IM ⊗ IK) accounts for small-scale fading, and Djl =

diag (ηj,l,1, . . . , ηj,l,K) represents large-scale fading. The channel gains are indepen-

dent and identically distributed (i.i.d.) and are assumed to remain fixed over the

channel coherence time. Furthermore due to reciprocity, the BS to user channel

matrix becomes GT
jl.
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2.1.2 Channel Estimation and Pilot Contamination

The performance gains in mMIMO systems depends on the availability of channel-

state information (CSI) [102]. Thus, obtaining the CSI is one of the main compo-

nents of a mMIMO systems. The CSI acquisition is mainly done using uplink pilot

transmissions. However, the time taken for pilot transmissions is limited by the

coherence time of the system. Furthermore, if the time spent on pilot transmissions

is high, it will result in lower data transmission time.

Due to the limited time allocated for pilot transmission, number of available pilot

symbols will be limited. Thus, the same pilot has to reused in nearby cells. This will

result in pilot contamination. Moreover, increasing the number of antennas at the

BS does not reduce this problem. Some possible solutions include pilot scheduling

algorithms and intelligent pilot sequence allocation algorithms [103]. Thus, when-

ever performance analysis of a mMIMO system is done it is important to consider

pilot contamination and the effect of imperfect CSI.

The lth BS tries to estimate Gll by using the pilot sequences transmitted by

the users. During the training period, all users in the cell l simultaneously transmit

mutually orthogonal pilot sequences of length τ . The pilot sequences used by K

users can be represented by a τ × K matrix
√

PP Γl , which satisfies ΓH
l Γl = IK .

Due to the unavailability of orthogonal pilot sequences for all users in L cells, the

same sequence is reused by the L − 1 adjacent co-channel cells. Thus, Γj = Γl = Γ

for j ∈ {1, 2, · · · , L}. Under these conditions, the received signal at Bl is given as

YP,l =
√︁

PP

L∑︂
j=1

GjlΓT
j + Nl, (2.2)

where Nl is an K × τ noise matrix with i.i.d. CN (0, 1) elements and PP is the

transmit power of the pilot sequence. The minimum mean square error (MMSE)

estimate of Gll corresponding to (2.2) can be derived as [104,105]

Ĝll = 1√
P P

YRl
Γ∗D̃ll =

⎛⎝ L∑︂
j=1

Gjl + Vl/
√︂

Pp

⎞⎠ D̃ll , (2.3)

where the elements of Vl are distributed as independent CN (0, 1) random variables,

D̃ll =
(︃

1
Pp

(︂∑︁L
j=1 Djl

)︂−1
+ IK

)︃−1
. The estimation error is El = Ĝll −

∑︁L
j=1 Gjl.

The elements of the kth column of El is Gaussian distributed with mean zero and

variance
∑︁L

j=1 ηj,l,k/(Pp
∑︁L

j=1 ηj,l,k + 1). Due to the MMSE properties, the matrices

El and Ĝll are statistically independent. Here the pilot transmit power will be a

15



portion of the full transmit power of the user. Thus Pp = τPU where PU is the

transmit powers of the users and τ is the portion of the time allocated for the pilot

transmission.

2.1.3 Downlink signal-to-interference-plus-noise ratio (SINR) val-
ues

Let xl,k be the data that has to be transmitted by Bl to Ul,k. Bl transmits K × 1

signal vector xl, which is the concatenated data signals of K users in the lth cell.

The signal vector xl satisfies E
[︂
xlxH

l

]︂
= IK . The base stations use beamforming for

transmitting data to the K users in the cell. Here, any linear beamforming method

can be used and in this chapter maximal ratio transmission (MRT) is considered.

The beamforming matrix at Bl is given as Ĝ∗
ll. Then the received signal at Ul,k is

written as

ylk =
√︁

PS

L∑︂
j=1

gT
jl,kĜ∗

jjxj + nlk, (2.4)

where nlk is the additive white Gaussian noise (AWGN) at the user with power σ2

and PS is the transmit power of the base stations. Here, gjl,k is the kth column of

the matrix Gjl which represent the channel from Ul,k to Bj . This can be expanded

to the following form

ylk =
√︁

PSgT
ll,kĜ∗

llxl +
√︁

PS

L∑︂
j=1,j ̸=l

gT
jl,kĜ∗

jjxj + nlk,

=
√︁

PSgT
ll,kĝ∗

ll,kxl,k +
√︁

PSgT
ll,k

K∑︂
m=1,m ̸=k

ĝ∗
ll,mxl,m

+
√︁

PS

L∑︂
j=1,j ̸=l

K∑︂
m=1

gT
jl,kĝ∗

jl,mxj,m + nlk (2.5)

where the first term represents the intended signal to the user, the second term

represent the inter-user interference within the cell, and the third term represent

the inter-cell interference. Based on this equation the SINR of the user Ul,k can be

obtained as

γlk =
PS

⃦⃦⃦
gT

ll,kĝ∗
ll,k

⃦⃦⃦2

PS

∑︁K
m=1,m ̸=k

⃦⃦⃦
gT

ll,kĝ∗
ll,m

⃦⃦⃦2
+ PS

∑︁L
j=1,j ̸=l

∑︁K
m=1

⃦⃦⃦
gT

jl,kg∗
jj,m

⃦⃦⃦2
+ σ2

. (2.6)

The asymptotic value (when the number of antennas at the base stations goes to

infinity) can be obtained as follows. For mMIMO, the base stations can scale their
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power according to the number of antennas at the the BS. Thus, PS = ES/
√

M .

Thus, (2.5) can be written as

ylk =
√

PS
4√M

gT
ll,kĝ∗

ll,kxl,k +
√

PS
4√M

gT
ll,k

K∑︂
m=1,m ̸=k

ĝ∗
ll,mxl,m

+
√

PS
4√M

L∑︂
j=1,j ̸=l

K∑︂
m=1

gT
jl,kĝ∗

jj,mxj + nlk. (2.7)

Asymptotic results are obtained by utilizing the following two limit results.

gT
ll,kĝ∗

jl,k

M

a.s.−−−−→
M→∞

EP ηj,l,k

∑︁L
j=1 ηj,l,k

1+EP

∑︁L
j=1 ηj,l,k

= η̂j,l,k, PP = EP , (2.8)

gT
ll,kĝ∗

jl,m

M

a.s.−−−−→
M→∞

0, PP = EP , k ̸= m, (2.9)

By using (2.8) and (2.9), the SINR of the system can be written as

γ∞
lk =

PS η̂2
l,l,k

PS
∑︁L

j=1,j ̸=l η̂2
j,l,k

. (2.10)

It is evident from (2.10), that mMIMO suppresses the effects of noise,co-channel

interference (CCI), and the inter-cell interference.

2.1.4 SINR with perfect CSI

When there are no estimation errors on CSI, the precoding vector becomes
∑︁L

j=1 G∗
jl.

With this, η̂j,l,m = ηj,l,m and the SINR is given as

γ∞
lk =

PSη2
l,l,k

PS
∑︁M

j=1,j ̸=l η2
j,l,k

. (2.11)

2.1.5 Cell-free mMIMO

The mMIMO concept can be used in a distributed manner without cells. This

is called cell-free mMIMO [106]. A cell-free mMIMO system consists of a central

processing unit (CPU) and a set of distributed access points (APs) [107]. The APs

are single or multiple antenna nodes that are connected to the CPU via a front-haul

link. The large number of distributed APs will facilitate the data transfer for a

smaller number of UEs in the system. All the APs will simultaneously take part in

the communication process with all the UEs. The APs will send the received signal

from UEs via the uplink to the CPU and CPU will perform joint decoding. During

the downlink, the CPU will send the transmission coefficients and the downlink data
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Figure 2.1: Uplink data transmission in NOMA systems

to all the APs. Both during the uplink and the downlink, the channel statistics

(instead of the instantaneous CSI) are used for precoding and beamforming.

Cell-free mMIMO provides higher performance than the small cell systems [106]

and as result has been identified as a potential technology for 5G wireless systems

[107]. The main advantages of cell-free mMIMO are high energy efficiency, high

spectral efficiency, flexibility and ease of deployment, and the uniform quality of

service for UEs. Some potential research problems for cell-free mMIMO are channel

estimation, power control, and AP selection methods.

2.2 NOMA Systems

This section provides the basic system model for a two-user NOMA system [50,61].

2.2.1 Uplink NOMA transmission

First the uplink transmission of NOMA is analysed. It is assumed that User 1 is

near the BS and thus, the channel between the User 1 and the BS is stronger than

the channel between User 2 and the BS. Both the users transmit at the same time

using the same frequency and the BS receives a superimposed signal from both the

users. However, the signal power from User 1 is higher due to its stronger channel.

BS will first decode the signal from User 1 by assuming the signal from User 2 as
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Figure 2.2: Downlink transmission of NOMA systems

noise. Next it will remove this decoded signal and then decode the signal from User

2. Similar steps can be done when the number of users is greater than 2. The

mathematical expressions for this case can be given as follows.

The channel between the BS and the users 1 and 2 are given as h1 and h2 and

h1 > h2 respectively. The transmit signals from User 1 and User 2 are x1 and x2

and the transmit powers from User 1 and User 2 are assigned according to α1 and

α2 where α2
1 + α2

2 = 1. The received signal at the BS can be written as follows.

yr = α1Ph1x1 + α2Ph2x2 + nr, (2.12)

where nr is the noise at the BS and P is the maximum transmit power of users.

The SINR of the User 1 γ1,u and User 2 γ2,u can be written as follows:

γ1,u = α2
1P 2 |h1|2

σ2
n

, (2.13)

γ2,u = α2
2P 2 |h2|2

α2
1P 2 |h2|2 + σ2

n

. (2.14)

By changing the values of α1 and α2, different data rate values can be achieved for

User 1 and User 2.

2.2.2 Downlink NOMA transmission

For downlink NOMA, the BS will broadcast a a superimposed signal to both users.

As the channel for User 2 is weaker, BS will assign more power to the User 2 signal.
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After receiving the signal, User 2 will just decode its signal by considering the

signal for User 1 as noise. However, User 1 will first decode the signal intended

to User 2 and then remove this from the received signal. This decoding process is

known as the successive interference cancellation. A similar setup can be used for

more than two users as well. The transmit signal of the BS can thus be written as

follows:

yt = β1x1 + β2x2, (2.15)

where x1 and x2 are the signal intended for User 1 and User 2 respectively. The

received signal at User 1 and User 2 can be written as follows:

y1 = hT
1 PB (β1x1 + β2x2) + n1, (2.16)

and

y2 = hT
2 PB (β1x1 + β2x2) + n2, (2.17)

where n1 and n2 are the noise terms at User 1 and User 2. PB is the transmit power

of the BS. The SINR of User 1 γ1,d and User 2 γ2,d can be expressed as follows:

γ1,d = β2
1P 2

B |h1|2

σ2
n1

, (2.18)

γ2,d = β2
2P 2

B |h2|2

β2
1P 2

B |h2|2 + σ2
n2

. (2.19)

2.2.3 Comparison with orthogonal multiple access (OMA) methods

The sum rate of a similar system with orthogonal multiple access with time division

can be given as follows. The results for OMA is only given for uplink only. Similar

rate regions can be obtained for downlink as well. The received SINR under OMA

can be written as follows:

γO
1,u = P 2 |h1|2

σ2
n

, (2.20)

and

γO
2,u = P 2 |h2|2

σ2
n

. (2.21)
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Figure 2.3: Uplink data rate for NOMA vs. and OMA

Suppose that τ1 and τ2 are the fractional times assigned for user 1 and user 2

respectively where τ1 + τ2 = 1. Based on this, the total sum rate of the system can

be written as follows:

ROMA = τ1log
(︂
1 + γO

1,u

)︂
+ τ2log

(︂
1 + γO

2,u

)︂
. (2.22)

The sum rate of the NOMA system can be written as follows:

RNOMA = log (1 + γ1,u) + log (1 + γ2,u) . (2.23)

The achievable rate regions under NOMA and OMA schemes are plotted in Fig.

2.3 by varying τ1, τ2, α1, and α2 values. It can be seen that NOMA offers a higher

sum-rate region compared to OMA.

2.2.4 NOMA with multiple users

The use of NOMA with more than two users for the downlink can be explained as

follows. When there are K users in the systems, the users are ordered according to

the channel quality between the users and the BS. Thus without loss of generality,

h1 > h2 > h3 > . . . > hK−1 > hK . Let αk represent the power allocation for the

user Uk and
∑︁K

k=1 α2
k = 1. User Uk will decode all the signals that are intended
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to users Uk+1 to UK and perform successive interference cancellation (SIC). The

signals that are transmitted to other users are considered as noise. Thus, the SINR

of Uk is given as

γk,d = β2
kP 2

B |hk|2

P 2
B |hk|2

∑︁k−1
l=1 β2

l + σ2
n2

. (2.24)

Similar steps are taken for the uplink as well.

2.3 Conclusion

This chapter provided basic principles of mMIMO and NOMA systems. In sum-

mary, mMIMO systems provide higher spectral efficiencies and energy efficiencies

by utilizing the spatial degrees of freedom offered by the large antenna array. But

CSI estimation errors and pilot contamination are as the main performance bot-

tlenecks. On the other hand, NOMA utilizes non-orthogonal channels for multiple

access and has shown significant spectral efficiency gains compared to orthogonal

multiple access.
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Chapter 3

Performance Analysis of
mMIMO TWRNs with Channel
Imperfections

This chapter considers multi-cell multi-pair two-way relay networks (TWRNs) con-

sisting of single-antenna user nodes and massive multiple-input multiple-output

(mMIMO) amplify-and-forward (AF) relay nodes. The combined effects of co-

channel interference (CCI), imperfect channel-state information (CSI), pilot con-

tamination, and the antenna correlation is analysed. It is shown that the effects of

CCI and the antenna correlation can be completely mitigated by using mMIMO.

However, the effects of imperfect CSI and pilot contamination degrade the perfor-

mance even with a large antenna array. Yet, the use of mMIMO allows power scaling

at the user nodes and relay and thus, even with channel imperfections, the benefits

of employing a mMIMO enabled relay on transmit power savings are significant.

Furthermore, the closed-form approximations for the sum rate are derived. This

result helps to decide the required number of relay antennas to obtain a certain

percentage of the asymptotic sum rate. Furthermore, the optimal pilot sequence

length to maximize the sum rate of the system is derived.

3.1 Introduction

Multi-pair mMIMO TWRNs are used to enable pairwise data exchange among

a set of users. With dense deployment of these wireless systems, CCI and pilot

contamination are dominant performance limiting factors [19]. Moreover, because

precoders/detectors need CSI, channel estimation errors (imperfect CSI) severely

degrades the overall performance. However, many works [65, 75–78] assume per-
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fect CSI. In contrast, this chapter analyzes the effects of CCI, imperfect CSI, pilot

contamination, and antenna correlation for multi-pair mMIMO TWRNs.

More specifically, the contributions of this chapter can be listed as follows.

1. The asymptotic signal-to-interference-plus-noise ratio (SINR) and sum rate

expressions are derived for three transmit power scaling laws: namely (i)

power scaling at user nodes, (ii) power scaling at the relay, and (iii) power

scaling at both the relay and user nodes. For these three cases, it is shown

that the asymptotic SINR expressions become independent of the number of

co-channel interferers (L). This suggests that the CCI degradation can be

cancelled asymptotically if the relay antenna count grows unbounded. Nev-

ertheless, the asymptotic performance is limited by the residual interference

from pilot contamination, which cannot be completely mitigated even with

infinitely many relay antennas. Notably, the asymptotic performance metrics

are independent of the fast fading component of the wireless channel. The

insight of this fact is that the cross-layer resource scheduling becomes simple.

The analysis and Monte-Carlo simulations reveal that very large relay antenna

arrays achieve substantial sum-rate gains.

2. The asymptotic results are valid only when the number of antennas at the relay

is infinite. However, for practical purposes, a finite number of antennas must

be considered. Thus closed-form sum rate results are derived in this chapter.

To make analysis tractable, perfect channel conditions (no CCI, no pilot con-

tamination and perfect CSI) are assumed. Nevertheless, the result is useful to

decide the optimal number of relay antennas to obtain a certain percentage

of the asymptotic performance and to determine how fast the performance of

the system approaches the asymptotic performance. -

3. Asymptotic SINR and sum-rates for multi-pair mMIMO TWRNs with relay

antenna correlation are derived. Although the effect of antenna correlation on

the performance can be drastic, our analysis shows that the correlation impact

can be mitigated by using a large antenna arrays.
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3.2 System, channel, and signal model

3.2.1 System and channel model

The system model consists of L adjacent TWRNs having 2K number of users

each. The users in the lth TWRN are denoted as (Ul,1, · · · , Ul,2K), where Ul,k

exchange data signals with its paired-user Ul,k′ via the half-duplex AF relay Rl

for k, k′ ∈ {1, · · · , 2K} and l ∈ {1, · · · , L}. Here, Rls are specialized relay nodes

with higher power availability than users. Users are single-antenna terminals, and

the relays are equipped with N antennas. The number of relay antennas are

unbounded with respect to the total number of users (N ≫ 2K). The chan-

nel matrix from 2K users in the jth TWRN to the lth relay is represented as

Gjl = FjlD
1
2
jl, where Fjl ∼ CN N×2K (0N×2K , IN ⊗ I2K) accounts for small-scale

fading, and Djl = diag (ηj,l,1, · · · , ηj,l,2K) represents large-scale fading. As is cus-

tomary, the channel gains are independent and identically distributed (i.i.d.) and

are assumed to remain fixed over two consecutive time-slots and reciprocal, and

hence, relay-to-user channel matrix becomes GT
jl. The CCI on the lth TWRN oc-

curs due to the data transmissions of the other L − 1 TWRNs with relay Rj , where

j ∈ {1, · · · , L} and j ̸= l.

3.2.2 Channel estimation

The lth relay tries to estimate Gll by using the pilot sequences transmitted by the

users. During the training period, all users in the cell l simultaneously transmit

mutually orthogonal pilot sequences of length τ . The pilot sequences used by 2K

users can be represented by a τ × 2K matrix
√

PP Γl , which satisfies ΓH
l Γl = I2K .

Yet, due to the unavailability of orthogonal pilot sequences for all users in L TWRNs,

the same sequence is reused by the L − 1 adjacent co-channel TWRNs. Thus,

Γj = Γl = Γ for j ∈ {1, 2, · · · , L}). Under these conditions, the received signal at

the relay is given as

YRl
=
√︁

PP

L∑︂
j=1

GjlΓT
j + Nl, (3.1)

where Nl is a 2K × τ noise matrix with i.i.d. CN (0, 1) elements and PP is the

transmit power of the pilot sequence. The MMSE estimate of Gll corresponding to
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(3.1) can be derived as [104,105]

Ĝll = 1√
P P

YRl
Γ∗D̃ll =

⎛⎝ L∑︂
j=1

Gjl + Vl/
√︂

Pp

⎞⎠ D̃ll , (3.2)

where the elements of Vl are distributed as independent CN (0, 1) random variables,

D̃ll =
(︃

1
Pp

(︂∑︁L
j=1 Djl

)︂−1
+ IK

)︃−1
, and Gjl is defined in the previous section. The

estimation error is El = Ĝll−
∑︁L

j=1 Gjl
1. The receive zero forcing (ZF) detector and

transmit ZF precoder are constructed at the relay by using the CSI with estimation

errors. The elements of the kth column of El is Gaussian-distributed with mean

zero and variance
∑︁L

j=1 ηj,l,k/(Pp
∑︁L

j=1 ηj,l,k + 1). Due to the MMSE properties, the

matrices El and Ĝll are statistically independent.

3.2.3 Signal model

During two time-slots, 2K users in each TWRN exchange their information pair-

wisely via their assigned relay. Specifically, the paired users (Ul,2i−1, Ul,2i) exchange

their data signals (xl,2i−1, xl,2i), where i ∈ {1, · · · , K} and l ∈ {1, · · · , L}. In the

first time-slot, users transmit 2K × 1 signal vector xl, which is the concatenated

data signals of 2K users in the lth TWRN, towards the relay Rl. The signal vector

xl satisfies E
[︂
xlxH

l

]︂
= I2K . The received signal at Rl is written as

yRl
=
√︁

PS

L∑︂
j=1

Gjlxj + nRl
, (3.3)

where nRl
is the N × 1 additive white Gaussian noise (AWGN) vector at the relay

satisfying E
[︂
nRl

nH
Rl

]︂
= IN σ2

Rl
and PS is the transmit power of the users. During the

second-time slot, relay first amplifies and then forwards its received signal towards

the users. The transmitted signal from the relay is y′
Rl

= β̂lŴlyRl
, where Ŵl

is the concatenated beamforming-and-amplification matrix at the relay and βl is

the amplification factor to satisfy the relay power constraint which is presented in

the sequel. Here, Ŵl is designed to cancel sub-channel interference within a given

TWRN, and hence, it is constructed by using receive-ZF and transmit-ZF precoding

and detection concepts as follows [108,109]:2

Ŵl = Ĝ∗
ll(Ĝ

T
ll Ĝ

∗
ll)−1P(ĜH

ll Ĝll)−1ĜH
ll , (3.4)

1This definition for estimation error instead of El = Ĝll −Gll is used, as even with a perfect MMSE
estimation, the estimated channel will be the sum of all the channels that have used the same pilot
sequence (

∑︁L

j=1 Gjl).
2The results obtained in this chapter can also be obtained for other detection and precoding methods
such as matched filter and MMSE.
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where P is the block diagonal permutation matrix for user pairing, constructed as

P = diag(P1, · · · , PK) and Pi =
(︄

0 1
1 0

)︄
for i ∈ {1, · · · , K}. Moreover, the relay

power constraint is

PR = E
[︂
Tr
(︂
y′

Rl
y′H

Rl

)︂]︂
. (3.5)

Next, the received signal at Ul,k′ is given as

yl,k′ = gT
lk′y′

Rl
+ nl,k′ = β̂l

√︁
PSgT

lk′ŴlGllxl

+ β̂l

√︁
PSgT

lk′Ŵl

L∑︂
j=1,j ̸=l

Gjlxj + β̂lgT
lk′ŴlnRl

+ nl,k′ , (3.6)

where Ul,k and Ul,k′ are the paired-users exchanging their data signals with (k, k′) =

(2i − 1, 2i) for i ∈ {1, · · · , 2K}. Moreover, glk′ is the k′th column vector of the

matrix Gll for k ∈ {1, · · · , K} and nl,k′ is the AWGN at the k′th user of the lth

TWRN with variance σ2
nl,k′ . (3.6) is further simplified as

yl,k′ = β̂l

√︁
PSgT

lk′Ŵlglkxl,k+β̂l

√︁
PSgT

lk′Ŵl

2K∑︂
m=1,m ̸=k

glmxl,m

+β̂l

√︁
PSgT

lk′Ŵl

L∑︂
j=1,j ̸=l

Gjlxj +β̂lgT
lk′ŴlnRl

+nl,k′ , (3.7)

where the first term is the desired signal at Ul,k′ and other terms are the interferences

and noise. Thus the end-to-end SINR at Ul,k′ , γl,k′ is given as

γl,k′ =
β̂

2
l PS

⃦⃦⃦
gT

lk′Ŵlglk

⃦⃦⃦2

β̂
2
l PSΘ + β̂

2
l σ2

Rl

∑︁L
j=1,j ̸=l

⃦⃦⃦
gT

lk′Ŵl

⃦⃦⃦2
+ σ2

nl,k′

, (3.8)

where Θ = PS
∑︁2K

m=1,m ̸=k

⃦⃦⃦
gT

lk′Ŵlglm

⃦⃦⃦2
+ PS

∑︁L
j=1,j ̸=l

⃦⃦⃦
gT

lk′ŴlGjl

⃦⃦⃦2
.

3.2.4 Calculation of value β̂l

By using (3.3) and y′
Rl

= β̂lŴlyRl
, the power constraint (3.5) is simplified as

PR = β̂
2
l E

⎡⎣Tr

⎛⎝Ŵl

⎛⎝PS

L∑︂
j=1

GjlGH
jl + σ2

Rl
IN

⎞⎠ŴH
l

⎞⎠⎤⎦
= β̂

2
l PSE

⎡⎣Tr

⎛⎝Ŵl

L∑︂
j=1

GjlGH
jl Ŵ

H
l

⎞⎠⎤⎦+ β̂
2
l σ2

Rl
E
[︂
Tr
(︂
ŴlŴ

H
l

)︂]︂
. (3.9)
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By substituting Ŵl into (3.9), β̂l is obtained as follows:

β̂l =
√︄

PR

PST1 + σ2
Rl

T2
, (3.10)

where T1 =
∑︁L

j=1 E
[︃
Tr
(︃
GjlGH

jlĜll

[︂
ĜH

ll Ĝll

]︂−1
P
[︂
ĜT

ll Ĝ
∗
ll

]︂−1
P
[︂
ĜH

ll Ĝll

]︂−1
ĜH

ll

)︃]︃
and

T2 = E
[︃
Tr
(︃[︂

ĜH
ll Ĝll

]︂−1
P
[︂
ĜT

ll Ĝ
∗
ll

]︂−1
P
)︃]︃

.

3.2.5 Overall sum rate of the system

The average sum rate for the lth 2K-user TWRN with estimated CSI at the relay

is defined as [17]

Rl = (TC − τ)
2TC

2K∑︂
k=1

E [log (1 + γl,k)] , (3.11)

where TC and τ are the coherence time of the wireless channel and length of the

pilot sequence used for channel estimation. In particular, the pre-log factor (TC −

τ)/TC accounts for the pilot overhead [17]. The two time-slots required for the data

transmission between the paired users results in the pre-log factor of 1/2.

3.2.6 Energy efficiency of the system

As mentioned in the introduction, for many applications such as low-power sensor

networks, the energy efficiency of the system will be very important. Thus, the

energy efficiency of the system defined as [65]

ρ =
∑︁2K

k=1 E [log (1 + γl,k)]
2KPS + PR

, (3.12)

where the denominator consists of the total power consumption of the system and

the numerator consists of the overall sum rate.

3.3 Asymptotic performance analysis

This section derives asymptotic SINR and sum rate for the three power scaling

laws3 [65] at the user nodes and relay whenever the relay antenna count grows

unbounded (N → ∞). Moreover, the detrimental impacts of CCI, imperfect CSI,

and pilot contamination on the SINR of the system are analysed.
3Specifically, transmit power scaling laws are designed to achieve the highest power scaling coeffi-
cient at the transmitters that results in a non zero SINR. In this context, both the spectral and
energy efficiency of the proposed mMIMO TWRNs can be substantially improved subject to a
fundamental trade-off.
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3.3.1 Transmit power scaling at the user nodes

Whenever the transmit power of user nodes is scaled inversely proportional to the

relay antenna count, the power of the pilot sequence is also scaled accordingly. Thus,

the overall transmit power can only be scaled inversely proportional to the square-

root of the relay antenna count (
√

N) for estimated CSI. The normalized relay

gain for unlimited number of relay antennas is obtained by letting PS = ES/
√

N ,

PP = τES/
√

N and PR = ER where ES and ER are fixed, as

lim
N→∞

β̂l√
N

=

⎡⎢⎢⎣ ER

ES
∑︁L

j=1
∑︁K

i=1

(︃
η2

j,l,2i−1+η2
j,l,2i

τES∗η̂2
l,2i−1η̂2

l,2i

)︃
+ 2σ2

Rl

∑︁K
i=1

(︂
τES η̂l,2i−1η̂l,2i

)︂−2

⎤⎥⎥⎦
1
2

.(3.13)

See Appendix A.2 for the proof. Here, η̂l,k is defined as

η̂l,k =
L∑︂

j=1
ηj,l,k. (3.14)

The parameter η̂l,k, is a measure of the pilot contamination experienced by Ul,k

and will extensively appear in SINR equations in the sequel. Furthermore, if pilot

contamination is absent, then η̂l,k = ηl,l,k. Eqn. (3.7) is rewritten by dividing both

sides by 4√N and substituting ES values as

yl,k′

4
√

N
= β̂l√

N

√︁
ESgT

lk′Ŵlglkxl,k+
β̂l√
N

√︁
ESgT

lk′Ŵl

2K∑︂
m=1,m̸=k

glmxl,m

+ β̂l√
N

√︁
ESgT

lk′Ŵl

L∑︂
j=1,j ̸=l

Gjlxj

+ β̂l√
N

4
√

NgT
lk′ŴlnRl

+ 1
4
√

N
nl,k′ . (3.15)

Next, the asymptotic limit of the intended signal term in (3.15) is obtained by using

the limits given in Appendix A.1, as

√︁
ESgT

lk′Ŵlglkxl,k
a.s.−−−−→

N→∞

√︁
ES

gT
lk′Ĝ

∗
ll√

N

(︄
Ĝ

T

llĜ
∗
ll√

N

)︄−1

P
(︄

Ĝ
H

ll Ĝll√
N

)︄−1
Ĝ

H

ll glk√
N

xl,k

=
√︁

ES
ηl,l,k′ηl,l,k

η̂2
l,k

xl,k. (3.16)

Similarly the asymptotic limit of the second term, which represents the inter-user

interference in (3.15), is obtained as

√︁
ESgT

lk′Ŵl

2K∑︂
m=1,m ̸=k

glmxl,m
a.s.−−−−→

N→∞
0. (3.17)
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Above, the inter-user interference is removed due to ZF receiving and transmission

at the relay. Even with a different beamforming method, it can be shown that this

value asymptotically goes to zero. Furthermore, the asymptotic limit of the third

term in (3.15), which is the co-channel interference from the nearby jth TWRN is

derived as

√︁
ESgT

lk′ŴlGjlxj
a.s.−−−−→

N→∞

√︁
ES

gT
lk′Ĝ

∗
ll√

N

(︄
Ĝ

T

ll Ĝ
∗
ll√

N

)︄−1

P
(︄

Ĝ
H

ll Ĝll√
N

)︄−1
Ĝ

H

ll Gjl√
N

xj

=
√︁

ES
ηl,l,k′ηj,l,k

η̂2
l,k

xj,k. (3.18)

Also, the fourth term in (3.15), which represents the added noise at the relay, is

given as

4√
NgT

lk′ŴlnRl
= 4√

NgT
lk′Ĝ

∗
ll(Ĝ

T
ll Ĝ

∗
ll)−1P(ĜH

ll Ĝll)−1ĜH
ll nRl

= gT
lk′Ĝ

∗
ll√

N

⎛⎝ĜT
ll Ĝ

∗
ll√

N

⎞⎠−1

P

⎛⎝ĜH
ll Ĝll√

N

⎞⎠−1
ĜH

ll nRl

4√N
. (3.19)

Based on (3.19), the asymptotic distribution of the fourth term is given as

4√
NgT

lk′ŴlnRl

d−−−−→
N→∞

ηl,l,k′

τES η̂3
l,k

˜︁nl, (3.20)

where ˜︁nl ∼ CN
(︂
0, τES η̂2

l,kσ2
Rl

)︂
. Furthermore, the asymptotic limit of the last term

in (3.15) is written as

1
4√N

nl,k′
a.s.−−−−→

N→∞
0. (3.21)

By using the above asymptotic values and distributions of the terms in (3.15), the

asymptotic SINR for transmit power scaling at the user nodes can be written as

lim
N→∞

γl,k′ =

ESη2
l,l,k′ η

2
l,l,k

η̂4
l,k

ESη2
l,l,k′

∑︁L

j=1,j ̸=l
η2

j,l,k

η̂4
l,k

+
η2

l,l,k′

τES η̂4
l,k

σ2
Rl

=
τE2

Sη2
l,l,k

τE2
S

∑︁L
j=1,j ̸=l η2

j,l,k + σ2
Rl

= γ∞. (3.22)

3.3.2 Transmit power scaling at the relay

In this case, the asymptotic SINR is derived by scaling the transmit power at the

relay inversely proportionally to the number of relay antennas. Thus the asymptotic
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SINR is obtained by substituting PR = ER/N , PS = ES and Pp = τES where ES

and ER are fixed. The asymptotic value of the normalized relay gain is obtained as

lim
N→∞

β̂l =

⎡⎢⎢⎣ ER

ES
∑︁L

j=1
∑︁K

i=1

(︁
η2

j,l,2i−1(1+τES η̂l,2i)+η2
j,l,2i(1+τES η̂l,2i−1)

)︁
τES η̂2

l,2i−1η̂2
l,2i

⎤⎥⎥⎦
1
2

. (3.23)

The proof of (3.23) is based on the results in Appendix A.3. Similar to the previous

case, the received signal at Ul,k′ is given by (3.7). Limits on each term of (3.7) are

used to obtain the SINR value at Ul,k′ as

lim
N→∞

γl,k′ =
Ψ2

l ESη2
l,l,k′η2

l,l,k

Ψ2
l ESη2

l,l,k′

L∑︂
j=1,j ̸=l

η2
j,l,k + η̂4

l,kσ2
nl,k′

, (3.24)

where Ψl = limN→∞ β̂l and given in (3.23).

3.3.3 Transmit power scaling at the user nodes and relay

This section obtains the asymptotic SINR for the transmit power scaling at the

relay and user nodes (where PS = ES/
√

N , PP = τES/
√

N , PR = ER/
√

N , and ES

and ER are fixed). As in the previous section, the proofs are omitted due to their

similarity to the results in Section 3.3.1. The asymptotic value of the normalized

relay gain is obtained as

lim
N→∞

β̂l
4
√

N
=

⎡⎢⎣ ER

ES

∑︁L
j=1

∑︁K
i=1

(︂
η2

j,l,2i−1+η2
j,l,2i

τES∗η̂2
l,2i−1η̂2

l,2i

)︂
+ 2σ2

Rl

∑︁K
i=1
(︁
τES η̂l,2i−1η̂l,2i

)︁−2

⎤⎥⎦
1
2

.(3.25)

By substituting the ES values, (3.7) is rewritten for the received signal as

yl,k′ = β̂l
4
√

N

√︁
ESgT

lk′Ŵlglkxl,k

+ β̂l
4
√

N

√︁
ESgT

lk′Ŵl

2K∑︂
m=1,m̸=k

glmxl,m+ β̂l
4
√

N

√︁
ESgT

lk′Ŵl

L∑︂
j=1,j ̸=l

Gjlxj

+ β̂l
4
√

N

4
√

NgT
lk′ŴlnRl

+ nl,k′ . (3.26)

By using the same procedure as in Section 3.3.1, the SINR is obtained as

lim
N→∞

γl,k′=
τΛ2

l E2
Sη2

l,l,k′η2
l,l,k

τΛ2
l E2

Sη2
l,l,k′

L∑︂
j=1,j ̸=l

η2
j,l,k+Λ2

l η2
l,l,k′σ2

Rl
+τES η̂4

l,kσ2
nl,k′

, (3.27)
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where Λl = limN→∞
β̂l
4√

N
and given in (3.25).

Remark V.1: It can be seen that the asymptotic SINRs (3.22), (3.24), and (3.27)

are affected by the pilot contamination. Interestingly, whenever ηj,l,k = 0 for j ̸= l or

when L = 1, the asymptotic SINRs results in (3.22), (3.24), and (3.27) approaches

the same SINRs provided in [65]. Furthermore, by substituting asymptotic SINRs

(3.22), (3.24), and (3.27) into (3.11) and (3.12), the overall sum rate and the energy

efficiency of the system is obtained.

3.4 The optimal pilot sequence length

This section analyses the optimal pilot sequence length to maximize the sum rate of

the system for the case with L = 1 under power scaling at the user nodes scenario.

For this case, (3.22) can be written as

lim
N→∞

γl,k′ =
τE2

Sη2
l,l,k

σ2
Rl

= τξl,k, (3.28)

where ξl,k = E2
Sη2

l,l,k

σ2
Rl

. By substituting this value into (3.11), the overall sum rate of

the system is written as

Rl = (TC − τ)
2TC

2K∑︂
k=1

log (1 + τξl,k) . (3.29)

By taking the partial derivation of (3.29) with respect to τ and by equating it to

zero, the following equation is obtained.

2K∑︂
k=1

(TC − τ)ξl,k

1 + τξl,k
=

2K∑︂
k=1

ln (1 + τξl,k) . (3.30)

Since the total sum rate can be maximized by maximizing the sum rates of individual

user nodes, above equation can be rewritten and rearranged as

exp
(︄

(TC − τ)ξl,k

1 + τξl,k
+ 1

)︄
= (1 + τξl,k) exp(1) , (3.31)

1 + TCξl,k

1 + τξl,k
exp

(︄
1 + TCξl,k

1 + τξl,k

)︄
= (1 + TCξl,k) exp(1) . (3.32)

By using the Lambert-W function [110], (3.32) is solved as

W ([1 + TCξl,k] exp(1)) = 1 + TCξl,k

1 + τξl,k
. (3.33)
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The optimal value for τ to maximize the sum rate can be derived as

τ∗
k =

⌊︄
1

ξl,k

(︄
1 + TCξl,k

W ([1 + TCξl,k] exp(1)) − 1
)︄⌋︄

, (3.34)

where ⌊.⌋ is the floor function. Analysis on the second partial derivative of Rl with

respect to τ shows that the solution in (3.34) maximizes the sum rate of the system.

3.5 Analysis for a finite number of antennas

This section derives the approximate closed-form sum rate for the three power scal-

ing laws at the user nodes and relay with a finite number of antennas. Moreover,

for mathematical tractability, the analysis is limited for the CCI-free, perfect CSI

and no pilot contamination case. Furthermore, the cumulative distribution function

(CDF) and the probability distribution function (PDF) of the end-to-end SINR at

Ul,k′ are obtained. For this case, the beamforming matrix Ŵl can be rewritten as

Ŵl = Wl = G∗
ll(GT

ll G∗
ll)−1P(GH

ll Gll)−1GH
ll , (3.35)

By using Ŵl, the amplification factor βl is given as

βl =
⌜⃓⃓⎷ PR

PSE
[︂
Tr
(︂[︁

GT
ll G∗

ll

]︁−1)︂]︂+ σ2
Rl
E
[︂
Tr
(︂[︁

GH
ll Gll

]︁−1 P
[︁
GT

ll G∗
ll

]︁−1 P
)︂]︂ . (3.36)

Using Wl and the absence of co-channel interfering TWRNs, (3.6) is further sim-

plified as

yl,k′ = βl

√︁
PSxl,k + βl1k′P(GH

ll Gll)−1GH
ll nRl

+ nl,k′ , (3.37)

where 1k′ represents a 1 × 2K vector with value 1 at the k′ location and zeros in all

other places. Thus the end-to-end SINR at Ul,k′ , γl,k′ is derived as

γl,k′ = β2
l PS

β2
l σ2

Rl

[︂(︁
GH

ll Gll

)︁−1]︂
k′

+ σ2
nl,k′

, (3.38)

where
[︃(︂

GH
ll Gll

)︂−1
]︃

k′
is the k′th diagonal entry of the matrix

(︂
GH

ll Gll

)︂−1
. To

begin the derivation of the SINR value, the long-term power amplification factor β̃l

is used. Here, the following matrix identities from [111] are used.

Tr
(︃
E
[︃(︂

GH
ll Gll

)︂−1
]︃)︃

=
Tr
(︂
D−1

ll

)︂
N − 2K

=
∑︁2K

i=1 η−1
l,l,i

N − 2K
. (3.39)
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Tr
(︂
E
[︂(︁

GH
ll Gll

)︁−1 P
(︁
GT

ll G∗
ll

)︁−1 P
]︂)︂

=
Tr
(︁
PD−1

ll PD−1
ll

)︁
(N − 2K)2 − 1

+
Tr
(︁
PTr

(︁
PD−1

ll

)︁
D−1

ll

)︁(︂
(N − 2K)2 − 1

)︂
(N − 2K)

=
2
∑︁K

i=0 (ηl,l,2i−1ηl,l,2i)−1

(N − 2K)2 − 1
. (3.40)

By using the above equations, the value of β̃l is rewritten as

β̃
2
l =

(︂
(N − 2K)2 − 1

)︂
(N − 2K) PR(︂

(N −2K)2−1
)︂

PS
∑︁2K

i=1 η−1
l,l,i + 2 (N −2K) σ2

Rl

∑︁K
i=0 (ηl,l,2i−1ηl,l,2i)−1 . (3.41)

By substituting the value of β̃l to (3.38), the approximated SINR is obtained as

γ̃l,k′ = αl,k′X

ηl,k′X + ζl,k′
, (3.42)

where X =
(︄[︃(︂

GH
ll Gll

)︂−1
]︃

k′,k′

)︄−1

and other symbols are given as follows:

αl,k′ =
(︂
(N − 2K)2 − 1

)︂
(N − 2K) PRPS . (3.43)

ζl,k′ =
(︂
(N − 2K)2 − 1

)︂
(N − 2K) PRσ2

Rl
. (3.44)

ηl,k′ =
(︂
(N − 2K)2 − 1

)︂
PSσ2

nl,k′

2K∑︂
i=1

η−1
l,l,i

+ 2 (N − 2K) σ2
nl,k′ σ

2
Rl

K∑︂
i=0

(ηl,l,2i−1ηl,l,2i)−1 . (3.45)

By using distribution of the kth diagonal element of the inverse Wishart matrix [112],

the CDF of γl,k′ was obtained as [72]:

Fγ̃l,k′ (x) =

⎧⎪⎪⎨⎪⎪⎩1 −
Γ
(︂

N−2K+1,
ζl,k′ x

αl,k′ −ηl,k′ x

)︂
Γ(N−2K+1) , 0 < x <

αl,k′
ηl,k′

1, x ≥ αl,k′
ηl,k′

.

(3.46)

By differentiating (3.46) by using the Leibniz integral rule the PDF is obtained as

fγ̃l,k′ (x) = d

dx

[︄
ζl,k′x

αl,k′ −ηl,k′x

]︄(︄
ζl,k′x

αl,k′ −ηl,k′x

)︄N−2Ke
−

ζl,k′ x

αl,k′ −ηl,k′ x

Γ(N − 2K + 1)

= αl,k′(ζl,k′)N−2K+1xN−2Ke
−

ζl,k′ x

αl,k′ −ηl,k′ x

Γ(N − 2K +1)
(︁
αl,k′ −ηl,k′x

)︁N−2K+2 , (3.47)
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where 0 ≤ x <
αl,k′
ηl,k′

. The average sum rate can be approximated by solving R̄l =
1

2 ln(2)
∫︁∞

0 ln(1 + x)fγl,k′ (x) dx as

R̄L∗ ≈ 1
2 ln(2)

1
(N − 2K)!I1, (3.48)

where I1 is defined as follows:

I1 = αl,k′ζN−2K+1
l,k′

∫︂ αl,k′
ηl,k′

0

xN−2K

(αl,k′ − ηl,k′x)N−2K+2

× exp
(︄

−
ζl,k′x

αl,k′ − ηl,k′x

)︄
ln (1 + x) dx, (3.49)

By substituting the dummy variable t = ζl,k′x/(αl,k′ −ηl,k′x) into (3.49) the integral

I1 can be simplified as

I1 =
∫︂ ∞

0
tN−2Ke−t ln

(︄
ζl,k′ +(αl,k′ + ηl,k′)t

ζl,k′ +ηl,k′t

)︄
dt, (3.50)

Next, I1 in (3.50) can be solved in closed-form as follows:

I1 =J
(︁
N −2K, ζl,k′ , αl,k′ + ηl,k′

)︁
− J

(︁
N −2K, ζl,k′ , ηl,k′

)︁
, (3.51)

where the function J(x, y, z) is defined as

J(x, y, z) =
∫︂ ∞

0
λxexp(−λ) ln(y+zλ) dλ

= Γ(x+1) ×(︄
ln(y)+

x∑︂
p=0

1
Γ(x−p+1)

(︄(︃
−y

z

)︃x−p

exp
(︂y

z

)︂
E1

(︂y

z

)︂
+

x−p∑︂
q=1

Γ(q)
(︃

−y

z

)︃x−p−q
)︄)︄

.(3.52)

By substituting (3.51) into (3.48), an approximation of the average sum rate can be

derived in closed-form as:

R̄L∗ = J
(︁
N − 2K, ζl,k′ , αl,k′ + ηl,k′

)︁
− J

(︁
N − 2K, ζl,k′ , ηl,k′

)︁
2 ln(2) (N − 2K)! . (3.53)

The sum rates under different power scaling scenarios can be obtained by substitut-

ing the PS and PR values to αl,k′ , ζl,k′ and ηl,k′ . The results obtained in (3.53) will

be useful to identify the number of antennas required to obtain a certain percentage

of the asymptotic sum rate.

3.6 Asymptotic analysis for relay-antenna correlation

This section derives asymptotic results for the SINR and sum-rate under the antenna

correlation at the relay nodes under the three power scaling scenarios identified in
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Section 3.3. Moreover, for mathematical tractability the analysis is limited for the

CCI-free, perfect CSI and no pilot contamination case.

When there is antenna correlation at the relay the channel vector to the re-

lay from the user k is written as ḡT
ll,k = (Ψl,k)

1
2 fT

ll,kd
1
2
lk, where Ψl,k is the N × N

correlation matrix at the relay. Furthermore, fT
ll,k is the kth column vector in the

matrix Fll and dlk is the kth diagonal entry of the matrix Dll that is given in

3.2.1. Accordingly the channel matrix between all relay and all the users is given

as Ḡll =
[︂
ḡT

ll,1 ḡT
ll,2 · · · ḡT

ll,2K

]︂
. This corresponds to the max-semi-correlated

Rayleigh fading scenario presented in [34,38]. For this case, the beamforming matrix

Ŵl can be rewritten as

W̄l = Ḡ∗
ll(Ḡ

T
ll Ḡ

∗
ll)−1P(ḠH

ll Ḡll)−1ḠH
ll , (3.54)

By using Wl, the amplification factor β̄l is given as

β̄l =
⌜⃓⃓⃓
⎷ PR

PSTr
(︃
E
[︃[︂

ḠT
ll Ḡ

∗
ll

]︂−1
]︃)︃

+ σ2
Rl

Tr
(︃
E
[︃[︂

ḠH
ll Ḡll

]︂−1
P
[︂
ḠT

ll Ḡ
∗
ll

]︂−1
P
]︃)︃ . (3.55)

By using the similar steps as in Section 3.5, the end-to-end SINR at Ul,k′ , γl,k′ is

obtained as

γl,k′ = β̄
2
l PS

β̄
2
l σ2

Rl

[︃(︂
ḠH

ll Ḡll

)︂−1
]︃

k′
+ σ2

nl,k′

, (3.56)

where
[︃(︂

ḠH
ll Ḡll

)︂−1
]︃

k′
is the k′th diagonal entry of the matrix

(︂
ḠH

ll Ḡll

)︂−1
.

To analyse the asymptotic performance of antenna correlation at the relay, the

limit results relevant to the channel matrix Ḡll are considered. Here,⎡⎣ḠH
ll Ḡll

N

⎤⎦
i,j

= d
1/2
li

fH
ll,i

(︂
ΨH

l,iΨl,j

)︂1/2
fll,j

N
d

1/2
lj . (3.57)

By using the limit results, it can be shown that if i ̸= j, then the value of (3.57)

goes to zero. If i = j then the above value equals Tr(Ψl,j), which is equal to N for

correlation matrices4. Based on this, the limit result can be given as⎡⎣ḠH
ll Ḡll

N

⎤⎦ a.s.−−−−→
N→∞

Dll, (3.58)

4It is assumed that the correlation matrices have full rank. However, in mMIMO channels, the
correlation matrices can be rank-deficient [113]. In this context, the similar results will hold if the
spectrum of the correlation matrices follow the conditions in [114, Theorem 3.4].
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Figure 3.1: Spectral efficiency versus the number of relay antennas of an 12-user
TWRN with different L values. The channels in Gjl are i.i.d. Rayleigh RVs with
Dll = I2K and Djl = 1

2I2K , where j, l ∈ {1, · · · , L} and j ̸= l.

and coincidentally the asymptotic results for the case with antenna correlation is

equal to the results obtained for the case without any antenna correlation. This

shows that by using mMIMO, the degenerative effect of antenna correlation can be

removed in the system model.

3.7 Simulation Results

This section presents the simulation results and comparisons with the derived asymp-

totic results. The power at the user nodes and the relay nodes is taken as ES =

ER = 10, and the noise powers at user and relay nodes is taken as σ2
nl,k

= σ2
nR

= 1.

The pathloss exponent η is assumed to be two. The normalized pilot sequence power

factor τ/TC is 0.8. Spectral and energy efficiencies under different power scaling sce-

narios, different K values, and different L values are presented in the sequel. What

is the effect of having multiple TWRNs on the spectral efficiency and the energy

efficiency? In Fig. 3.1 and Fig. 3.2, the spectral efficiency and the energy efficiency
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Figure 3.2: Energy efficiency versus the number of relay antennas of 12-user, L
TWRNs. The channels in Gjl are i.i.d. Rayleigh RVs with Dll = I2K and Djl =
1
2I2K , where j, l ∈ {1, · · · , L} and j ̸= l.

are presented for power scaling at user nodes (case 1), for L = 2, L = 4 and L = 8

values, when K = 6, respectively. The obtained asymptotic values (3.22) are also

plotted for comparison. It can be seen in Fig. 3.1 that for all L values, the spec-

tral efficiency asymptotically reaches the analytical results, validating the derived

results. Furthermore, as the number of TWRNs (L) in the system is increased, the

achievable spectral efficiency and the energy efficiency of a single TWRN decreases

due to the interference and pilot contamination introduced by other TWRNs. As

an example, a L = 2 system can obtain 4.9 bps/Hz efficiency while an L = 8 system

can only achieve a spectral efficiency of 3 bps/Hz. However, if the spectral efficiency

of the whole system is considered (by multiplying the spectral efficiency of a single

TWRN by L), it can be concluded that the bandwidth can be utilized further by

increasing the number of TWRNs. According to the values obtained in Fig. 3.1,

the total spectral efficiency is 9.8 bps/Hz when L = 2 and approximately 15 bps/Hz

when L = 8. Thus it can be concluded that by using multi-pair mMIMO TWRNs

for pairwise communications between nodes, that the limited bandwidth can be

utilized effectively.
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Figure 3.3: Spectral efficiency versus the number of relay antennas of a L = 4
TWRN systems with different number of user pairs. The channel gains of Gjl are
i.i.d. Rayleigh RVs. with Dll = I2K and Djl = 1

2I2K , where j, l ∈ {1, · · · , L} and
j ̸= l.

The effect of number of users in a single system (2K) is analysed in Fig. 3.3.

Specifically, the sum rate is plotted for a system with eight relay networks under

power scaling at the relay nodes for K = 2 and K = 6 (case 2). A four-user

TWRN achieves 0.62 bps/Hz while a 12-user TWRN obtains 1.28 bps/Hz. Fig.

(3.24) shows that the analytical results match the simulated values. Note that the

spectral efficiency increases as the number of users increases, as the same bandwidth

is used by the additional users. Thus, a mMIMO pairwise TWRN improves the

bandwidth utilization by serving more users. However, there will be countering

factors that will limit the number of user pairs in a network, such as the number of

available orthogonal pilot sequences which is limited by the coherence time of the

system.

The spectral efficiency gains and energy efficiency gains of different power scaling

scenarios are compared in Fig. 3.4 and Fig. 3.5 for 12-user TWRNs (L = 8). The

analytical results (3.22), (3.24), and (3.27) are also plotted for comparison purposes.

Power scaling at the user nodes has the highest asymptotic of 7.2 bps/Hz out of
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Figure 3.4: Spectral efficiency versus the number of relay antennas of 12-user, L = 8
TWRNs. The channels in Gjl are i.i.d. Rayleigh RVs with Dll = I2K and Djl =
1
2I2K , where j, l ∈ {1, · · · , L} and j ̸= l.

all the three cases while case-2 and case-3 achieved asymptotically 5.2 bps/Hz and

1.8 bps/Hz, respectively. Moreover, in Fig. 3.5 power scaling at both user and relay

nodes obtains the highest energy efficiency as expected. Furthermore, the energy

efficiency of case-2 (power scaling at the relay only) is very low compared to other two

cases. This result is expected as the power of user nodes are kept unchanged in this

scenario. Thus the numerator in (3.12) is relatively constant for different N values,

and thus the power efficiency will be low. How accurate are the analytical results

when the number of antennas is finite? In Fig. 3.6, the sum rate results are plotted to

answer this question. The simulated sum rate values match with closed-form results

in (3.53), justifying the accuracy of the approximation. For example, as few as 14

relay antennas yields about 85% of the asymptotic performance (N = ∞). Moreover,

increasing to N = 22 relay antennas yields a 92%. This is good news because more

or less the performance of mMIMO is possible with a finite number of antennas. How

much degradation of the sum rate occurs due to antenna correlation? In Fig. 3.7,

the antenna correlation model in [115, Eqn. (4)] is used. Here, the (p, q)th element

of correlation matrix is given as e−j2π(p−q)l cos(θ)e− 1
2 (2π(p−q)l sin(θ)σ)2

[38], where l is
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Figure 3.5: Energy efficiency versus the number of relay antennas of 12-user, 8
TWRNs. The channels in Gjl are i.i.d. Rayleigh RVs with Dll = I2K and Djl =
1
2I2K , where j, l ∈ {1, · · · , L} and j ̸= l.

the relative antenna spacing, θ is the average angle of arrival/departure, and σ is the

standard deviation of the angle of arrival/departure. The sum rate of the system

under low correlation and high correlation at the relay as well as with no correlation

is plotted. Fig. 3.7 shows that although antenna correlation degrades the sum rate,

as the number of relay antennas increases, it approaches to that of the uncorrelated

antenna case. This observation corroborates the analysis that antenna correlation

can be mitigated by a massive antenna array at the relay.

3.8 Conclusion

This chapter investigated the impact of several key impairments, namely co-channel

interference, imperfect CSI, antenna correlation and pilot contamination for multi-

pair mMIMO TWRNs. The asymptotic SINR, sum rate, and energy efficiency are

derived for the three transmit power scaling laws. Importantly, it is shown that the

user transmit power can be scaled down inversely proportionally to the square-root

of the number of relay antennas. Even better, if power scaling is limited to the relay

node, it can be inversely proportional to the number of relay antennas without any
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performance penalty. The analytical and simulation results reveal that substantial

sum-rate gains and energy-efficiency gains can be achieved by adopting mMIMO at

the relay. Also, the closed-form results for a finite number of relay antennas may

help wireless researchers to estimate the number of antennas required to obtain a

certain percentage of the asymptotic sum rate. Furthermore, the results in this

chapter show that mMIMO is an antidote to the degenerative effects of antenna

correlation.
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Chapter 4

Relay selection in massive
multiple-input multiple-output
(mMIMO) cognitive two-way
relay networks (TWRNs)

This chapter analyses a relay-assisted wireless communication link between two

underlay mMIMO terminals. Specifically, an amplify-and-forward (AF) relay is

optimally selected to maximize the sum rate and to keep the interference on the

primary user (PU) below an interference threshold. Signal-to-interference-plus-noise

ratios (SINRs) are obtained for two scenarios: (1) the relays and the two end nodes

use transmit power scaling and (2) only the end nodes use transmit power scaling.

For these two cases, optimal power allocations to satisfy PU interference are derived.

With these optimal power allocations, the impact of relay selection on the outage,

the sum rate, and the energy efficiency of the network is analysed. For the first

scenario, the outage can be reduced to zero with appropriate power allocation and

the relay selection can be done offline. For the second scenario, outage will depend

on the instantaneous channel-state information (CSI) between the relays and the

PU. Furthermore, the energy efficiency of the system is obtained by using a realistic

power consumption model and it is shown that relay selection increases the energy

efficiency.

4.1 Introduction

Several significant problems are faced by cognitive radio (CR) TWRNs. These prob-

lems are due to the fact their transmit powers must not cause too much interference
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at the primary users. During the operation of the TWRN, interference on the PU

is generated over two time slots. In the first one, both the end nodes generates it

and in the second slot, the relay will generate it. How to control this interference on

the PU so that the outage of the underlay network is avoided? What is the limiting

behaviour of interference for a large number of antennas? Does relay selection help

to reduce the interference? How to scale down the transmit powers of the end nodes

as a function of the number of antennas? What power allocation maximizes the sum

rate while limiting the interference?

In order to answer some of these questions, the cognitive two-way relay selection

problem of a particular network (Fig. 4.1) is analyzed in this chapter. The source

and destination nodes S1 and S2 (also called the end nodes) are mMIMO-enabled

and the relay nodes (R1 to Rk) are multiple-input multiple-output (MIMO) enabled.

S1 and S2 perform zero forcing (ZF) based transmission and receiving while enabling

multiple data sub-streams and the relay performs amplify and forwarding. Further-

more, S1 and S2 perform self-interference cancellation. S1, S2, and the relay nodes

all act as secondary users in the presence of a PU. Relay selection is performed to

maximize the sum rate between S1 and S2 while limiting the interference on the PU.

This system setup is ideal for Internet of Things (IoT) applications where networks

are often deployed in an ad-hoc fashion. Such IoT networks operate in the underlay

mode without affecting the licensed systems while improving energy efficiency [116].

In the considered network, the main interference issue arises during the first time

slot when the two end nodes transmit simultaneously to the relay. This interference

must be below the threshold at the PU. If not, the secondary system will go to

outage. The key question is how to reduce or eliminate this outage. There are

two immediate solutions. The first solution is to coordinate the transmissions of

the two end nodes to reduce the joint interference. The problem is, however, that

implementing coordination among two different end nodes is difficult. For instance,

to do so, each end node will require the CSI between the other node and the PU.

For example, S1 needs to know the channel between S2 and the PU node. This will

require additional pilot overheads. The second solution is to use two separate time

slots for S1 and S2 to transmit data to the relay. This solution avoids the cumulative

interference, and it is proposed in [117, 118]. But the penalty is the 33% reduction

of spectral efficiency as three time-slots are required for bidirectional data transfer.

Herein, an alternative solution without constraining the end users to transmit in
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Figure 4.1: The network with K relay nodes and two end nodes, S1 and S2.

different time slots is proposed. It is based on the use of a large number of antennas,

power scaling, and power allocation. Furthermore, relay selection is employed to

obtain significant sum rate and energy efficiency gains. Specifically, the objective is

to maximize the sum rate of an underlay TWRN through relay selection subject to

the interference constraints on the PU.

Contributions:

• The SINR and the sum rate for a certain data sub-stream are obtained, when

a certain relay is selected.

• Two possible power scaling scenarios are proposed to limit the interference at

the PU. In power scaling one (PS-1), the transmit powers at the end nodes

and the relays are scaled down according to the number of antennas at the
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end nodes. In power scaling two (PS-2), only the power at the end nodes is

scaled down according to the number of antennas at the end nodes.

• Asymptotic sum rates under the proposed power scaling scenarios and the

aggregated sum rate for the selected relay is obtained.

• Optimum power allocation to maximize the sum rate and to satisfy the maxi-

mum interference constraint at PU for each relay under the two power scaling

methods is proposed.

• Three relay selection criteria are proposed to maximize the sum rate. Specif-

ically, one relay selection method for PS-1 and two relay selection methods

for PS-2 are proposed. These relay selection methods are analysed for their

performance in terms of the achieved sum rate, the outage probability of the

secondary system, and the requirement of instantaneous channel information.

• Energy efficiency is analysed under PS-1 and PS-2 as the number of antennas at

the end nodes are increased. For this analysis, a practical model is used which

takes the power consumption in transceiver chains and the computational

power consumption at the end nodes into account.

4.2 System, channel, and signal model

4.2.1 System and channel model

The system model consists of one PU and the secondary network (Fig. 1). Sec-

ondary TWRN consists of two user nodes (S1 and S2) and K relay nodes (Rk

for k ∈ {1, · · · , K}). The PU is equipped with N antennas and user node Si

is equipped with Ni antennas for i ∈ {1, 2}, and the kth relay node has NRk

antennas. All secondary nodes are assumed to be half-duplex terminals, and all

channel amplitudes are assumed to be independently distributed, frequency flat-

Rayleigh fading. The wireless channel from Si to PU is defined as Fi = D̂1/2
i F̃i,

where F̃i ∼ CN N×Ni (0N×Ni , IN ⊗ INi) captures the fast fading and D̂i = η̂iIN

accounts for the pathloss. The channel between Rk and PU is defined as Gk =

D1/2
k G̃k, with G̃k ∼ CN N×NRk

(︂
0N×NRk

, IN ⊗ INRk

)︂
and Dk = ηkIN . Similarly,

the channel matrix from Si to Rk is defined as Hi,k = D1/2
i,k H̃i,k, with H̃i,k ∼

CN NRk
×Ni

(︂
0NRk

×Ni , INRk
⊗ INi

)︂
and Di,k = ηi,kINRk

. The detailed system model
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is shown in Fig. 4.1. Here, the sets {ηk}, {η̂i} and {ηi,k} represent the pathloss

components in the Rk-to-PU, Si-to-PU and Si-to-Rk channels.

The channel coefficients are assumed to be fixed during two consecutive time-

slots (a time-slot is the time used for a single transmission between two wireless

nodes) and, hence, the reverse channels are assumed to be the transpose of forward

channel by using the reciprocity property of wireless channels. The additive noise

at all the receivers is modelled as complex zero mean additive white Gaussian noise

(AWGN). The direct channel between S1 and S2 is assumed to be unavailable due

to large pathloss and heavy shadowing effects [32,35].

4.2.2 Signal model

S1 and S2 exchange their signal vectors x1 and x2 by selecting one of the available

relays using two time-slots. Here the selected relay is denoted as Rk for the analysis.

First, S1 and S2 transmit x1 and x2, respectively, towards Rk by employing transmit-

ZF precoding over the multiple access channel1. The received signal at Rk can then

be written as

yRk
= m1,kH1,kVT1,k

x1 + m2,kH2,kVT2,k
x2 + nRk

+ iRk
, (4.1)

where the NRk
× 1 signal vector xi satisfies E

[︂
xixH

i

]︂
= INRk

for i ∈ {1, 2} and

k ∈ {1, · · · , K}. Thus, the Ni × 1 precoded-transmit signal vector at Si is given by

VTi,k
xi. Here, iRk

is the NRk
× 1 interference vector on the secondary relay by the

PU, which is modelled as AWGN with average power σ2
IRk

= PU ηk, where PU is the

transmit power of PU.2 In (4.1), mi,k is the power normalizing factor at Si and is

designed to constrain its transmit power as follows [35]:

mi,k =
√︃

Pi,k/Tr
(︂
VTi,k

VH
Ti,k

)︂
, (4.2)

where Pi,k is the transmit power at Si to satisfy the interference constraints at PU.

Further, in (4.1), nRk
is the NRk

× 1 zero mean AWGN vector at Rk satisfying

E
(︂
nRk

nH
Rk

)︂
= INRk

σ2
NRk

, and VTi,k
is the transmit-ZF precoding matrix at Si given

by [119]

VTi,k
= HH

i,k

(︂
Hi,kHH

i,k

)︂−1
. (4.3)

1In order to use transmit-ZF at S1 and S2, the constraint min(N1, N2) ≥ maxk∈{1,··· ,K} NRk needs
to be satisfied.

2Here, as no coordination between the primary and secondary networks is assumed and the average
interference power at the relay when the PU is transmitting. Similar assumptions are made in [89].
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In the second time-slot, Rk amplifies yRk
and broadcasts this amplified-signal to-

wards both user nodes. Each node then performs ZF receiving and obtains the

following signal vector:

ySi,k
= VRi,k

(MkHk,iyRk
+ ni + ii) , (4.4)

where Mk is the amplification factor at Rk and is defined as

Mk =
√︃

PRk
/
(︂
m2

1,k + m2
2,k + σ2

NRk
+ σ2

IRk

)︂
, (4.5)

where mi,k is defined in (4.2) and PRk
is the transmit power at Rk to satisfy the

interference constraints at PU. Moreover, in (4.4), Hk,i=HT
i,k, and ni is the Ni × 1

zero mean AWGN at Si satisfying E
(︂
ninH

i

)︂
= INiσ

2
Ni

. Also, ii is the interference on

Si by PU with average power σ2
Ii

= PU η̂i. Besides, VRi,k
is the receive-ZF matrix

at Si and can be written as [119]

VRi,k
=
(︂
HH

k,iHk,i

)︂−1
HH

k,i. (4.6)

4.2.3 CSI requirements

The CSI in the system can be categorized as (1) CSI within the secondary system

and (2) CSI between the PU and the secondary system. Since no coordination

between the PU and the secondary system is assumed, acquiring type two CSI is

harder than acquiring type one CSI (for related issues see [120–122] and references

therein). The full CSI requirements can be listed as follows.

1. CSI within the secondary system: End node S1 (S2) requires the CSI

between it and the selected relay Rk, H1,k (H2,k) to perform transmit beam-

forming and receive beamforming. The selected relay Rk only performs the AF

operation. Thus, it will only require the information about the amplification

coefficients at the end nodes m1,k and m2,k. Although m1,k (m2,k) depends on

the CSI between the S1 and Rk (S2 and Rk), full CSI is not required at the

Rk. For self interference cancellation, Mk should be known by both the end

nodes. This knowledge can be acquired by the end nodes through a broadcast

from the relay. Alternatively, all the nodes can decide to use the long term

average values for mi,ks and Mk. This will relax the CSI requirements on the

system.
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2. CSI between the PU and secondary system: Apart from the CSIs re-

quired for the data transmission between S1 and S2, the underlay operation

requires all the nodes to limit the interference on the PUs. Thus when Rk

transmits its signal, it should have the CSI between itself and the PU. Fur-

thermore, when the end nodes transmit simultaneously in the first time slot,

the end nodes must have the CSI between S1 and PU and also between S2

and PU (i.e. both F1 and F2 should be known by S1 and S2). This work

will show that this CSI is not required when mMIMO and appropriate power

scaling methods are used.

4.2.4 Effect on the primary user

In underlay cognitive radio, the secondary users should transmit their data without

exceeding the interference temperature at the PU. This section obtains the equations

for the received interference at the PU during the two time-slots. During the first

time-slot, the received interference signal at PU can then be written as

i1,k = m1,kF1VT1,k
x1 + m2,kF2VT2,k

x2. (4.7)

Similarly, in the second time-slot, the received interference signal at PU can then

be written as

i2,k = MkGkyRk

= m1,kMkGkH1,kVT1,k
x1 + m2,kMkGkH2,kVT2,k

x2

+MkGknRk
+ MkGkiRk

. (4.8)

The interference constraints at the PU are given as

I1,k = P1,k Tr
(︂
FH

1 F1
)︂

+ P2,k Tr
(︂
FH

2 F2
)︂

≤ It, (4.9)

I2,k = PRk
Tr
(︂
GH

k Gk

)︂
≤ It, (4.10)

where It is the interference threshold.

4.2.5 Outage of the secondary system

The outage in the secondary TWRN with relay Rk will occur if the interference

constraints (4.9) and (4.10) are not satisfied. Let the random variable OSk
= 1
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denote outage and OSk
= 0 denote non-outage of the secondary TWRN with relay

Rk. The probability of outage can be defined as

Pout,k =Pr[OSk
= 1]=Pr[I1,k > IT or I2,k > IT ] . (4.11)

Since I1,k and I2,k are independent of each other Pout,k can also be written as

Pout,k =1 − Pr[I1,k ≤ IT ] Pr [I2,k ≤ IT ] . (4.12)

The outage of the whole system happens if all the relays are in a outage (i.e. OSk
= 1

for all k ∈ {1, · · · , K}). Let I1 be the interference on the PU when the two end

nodes transmit simultaneously in the first time slot. As I1 is common for all the

relays, this outage can be written as

Pout =Pr[I1 > IT or ( I2,1 > IT and · · · I2,K > IT )] . (4.13)

Since I1, I2,1, · · · , I2,K are independent of each other Pout can also be written as

Pout =1 − Pr[I1 ≤ IT ] (1 − Pr [I2,1 ≥ IT ] · · · Pr[I2,K ≥ IT ]) . (4.14)

4.2.6 Exact conditional end-to-end SINR

Theorem 1 The post processing end-to-end SINR of the lth data sub-stream at Si

under the transmit powers of P1,k, P2,k and PRk
when OSk

= 0 and relay Rk is used,

is given as

γ
S

(l)
i,k

|OSk
=0=

M2
k m2

i′,k

M2
k σ2

Rk
+ σ2

i
ηi,k

[︃(︂
H̃H

k,iH̃k,i

)︂−1
]︃

l,l

, (4.15)

where {i, i′} ∈ {{1, 2}, {2, 1}}, l ∈ {1, · · · , NRk
}, and k ∈ {1, · · · , K}. Also the

summed noise terms are defined as σ2
Rk

= σ2
IRk

+ σ2
NRk

and σ2
i = σ2

Ii
+ σ2

Ni
.

Proof

By substituting (4.1), (4.3), and (4.6) into (4.4), the received signal

vector at Si can be written in an alternative form as follows:

ySi,k
= Mk

(︁
mi,kxi + mi′,kxi′ + nRk

+ iRk

)︁
+ ñi, (4.16)
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where {i, i′} ∈ {{1, 2}, {2, 1}}. Further, ñi is the filtered, colored noise

and is given by ñi = VRi,k
(ni + ii). Next, by using self-interference

cancellation to (4.16), the signal vector of Si′ received at Si can be

extracted as follows:

ỹSi,k
= Mk

(︁
mi′,kxi′ + nRk

+ iRk

)︁
+ ñi. (4.17)

By using (4.17), the post-processing end-to-end SINR of the lth data

sub-stream at Si can be derived as (4.15). ■

Corollary 1.1 By substituting Mk (4.5), mi′,k (4.2) and the result Tr
(︂
VTi,k

VH
Ti,k

)︂
=

Tr
(︃[︂

Hi,kHH
i,k

]︂−1
)︃

into (4.15), the end-to-end conditional SINR in (4.15) can be
written in a more insightful form as

γ
S

(l)
i,k

|OSk
=0=

PRk
Pi′,k/ Tr

(︃[︂
Hi′,kHH

i′,k

]︂−1
)︃

PRk
σ2

Rk
+
(︃

P1,k

Tr
(︁
[H1,kHH

1,k]
−1)︁+ P2,k

Tr
(︁
[H2,kHH

2,k]−1)︁+ σ2
Rk

)︃
σ2

i

ηi,k

[︃(︂
H̃H

k,iH̃k,i

)︂−1
]︃

l,l

. (4.18)

4.2.7 Sum rate analysis when Rk is selected

This subsection obtains sum rate expressions when the relay Rk is selected assuming

that the interference constraints at PU are satisfied. To correctly decode the data

sub-streams by the receivers, each node needs to transmit the data with a common

rate in MIMO TWRNs. Thus, the sum rate obtained by selecting the kth relay can

be defined as follows:

Rk =

⎧⎨⎩2 min
(︂
RS1,k

, RS2,k

)︂
, if OSk

= 0
0, if OSk

= 1
(4.19)

where RSi is the sum of data sub-streams rates at Sk,i for i ∈ {1, 2}, and can be

written as

RSi,k
=

⎧⎪⎨⎪⎩
1
2
∑︁NR

l=1 log
(︃

1 + γ
S

(l)
i,k

|OSk
=0

)︃
, if OSk

= 0

0, if OSk
= 1

(4.20)

The factor of two appears in (4.19) due to the presence of two user nodes in the

TWRN of interest. Further, the pre-log factor of one-half in (4.20) is due to the use

of two time-slots.
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4.3 Asymptotic analysis

The asymptotic analysis when the number of antennas at the end nodes goes to

infinity (i.e. N1, N2 → ∞) is provided in this section. Specifically, while N1 and

N2 grow unbounded, the number of antennas at relay Rk and PU remains constant.

For simplicity, it is assumed that as N1, N2 → ∞, the ratio between them remains

constant:

α = N2
N1

. (4.21)

Next the asymptotic sum rate and the interference constraints for the two different

power scaling scenarios are obtained.

4.3.1 Requirement of power scaling

Scaling the transmit power inversely with the number of antennas has been widely

used in the literature to limit the total transmit power of a node. In [123] three

power scaling scenarios has been analyzed for mMIMO two-way relay networks.

These includes power scaling at the end nodes, power scaling at the relay, and

power scaling at both the end and relay nodes. However, not all these power scaling

methods can be used in an underlay setup. To clarify this situation, the interference

I1,K during the first time slot is rewritten as

I1,k = P1,k Tr
(︂
FH

1 F1
)︂

+ P2,k Tr
(︂
FH

2 F2
)︂

. (4.22)

But if P1,k and P2,k are constants, as N1 and N2 become extremely large the value

Tr
(︂
FH

1 F1
)︂

and Tr
(︂
FH

2 F2
)︂

reaches infinity (the asymptotic limit results in Ap-

pendix B.1). Thus without scaling down P1,k and P2,k, the interference constraint

at the PU can not be satisfied for a large number of transmit antennas. Thus, there

are two ways to scale down P1,k and P2,k, and they are analyzed in the next two

subsections.

4.3.2 Power scaling at the end nodes and the relay (PS-1)

Theorem 2 When, the transmit powers of user nodes S1 and S2 and relay nodes

Rk for k ∈ {1, · · · , K} are scaled inversely with the number of antennas at the end

nodes(i.e. PS-1) and condition (4.22) is satisfied, the asymptotic SINR is given as

γ∞
S

(l)
1,k

= ERk
E2,kη1,kη2,k

σ2
1(E1,kη1,k + E2,kη2,k) + σ2

Rk
NRk

(︁
ERk

η1,k + σ2
1
)︁ , (4.23)
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and

γ∞
S

(l)
2,k

= αERk
E1,kη1,kη2,k

σ2
2(E1,kη1,k + E2,kη2,k) + σ2

Rk
NRk

(︁
αERk

η2,k + σ2
2
)︁ . (4.24)

Proof

The two end nodes and the relays can scale down their transmit power

as follows:

Pi,k = Ei,k

Ni
for i ∈ {1, 2} and PRk

= ERk

N1
, (4.25)

where E1,k, E2,k and ERk
are fixed constants. To prove the asymptotic

SINRs in (23) and (24), the exact expression of SINR (4.18) are utilized,

which contains several matrix trace terms and the diagonal term of an

inverse matrix. All these terms have asymptotic limits (see proof in

Appendix B.1). ■

Interestingly, the asymptotic SINRs (4.23) and (4.24) are independent of the small-

scale fading and only depend on the pathloss. Note that they are also independent

of the data sub-stream index, l, and hence, γ∞
S

(l)
i,k

= γ∞
Si,k

for l ∈ {1, · · · , NRk
}.

Next it is shown that the interference constraints are satisfied during the two

slots given the power scaling scenario (25). First, consider the second time slot

where only the selected relay is transmitting. By substituting Pi,k and PRk
, (4.10)

is rewritten as

I2,k = ERk

Tr
(︂
GH

k Gk

)︂
N1

≤ It, (4.26)

and as Tr(GH
k Gk)

N1
→ 0 as N1 → ∞, this condition is asymptotically satisfied for

any value of ERk
. Second, consider the first time slot where the two end nodes are

transmitting. By using the limits on (4.22), the interference constraint is obtained

as (see Appendix B.1)

lim
Ni→∞

I1,k = E1,kη̂1N + E2,kη̂2N ≤ It. (4.27)

The constraint (4.27) does not contain any random quantities. Thus, it can be

strictly satisfied by carefully selecting E1,k and E2,k at the end nodes of the sec-

ondary network. Therefore, the secondary system can operate without an outage

(i.e. Pout = 0).
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By using asymptotic SINR (4.23) and (4.24), the sum rate between Ui and Rk

is obtained as

R∞
Si,k

= 1
2NRk

log
(︂
1 + γ∞

Si,k

)︂
. (4.28)

Further, the total sum rate when Rk is selected is given as

R∞
k = NRk

log
(︂
1 + min

(︂
γ∞

S1,k
, γ∞

S2,k

)︂)︂
. (4.29)

Remark I: The results obtained in (4.23) and (4.24), only depend on the pathloss

component and the average noise values. Thus, the total sum rate will be a fixed

value for a given relay. Thus, relay selection can be done off-line and no instanta-

neous channel state is necessary for the relay selection process. Furthermore, outage

Pout,k can be set to zero by scaling the transmit powers of S1 and S2.

4.3.3 Power scaling at the end nodes - (PS-2)

Theorem 3 The asymptotic SINR when the transmit power at the user nodes S1

and S2 are scaled inversely proportional to the number of antennas at the user nodes

(i.e PS-2) is given as

γ∞
S

(l)
1,k

= E2,kη2,kNRk

σ2
Rk

, (4.30)

and

γ∞
S

(l)
2,k

= E1,kη1,kNRk

σ2
Rk

. (4.31)

Proof

The transmit power scaling can be given as

Pi,k = Ei,k

Ni
for i ∈ {1, 2} and PRk

= ERk
, (4.32)

where E1,k, E2,k and ERk
are fixed. The equations for SINRs are ob-

tained by substituting Pi,k and PRk
values and by using the asymptotic

limit results on (4.18). Proofs are omitted due to the similarity to the

proof of SINRs in Appendix B.1. ■

Remark II: Similar to (4.23) and (4.24), the SINR values in (4.30) and (4.31) only

depend on the pathloss component and the average noise values. Furthermore, they

are independent of the interference and noise levels at the end nodes (σ2
i ).
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Proposition 3.1 The average sum rate of the secondary system under PS-2 is given
as follows:

R̄∞
k = (1 − Pout,k)NRk

log
(︂

1 + min
(︂

γ∞
S1,k

, γ∞
S2,k

)︂)︂
=

⎛⎝1−
Γ
(︂

NNRk
, It

ηkERk

)︂
Γ (NNRk

)

⎞⎠NRk
log
(︄
1+min

(︄
E2,kη2,kNRk

σ2
Rk

,
E1,kη1,kNRk

σ2
Rk

)︄)︄
,(4.33)

Proof

As mentioned before, (4.27) provides the interference constraint during

the first time-slot. This constraint can be satisfied by selecting E1,k and

E2,k appropriately. However, the PU interference from the selected relay

during the second time slot must also satisfy the interference constraint:

I2,k = ERk
Tr
(︂
GH

k Gk

)︂
= ηkERk

Tr
(︂
G̃H

k G̃k

)︂
≤ It. (4.34)

Unlike the PS-1 case, this is a random event, whose likelihood depends

on channel quality between the selected relay and the PU. Thus the

outage of the secondary system (i.e. Pout,k) is unpredictable. The outage

probability may be expressed as

Pout,k =Pr[I2,k ≥ It]=Pr
[︄
Tr
(︂
G̃H

k G̃k

)︂
≥ It

ηkERk

]︄
. (4.35)

It is well known that Tr
(︂
G̃H

k G̃k

)︂
is Gamma-distributed with shape pa-

rameter of N × NRk
[124]. Thus Pout,k can be expressed as

Pout,k = 1
Γ (NNRk

)Γ
(︄

NNRk
,

It

ηkERk

)︄
. (4.36)

By using the obtained SINR values, the sum rate can be written as

R∞
k =

⎧⎨⎩NRk
log

(︂
1 + min

(︂
γ∞

S1,k
, γ∞

S2,k

)︂)︂
, if OSk

= 0
0, if OSk

= 1,
(4.37)

and (4.33) can be obtained. ■

4.4 Optimal power allocation

Optimal power allocation schemes are designed to maximize the sum rates given in

(4.29) and (4.37) under the interference constraint in (4.27) for PS-1 and PS-2. The

optimal power allocations at S1 and S2 are presented as E∗
1,k and E∗

2,k. Furthermore,

it is assumed that the transmit power at the selected relay ERk
is a fixed value for

the following two cases.
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4.4.1 Power scaling at the end nodes and the relay (PS-1)

Maximizing R∞
k in (4.29) corresponds to maximizing the minimum of γ∞

S1,k
and γ∞

S2,k

by selecting E1,k and E2,k which satisfies (4.27). It can be seen that both γ∞
S1,k

and

γ∞
S2,k

are increasing with respect to E1,k and E2,k. Thus, the maximum of R∞
k occurs

when (4.27) becomes an equality. Thus

E∗
1,k = 1

η̂1

(︃ 1
(1 + δ) N

It − E∗
2,kη̂2

)︃
, (4.38)

where 0 ≤ δ ≪ 1 is used to make sure that the interference on PU is significantly

less than the threshold interference level. Furthermore, it can be seen that the

maximum value for the minimum between two asymptotic SINR values occur when

γ∞
S1,k

= γ∞
S2,k

. Thus, the following equation is obtained:

σ2
2 η2,kNRk

E∗2
2,k − ασ2

1η1,kNRk
E∗,2

1,k + (σ2
2η1,k − ασ2

1η2,k)NRk
E∗

1,kE∗
2,k

+(αERk
η2,k + σ2

2)σ2
Rk

E∗
2,k − α(ERk

η1,k + σ2
1)σ2

Rk
E∗

1,k = 0. (4.39)

Then solving (4.38) and (4.39) provides the optimal values E∗
1,k and E∗

2,k. By using

these values, γ∞,∗
S1,k

, γ∞,∗
S1,k

, and R∞,∗
k is obtained which are the asymptotic optimal

values of SINRs and sum rate, respectively.

As an special case, if α = 1 and η1,k = η2,k, then it can be concluded that

E∗
1,k = E∗

2,k. And the optimum power allocation values are given by using (4.38), as

E∗
1,k = E∗

2,k = 1
(1 + δ) (η̂1 + η̂2) N

It. (4.40)

4.4.2 Power scaling at the end nodes (PS-2)

This section provides the optimal power allocation scenario for the power scaling at

the end nodes case. Unlike in the previous scenario, the sum rate also depends on

the outage probability Pout,k which depends on the transmit power at the relay node

PRk
. However, the asymptotic SINR values in (4.30) and (4.31) are independent

of ERk
. Thus, similar to the previous case this corresponds to the case where the

equality condition in (4.27) is satisfied. Thus,

γ∞
S

(l)
1,k

= γ∞
S

(l)
2,k

E2,kη2,kNRk

σ2
Rk

= E1,kη1,kNRk

σ2
Rk

. (4.41)
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By using value for E∗
1,k from (4.38) in (4.41), the following is obtained:

E∗
1,k = η2,k

(1 + δ) (η̂1η2,k + η̂2η1,k) N
It, (4.42)

E∗
2,k = η1,k

(1 + δ) (η̂1η2,k + η̂2η1,k) N
It. (4.43)

Thus, the optimal average sum rate is written as

R̄∞,∗
k =

⎛⎝1 −
Γ
(︂

NNRk
, It

ηkERk

)︂
Γ (NNRk

)

⎞⎠NRk
log
(︄

1 + η1,kη2,kNRk

(1 + δ) (η̂1η2,k + η̂2η1,k) Nσ2
Rk

It

)︄
.(4.44)

4.5 Relay selection with optimum values

This section presents the relay selection criteria for the two power scaling strategies,

PS-1 and PS-2. For both these cases, the objective of relay selection is to maximize

the achievable asymptotic sum rate of the secondary system. The relay selection

criterion may be stated as:

K∗ = argmax
k∈{1,··· ,K}

[︁
R∞,∗

k

]︁
, (4.45)

where K∗ is the index of the selected relay. Next two subsections analyse the relay

selection criteria under PS-1 and PS-2.

4.5.1 Power scaling at the end nodes and the relay (PS-1)

The relay selection can further be simplified to the following:

K∗ = argmax
k∈{1,··· ,K}

[︁
R∞,∗

k

]︁
= argmax

k∈{1,··· ,K}

[︂
NRk

log
(︂
1 + γ∞

S1,k

)︂]︂
, (4.46)

Thus, relay selection is deterministic as all the R∞,∗
k are fixed values. Further,

(4.46) shows that the choice of optimal relay highly depends on the maximum value

of NRk
. Since the log of (1 + γ∞

S1,k
) is taken, the impact of NRk

is higher than that

of the logarithm. Thus, for most cases the relay selection simply boils down to the

selection of the relay with the maximum number of antennas.
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4.5.2 Power scaling at the end nodes (PS-2)

Unlike in the previous case, here the sum rate of R∞
k and outage are inter-related.

Since outage is random, the relay selection will no longer be a deterministic process.

Yet, motivated by the simplicity of relay selection for deterministic sum rates (46),

two relay selection methods are proposed where, one of them does not require the

instantaneous channel knowledge. The proposed relay selection methods are to

1. Maximize the instantaneous asymptotic sum rate (RSS-1),

2. Maximize the average sum rate (RSS-2).

Next the advantages and disadvantages of these two relay selection schemes are

discussed, and their performances are compared in Section 4.7.

Maximize the instantaneous sum rate

The relay selection criterion may be stated as

K∗ = argmax
k∈{1,··· ,K}

[︁
R∞,∗

k

]︁
. (4.47)

However, when some of the relays are in outage, the optimal selected relay will be

among the relays that are not in outage. Thus, in this case relay selection clearly

provides higher sum rates and lower outage probabilities. However, the knowledge

of the channel states is necessary for the relay selection process, whose complexity

will thus increase. By satisfying Pr[I1 ≤ IT ] = 1 with power allocation, and by using

the outages related to I2,ks from (4.36), (4.14) is rewritten as

Pout =
K∏︂

k=1

Γ
(︂
NNRk

, It
ηkERk

)︂
Γ (NNRk

) . (4.48)

As a special case, if all the relay nodes are identical (i.e. NRk
= NR and ERk

= ER

for all k ∈ (1, · · · , K)), the average sum rate with relay selection is given as 3

R̄∞,∗ =

⎛⎝1−

∏︁K
k=1 Γ

(︂
NNR, It

ηkER

)︂
Γ (NNR)K

⎞⎠NRlog
(︃

1+ η1,kη2,kNR

(1 + δ) (η̂1η2,k +η̂2η1,k) Nσ2
R

It

)︃
. (4.49)

3Even in this case, the parameter values η1,k and η2,k will be different. However, for simplification
it is assumed that η1,k and η2,k are approximately equal for all k.
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Eq. (4.48) shows that relay selection significantly decreases the outage probability

and hence increases the average sum rate compared to a single relay system. How-

ever, instantaneous channel knowledge for the relay selection will cost bandwidth,

energy and complexity. The reason is that channel estimation requires the trans-

mission of pilot sequences and channel state feed back to the transmit node and to

the relay selector.

Maximize the average sum rate

For this case, the relay selection equation can be given as

K∗ = argmax
k∈{1,··· ,K}

[︂
R̄∞,∗

k

]︂

= argmax
k

⎡⎣⎛⎝1−
Γ
(︂

NNRk
, It

ηkERk

)︂
Γ (NNRk

)

⎞⎠NRk
log
(︄

1+ η1,kη2,kNRk

(1+δ) (η̂1η2,k +η̂2η1,k)Nσ2
Rk

It

)︄]︄
.(4.50)

Since the average sum rate, which is a deterministic value, is used, the relay selec-

tion becomes deterministic. Thus the relay selection complexity for this scenario is

significantly less than the previous case as the instantaneous channel conditions of all

the relays are not required for the relay selection. However, the channel conditions

of the required relay is still required for the beamforming and interference control.

Similar to the power scaling at the end nodes and the relay case, the number of

antennas at the relay NRk
has the highest impact on the relay selection.

As a special case, if the case with identical relays is considered, the average sum

rate is given by

R̄∞,∗
k =

⎛⎝1 −
Γ
(︂
NNR, It

ηkER

)︂
Γ (NNR)

⎞⎠NRlog
(︄
1+ η1,kη2,kNR

(1 +δ) (η̂1η2,k+η̂2η1,K) Nσ2
R

It

)︄
. (4.51)

It is evident from (4.51) and (4.49) that the increased sum rate in the previous case

is due to the increased relay selection complexity.

Remark III: As evident from the above two cases, the number of antennas at a

given relay NRk
has the highest impact on the achievable sum rate of a system.

Thus, if all other parameters are approximately equal, then selecting the relay with

the highest number of antennas will provide the highest sum rate for the secondary

system.

Remark IV: It can be seen that the sum rate R∞,∗
k is a deterministic variable.

Thus, the relay selection also becomes a deterministic task. Thus, relay selection

can be done during the system design stage. That is, the end and relay nodes need

not implement real-time relay selections.
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4.6 Energy efficiency analysis

This section analyses the energy efficiency under the power allocation conditions in

Section 4.4.

Some analyses are based on the assumption that the power consumption at the

nodes is only due to the wireless data transfers between nodes. In this case, energy

efficiency of PS-1 approaches infinity and the energy efficiency of PS-2 approaches

an asymptotic limit. However, the processing done at the nodes consumes more

than 50% of the total in mMIMO [80]. Thus, both power consumption at circuit

components and that for ZF computations done at the end nodes must be considered.

Therefore, a more accurate mMIMO energy efficiency analysis is proposed in [125].

According to this, the power consumption during time-slot 1, Ptot,ts1 can be given

as

Ptot,ts1 = P1,k + P2,k + Pts1,T C + Pts1,C + P1,k,LP + P2,k,LP , (4.52)

where Pi,k is the transmit power at the ith end node, Pts1,T C is the power consumed

in transceiver chains in time-slot 1, Pts1,C is the power consumed for coding in time-

slot 1, and Pi,k,LP is the power consumed in node i for linear processing (in this case

ZF). The values for these power consumption components are given as follows:

Pts1,T C = N1PEN + N2PEN + KPRel + PSY N , (4.53)

Pts1,C = 2RkPCOD, (4.54)

Pi,k,LP = 2BNiNRk

LBS
+ B

U

(︄
N3

Rk

3LBS
+

3NiN
2
Rk

+ NiNRk

LBS

)︄
, (4.55)

where PEN and PRel are the powers required to run the circuit components at the

end nodes and relays, PSY N is the power of the local oscillator, PCOD is the coding

power consumption at the end nodes, B is the bandwidth, LBS is the computa-

tional efficiency (given in flops/W) of the end nodes, and U is the coherence block.

Similarly, the power consumption during time-slot 2 is given as

Ptot,ts2 = PRk
+ Pts2,T C + Pts2,D + Pk,1,LP + Pk,2,LP , (4.56)

where Pts2,T C = Pts1,T C , Pk,i,LP = Pi,k,LP , and

Pts2,D = 2RkPDEC , (4.57)
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where PDEC is the decoding power consumption at the end nodes. Based on theses

values the average energy efficiency of the secondary system is defined as

ρk = Rk

Ptot,ts1 + Ptot,ts2
. (4.58)

Based on (4.58), the energy efficiency under PS-1 can be written as

ρk,P S1 = Rk

E1,k

N1
+ E2,k

N1
+ ERk

N1
+ Pres

. (4.59)

Here, Pres = 2 ((N1 + N2)PEN + KPRel + PSY N )+2Rk (PCOD + PDEC)+2P1,k,LP +

2P2,k,LP . Furthermore, P1,k,LP and P2,k,LP is given by (4.55). Note that the con-

sumed power does not go to zero as the number of antennas is increased. Instead,

the consumed power increase with N1 and N2 due to the second term in the above

equation. Similarly, the energy efficiency under PS-2 is written as

ρk,P S2 = Rk
E1,k

N1
+ E2,k

N1
+ ERk

+ Pres

. (4.60)

4.7 Numerical results

This section presents the numerical and simulation results of the proposed selection

strategies. Specifically, the average and asymptotic sum rates are computed and

simulated. The interference threshold at PU is IT = 10 dB, the pathloss components

between PU and S1 and S2 as η̂1 = η̂2 = 1/16, and the noise powers σ2
Ni

= σ2
Rk

= 1.

Also α = 1 and transmit power at the relay Rk is taken as Ek = 25 dBm. The

primary user has 6 antennas (N = 6). Figs. 4.2 to 4.7 represent the results for PS-1

while the Figs. 4.8 to 4.12 show the simulation results for PS-2.

In Fig. 4.2, four cases with different numbers of relays for end-node power scaling

are analysed. Case 1 consists of a single relay node (K = 1) with a single antenna. In

Case 2, K = 4 and the numbers of relay antennas (NRk
) are 1, 1, 4, 4, respectively. In

Case 3, K = 8 and the numbers of relay antennas are 1, 1, 4, 4, 8, 8, 8, 8, respectively.

In Case 4, the sum rate is plotted, when the relay with the highest number of

antennas is selected (relay with 8 antennas). The optimal power allocation scheme

with δ = 0.1 is used. It can be seen that multiple relays bring about significant

sum rate gains. For example a single relay with a single antenna can only achieve a

sum rate of 2.5bps/Hz while the four-relay system, which has 1, 1, 4, and 4 antennas

each can obtain a sum rate of 5.5bps/Hz. Also, with eight relays, the achievable
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Figure 4.2: Sum rate as a function of the number of S1 antennas.

sum rate is 7.2bps/Hz, which is a significant increase compared to previous two

cases. The asymptotic analysis perfectly matches the simulated sum rates when the

number of antennas are increased. Selecting the relay with the highest number of

antennas (Case 4) provides the same asymptotic sum rate as Case 3, which uses

relay selection. However, without relay selection, more antennas are required to

achieve asymptotic performance.

Fig. 4.3 plots the energy efficiency given in (4.59) for system configuration cases

that were analyzed in the previous figure. The parameter values for PEN , PRel,

PSY N , PCOD, PDEC , B, U , and LBS are adopted from [125]. For Case 1, the

energy efficiency increases as the number of antennas are increased up-to around

40. However, after that, energy efficiency reduces as the number of antennas are

increased and asymptotically reach zero. For Case 2 and Case 3, there are multiple

local maxima for the energy efficiency. The reason behind this is that different relays

have different number of antennas (i.e. for Case 3, two relays have single antennas

and two relays have 4 antennas and the other relays have 8 antennas). Regardless of

the number of antennas available at the relays, more relays always improve energy

efficiency.
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Figure 4.3: Energy efficiency comparisons as function of the number of S1 antennas
for PS-2.

To investigate the effect of identical antenna configurations, the energy efficiency

is plotted when all the relays have 8 antennas for PS-1 in Fig. 4.4. It clearly shows

that more relays improve energy efficiency at any number of antennas at S1 and

also, the peak energy efficiency value can be obtained for fewer antennas at S1.

For instance, the peak energy efficiency of 1.9 × 105bps/J can be obtained with

around 170 antennas at the end nodes for Case 3 while the peak energy efficiency of

1.7 × 105bps/J can be obtained with around 190 antennas for Case 2. The energy

efficiency increase with the number of relays (especially in the low antenna regime)

is due to the fact that more relays increase the sum rate of the system.

Fig. 4.5 analyzes the sum rate with different number of relays, but when those

relays have the same number of antennas (NRk
= 8 for all the relays). Cases one, two,

and three corresponds to 1, 4, and 8 relays respectively. Optimal power allocation

with δ = 0.1 is used. Unlike in Fig. 4.2, it can be seen that the achievable asymptotic

sum rates for different cases are the same. The reason is that the achievable sum rate

depends on the relay with the highest number of antennas. However, with multiple

relays, the asymptotic performance can be obtained by using a smaller number of
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Figure 4.4: Energy efficiency as a function of the number of S1 antennas. All the
relays are equipped with 8 antennas each.

antennas at the end nodes. Also it can be seen that until the number of antennas

at the end nodes surpasses a threshold (in this case around 120), the achievable

sum rate is zero. This is due to the interference constraint at the PU. Although

(4.22) is satisfied asymptotically for any ERk
, when N1 is low this constraint may

not be satisfied and the secondary system will remain in outage state. Thus, until

the number of antennas at the end nodes increases to a certain limit, the secondary

network cannot start the transmission.

Fig. 4.6 plots the outage when the PU interference exceeds the threshold. (1)

interference during the first time-slot (when both the end nodes are transmitting)

causes the outage, (2) interference during the second time-slot causes the outage

when having 8 antennas, and (3) interference during the second time-slot causes the

outage when the relay with the highest number of antennas is selected is plotted in

this figure. As seen from Fig. 4.6, the first-time slot outage rapidly reduces with

the number of antennas. For instance, with 200 antennas the outage is less than

10−12. This shows that, with a large antenna array at the end nodes and with power

scaling, the interference on the PU approaches zero and thus, the end nodes do not
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Figure 4.5: Sum rate comparisons as a function of the number of S1 antennas. All
relays are equipped with 8 antennas.

need to know each other’s channel matrices to decide whether to transmit or not.

Also, the interference during the second time-slot approaches zero but with a lower

convergence rate. As an example with 250 antennas, relay selection provides less

than 10−12 outage while the outage with a single relay is around 10−5.

Fig. 4.7 plots the achievable sum rates for three cases for different power allo-

cations at the end nodes. In Case 1, the derived optimal power allocation scheme

in Section 4.4.1 is used. In Case 2, E1
E2

= 3/2 and in Case 3, E1
E2

= 7/3. It can

be seen from the plot that the sum rate approaches the asymptotic sum rates ob-

tained through equation (4.29) when the number of antennas at the end nodes

increases. Furthermore, the optimal power allocation scheme in Section 4.4.1 ob-

tains the highest achievable sum rate while the sum rates of other power allocations

are significantly less than that for the optimal power allocation.

Figs. 4.8, 4.9, and 4.10 plot the outage, sum rate, and the energy efficiency for

end-node power scaling (PS-2) where different number of relays are available for

each case. Specifically, Case 1 has a single relay (L = 1), whereas Case 2 and Case 3

involve 2 and 8 relays, respectively. In all the three cases, each relay has 8 antennas.

Relay selection is used to maximize the instantaneous sum rate, and the simulation
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Figure 4.6: CR TWRN outage during different time slots with and without relay
selection.

results are compared with the analytical asymptotic results obtained in (4.48) and

(4.49). These two figures show that the analytical results match with the simulation

results. Also, more relays will reduce the outage and increase the sum rate. For

instance, just one relay (L = 1) will experience an outage of 0.96 while the outage

of a system with 8 relays is 0.74. With further calculations, it can be shown that

the outage will drop to 0.47, if 20 relays are deployed. Furthermore, system with 8

relays can provide sum rate of 2.1bps/Hz while a system with a single relay can only

provide a sum rate of 0.3 bps/Hz. This is significantly different than that for the

previous case with all-node power scaling. In that case, the achievable asymptotic

sum rate is not increased when the number of relays are increased while all of them

had the same number of antennas. However, when power scaling is only used at the

end nodes, more relays will significantly improve the sum rate.

The energy efficiency (4.60) is plotted in Fig. 4.10. Similar to the case in PS-1,

the energy efficiency increases while the number of antennas is increased and then

reduces after a certain threshold. For all the cases, this threshold is around 25

antennas. This is in contrast to the energy efficiency based only on the transmit
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Figure 4.7: The achievable sum rate against the number of antennas at the end
nodes for different power allocation cases.

power where the energy efficiency approaches infinity for extremely large number of

antennas. Furthermore, more relays increases the energy efficiency and thus, relay

selection helps to make green communications a reality.

Fig. 4.11 plots the sum rate against the number of antennas at the end nodes

S1 when power scaling is only used at the end nodes. In Case 1, a relay with 8

antennas is used and in Case 2 two relays with 8 antennas each are used. However

in Case 3, 8 relays where 2 relays contain 8 antennas and 6 relays with 4 antennas

each are used. It can be seen that multiple relays increase the sum rate. When the

number of antennas at different relays are not equal, no closed-form solution exists

for the achievable asymptotic sum rate.

Fig. 4.12 plots the outage against the number of antennas at the end nodes

S1 when power scaling is only used at S1 and S2. The outage is plotted when the

relay is selected based on the average sum rate, labeled as relay selection scheme 2

(RSS-2). Although the outage is significantly reduces when the number of relays is

increased for relay selection to maximize the instantaneous sum rate scenario, RSS-2

can only obtain the performance equal to the case with a single relay antenna. As

an example, with 8 relay nodes, the relay selection scheme can reduce the outage
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Figure 4.8: Outage as a function the number of antennas at S1 for end-node power
scaling.

asymptotically to zero while the outage is 0.35 with just a single relay. Furthermore,

two relays will reduce the outage to 0.12. If RSS-2 is used, the outage value does not

change even if the number of relays is increased to 8. However, the overhead used

for the relay selection for RSS-2 is significantly low as the same relay is selected

every time regardless of the instantaneous channel conditions. The trade-off for

this simplicity will be the increased outage and eventually the reduced achievable

sum rate. Moreover, when all the relays have the same number of antennas, the

advantage of having more relays will be absent if the relay selection is based on the

average sum rate.

4.8 Conclusions

This chapter analyzed a cognitive mMIMO TWRN with relay selection which max-

imizes the sum rate. Two power scaling scenarios are identified: (1) (PS-1) the

transmit powers of S1, S2, and the relay are scaled and (2) (PS-2) only those of

S1 and S2 are scaled. Furthermore, optimal power allocation was derived for S1

and S2 subject to interference constraints at PU. Next, the power consumption was
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Figure 4.9: Achievable sum rate vs. the number of antennas at S1 for end-node
power scaling.

analyzed realistically for the proposed system. The analysis reveals the following.

1. It is well known that mMIMO flattens the effect of small-scale fading in

mMIMO, and that holds for cognitive mMIMO as well. In particular, the

asymptotic SINR and sum rate do not depend on small-scale fading for PS-1.

Thus, the PS-1 relay selection can be done offline. Further, the interference

on the PU can easily be reduced or eliminated when the number of antennas

at the end nodes becomes extremely large. Thus, the secondary system can

function with zero outage.

2. In PS-2, the relay will have a finite number of antennas. Then, the outage of

the TWRN will depend on the channel conditions between the relays and the

PU. Thus, although the end-to-end SINR is independent of the instantaneous

channel state, the sum rate will still depend on the instantaneous values.

3. Relay selection improves the sum rate of the secondary system and reduces

the interference on the PU. The first relay selection method is based on the

instantaneous sum rate maximization and thus, will require instantaneous CSI
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Figure 4.10: Energy efficiency vs. the number of antennas at S1 for end-node power
scaling.

between relays and PU. The second relay selection aims for the highest average

sum rate and does not require instantaneous CSI. Thus, for this case, relay

selection can be performed offline.

4. Also, as the number of available relays are increased, the energy efficiency

is improved significantly for both PS-1 and PS-2. However, as the number

of antennas at the end nodes are increased, energy efficiency peaks and then

declines. The reduced transmit power due to power scaling improves energy

efficiency while the increased power consumption in the transceiver chains

reduces energy efficiency as the number of antennas at the end nodes are

increased.
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Chapter 5

Non-orthogonal multiple access
(NOMA)-Aided Multi-Way
mMIMO Relaying

This chapter proposes a multi-way relay network (MWRN) transmission scheme

that can complete the full data exchange among any number of users within two

time slots. This is accomplished by exploiting the performance gains of NOMA and

massive multiple-input multiple-output (mMIMO). First, the users transmit their

signals to the relay, which uses maximal ratio combining (MRC). Next, the relay

transmits a superposition-coded signal for all users by using maximal ratio trans-

mission (MRT). Each user then performs successive interference cancellation (SIC)

decoding of data symbols of the other user nodes. The derived closed form over-

all sum rates demonstrate significant spectral-efficiency gains and energy-efficiency

gains over the existing MWRN counterparts. Furthermore, the relay power allo-

cation matrix is designed to maximize the minimum sum rate among the users,

thus maximizing the user fairness. Furthermore, the effects of imperfect SIC and

imperfect channel-state information (CSI) on the sum rate are analyzed.

5.1 Introduction

This chapter considers the fundamental question of improving the spectral efficiency

of a K-user MWRN with full data exchange. In the basic configuration, with an

intermediate multiple-input multiple-output (MIMO) relay, this is possible in ex-

actly K orthogonal time slots [38]. Similarly, the MWRN protocols in [40] and [99]

require K time slots for K user nodes. Thus, the overall spectral efficiency is low

due to the 1/K pre-log factor, appearing in achievable rate expressions, and hence
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it diminishes as the number of users grows. To attack this fundamental issue, [100]

develops a new MWRN transmit protocol to do this in ⌈(K − 1)/2⌉ + 1 time slots,

where ⌈x⌉ is the ceiling function. This number is roughly K/2. Thus, this state-

of-the-art protocol [100] halves the number of time slots, equivalently doubling the

spectral efficiency. This improvement stems from the adoption of linear processing,

self-interference cancellation, and SIC decoding. However, the achievable sum rate

of [100] still suffers the O (1/K) decline of spectral efficiency with the number of

users.

Herein, a novel MWRN protocol is proposed, which reduces the num-

ber of time slots to just two, regardless of the number of users. Thus, it

can provide significant spectral efficiency gains compared to those of [40,99,100]. To

realize these remarkable gains, the concept of power-domain NOMA is integrated

with mMIMO MWRNs. It is designed as follows. In the first time-slot, all user

nodes transmit simultaneously to the relay, which in turn uses MRC for reception.

The relay then generates a superposition-coded signal, applies an amplification fac-

tor, and transmits back to the user nodes by using a MRT precoder. Then each user

node performs SIC to decode the symbols belonging to the remaining K − 1 users’

messages.

Critically important for NOMA, the power allocation matrix allows different

user signals be assigned with different power levels in order to achieve the desired

performance targets. Thus, it can be designed to achieve max-min fairness, sum

rate maximization, and energy efficiency maximization [62, 126]. This chapter de-

signs the power allocation to maximize the minimum achievable sum rate of the

MWRN. In addition, the performance of NOMA degrades heavily due to imperfect

SIC [58]. Indeed, modelling this effect has been the focus of several recent papers.

Imperfect SIC has been modelled as a portion of the decoded signal in [127] and as

the estimation error of the decoded signal in [128,129]. This chapter uses the model

of [128, 129] to analyze the effect of SIC on the data rate of the proposed NOMA

MWRN protocol.

More specifically, the contributions of this chapter are summarized as follows.

1. A NOMA-based mMIMO MWRN transmit protocol is proposed to enable

full-mutual data exchange among K > 2 users. The key feature is that it

uses just two time slots. Thus, it potentially achieves a sum rate gain of K/2

(approximately) over the current state-of-the-art counterpart in [100], and the
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gain scales up with the number of user nodes (K). Of course, in actuality, the

gain could be less depending on the interference issues, imperfect CSI, and

imperfect SIC.

2. Closed-form results are obtained for the sum rate of the proposed scheme by us-

ing the so-called additive white Gaussian noise (AWGN) approximation [130].

The simulations and numerical results confirm the tightness of this approxima-

tion and compare the sum rate performances of the proposed MWRN protocol

against the existing counterparts.

3. To reflect more accurately on practical systems, is is assumed that nodes do not

have perfect CSI. In practical systems, CSI acquisition is done through uplink

pilot transmissions and inevitable estimation errors degrade the performance

of the system. Thus, the effects of both imperfect SIC and imperfect/erroneous

CSI are analysed. They both degrade the performance, especially when the

number of users increases.

4. The energy efficiency of the proposed scheme is analysed and it is shown that

the proposed scheme provides significant energy efficiency gains compared to

other methods.

5. The asymptotic sum rate value when the number of antennas at the relay

grows unbounded is also obtained.

6. A power allocation matrix at the relay is proposed based upon the asymptotic

sum rate values. A closed-form solution for the matrix based on the asymptotic

sum rates of the system is obtained.

This protocol achieves a full data exchange among K spatially-distributed user nodes

in exactly two time-slots. This amounts to a time-slot reduction of (1−4/K)×100%

over the current state-of-the-art MWRN protocol [100]. For example, with K = 8

users, the time-slot saving is 50%. This reduction directly translates into a significant

spectral efficiency gain over all existing MWRN counterparts [40,99,100]. This gain

is the result of power-domain NOMA and mMIMO via superposition coding, SIC,

and linear detection/precoding.

As the number of time slots required in the proposed scheme is constant re-

gardless of the number of users, it may be a helpful step in the context of massive
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connectivity envisaged in Fifth Generation (5G) and beyond, where a massive num-

ber of new Internet of Things (IoT) devices will connect to a next-generation wireless

network. Industry estimates that the total number of IoT connected devices will be

14.7B by 2023 [131]. They will generate both data and connection traffic. Clearly,

some of these devices could be supported in the MWRN configuration, and the

spectral efficiency gains of the proposed protocol may help to mitigate the overall

traffic growth.

5.2 System, channel, and signal model

5.2.1 System and channel model

This chapter considers a system with K users and denotes the k-th user by Sk,

k ∈ {1, · · · , K}. They all are single-antenna terminals. The data exchange require-

ment can be stated as follows. For all k ∈ {1, · · · , K}, Sk must transmit its data to

the remaining K − 1 users and must receive data from all of them too. The relay,

R, is equipped with M antennas and is of mMIMO type (M ≫ K). Here, R is a

specialized relay with a fixed higher power availability than users. The direct chan-

nels between the user pairs are not available due to unfavorable channel propagation

conditions [32, 35] or not utilized in order to minimize mutual interference among

the users. Thus, the purpose of R is to accommodate the data transfer among the

users.

The wireless channel between Sk and R is represented as hk =
√

βkh̃k ∈ CM

where βk is the large-scale fading coefficient (may include range-dependent path loss

and shadow fading), and h̃k is the small-scale fading vector, which is distributed as

h̃k ∼ CN (0, IM ) . (5.1)

The matrix H̃ = [h̃1, · · · , h̃K ] ∈ CM×K represents the small-scale channel fading

channel coefficients from all the users towards the relay. Thus, this channel matrix

incorporates both large-scale and small-scale propagation effects, and it may be

expressed as

H = H̃D1/2, (5.2)

where D = diag(β1, . . . , βK).
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5.2.2 Channel estimation

To design the MRC/MRT detector/precoder (WR and WT ), the relay requires

CSI between itself and the users. This CSI could be estimated via the conventional

estimation techniques. The most common technique is the transmission of sequences

of known training symbols (pilots) periodically [17, 132]. Alternatively, blind and

semi-blind techniques have also been developed (see [133, 134] and the references

therein). It is assumed that the users simultaneously transmit orthogonal pilot

sequences to the relay, to avoid mutual interference. The set of orthogonal pilot

sequences are given as Φ = {Φ1, . . . , ΦK}T where Φk is the 1 × τ pilot sequence of

the k-th user. Here, τ is the length of the pilot sequence used for channel estimation.

Because Φks are mutually orthogonal, the matrix is unitary (ΦΦH = IK). The

received signal at the relay during the pilot transmission period is given as

Yp =
√

PHAΦ + Np, (5.3)

where Np is the AWGN at the relay with CN (0, IM ) distribution and P is the

transmit power of the users. Also A = diag(√αp,1, . . . ,
√

αp,K) is the power scaling

coefficient matrix, where αp,k corresponds to the coefficient used by Sk during the

pilot transmission. Relay multiplies the above received signal by ΦH to estimate

the channels [132] and obtain

yk = [YpΦH ]k =
√

P
√︂

αp,kβkh̃k + np,k, (5.4)

where np,k = [NpΦH ]k ∼ CN (0, IM ). Based on the above result and by using

minimum mean square error (MMSE) criterion [132], the channel estimate for hk is

given as [51]

ĥk =
√︁

Pαp,kβk

Pαp,kβk + 1yk. (5.5)

For beamforming purposes, the estimated channel ĥk is used. The true channel hk

can be written in terms of its estimate by virtue of orthogonality principle of MMSE

criterion as [132]

hk = ĥk + ek, (5.6)

where ek is the error vector, which is independent from ĥk. The probability distribu-

tions of the kth element of estimate (ĥk) and the error terms (ek) are CN
(︃

0,
P αp,kβ2

k
P αp,kβk+1

)︃
and CN

(︂
0, βk

P αp,kβk+1

)︂
, respectively.
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5.2.3 Signal model

Data transmission among the users requires two time slots. In the first time slot,

all the users transmit to the relay R, which applies receive beamforming. Thus, for

k = 1, . . . , K, user Sk transmits the signal

x̄k =
√︁

αkPxk, (5.7)

where xk is the data symbol, P is the allowable maximum transmit power (assumed

to be equal for all the users) and 0 < αk ≤ 1 is the power scaling factor of the k-th

user. The received signal at the relay is the sum of all user signals and the additive

noise, which is given as

yr =
√

PHα1/2x + nR, (5.8)

where x = [x1, · · · , xK ]T , α = diag(α1, . . . , αK), and nR is M × 1 AWGN vector at

the relay satisfying E
[︂
nH

R nR

]︂
= IM σ2

R. Next, the relay applies receive beamforming

by multiplying by the matrix, WR and the processed signal can be given as

yp = WRyr = WR

(︂√
PHα1/2x + nR

)︂
. (5.9)

In the second time slot, the relay transmits the following superposition-coded signal

to all the users:

yt = ΨWT Λyp = ΨWT

⎡⎢⎢⎢⎢⎣
λ1,1 λ1,2 · · ·
λ1,2 λ2,2 · · ·

... . . . ...
λK,1 · · · λK,K

⎤⎥⎥⎥⎥⎦WRyr, (5.10)

where WT is the MRT precoder at the relay, Λ is the K × K power allocation

matrix at the relay, and Ψ is the power control factor. The selection of MRC and

MRT at the relay is due to the simplicity of those methods compared to other linear

beamformers. The total power constraint at the relay is given as

PR = Tr
(︂
ytyH

t

)︂
= Ψ2PTr

(︂
VHαHHVH

)︂
+ Ψ2σ2

RTr
(︂
VVH

)︂
, (5.11)

where PR is the transmit power at the relay and V = WT ΛWR is the effec-

tive/cascaded detector/precoder at the relay, and the relay gain Ψ is computed

to constrain the average transmit power as

Ψ =
√︄

PR

PE [Tr (VHαHHVH)] + σ2
RE [Tr (VVH)]

. (5.12)
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Based on (5.10), the intended transmit signal for Sk is given as [yt]k, which is the

kth row of yt. The received signal at Sk is given as

yk = ΨhT
k V

K∑︂
m=1

√︁
Pαmhmxm + ΨhT

k VnR + nk, (5.13)

where nk is an AWGN at Sk with power σ2
k.

5.2.4 Imperfect SIC decoding at the user nodes

After receiving yk, Sk will decode the symbols (i.e., all xk′ for k′ ̸= k and k′ ∈

{1, · · · , K}) transmitted by all other users. It will use SIC decoding for this, which

is an iterative process. In each step, a symbol xl is decoded, and subtracted (i.e.,

cancelled) from yk. Due to K users in total, K − 1 decoding steps occur at each

user. The index of the user that has to be decoded at the n-th iteration at Sk is

denoted by the function fk(n). Thus, 1 ≤ n ≤ K − 1 and 1 ≤ fk(n) ≤ K with

fk(n) ̸= k.

At the nth decoding step, Sk will decode the signal transmitted by user Sfk(n),

denoted as xfk(n). The estimate of xfk(n) at Sk is represented by x̂k,fk(n). Both of

these are assumed to be jointly Gaussian distributed with a normalized correlation

coefficient of ρk,fk(n) and may be expressed as [128]

x̂k,fk(n) = ρk,fk(n)xfk(n) + ek,fk(n), (5.14)

where the estimation error ek,fk(n) ∼ CN
(︃
0, σ2

efk(n)
/
√︂

1 + σ2
efk(n)

)︃
, the estimate

x̂k,fk(n) ∼ CN (0, 1), and the correlation coefficient ρk,fk(n) = 1/
√︂

1 + σ2
efk(n)

. Fur-

thermore, the estimation error and the estimated value are statistically independent.

The perfect SIC case is specified by the values ρk,fk(n) = 1 and σ2
efk(n)

= 0. Next

section investigates the effect of imperfect SIC on the system performance.

5.3 Achievable sum rate analysis

The achievable sum rate between each user pairs is derived by using the worst-case

Gaussian technique [130]. The residual signal at Sk after decoding the cancelling

signals belonging to n − 1 users can be written as

yk,n = Ψ
√︂

Pαfk(n)E
[︂
hT

k Vhfk(n)xfk(n)
]︂

+ n̂k,n, (5.15)

where n̂n,k is the effective noise and the first term is the desired signal. The function

fk(n) is the index of the user that will be decoded in the n-th step. Moreover, the
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noise term in (5.15) can be expressed as

n̂k,n = Ψ
√︂

Pαfk(n)
(︂
hT

k Vhfk(n)xfk(n)−E
[︂
hT

k Vhfk(n)xfk(n)
]︂)︂

⏞ ⏟⏟ ⏞
detection uncertainty

+
n−1∑︂

m′=1
Ψ
√︂

Pαfk(m′)
(︂
hT

k Vhfk(m′)xfk(m′)−E
[︂
hT

k Vhfk(m′)
]︂

x̂fk(m′),k
)︂

⏞ ⏟⏟ ⏞
effect of imperfect SIC

+ ΨhT
k V

K−1∑︂
m=n+1

√︂
Pαfk(m)hfk(m)xfk(m)⏞ ⏟⏟ ⏞

interference from other users

+ ΨhT
k VnR⏞ ⏟⏟ ⏞

amplified noise

+ nk⏞⏟⏟⏞
AWGN noise at the receiver

. (5.16)

The matrix V in (5.15) and (5.16) for MRC/MRT beamforming is given as

V = Ĥ∗ΛĤH
. (5.17)

Based on (5.15) and (5.16), and by assuming that the additive noise is independently

distributed Gaussian noise having the same variance [130], a tight approximation

for the achievable sum rate can be given as

Rk,fk(n) = (TC − τ)
2TC

log
(︄

1 +
Ψ2Pαfk(n)M

2
k,n

Ψ2J + σ2
k

)︄
. (5.18)

Here J = Pαfk(n)Nk,n +
K−1∑︁

m=n+1
Pαfk(m)Pk,m+

n−1∑︁
m′=1

Pαfk(m′)Rk,m′+σ2
RQk and TC is

the coherence time of the channel. The pre-log factor (TC − τ)/TC accounts for the

pilot overhead [17]. The two time-slots required for the data transmission between

the users results in the pre-log factor of 1/2. The values of Mk,m, Nk,m, Pk,m, Rk,m,

and Qk in (5.18) are given as

Mk,m = E
[︂
hT

k Ĥ∗ΛĤHhfk(m)
]︂

, (5.19a)

Nk,m = V
[︂
hT

k Ĥ∗ΛĤHhfk(m)
]︂

, (5.19b)

Pk,m = E
[︂
|hT

k Ĥ∗ΛĤHhfk(m)|2
]︂

, (5.19c)

Rk,m = E
[︂
|hT

k Ĥ∗ΛĤHhfk(m)|2
]︂

+ (1 − 2ρk,fk(m))E
[︂
hT

k Ĥ∗ΛĤHhfk(m)
]︂2

, (5.19d)

Qk = E
[︂
∥hT

k Ĥ∗ΛĤH∥2
]︂

. (5.19e)

The value of Rk,m can further be written as

Rk,m = Pk,m + (1 − 2ρk,fk(m))M2
k,m. (5.20)
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The closed-form evaluations of (5.19) are provided in Appendix C.1. The value for

Ψ is given as

Ψ =
√︄

PR

PL1 + σ2
RL2

, (5.21)

where L1 and L2 are given as

L1 = Tr
(︂
E
[︂
Ĥ∗ΛĤHHαHHĤΛHĤT

]︂)︂
, (5.22a)

L2 = Tr
(︂
E
[︂
Ĥ∗ΛĤHĤΛHĤT

]︂)︂
, (5.22b)

and are derived in Appendix C.2.

The rate of data transmission for each user is limited by the achievable sum rates

among itself and all other users. Thus, the achievable transmission rate of Sm is

given as

Rm = min
k∈(1,··· ,K),k ̸=m

(Rk,m) . (5.23)

Based on this, the total achievable sum rate of the system is obtained as

R = (K − 1)
K∑︂

m=1
Rm. (5.24)

Here in (5.24), the factor (K − 1) represents the transmission of the data of each

user to all the other users.

5.4 Asymptotic sum rate analysis

Asymptotic refers to the fact that the number of relay antennas M grows unbounded.

The significance of this condition is that the relay can then scale down the transmit

power inversely proportional to the number of antennas [135], which tends to im-

prove the energy efficiency overall. Therefore, it is important to find the sum rate

under this condition. The relay transmit power may thus be expressed as

PR = ER/M, (5.25)

where ER is fixed. First an asymptotic limit for Ψ is derived for the transmit power

control factor at the relay. To obtain Ψ, the limits of L1 and L2 for extremely large

values of M are needed. Generalized forms of the law of large numbers is utilized.

The details are given in Appendix C.4 and by using the fact that Ĥ and E are

independent of each other, the following asymptotic result is obtained:

L1
M3

a.s.−−−−→
M→∞

K∑︂
i=1

K∑︂
j=1

αjλ2
i,j β̂iβ̂

2
j . (5.26)
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Here, the β̂k values are defined as (C.5) in Appendix C.1. Similarly, an asymptotic

limit for L2 is derived as

L2
M2

a.s.−−−−→
M→∞

K∑︂
i=1

K∑︂
j=1

λ2
i,j β̂iβ̂j . (5.27)

By using (5.26) and (5.27), the limit for Ψ can be obtained as

M2Ψ a.s.−−−−→
M→∞

√︃
ER

E
∑︁K

i=1

∑︁K

j=1 αjλ2
i,j β̂iβ̂

2
j

= Ψ∞. (5.28)

By using the above asymptotic results and the value for V (5.15) is written as

yk,n = M2Ψ
√︂

Pαfk(n)
hT

k Ĥ∗

M
Λ

ĤHhfk(n)
M

xfk(n)

+M2Ψ
K−1∑︂

m=n+1

√︂
Pαfk(m)

hT
k Ĥ∗

M
Λ

ĤHhfk(m)
M

xfk(m)

+M2Ψ
n−1∑︂

m′=1

√︂
Pαfk(m′)

hT
k Ĥ∗

M
Λ

ĤHhfk(m′)
M

(︂
xfk(m′) − x̂k,fk(m′)

)︂

+M2ΨhT
k Ĥ∗

M
ΛĤHnR

M
+ nk. (5.29)

The asymptotic results for each term in (5.29) are derived as follows:

hT
k Ĥ∗

M
Λ

ĤHhfk(n)
M

xfk(n)
a.s.−−−−→

M→∞
λk,fk(n)β̂kβ̂fk(n), (5.30)

hT
k Ĥ∗

M
Λ

ĤHhfk(m)
M

xfk(m)
a.s.−−−−→

M→∞
λk,fk(m)β̂kβ̂fk(m), (5.31)

hT
k Ĥ∗

M
ΛĤHnR

M
a.s.−−−−→

M→∞
0. (5.32)

The asymptotic limit of the effect of imperfect SIC can be written as

hT
k Ĥ

∗

M
Λ

Ĥ
H

hfk(m′)

M

(︁
xfk(m′) − x̂k,fk(m′)

)︁ a.s.−−−−→
M→∞

(︁
1 − ρk,fk(m′)

)︁
λk,fk(m)β̂kβ̂fk(m). (5.33)

By using the aforementioned asymptotic results, the asymptotically achievable sum

rate is given as

R∞
k,n̂ = (TC − τ)

2TC
log

⎛⎝1 +
P (Ψ∞)2 αn̂λ2

k,m̂β̂
2
kβ̂

2
n̂

P (Ψ∞)2 H + σ2
k

⎞⎠ , (5.34)

where m̂ = fk(m) and H =
n−1∑︁

m′=1

(︂
1−ρk,m̂′

)︂2
αm̂′λ2

k,m̂′ β̂
2
kβ̂

2
m̂′ +

K−1∑︁
m=n+1

αm̂λ2
k,m̂β̂

2
kβ̂

2
m̂.
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5.5 Energy efficiency of the system

This section analyzes the energy efficiency of the proposed MWRN. Energy effi-

ciency, i.e., the number of information bits per unit of transmit energy, has been

studied extensively [41]. It is defined as

ρ = R
PT ot

, (5.35)

where Ptot is the total power consumption and R is the overall sum rate. The value

for Ptot can be written as follows [125]

PT ot = KP + PR + PU,T C + KPR,T C + PC/D + PR,LP , (5.36)

where PU,T C and PR,T C are the power consumed in the transceiver chains in each

user and the relay, PC/D is the power consumed for coding and decoding, and PR,LP

is the power consumed in the relay to perform for linear processing. The values for

these power consumption components are given as follows [125]:

PU,T C = 2PU,C + 2PSY N PR,T C = 2MPR,C + 2PSY N , (5.37)

PC/D = 2R(PCOD + PDEC), (5.38)

PR,LP = 2BKM

LBS
+ B

U

3MK

LBS
, (5.39)

where PU,C and PR,C are the powers required to run the circuit components at the

users and the relay, PSY N is the power of the local oscillator, PCOD and PDEC

is the coding and decoding power consumption, B is the bandwidth, LBS is the

computational efficiency (given in flops/W) of the end nodes, and U is the coherence

block.

5.6 Comparison with other MWRN operations

The existing MWRN protocols in [40, 100] are analysed for comparison purposes.

First, the MWRN in [40] requires K time slots to transmit the data of all the users

to all other users. The use of time slots in [40] can be summarized as follows:

1. Time-slot 1: All the users transmit to the relay. This step is similar to the

first step in the proposed NOMA-aided protocol.
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2. Time-slots 2 to K: In these time slots, the relay transmits to all the users

using beamforming. However, instead of sending a superposition-coded signal

of all the other received signals, the data of a single user is transmitted to each

user. Thus, K − 1 time slots are required to send the data of all the users to

all other users.

The beamforming matrix at the relay for the j-th time slot (2 ≤ j ≤ K) is given as

Vj = H∗ΛjHH . (5.40)

In (5.40), Λj is a permutation matrix in which each row consists of a single one

and all zeros. The location of the number one, decides the transmitted signal of the

initial set of users. The approximation for the end-to-end data rate between each

pair of users can be obtained by using the same steps as the previous case. However,

when calculating the achievable data rate, the pre-log factor 1/K is used, as K total

time slots are required for the data transmission.

Secondly, the performance of the proposed MWRN is compared with that of

[100], which utilizes ⌈(K − 1)/2⌉ + 1 time-slots. The above two methods (i.e. [40]

and [100]) are used as performance benchmarks.

5.7 Design of power allocation matrix

This section analyzes the design of Λ while satisfying the relay power constraints.

By changing the values in Λ, different sum rates can be achieved for different users

in the system. Several optimization problems can be formulated to design Λ based

on different criteria such as maximizing the minimum data rate (max-min fairness),

maximizing the total sum rate, etc. The objective functions of these problems are

constrained by three variables, namely Λ,α, and fk(n). Here, Λ is a K ×K matrix,

while α = {αn, . . . , αK} is a vector of length K. Furthermore, fk(n) is a R2 → R

function which can be represented by K × (K − 1) matrix.

The achievable rates that are used in the optimizing problems under the worst-

case Gaussian technique can be written as

Rk,n̂ = (TC −τ)
2TC

log

⎛⎝1 +
Ψ2αn̂

(︂
λ2

k,n̂Ak,n̂ + λk,n̂λn̂,kBk,n̂ + λ2
n̂,kCk,n̂

)︂
Ψ2αn̂G + Z

⎞⎠ . (5.41)

Here, G =
K∑︁

i=1

K∑︁
j=1

(λi,n̂λj,n̂Di,j,n̂+λi,kλj,kDi,j,k+λn̂,iλn̂,jEi,j,n̂+λk,iλk,jEi,j,k) and Z
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is given as

Z =
K−1∑︂

m=n+1

K∑︂
i=1

K∑︂
j=1

(λi,mλj,mGi,j,m + λi,kλj,kGi,j,k

+λm,iλm,jHi,j,m + λk,iλk,jHi,j,k) + σ2
k, (5.42)

where Ak,n̂, Bk,n̂, Ck,n̂, Di,j,n̂, Ei,j,n̂, Gi,j,n̂, and Hi,j,n̂ are functions of M . As

evident from (5.41), the sum rate between each pair is a complex function of α, Λ,

and Ψ. Furthermore, the second degree terms of Λ components appear on the sum

rate equation. Due to these reasons, solving optimizing problems involving (5.41)

appear intractable.

To overcome this problem and to formulate solvable optimization problems, the

following three steps are taken: (1) the above sum rates are replaced by their asymp-

totic values, (2) the asymptotic rates are simplified by assuming perfect SIC, and

(3) the decoding order functions fk(n) are determined according to the large-scale

fading coefficients. The simplified asymptotic sum rate is obtained as follows:

R∞
k,fk(n) = 1

2
(TC − τ)

TC
log

⎛⎜⎜⎜⎝1 +
λ2

k,fk(n)Mk,n

K−1∑︁
m=n+1

λ2
k,fk(m)Mk,m + σ2

k

⎞⎟⎟⎟⎠ , (5.43)

where Mk,n = Eαfk(n)β̂
2
kβ̂

2
fk(n). This is obtained by removing the terms correspond-

ing to the imperfect SIC in (5.34) and replacing Ψ with 1. The decoding order is

defined as follows:

fk(n) =
{︄

n n < k

n + 1 n ≥ k,
(5.44)

where the users are ordered according to the descending order of large-scale fading

coefficients between them and the relay (i.e., β1 ≥ β2 ≥ · · · ≥ βK). Based on the

above simplifications, the max-min fairness power allocation optimization problem

is presented as follows:

Maximize
λ

min

⎛⎜⎜⎜⎝(TC − τ)
2TC

log

⎛⎜⎜⎜⎝1 +
λ2

k,fk(n)Mk,fk(n)
K−1∑︁

m=n+1
λ2

k,fk(m)Mk,fk(m) + σ2
k

⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ (5.45)

subject to E
K∑︂

i=1

K∑︂
j=1

αjλ2
i,j β̂iβ̂

2
j ≤ ER. (5.46)

The constraint (5.46) is the power constraint at the relay. It can be proven that the

maximum value for (5.45) can be obtained when the data rates between all the users
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are equal to each other and when the inequality (5.46) becomes an equality (i.e.,

when the relay uses the maximum available power for the transmission). Assuming

that the signal-to-interference-plus-noise ratio (SINR) between each user reaches a

common SINR t̄, the optimal values for λk,fk(n)’s are obtained as follows:

λ2
k,fk(n) =

t̄

(︄
K−1∑︁

m=n+1
λ2

k,fk(m)Mk,fk(m) + σ2
k

)︄
Mk,fk(n)

, n = K − 1, . . . , 1. (5.47)

The values for λk,fk(n) can be found by solving (5.47) starting from n = K − 1

to n = 1 for each k value. By observing the pattern, a generalized expression for

λ2
k,fk(n) can be written as

λ2
k,fk(n) = t̄σ2

k

(︁
t̄ + 1

)︁K−n

Mk,fk(n)
= t̄σ2

k

(︁
t̄ + 1

)︁K−n

Eαfk(n)β̂
2
kβ̂

2
fk(n)

. (5.48)

Then by using those obtained values on (5.46), the following is obtained

K∑︂
i=1

σ2
i

β̂i

K−1∑︂
j=1

t̄
(︁
t̄ + 1

)︁K−j−1 = ER. (5.49)

This can be simplified as follows and the value for t̄ can be written as

K−1∑︂
j=1

t̄
(︁
t̄ + 1

)︁K−j−1 =
(︁
t̄ + 1

)︁K−1 − 1 = ER∑︁K
i=1

σ2
i

β̂i

. (5.50)

The non-negative real solution for the above polynomial can be derived as

t̄ = K−1

⌜⃓⃓⎷1 + ER∑︁K
i=1

σ2
i

β̂i

− 1. (5.51)

It can be seen that the asymptotically achievable sum rate under max-min fairness

does not depend on the values of transmit power at the user nodes (i.e., P and α).

Furthermore, the simulations show that it is independent of the decoding order at

the user (i.e., fk(n)).

5.8 Numerical results

This section investigates the performance gains of the proposed NOMA scheme via

simulations. Apart from the power allocation obtained in Section 5.6, the following

sub-optimal power allocation matrix is used for comparisons.

Λ = D−1
(︂
B + BT

)︂
, (5.52)
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Figure 5.1: Total sum rate for K = 8 against the number of relay antennas.
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Figure 5.2: Average sum rate versus K for M = 64.

where B is the K × K matrix with [B]i,j =
√︂

j−1
K when i < j and zero otherwise.

This power allocation is based on the following observations.
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Figure 5.3: Average energy efficiency of the system versus M for K = 12.
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Figure 5.4: Average sum rate under different power allocation schemes.

• Each row in Λ corresponds to the power allocation factors to each user. Thus,

to compensate for the downlink path-losses, more power is allocated to the
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users which have the highest path-loss by multiplying each row of Λ by the

inverse of the path-loss component of each user.

• The ratios between the non-zero coefficients in a single row determines the

data rate between the users. Here, the ratios are designed in the form of√︁
1/K,

√︁
2/K, · · · ,

√︁
K − 1/K.

Fig. 5.1 plots the achievable sum rate of the proposed MWRN system and those

of [40] and [100] against the number of relay antennas. The power allocation matrix

(52) with eight users (K = 8) and path-loss components D = diag(1, 0.875, 0.75,

0.625, 0.5, 0.375, 0.25, 0.125), and αk = 1 for 1 ≤ k ≤ K is considered. The proposed

scheme clearly provides a higher achievable sum rate compared to the other two. For

instance, with 100 relay antennas, it provides a sum rate of 25.2 bps/Hz while [40]

and [100] achieve only 12.2 bps/Hz and 17.1 bps/Hz. This amounts to 106% and

47% gains respectively. Furthermore, it can be observed that more relay antennas

increase the sum rate of the proposed system.

Fig. 5.2 plots the achievable sum rates for the proposed system and the two other

MWRN schemes against the number of users (K). While the achievable sum rate

reaches a constant value under [40] and [100], the proposed method provides constant

sum rate improvements as the number of users are increased. For instance, both the

proposed scheme and [100] has the same sum rate performance with 4 users. But

with 10 users, the proposed scheme provides a sum rate of 33 bps/Hz, while [100]

and [40] only provides 16 bps/Hz and 10 bps/Hz, respectively. Furthermore, the

performance gap increases as the number of users are increased. As an example,

with 8 users, the proposed system provides 47% and 127% increase of sum rate

compared to [100] and [40] while this gain increases to 123% and 280% for 12 users.

Fig. 5.3 plots the energy efficiency (5.35) against the number of relay antennas

M for K = 12 users. The values for PU,C , PR,C , PSY N , PCOD, PDEC , B, U , and

LBS are adopted from [125]. It can be seen that the proposed protocol provides

higher energy efficiency compared to two other methods. As an example, with 100

relay antennas, the energy efficiency is 2.94 × 104 bps/J while the energy efficiency

of [40] is only 1 × 104 bps/J. This is almost a 300% increase. This gain is both due

to the sum rate increae as well as lower transmit powers due to the reduced number

of time slots.

Fig. 5.4 plots the total sum rate of the system under the proposed two power
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Figure 5.5: Average sum rate for individual users with different power allocation
schemes.

allocation schemes namely the max-min power allocation and the sub-optimal power

allocation for four users (i.e., K = 4 and D = diag(1, 0.75, 0.5, 0.25)) with τ = 0.3

and perfect SIC scenario. The sum rate from (5.18) for different M values and the

asymptotic value from (5.34) are plotted. The figure shows that the sub-optimal

power allocation results in slightly higher total sum rate than the min-max fairness

power allocation. Also this shows that the asymptotic result (5.34) is accurate.

Fig. 5.5 plots the individual sum rate for user 1 and user 3 for the same system

setup. It can be seen that the max-min power allocation scheme obtains 1 bps/Hz

sum rate for all the users, while the sum rate obtained from the sub optimal power

allocation scheme differs for different users. As an example, in this case user 1

(the user nearest to the relay) obtains 1.25 bps/Hz while the user 3 (user far away

from the relay) only obtain 0.87 bps/Hz. Thus, this shows that the proposed power

allocation can provide fairness to all users regardless of the distance between the

relay and the users. This will be useful when all the users have to be treated equally.

Fig. 5.6 analyzes the effect of CSI availability on the performance of the system.

Specifically, the achievable sum rate is plotted with 128 antennas and the asymptotic

sum rate for three different K values (i.e., K = 4, K = 8, and K = 12) against the
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Figure 5.6: Average total sum rate for different CSI settings.

pilot training time (τ). Note that sum rates increase with τ up to a certain point

and then starts to decrease. As an example, for K = 8, τ = 0.1 provides 19 bps/Hz

and increasing τ to 0.2 provides 22.3 bps/Hz. However after this, the achievable sum

rate starts to decrease. A lower value for τ results in poorly estimated channel and

lead to lower sum rates, while a higher value for τ will limit the time used for data

transmission and also result in lower sum rate for the system. According to Fig. 5.6,

the optimum τ values for K = 4, K = 8, and K = 12, are τ = 0.35, τ = 0.2, and

τ = 0.3 respectively for M = 128. This shows that the existence of optimum τ value

based on the number of antennas, number of users, and other system parameters.

However, this optimization of τ is not attempted and is left as a future research

topic.

Next, in order to analyze the effect of imperfect SIC, the sum rate of user 1

against the number of relay antennas is plotted in Fig. 5.7. Here, it is assumed

K = 8 and τ = 0.3. The sum rate is plotted under four scenarios; namely perfect

SIC, imperfect SIC with ρm,k = 0.9, ρm,k = 0.7, and ρm,k = 0.5 for all m, k values.

As evident from this figure, when SIC is free from error propagation, the system

sum rate increases significantly. As an example, with 500 antennas, user 1 obtains

1.4 bps/Hz with perfect SIC, but only 0.9 bps/Hz when ρ = 0.9. This shows the
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significant effect of SIC on NOMA systems.

To analyze this detrimental impact of imperfect SIC further, the total sum rate

is plotted against the number of users K in Fig. 5.8. Here three different values for ρ

are analysed along with the perfect SIC scenario. It can be seen that imperfect SIC

reduces the achievable sum rate of a system. As an example with 6 users, the sum

rate of the system will degrade to 7.5 bps/Hz from 11.9 bps/Hz when imperfect SIC

is present with ρ = 0.95. This value further decreases to 6.8 bps/Hz when ρ = 0.9.

This shows the importance of accurate SIC in NOMA systems.

5.9 Conclusion

A NOMA-aided mMIMO MWRN which enables data exchange between K users

within only two time slots is proposed in this chapter. This is a drastic reduction

compared to ⌈(K + 1)/2⌉ + 1 time slots of the current state-of-the-art in MWRNs.

In the first time slot, all user nodes transmit simultaneously to the relay, which in

turn applies a linear MRC detector. In the second time slot, for each user, the relay

constructs a superposition-coded signal consisting of data symbols belonging to all

other users to be transmitted by using linear MRT precoding. Upon receiving this

superposition-coded signal, users adopt SIC to decode the data from each user. The

asymptotic sum rate is derived in closed-form. The proposed scheme provides a sum

rate gain of (1 − 4/K) × 100% over the current state-of-the-art MWRN. The gain

is more significant when the number of users (K) is increased. Also, the use of two

time slots enables the use of MWRNs in fast fading channels with small coherence

times. Also, the proposed scheme provides significant energy efficiency gains due to

the improved sum rate and the reduced number of time slots. Furthermore, a power

allocation scheme, which improves user fairness in designed.
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Chapter 6

Machine Learning for Multiple
Relay Selection

This chapter proposes a multiple relay selection scheme based on machine learning.

Specifically a cooperative wireless system where L amplify-and-forward (AF) relays

enable the data transmission between a source and a destination node is analysed.

Relays either support the transmission with their full power or do not transmit at

all. Relay selection is modelled as a multi-class multi-label classification problem

and a deep neural network (DNN) based solution is provided. Obtained results show

that a DNN based linear method obtains 96% classification accuracy compared to

the optimum relay selection method. Also, the proposed method achieves 99% of the

sum rate performance of the optimum method, which has an exponential complexity

with the number of relays. In comparison, our method has only a linear complexity

with the number of relays and, through simulations it is shown that full diversity is

achieved in 96% cases in our method.

6.1 Introduction

Multiple relay selection introduces several additional challenges compared to sin-

gle relay selection schemes [42]. If the number of potential relays is L, there are

2L − 1 possible ways to select multiple relays. Thus, the relay selection complexity

is increased due to the exponential number of possibilities. The work in [43] uses re-

lay ordering proposed in [101] to design a linear complexity relay selection scheme.

Furthermore, it proposes a quadratic complexity multiple relay selection scheme.

Although the performance of the quadratic complexity relay selection achieves al-

most the same performance as the optimum relay selection, the performance of the
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linear complexity relay selection method is lower. Thus, designing a multiple relay

selection that achieves the performance of optimum method with a linear complexity

with respect to the number of relays is a challenging problem.

Motivated by this, this chapter proposes a linear complexity relay selection based

on machine learning. Multiple relay selection is formulated as a multi-class multi-

label classification problem and DNNs are used to solve the problem.

The use of machine learning for wireless communication have been studied in

[136–139]. Specifically, in [136], k-nearest neighbour and support vector machines

are used for for antenna selection in wireless systems by modelling it as multi-class

classification problem. [137] uses DNNs to solve antenna selection and the multi-cast

beamforming. Relay selection in the presence of an eavesdropper is solved using

neural networks in [138]. In [139], DNNs are used for transmit antenna selection

in a untrusted relay network. More recently, machine learning has being used for

multiple relay selection in [140]. However, [140] looks at selecting a fixed number of

relays and uses independent machine learning agents to decide the selected relays and

their beamforming coefficients. In contrast, this work considers all the relays as a

interdependent system and uses DNN to obtain the solution. Furthermore, [141] uses

multi-armed bandit based relay selection for a power line communications system.

6.2 System, channel, and signal model

The system model consists of one source node (S), one destination node (D), and

L relay nodes (Rl for l ∈ {1, 2, . . . L}). All the nodes are single antenna nodes. The

channel between S and Rl is represented by hS,l and the channel between Rl and D is

given by hl,D. The system model is shown in Fig. 6.1. For simulations, independent

and identically distributed (i.i.d.) Rayleigh fading channels are assumed. The direct

channel between S and D is assumed to be not available due to large pathloss and

heavy shadowing effects [32].

Thus, the data transmission between S and D is supported by one or multiple

relays. Each relay will either cooperate with it’s full power or does not cooperate at

all. The transmit power at S is P while the transmit power of Rl is Pl. The data

transmission process takes two time slots. In the first time slot S transmits its data

x to relays. And in the next time slot the selected relays will transmit the amplified

version of the received signal to D. Binary variable al indicates whether relay Rl

cooperates or not for the data transmission process.
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Figure 6.1: System model with L relays

The received signal at D at the end of data transmission can be written as

y =
√

P

L∑︂
l=1

al |hS,lhl,D|
√

Pl√︂
1 + |hS,l|2 P

x +
L∑︂

l=1

al |hl,D|
√

Pl√︂
1 + |hS,l|2 P

nl + n, (6.1)

where nl is the noise at Rl, and n is the noise at the receiver. Here, all the noises are

assumed to be i.i.d. Gaussian random variables with zero mean and unit variances.

In (6.1, the first term is the required signal, the second term is the amplified noise

transmitted from relays, and the last term is the noise at the receiver itself. Based

on this the received signal-to-noise ratio (SNR) can be written as [43]

γ =

P

⎛⎝∑︁L
l=1

al|hS,lhl,D|√Pl√︂
1+|hS,l|2

P

⎞⎠2

1 +
∑︁L

l=1
al|hl,D|2

Pl

1+|hS,l|2
P

. (6.2)

Based on (4.23), the instantaneous sum rate of the system is defined as follows.

R = 1
2log (1 + γ) (6.3)

Furthermore, the average block error rate of the system is defined as

PB = E
[︂
Q
(︂√︁

kγ
)︂]︂

, (6.4)
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Figure 6.2: Deep Neural Network structure.

where k is a constant based on the modulation method and Q (x) is the Q function.

6.3 DNN solution

The optimal relay selection problem, under the given conditions (i.e., relays either

use full power or no power), can be presented as follows.

maximize
a1,...,aL

γ al ∈ {0, 1}. (6.5)

The result of this maximization problem produces not only the highest SNR, but

also lowest error rate and highest sum rate. However, this problem is a general non-

linear 0 − 1 programming problem which is NP-hard. Furthermore, for L relays,

there are 2L − 1 choices and thus the brute-force search is exponentially complex in

the number of relays.

6.3.1 DNN structure

Input layer

The input layer consists of 4L nodes. These corresponds to the channel values of L

relays. For Rl, (Re(hS,l), Im(hS,l), Re(hl,D), Im(hl,D)) are used as the inputs to the

DNN. The training inputs are normalized and fed in to the DNN.
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Hidden layers

Five dense hidden layers are used in the proposed DNN. The number of nodes in

each layer is a hyper parameter that will be optimized during the training period.

Furthermore, to mitigate the over-fitting in the system, random dropout of nodes

in each layer is used. The dropout rate is another hyper parameter that will be

optimized during the training of the system.

Output layer

The output layer consists of L nodes which outputs a binary value. The nodes are

activated using the Sigmoid function. The lth output node indicates whether relay

Rl cooperates or not.

6.3.2 Dataset

For simulations 100000 mmWave channel realizations each at P values of ranging

from 0dB to 16dB with 2dB increments are generated. The relay powers (Pls) are as-

sumed to be proportional to the source power (i.e. Pl = blP where bls are constants).

For these channel realizations, the optimal relay selection solution is calculated by

using exponentially complex brute force approach to be used for training and to

check the accuracy of the proposed solution.

6.3.3 Training and validation

From the data set, 80000 channel realizations (and their corresponding outputs) at

6dB are selected and used to train the network for 300 epochs by using the Adam

optimizer [142]. After the training, the model is validated on the remaining 20000

data. The results on this validation step is used to find the optimal hyper parameters

for the system. Through this, it is shown that the optimum values for the number

of nodes is 256 and the dropout rate is 10%.

6.3.4 Obtaining final results

Next, by using the model obtained at 6dB, the results for other channel realizations

under different power values are obtained. Due to the use of normalization before

feeding the data to the input layer, similar accuracy results can be obtained for

the system. The classification accuracy (the correct number of predicted relays

compared to the optimum relay selection criteria) and the sum rate accuracy (the
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Figure 6.3: Sum rate versus SNR

percentage of the sum rate achieved by the DNN method compared to the optimum

relay selection method) is measured for the system.

6.4 Numerical results

This section presents the numerical results for the proposed method. For com-

parison, following four methods are implemented. 1. Optimum multiple relay se-

lection. 2. Linear complexity multiple relay selection based on SNR relay order-

ing [43]. 3. Quadratic complexity multiple relay selection [43]. 4. Single relay se-

lection based on the best SNR. The numerical results with L = 5 and L = 10 are

obtained. The powers of the relays are fixed as P1 = P7 = 2P , P2 = P9 = 3/2P ,

P3 = P6 = P8 = 5/4P , P4 = P10 = 1/2P , and P5 = 3/4P .

In Fig. 6.3, the average sum rate, the average of (6.3), against P for different

relay selection strategies is plotted. It can be seen that the proposed DNN-based

relay selection achieves almost the same sum rate as the optimum relay selection

method. Furthermore, it outperforms single relay selection and linear complexity

relay selection. As an example, at 10dB, the proposed method obtains 1.6bps/Hz
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Figure 6.4: Block error rate versus SNR

while single relay selection obtains only 1bps/Hz and linear complexity algorithm

obtains 1.5 bps/Hz. This is a gain of 60% and 6% respectively.

In Fig. 6.4, the average block error rate (6.4) under the considered relay se-

lection schemes assuming BPSK is plotted. It can be seen that proposed method

outperforms single relay selection and the linear complexity relay selection method.

However, the performance of the proposed DNN method is only slightly lower than

the optimum method and quadratic complexity method in [43]. In Fig. 6.5, ac-

curacy of the proposed method is presented. It can be seen that from sum rate

perspective, the DNN method achieves over 99% accuracy compared to the optimal

method. However, the classification accuracy is lower than this value. The highest

classification accuracy is obtained at 6 dB power value. This is expected as the

initial training was done at P = 6dB value. The lowest accuracy of 93.4% occurs

at 0dB and the accuracy increases until 6 dB. Then it will go down to 95% when

P = 16 dB.
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6.4.1 Diversity order

The diversity order of a system is defined as the ratio between the logarithm value

of the error rate and the logarithm value of the power at asymptotically large power

domain [42]. It has been proven that, the multi relay selection methods proposed

in [43] achieves diversity order of L. However, as with the use of DNN, obtaining

performance guarantees via a closed form proof is impossible. However, the block

error rate versus P value is plotted in Fig. 6.6 for different L values. It can be

seen that as the number of relays in the system is increased, the slope of the block

error rate reduces. Also, from Fig. 6.5 it is clear that the obtained relay selection

is same as the optimum selection in 96% of the cases. Thus, it can be deduced that

the diversity order of the proposed method should be L in at-least 96% of the time.

Also, by comparing the slope of block error rate with other relay selection schemes

in Fig. 6.4, it can be seen that the proposed method has the same slope as the

optimum relay selection scheme.
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Figure 6.6: Block error rate of the system versus P

6.4.2 Complexity analysis

As mentioned in the introduction, computational complexity and feedback com-

plexity are two important metrics for multi-relay selection algorithms. As no re-

lay ordering is used, the feedback complexity of the proposed method is L. The

predictions obtained through the DNN system are based on the calculation of L

output nodes. The total number of calculations required for predicting the results is

4LN1 +N1N2 +· · ·+N6L, where Ni is the number of nodes in ith hidden layer. Thus

the complexity of the proposed method is linear relative to L. Feedback and com-

putational complexities along with the achievable diversity orders for the considered

relay selection methods are highlighted in the following table.

6.5 Conclusion

This chapter proposes a DNN-based multi-relay selection approach for amplify and

forward relays. Specifically, the multi relay selection problem is modelled as a multi-

class multi-label classification problem. The resulting method has a linear complex-
1For at-least 95% of the time a diversity order of L can be obtained in proposed DNN method.
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Table 6.1: Complexity of the compared methods

Method Feedback Complexity Diversity

Proposed DNN method L L L1

Single relay selection 1 L L
Linear relay selection [43] 1 L L

Quadratic relay selection [43] L L2 L
Optimum relay selection L 2L − 1 L

ity in the number of relays and through numerical simulations it is shown that full

diversity can be obtained for 96% of the time. Also, the sum rate and block er-

ror rate performance of the proposed method is better than single relay selection

schemes. Classification accuracy of up to 96% and sum rate accuracy over 99% are

obtained compared with optimum relay selection method which has an exponential

complexity with the number of relays.
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Chapter 7

Conclusion and Future Research
Directions

7.1 Summary of contributions and conclusions

Cooperative communication expands the coverage region and reduces the energy

consumption of wireless networks. It has been identified as a key component for

Fifth Generation (5G) networks to accommodate exponentially increasing data rate

and energy efficiency requirements [143]. Early work and surveys on the use of

cooperative communications in 5G wireless systems have shown encouraging results

[30,143]. Furthermore, the use of relay selection has shown promising results for 5G

systems [144].

This thesis analyses the use of two-way relay networks (TWRNs), multi-way

relay networks (MWRNs), and relay selection in different wireless settings. In sum-

mary, use of TWRNs, MWRNs, and relay selection resulted in improved sum rates,

improved spectral efficiencies, and improved energy efficiencies. In summary, con-

tributions of each chapter is listed as follows:

• In Chapter 3, a multi-cell two-way relay network (TWRN) consisting of single-

antenna user nodes and amplify-and-forward (AF) relay nodes having very

large antenna arrays is analysed. The combined impact of co-channel interfer-

ence (CCI), imperfect channel-state information (CSI), pilot contamination,

and the antenna correlation at the massive multiple-input multiple-output

(mMIMO) node is analysed. By using a large number of antennas at the re-

lay, it is shown that the effect of CCI can be mitigated. However, the effects

of imperfect CSI and pilot contamination degrade the performance even with

a large antenna array. Nevertheless, the use of mMIMO allows power scaling
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at the user nodes and relay and thus, even with channel imperfections, the

benefits of employing a mMIMO enabled relay on transmit power savings are

significant. Furthermore, closed-form approximations for the sum rate were

derived. This will help to decide on the required number of relay antennas

to obtain a certain percentage of the asymptotic sum rate. Also, analysis on

antenna correlation shows that it can be mitigated by using a large antenna

array. The optimal pilot sequence length that maximizes the sum rate of the

system was also derived.

• In Chapter 4, TWRNs in an underlay cognitive radio (CR) setting is anal-

ysed. Specifically, optimal selection of an AF two-way relay is considered to

maximize the sum rate and to keep the interference on the primary user (PU)

below an interference threshold. Asymptotic signal-to-interference-plus-noise

ratio (SINR) values for two scenarios are obtained: (1) the relays and the two

end nodes use transmit power scaling and (2) only the end nodes use transmit

power scaling. For these two cases, optimal power allocations subject to the

PU interference constraints are derived. With these optimal power allocations,

the effects of relay selection on the the outage, the sum rate, and the energy

efficiency of the network are analysed. For the first scenario, the outage can

be reduced to zero with appropriate power allocation and the relay selection

can be done offline. For the second scenario, the outage will depend on the

instantaneous channel state between the relays and the PU.

• Chapter 5 has introduced a MWRN transmission scheme which completes the

data exchange among users in just two time slots. The so-called worst-case

Gaussian approximation was used to derive the overall sum rate. The relay

power allocation matrix is designed to maximize the fairness among all the

users. Furthermore, the effects of imperfect successive interference cancellation

(SIC) and imperfect CSI on the overall sum rate were analyzed.

• In Chapter 6, the use of DNNs for multiple relay selection in wireless has

been proposed. Classification accuracy of up to 96% and sum rate accuracy

of up to 99% are achieved. More importantly, the proposed method obtains

the full diversity (at-least 96% time) and have a linear complexity with the

number of relays in the system. In contrast, the optimum relay selection has

an exponential complexity with the number of relays.

105



7.2 Future research directions

• In Chapter 3, multi-pair mMIMO TWRNs are analyzed where each cell has a

single relay with a massive antenna array. It will be an interesting to study the

effect of using cell-free mMIMO in such a system. Also, an analysis on relay

selection for mMIMO cell free TWRNs will be an interesting future work.

• The analysis of CR relay selection in TWRNs in Chapter 4 is limited to un-

derlay CR setting. Analysis of TWRNs and relay selection under overlay and

interweave CR settings will be an useful future research direction.

• The power allocation scheme proposed in Chapter 5 is based on fairness among

users. It will be interesting to see the ways to design the power allocation ma-

trix to achieve different data rates for different users based on their require-

ments.

• In Chapter 6, the analysis is limited to the use of deep neural networks (DNNs).

However, there are other machine learning techniques that have shown signifi-

cant performance in multi-class multi-label classification problems. Utilization

of such machine learning methods, including reinforcement learning, will be a

future research direction. Furthermore, obtaining performance guarantees for

DNN-based multiple relay selection scheme will be an interesting problem.

• The DNN approach used in Chapter 6 can be applied to other wireless commu-

nication problems that can be modelled as multi-class multi-label classification

problems. Codebook-based hybrid beamforming is one such problem.
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Appendix A

Appendices for Chapter 3

A.1 Proof of limits
In this section, several important limit results are provided.Following three re-

sults [145] are used to obtain these limits. For two independent vectors, p ∼

CN N×1
(︂
0, σ2

p

)︂
and q ∼ CN N×1

(︂
0, σ2

q

)︂
, the following identities are valid.

pHp
/︁
N

a.s.−−−−→
N→∞

σ2
p and pHq

/︁
N

a.s.−−−−→
N→∞

0, (A.1)

pHq
/︁√

N
d−−−−→

N→∞
CN

(︂
0, σ2

pσ2
q

)︂
, (A.2)

where subscripts a.s. and d stands for almost sure convergence and the convergence

of distributions, respectively. By using the aforementioned identities, it can be

shown that

GH
jl Gjl

N
= D

1
2
jl

(︄
FH

jl Fjl

N

)︄
D

1
2
jl

a.s.−−−−→
N→∞

Djl, and (A.3)

GH
jl Gml

N
= D

1
2
jl

(︄
FH

jl Fml

N

)︄
D

1
2
ml

a.s.−−−−→
N→∞

02K , for j ̸= m. (A.4)

Furthermore, by using the above two results, following limit can be obtained.

Ĝ
H

ll Ĝll

N
= 1

N

⎡⎣⎛⎝ L∑︂
j=1

Gjl+
Vl√︁
Pp

⎞⎠D̃ll

⎤⎦H⎛⎝ L∑︂
j=1

Gjl + Vl√︁
Pp

⎞⎠ D̃ll

= D̃H

ll

⎛⎝ L∑︂
j=1

L∑︂
m=1

GH
jl Gml

N
+

VH
l

∑︁L
j=1 Gjl√︁

PpN

+
∑︁L

j=1 GH
jl Vl√

PP N
+ VH

l Vl

N

)︄
D̃ll

= D̃H

ll

⎛⎝ L∑︂
j=1

Djl + I2K

⎞⎠ D̃ll
a.s.−−−−→

N→∞
Hll, (A.5)
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where Hll is a diagonal matrix with kth diagonal entry given by
PP

(︂∑︁L

j=1 ηj,l,k

)︂2

1+PP

∑︁L

j=1 ηj,l,k

.

Furthermore when transmit power scaling is done at the users (ie. PP = EP /
√

N),

the following limit can be obtained.

ĜH
ll Ĝll√

N

a.s.−−−−→
N→∞

Ĥll, (A.6)

where Ĥll is a diagonal matrix with kth diagonal entry given by EP

(︂∑︁L
j=1 ηj,l,k

)︂2
.

Furthermore, the following limit results are obtained using the same procedure.

GH
jl Ĝll

N

a.s.−−−−→
N→∞

EP diag
(︄

ηj,l,1
∑︁L

j=1 ηj,l,1

1+EP

∑︁L
j=1 ηj,l,1

, · · · ,
ηj,l,2K

∑︁L
j=1 ηj,l,2K

1+EP

∑︁L
j=1 ηj,l,2K

)︄
, PP = EP (A.7)

GH
jl Ĝll√

N

a.s.−−−−→
N→∞

EP diag

⎛⎝ηj,l,1

L∑︂
j=1

ηj,l,1, · · · , ηj,l,2K

L∑︂
j=1

ηj,l,2K

⎞⎠ , PP = EP√
N

(A.8)

A.2 Proof of limits for power scaling at the user nodes

This section provides a sketch of the proof of signal-to-interference-plus-noise ratio

(SINR) for the transmit power scaling scenario. First limits for the power normaliz-

ing factor β̂l is obtained. The first term in the denominator in (3.10) can be written

as

Tr
(︃

GjlGH
jl Ĝll

[︂
ĜH

ll Ĝll

]︂−1
P
[︂
ĜT

ll Ĝ
∗
ll

]︂−1
P
[︂
ĜH

ll Ĝll

]︂−1
ĜH

ll

)︃

= 1√
N

Tr

⎛⎜⎝GH
jl Ĝll√

N
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∗
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P

⎡⎣ĜH
ll Ĝll√

N

⎤⎦−1
ĜH

ll Gjl√
N

⎞⎟⎠(A.9)

By using the limit results (A.5) and (3.58) given in Appendix A.1 on each term in

the above equation, following result is formulated as:
√

NTr
(︃

GjlGH
jl Ĝll

[︂
ĜH

ll Ĝll

]︂−1
P
[︂
ĜT

ll Ĝ
∗
ll

]︂−1
P
[︂
ĜH

ll Ĝll

]︂−1
ĜH

ll

)︃
a.s.−−−−→
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1
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K∑︂
i=1
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η2

j,l,2i−1

η̂2
l,2i−1η̂l,2i

+
η2

j,l,2i−1

η̂l,2i−1η̂2
l,2i

)︄
(A.10)

Here in (A.10), η̂l,k =
∑︁L

j=1 ηj,l,k. Similarly, the limit of the second term in the

denominator in (3.10) is derived as

NTr
(︃[︂

ĜH
llĜll

]︂−1
P
[︂
ĜT

llĜ
∗
ll

]︂−1
P
)︃

a.s.−−−−→
N→∞

2
K∑︂

i=1

1(︂
EP η̂l,2i−1η̂l,2i

)︂2 . (A.11)
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By using the above two results, (3.13) is obtained.

A.3 Proof of limits for power scaling at the relay nodes

This section provides a sketch of the proof of SINR for the transmit power scaling

at the relay. The first term in the denominator in (3.10) can be written in a similar

way by replacing
√

N by N in (A.9) in Appendix A.2. By using the limit results

(A.5) and (A.7) given in Appendix A.1,

N Tr
(︃

GjlGH
jl Ĝll

[︂
ĜH

ll Ĝll

]︂−1
P
[︂
ĜT

ll Ĝ
∗
ll
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ll Ĝll

]︂−1
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1 + PP η̂l,2i−1
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P 2

P η̂l,2i−1η̂l,2i

×

⎡⎣ηj,l,2i−1
(︂
1 + PP η̂l,2i−1

)︂
PP η̂l,2i−1

+
ηj,l,2i

(︂
1 + PP η̂l,2i

)︂
PP η̂l,2i

⎤⎦ . (A.12)

Similarly, the limit of the second term in the denominator in (3.10) is derived as

N2Tr
(︃[︂

Ĝ
H

ll Ĝll

]︂−1
P
[︂
Ĝ

T

ll Ĝ
∗
ll

]︂−1
P
)︃

a.s.−−−−→
N→∞

2
K∑︂

i=1

(︃1 + PP η̂l,2i−1

PP η̂l,2i−1

)︃2(︃1 + PP η̂l,2i

PP η̂l,2i

)︃2

.(A.13)

By using the above two results, (3.23) is obtained.
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Appendix B

Appendices for Chapter 4

B.1 Asymptotic signal-to-interference-plus-noise ratio (SINR)
with power scaling at all nodes

This Appendix provides the sketch of the proof for SINR values (4.23) and (4.24).

Based on (A.1) and (A.2), the following limit results are obtained:

Hi,kHH
i,k

Ni
= D

1
2
i,k

⎛⎝H̃i,kH̃H
i,k

Ni

⎞⎠D
1
2
i,k

a.s.−−−−→
Ni→∞

Di,k, (B.1)

GkGH
k

Ni
= D

1
2
k

⎛⎝G̃kG̃H
k

Ni

⎞⎠D
1
2
k

a.s.−−−−→
Ni→∞

0N×N , (B.2)

FH
i Fi

Ni
= D̂

1
2
i

⎛⎝ F̃H
i F̃i

Ni

⎞⎠ D̂
1
2
i

a.s.−−−−→
Ni→∞

D̂i. (B.3)

The asymptotic limit of (B.1) shows that the left hand side converges to the diagonal

matrix. Since the trace of the inverse of a diagonal matrix can be readily determined,

the following limits are obtained:

lim
Ni→∞

Ni Tr
(︃[︂

Hi,kHH
i,k

]︂−1
)︃

= lim
Ni→∞

Tr

⎛⎝[︄Hi,kHH
i,k

Ni

]︄−1⎞⎠ = NRk
η−1

i,k . (B.4)

Furthermore, (B.2) and (B.3) immediately lead to the following limits:

lim
Ni→∞

Tr
(︂
GH

k Gk

)︂
Ni

= 0 and lim
Ni→∞

Tr
(︂
FH

i Fi

)︂
Ni

= η̂iN, (B.5)

Now the proofs of (4.23) and (4.24) can be outlined as follows. First, scaled transmit

powers (4.25) are substituted on the SINR expression (4.18) to yield the following:
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γ
S

(l)
1,k

|OSk
=0 =

ERk
E2,k

N2 Tr
(︁
[H2,kHH

2,k]−1)︁
ERk

σ2
Rk

+
(︃

E1,k

N1 Tr
(︁
[H1,kHH

1,k]−1)︁ + E2,k

N2 Tr
(︁
[H2,kHH

2,k]−1)︁ + σ2
Rk

)︃
σ2

1
η1,k

Ψ
, (B.6)

where Ψ =
[︃
N1
(︂
H̃H

k,1H̃k,1
)︂−1

]︃
l,l

. Here, the limit of the matrix
(︂
H̃H

k,1H̃k,1
)︂

/N1 as

N1 tends to infinity is the identity matrix of size NRk
× NRk

, which follows from

(A.1) and (A.2). By using this result and by replacing the trace terms in (B.6)

by (B.4), (4.23) is obtained. With similar steps, (4.24) can be obtained. Also, by

using the second limit of (B.5) on (4.22), the interference constraint (4.27) can be

obtained.
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Appendix C

Appendices for Chapter 5

C.1 Expected value results for Imperfect channel-state
information (CSI)

C.1.1 Derivation of Mk,m

First, by using (C.14b),the term inside the expected value of Mk,m is rewritten as

hT
k Ĥ∗ΛĤHhfk(m) =

K∑︂
i=1

K∑︂
j=1

λi,jhT
k ĥ∗

i ĥH
j hfk(m). (C.1)

By substituting the value for hk, (C.1) is written as

Mk,m =
K∑︂

i=1

K∑︂
j=1

λi,j

(︂
ĥT

k + eT
k

)︂
ĥ∗

i ĥH
j

(︂
ĥfk(m) + efk(m)

)︂
. (C.2)

As ek’s are independent from ĥk’s, only the first term of the above summation can

have a non-zero expectation. Next, by considering different i and j combinations

(i.e., i = k, j = fk(m) and j = k, i = fk(m) and using the fact that k ̸= fk(m)) in

the double summation in (C.1), the expected value can be written as

E

⎡⎣ K∑︂
i=1

K∑︂
j=1

λi,jhT
k h∗

i hH
j hfk(m)

⎤⎦=λk,fk(m)∥hk∥2∥hfk(m)∥2 + λfk(m),k|hkhfk(m)|2. (C.3)

Finally, by using the expected value results given in Appendix C.3, the value for

Mk,m is obtained as

Mk,m = M
(︂
λk,fk(m)M + λfk(m),k

)︂
β̂kβ̂m, (C.4)

where β̂k is given as

β̂k = Pαp,kβ2
k

(Pαp,kβk + 1) . (C.5)

Here, β̂k acts as a correction for βk values due to the imperfect CSI. When perfect

CSI is available, β̂k will become βk.
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C.1.2 Derivation of Nk,m

In order to compute Nk,m, the value of N̄k,m = E
[︂
|hT

k H∗ΛHHhfk(m)|2
]︂

is derived

by using the same procedure as in Mk,m and obtained as

N̄k,m̂ = M(M + 1)
(︂

λ2
k,kβ̂

2
k

(︂
β̂m̂ + η̂m̂

)︂(︂
(M + 2)β̂k + η̂k
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+λ2

m̂,m̂β̂
2
m̂
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λ2
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m̂,k
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+(M + 1)
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η̂m̂β̂k + β̂m̂η̂k

)︂ (︁
λ2

k,m̂M + λ2
m̂,k

)︁
+Mη̂m̂η̂k

(︁
λ2

k,m̂ + λ2
m̂,k

)︁)︁
+2λk,m̂λm̂,kMβ̂m̂β̂k
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)︂(︂
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+
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2
i βkβm̂

+2
K∑︂

j=1
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)︂(︂
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.

(C.6)

Here, m̂ = fk(m) and η̂k is defined as

η̂k = βk

(Pαp,kβk + 1) . (C.7)

Here, η̂k acts as an error term due to imperfect CSI. When perfect CSI is available,

this term vanishes. The value of Nk,m is then derived as

Nk,m = N̄k,m − M2
k,m. (C.8)
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C.1.3 Derivation of Qk

Similar to the previous cases, the value of Qk is written as

Qk = λ2
k,kM(M + 1)β̂

2
k

(︂
(M + 2)β̂k + η̂k

)︂
+

K∑︂
i=1,i̸=k

K∑︂
j=1,j ̸=k

λi,jMβ̂iβkβ̂j (λj,i + λi,jM)

+
K∑︂
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Mβ̂kβ̂i
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2λk,iλi,k
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+ λ2

k,iM
(︂
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+λ2

i,k

(︂
(M + 1)β̂k + Mη̂k

)︂)︂
. (C.9)

C.2 Derivation of Ψ for imperfect CSI

This section computes the average value of Ψ, which will be used for the signal-to-

interference-plus-noise ratio (SINR) calculations.

C.2.1 Computation of L1

This section derives L1. By using matrix multiplication identities, L1 can be sim-

plified as follows:

L1 =
K∑︂

i=1

K∑︂
j=1

K∑︂
k=1

K∑︂
l=1

K∑︂
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E
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∗
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+E
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ĥ

T

i ĥ
∗
kĥ

H

l emeH
mĥj

]︂)︂
.(C.10)

Then, L1 can derived in closed-form by looking at all the possibilities for used

variables as

L1 =
K∑︂

i=1
λ2

i,iM(M + 1)β̂2
i

(︂
(M + 2)β̂i + η̂i

)︂
+

K∑︂
i=1

K∑︂
j=1,j ̸=i

K∑︂
m=1,m ̸=i,j

λ2
i,jM2β̂iβ̂jβm

+
K∑︂

i=1

K∑︂
j=1,j ̸=i

Mβ̂i

(︂
λ2

i,i(M + 1)β̂iβj + λ2
i,j(M + 1)β̂j

(︂
β̂i + Mβ̂j

)︂
+λi,jλj,i(M + 1)β̂j

(︂
β̂i + β̂j

)︂
+ λ2

i,jMβ̂j

(︂
η̂i + η̂j

)︂
+λi,jλj,iβ̂j

(︂
η̂i + η̂j

)︂)︂
. (C.11)

C.2.2 Computation of L2

By using matrix multiplication theories, L2 can be simplified as follows.

L2 =
K∑︂

i=1

K∑︂
j=1

λi,jE
[︂
ĥT

i Ĥ∗ΛHĤH ĥj

]︂
. (C.12)
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By using the results in (C.4), (C.12) is written as

L2 =
K∑︂

i=1

K∑︂
j=1

(λi,jM + λj,i) Mλi,j β̂iβ̂j . (C.13)

C.3 Important Results

The following results are used to derive (5.19a):

H∗HH = HHT =
K∑︂

n=1
h∗

nhH
n , (C.14a)

H∗ΛHH = HΛHT =
K∑︂

i=1

K∑︂
j=1

λi,jh∗
i hH

j . (C.14b)

Next, some of the important expected value results that were used in Appendices

C.1 and C.2 are listed.

E
[︂
ĥH

k ĥk

]︂
= E

[︂
∥ĥk∥2

]︂
= M

Pαp,kβ2
k

(Pαp,kβk + 1) = Mβ̂k. (C.15a)

E
[︂
ĥH

k ĥj

]︂
= 0 k ̸= j. (C.15b)

E
[︂
|ĥH

k ĥj |2
]︂
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E
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C.4 Asymptotic SINR with power scaling

Based on (A.1) and (A.2), the following asymptotic limit results can be established

[135,145]:

HHH
M

= D
1
2

⎛⎝H̃HH̃
M

⎞⎠D
1
2

a.s.−−−−→
M→∞

D, (C.16a)

VHH
M

a.s.−−−−→
M→∞

0K , (C.16b)

HHV
M

a.s.−−−−→
M→∞

0K , (C.16c)

VHH
M

a.s.−−−−→
M→∞

IK , (C.16d)
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By using (C.16a), (C.16b), (C.16c) and (C.16d), the asymptotic limit for Ĥ can be

derived as follows:

ĤHĤ
M

= 1
M

[︄(︄
H + V√︁

Pp

)︄
D̃
]︄H(︄

H + V√︁
Pp

)︄
D̃

a.s.−−−−→
M→∞

D̃H (D + IK) D̃ = diag
(︄

PP β2
k

1 + PP βk

)︄
. (C.17)

Similarly, when the pilot power PP is scaled as PP = EP /
√

M the limit results can

be written as

ĤHĤ√
M

a.s.−−−−→
M→∞

diag
(︂
EP β2

k

)︂
. (C.18)

132


	Introduction
	5G wireless systems
	Overview
	mMIMO Systems
	Cooperative Communications
	Cooperative Relays
	Cognitive Radio (CR) CR Systems
	NOMA

	Motivations and and Literature Review
	Performance analysis of multi-pair mMIMO TWRN
	Relay selection in mMIMO cognitive TWRN
	NOMA-aided mMIMO MWRNs
	Machine learning for multiple relay selection

	Significance of this thesis
	Outline and Contributions
	Novel contributions of this thesis


	Background
	Massive MIMO
	Basic system model
	Channel Estimation and Pilot Contamination
	Downlink SINR values
	SINR with perfect CSI
	Cell-free mMIMO

	NOMA Systems
	Uplink NOMA transmission
	Downlink NOMA transmission
	Comparison with OMA methods
	NOMA with multiple users

	Conclusion

	Performance Analysis of mMIMO TWRNs with Channel Imperfections
	Introduction
	System, channel, and signal model
	System and channel model
	Channel estimation
	Signal model
	Calculation of value β=ββββl
	Overall sum rate of the system
	Energy efficiency of the system

	Asymptotic performance analysis
	Transmit power scaling at the user nodes
	Transmit power scaling at the relay
	Transmit power scaling at the user nodes and relay

	The optimal pilot sequence length
	Analysis for a finite number of antennas
	Asymptotic analysis for relay-antenna correlation
	Simulation Results
	Conclusion

	Relay selection in mMIMO cognitive TWRN
	Introduction
	System, channel, and signal model
	System and channel model
	Signal model
	CSI requirements
	Effect on the primary user
	Outage of the secondary system
	Exact conditional end-to-end SINR
	Sum rate analysis when Rk is selected

	Asymptotic analysis
	Requirement of power scaling
	Power scaling at the end nodes and the relay (PS-1)
	Power scaling at the end nodes - (PS-2)

	Optimal power allocation
	Power scaling at the end nodes and the relay (PS-1)
	Power scaling at the end nodes (PS-2)

	Relay selection with optimum values
	Power scaling at the end nodes and the relay (PS-1)
	Power scaling at the end nodes (PS-2)

	Energy efficiency analysis
	Numerical results
	Conclusions

	NOMA-Aided Multi-Way mMIMO Relaying
	Introduction
	System, channel, and signal model
	System and channel model
	Channel estimation
	Signal model
	Imperfect SIC decoding at the user nodes

	Achievable sum rate analysis
	Asymptotic sum rate analysis
	Energy efficiency of the system
	Comparison with other MWRN operations
	Design of power allocation matrix
	Numerical results
	Conclusion

	Machine Learning for Multiple Relay Selection
	Introduction
	System, channel, and signal model
	DNN solution
	DNN structure
	Dataset
	Training and validation
	Obtaining final results

	Numerical results
	Diversity order
	Complexity analysis

	Conclusion

	Conclusion and Future Research Directions
	Summary of contributions and conclusions
	Future research directions

	Bibliography
	Appendix Appendices for Chapter 3
	Proof of limits
	Proof of limits for power scaling at the user nodes
	Proof of limits for power scaling at the relay nodes

	Appendix Appendices for Chapter 4
	Asymptotic SINR with power scaling at all nodes

	Appendix Appendices for Chapter 5
	Expected value results for Imperfect CSI
	Derivation of Mk,m
	Derivation of Nk,m
	Derivation of Qk

	Derivation of Ψ for imperfect CSI
	Computation of L1
	Computation of L2

	Important Results
	Asymptotic SINR with power scaling


