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Abstract

Wireless Sensor networks (WSN) have gained attention in both industry and academia

due to their versatile fields of application. One of the main characteristics of a sen-

sor node is its limited energy supply. The network needs to be reliable in the sense

that it can deliver the data to sink with the presence of multiple link failures. Hav-

ing more than one sink provides alternative paths to route packets in the presence

of link failures and helps load balancing. Degree Constrained Shortest Path Trees

(DCSPT) can be used as routing trees to limit the communication of sensor nodes

thus conserving energy. In this thesis, we consider the problem of designing logi-

cal topologies for routing in WSNs with multiple sinks. We design reliable logical

topologies most of which are based on DCSPT in grid and random graphs. We also

design scheduling and routing algorithms for the logical topologies and evaluate the

reliability of the designs using simulation. We demonstrate that with moderate link

failures our schemes can reliably transfer data with low delay and the performance

improves as the load of the network decreases.
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Chapter 1

Introduction

1.1 Wireless Sensor Network

A wireless sensor network (WSN) [34] is a collection of sensor nodes deployed in

a specific region primarily for sensing and communicating data among the nodes to

deliver it to the user of the network. Advancement of wireless networking, embed-

ded systems, integration of micro sensors and low cost of sensor nodes have made

it possible to deploy large scale WSNs which can replace wired sensor networks.

WSNs enable us to monitor physical phenomena in places where human presence

is extremely difficult or where wiring and maintenance of wired networks are dif-

ficult. These sensor networks are able to support many new applications, including

habitat monitoring [1], agricultural monitoring [8], environmental monitoring [19]

and military applications. Large scale wireless sensor networks have already been

deployed in processing plants, deep inside the forests, in volcanic mountains [47]

or undersea [40].

Sensor nodes have two major functionalities. First, sensor nodes can sense vari-

ous physical (light, sound, temperature, etc.) data. The type of data sensed depends

on the sensor attached to the node. Second, the nodes can communicate with other

nodes wirelessly to transmit their sensed data. For this they are equipped with wire-

less communication devices. Normally the nodes form a data gathering tree whose

root is called the sink. The sensed data is transferred to the sink usually with multi-

hop communication. This avoids transmission over long distances which consumes

much energy [2]. The user can collect the data from the sink directly or via the In-
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ternet where the sink acts as a gateway to the Internet. Though the main function of

sensor nodes is information gathering, they can act as repeaters to relay messages

towards sinks. WSNs often operate in challenging environments and are subject to

frequent disruptions and node failures. These unique settings and constraints call

for a robust routing framework for WSNs that can quickly adapt to changes in traffic

pattern, network conditions and environments.

There are several properties of the wireless medium that make it different from

the wired medium. Wireless nodes have a limited transmission range that depends

on the power of the transmission signal. In a radio wireless medium, communica-

tion is broadcasting. So, when a node transmits some data, every other node within

the range of the transmitting node, can receive the data. Wireless communication

is half-duplex and that means a node cannot transmit and receive at the same time.

If a node receives from multiple neighbors at the same time, a collision occurs and

the signals may not be recovered. The wireless medium is susceptible to various

types of transmission hindrance such as path loss, fading and interference which re-

stricts the range, data rate and the reliability of wireless transmission and the effect

of these factors on transmission depends on the environment.

1.2 Motivation

Despite the wide use of WSN, there are some limitations of the sensor nodes used

in such networks: limited energy, limited processing power and limited memory.

Having limited energy seems to be the highest constraint of using WSN. Because

of the application domain, it is often very difficult to replace the power source. Also

integrating a recharging system in the nodes will increase the cost of the network

that may make the network infeasible to deploy. Even if recharging is added, it

is likely to harvest small amounts of energy and conservation may still be needed.

Thus the main focus of researchers in WSN is to extend the lifetime of the net-

work by extending the lifetime of each sensor node. Because the energy needed for

transmission and reception of data is considered very high compared to the energy

of processing data [25], the main goal for saving battery life is to limit the commu-
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nication between nodes, thus limiting the number of transmissions and receptions

done by each sensor node.

Data reliability is also an important aspect of the sensor networks. In the first

place, the wireless medium is far less reliable compared to a wired medium. Again

the environment where the sensors are deployed, is often very unreliable so node or

link failures become very common. These failures result in loss in the data received

by the sink node. For some WSNs, the tolerable loss rate may be very low [4]. For

example, in a process control system, where a WSN is used to supply control data

to the system, even small loss can cause a disastrous situation. In these situations

often we need high reliability in the network. Having multiple paths for the data

to reach the sink is considered an important way to ensure reliability against node

or link failure. If the nodes in the sensor network have multiple paths to the sink,

which are node/link disjoint, then nodes can still deliver their data to the sink using

the alternative paths if node/link failure causes one path to fail. Another strategy

for reliable transmission is the retransmission of the same data. If data is lost, it can

be retransmitted successfully, ensuring reliable data transfer.

Wireless sensor nodes have limited communication range, so the network uses

a multi-hop system to send data to the sink where each path from a source node to

the sink may have several intermediate nodes forwarding the data. Some practical

issues should be handled when the path between the source and the sink increases

as the network size grows. The transmission of data from a node to the sink con-

sumes much energy. The nodes closer to the sink have the burden of routing data of

many down-link nodes which depletes their energy quickly [53]. This also increases

the queuing and processing delay of the intermediate nodes because they have to

handle many descendants. The delay to reach the sink also increases which is not

preferable for real-time control systems. The increase in path length also increases

the probability of conflict among sending nodes, thus there is a higher probability

of failure. So the network becomes not scalable. Deploying multiple sinks in the

network can be a novel way to solve these problems to make the network more

scalable. This has an added advantage that we can improve the reliability of the

network by having more than one path to the sinks.
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The hot-spot problem is well known in the field of wireless communication es-

pecially in WSN [39, 52, 33]. In WSNs, nodes form a data gathering tree where

sensor nodes are the nodes of the tree and the sink is the root. The communication

load of a node is measured by its number of transmissions and receptions. Nodes

with a high communication load will use more energy. Such a node is said to be in

a hot-spot. Hot-spot nodes deplete energy fast and are subject to extinction mak-

ing data stored at them inaccessible and removing their role as forwarding nodes.

Generally the nodes closer to the sink have the burden of transferring data of many

nodes down the line. This occurs when a node in the data gathering tree has too

many children whose data it has to deliver to its parent. This creates an unbalanced

energy consumption problem. One way to help balance load is to have a bound

on the number of children a node can have. This brings the possibility of using

Degree-Constrained Shortest Path Tree (DCSPT) [7] as the routing tree. A DCSPT

of a general graph is a tree where the path from each node to the root is shortest,

but it also ensures that the degree of each internal node is constrained so that no

internal node can have a number of children higher than a given value.

1.3 Thesis Contribution

In this thesis, we have designed logical topologies for wireless sensor networks with

multiple sinks. In the network, separate routing trees rooted at the different sinks

that span all the nodes are designed. We define the logical topology as the union

of these trees. So in the network, for each sink, there is one path from each of the

nodes in the logical topology. In this thesis we consider the case of two sinks in the

network.

The contribution of the thesis can be summarized as follows:

• A process of creating a logical topology from a wireless sensor network with

two sinks. A degree-constrained shortest path tree (DCSPT) rooted at each

of the sinks is found using the algorithm proposed in [7]. The DCSPTs are

used as the routing trees for the network. The DCSPT ensures that for each

node we have a shortest path to the sink which supports lowest energy cost
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communication between the node and the sink in a failure free environment.

It also ensures that there is a constraint on the number of children each node

in the tree can have. In this thesis, we extend the use of the algorithm to

the case of multiple (in this case two) sinks. We have used the algorithm to

create logical topologies for the network that ensure robustness, path quality

and limited number of children for each node. In the logical topology, each

node has two edge-disjoint paths, one to each of the two sinks.

• A process of creating a logical topology on a grid network with two sinks.

We place the sinks at the opposite corners of a grid of nodes and design a

pattern for a logical topology that ensures robustness and path quality. We

assume each of the nodes in the grid can communicate with nodes placed in

the next grid points horizontally, vertically and diagonally. The logical topol-

ogy is designed in such a way that all the nodes can communicate with both

the sinks using the shortest path. This ensures lowest cost communication

between the sinks and the nodes in an error free environment. The number of

logical neighbors a node can have in the topology is limited to three and the

number of 3-degree nodes is kept small. The topology also supports robust-

ness, because for each of the nodes, the two paths to each of the sinks are link

disjoint.

• A static simulation-based evaluation of the proposed logical topologies eval-

uates the performance with respect to probabilistic robustness and path qual-

ities in the presence of multiple link failures. In the static evaluation, we

consider the properties of the logical topologies without the introduction of

data traffic.

• Design of scheduling algorithms that tell nodes when to transmit for the two

sink environment.

• A dynamic simulation-based evaluation of the proposed topologies using

some simple routing schemes with variable number of sources and a dynamic

failure model. In the dynamic evaluation, we consider the dynamic behavior
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of the network such as variable failure rate, changing link status (eg. links

going up and down), and dynamic selection of paths to avoid failed links,

etc., with respect to time. The performance of the topologies are compared in

terms of average time to deliver all packets and network lifetime.

1.4 Thesis Outline

The rest of the thesis is organized as follows. In Chapter 2, we do a background

study on the challenges related to robust wireless sensor networks using multiple

sinks including placement of multiple sinks in the network, routing with the pres-

ence of multiple sinks and optimal scheduling schemes.

In Chapter 3, we design robust topologies in random sensor networks using mul-

tiple sinks and degree-constrained shortest path trees. We evaluate the performance

of our proposed logical topologies using static analysis with respect to probabilistic

robustness and path qualities in the presence of multiple link failures.

In Chapter 4, we design scheduling schemes for routing where data is forwarded

to the sink in a two sink network. Finally we perform a detailed dynamic evalua-

tion of the logical topologies using simple routing protocols. We consider multiple

sources and dynamic link failures and use simulation to evaluate the performance.

In Chapter 5, we design robust topologies in grid graphs. We design a process of

generating robust logical topologies in grid networks having multiple sinks with the

presence of diagonal links. We evaluate the performance of our proposed logical

topologies using static analysis and dynamic evaluation.

In Chapter 6, we summarize our findings and contributions of our thesis. We

also present the scope of future work in this chapter.
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Chapter 2

Background Study

Reliability is important to ensure dependability and quality of service to the users

of WSN. The wireless medium is far less reliable compared to a wired medium.

Some methods of improving reliability are to retransmit lost packets, transmit mul-

tiple copies of the same packet, and transmit packets on multiple paths either si-

multaneously or in reaction to failure. Sending redundant packets is expensive in

wireless networks, where transmissions are costly in terms of energy. If the nodes

in the sensor network have multiple paths to the sink, which are node/link disjoint,

then nodes can still deliver their data to the sink using the alternative paths if the

node/link failure causes one path to fail. However the alternative path may not be

shortest. Having multiple sinks in a network has several advantages. Nodes in the

network can have multiple paths to multiple sinks which increases reliability. Net-

work load can be balanced among the sinks so that one sink does not have to handle

a huge number of nodes. The position of sinks in the network and the routing of data

from the nodes to the sinks are important factors for reliable data transfer and load

balancing purposes. To avoid collisions and reduce the expense of retransmission

of collided packets, a scheduling scheme is important.

In this chapter, we present the research work in the current literature about var-

ious topics that are related to reliability such as reliable data transfer in WSN, lo-

cation of multiple sinks in the network, routing with multiple sinks and TDMA

scheduling.
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2.1 Reliability in Wireless Sensor Networks

In recent years reliability has become an important topic of research in WSN be-

cause of the need of ensuring both dependability and quality of service to the users

of such networks. Reliability in WSN can be discussed from three different per-

spectives [48],

• Can the sensors detect all the events? Are there enough sensors present to

cover the area? This is termed as Coverage and Deployment problem.

• Can the sensors read the data accurately? This gives rise to the Information

Accuracy problem.

• Can the sensed data be transported to the sinks over multiple hops? This is

the instance of Reliable Data Transport problem.

In this thesis we are interested only on the reliable data transport problem, where

the goal is to ensure that the nodes can deliver the highest amount data to the sinks

in the presence of node/link failures. During the communication phase, physical ef-

fects like noise, interference, fading are the main cause of data error. Additionally

because the nodes may be deployed in a hostile environment, the physical condi-

tions increase the vulnerability of the sensor nodes and their signals [29].

2.1.1 Reliable Data Transfer in WSN

The problem of reliable data transfer over the multi-hop network has several di-

mensions. First there is a question of the number of packets needed to be delivered.

Reliable delivery of a single packet is important for aggregated data. In-node ag-

gregation may be done in the network, where a forwarding node, after receiving all

its children’s data, combines those with its own data and forwards only one packet

to its parent. So the sink receives only one packet from each neighbor. An exam-

ple of in-node aggregation is the MAX query, where all the sensor nodes report

the maximum value of the sensed data to the sink and forwarding nodes will only

transmit the maximum value of its data and its children’s data to its parent. Reliable
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delivery of blocks of packets is necessary for disseminating a new query packet

from the sink to the network. Reliable delivery of streams of data is needed for re-

porting data of periodic queries. In such cases, the sink receives data packets from

all nodes or a subset of nodes in each period. Sometimes more than one sensor

node senses data of a single event. For reliable delivery of events, it is important to

ensure that at least one of the packets generated by these nodes which contains the

event data reaches the sink so that the sink is notified about the event. In this thesis,

the sinks(s) receive data packets from all the nodes and no aggregation is assumed.

Another important dimension is the percentage of tolerable loss of packets.

Some applications do not tolerate any loss, for example, reporting of important

events, distributing new queries etc. Other applications have some degree of tol-

erance, for example, when many sensors deliver correlated data, and some loss

is tolerable. In addition, data can travel from sensors-to-sink, sensor-to-sensor and

sink-to-sensors. In one to many communication, the sink sends packets to the nodes

of the network (eg. a query). In many to one communication, nodes of the network

send their data to the sink (eg. environmental reporting). In one to one communica-

tion, one node communicates with another node or the sink of the network. In this

thesis, we work on the reliability of the network, where data travels from sensor

nodes to the sink (many to one communication).

In the following sections, previous literature on reliability schemes based on

retransmission of packets and use of multiple paths are discussed. We also discuss

event-based reliability schemes.

2.1.2 Retransmission-based Schemes

Retransmission is one of the main techniques to ensure reliability when loss oc-

curs. The issues related to retransmissions are: a) who will detect the loss b) who

will request retransmission and c) who will retransmit. The transmitter uses timers

and retransmissions and the receiver uses acknowledgments. Two standard ways of

retransmissions are a) Hop-by-Hop MAC layer retransmissions b) End-to-End re-

transmissions. Karl and Willig [48] stated that, for channels with low bit error rate,

end-to-end retransmission works better than hop-by-hop retransmission but with
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high error rates end-to-end retransmission consumes too much energy. Given that

the wireless medium has high error rates, hop-by-hop retransmission works better

than end-to-end retransmission.

In the hop-by-hop reliability approach described in [6], multiple copies of the

same packet are sent. The number of copies are estimated from the locally esti-

mated packet error rate, the desired packet delivery probability and hop distance to

the sink. In another approach described in [6] called hop-by-hop reliability with

acknowledgment, packets are repeated until local acknowledgments have been re-

ceived. Both schemes work well in the case of independent errors and bursty errors.

But they have high resource usage due to duplication of packets. Sending multiple

copies at the same time when the error rate is low wastes valuable network resources

as more transmission uses more energy.

Block transfers are needed when a large amount of data is transported. The

use of Negative Acknowledgments (NACK) in case of block transfer reduces the

number of acknowledgment packets. When a packet is received out of order, the

receiver can send NACK packets to the sender to request the missing packets. In

this case no positive acknowledgment is needed to be sent. If the intermediate nodes

cache packets, they can also re-transfer the packet instead of the source. The pump

slowly, fetch quickly method [43] delivers a number of packets of one source to

a number of nodes. It provides guaranteed delivery for the sequence of data. It

has three operations, pump, fetch and report. The main idea of the operation is

to distribute data from a source node at relatively slow speed (’pump slowly’) but

when a node experiences data loss it is allowed to fetch and recover the missing

segments quickly from its immediate neighbors (’fetch quickly’). This algorithm

is designed to work with one to many communication. Park et al.[37] developed

a scheme, where the problem of reliable transfer of blocks of data from sink to

nodes is addressed. It uses a NACK based scheme and, at the same time, takes

extra care for the first packet of a block so that it is reliably delivered to all the

sensors. This solves the problem of being able to detect loss of packets by receiving

at least one packet from the block. This method is also designed for one to many

communication.
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2.1.3 Multiple Path-based Schemes

Multiple path schemes are an important way of ensuring reliability. With multiple

paths, one approach is to set up the paths in advance and select one of them as the

default path. When an error occurs the alternative paths are used. Another approach

is to send multiple packets over multiple paths. Approaches using multiple paths

require extra route maintenance. Deb et al.[11] proposes a scheme where multiple

copies of a single packet are sent to randomly chosen paths. Packet duplication

can occur in intermediate nodes also. The scheme prefers shorter paths to the sink

but otherwise the choice is random. Depending on the error rate, sending multiple

packets simultaneously wastes network resources.

Yang and Heinzelman [50] state that multi-path routing can greatly improve the

reliability in wireless sensor networks. However, multi-path routing also requires

more nodes to be involved in the data delivery, implying more energy consumption

and thus a shorter network lifetime. They proposed sleeping multi-path routing,

which discovers disjoint multiple paths in a network, selects the minimum number

of disjoint paths to meet the reliability requirement, and puts the rest of the nodes

in the network to sleep. When the current disjoint paths deplete their energy, sleep-

ing multi-path routing discovers new disjoint paths and selects some of them to

support the reliability, until no set of paths can be found to achieve the reliability

requirement.

Dulman et al.[14] analyze a mechanism that enables the trade-off between the

amount of traffic and the reliability. They split the data packet into k sub-packets

(k = number of node disjoint paths from source to destination). They show that if

only Ek sub-packets (Ek < k) are necessary to rebuild the original data packet by

adding redundancy to each sub-packet, then the trade-off between traffic and reli-

ability can be controlled. They also show that by splitting the data across multiple

paths, the percentage of failed transmissions increases, while the amount of traffic

reduces. This gives a way to adjust the reliability while keeping the data traffic low.

They calculate the optimal value of Ek to reliably transfer the data packet across

the network. If the value of Ek is lower than the optimal, the traffic increases but

the percentage of failures decreases.
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2.1.4 Event Reliability Schemes

When sensor nodes are deployed to report events, nodes close to the event sense

correlated data. Since the neighborhood sensors’ data are correlated, some packet

losses are acceptable. Akan and Akyildiz [3] argue that reliable event detection at

the sink is based on collective information provided by source nodes and not on

any individual report, and therefore, conventional end-to-end reliability definitions

and solutions are inapplicable and would only lead to a waste of scarce sensor

resources. They proposed a scheme named Event to Sink Reliable Transport, which

is a transport protocol that tries to achieve reliable event detection with minimum

energy expenditure.

Authors in [18, 28] also worked with event reliability. Park et al.[18] differ-

entiate the sensor nodes according to their contribution degree (CD) for event de-

tection which depends on distance and relative position of nodes from the event.

They propose a quality-based event reliability protocol taking advantage of this CD

metric. This protocol consists of two processes, a selection process for selecting

sensor nodes to send their reporting data to the sink according to CD and a trans-

port process for differentially transporting them by CD-based buffer management

and CD-based load balancing in data congestion. Mahmood and Seah [28] propose

the Event Reliability Protocol that enables reliable transfer of packets containing

information about an event to the sink while minimizing similar redundant packets

from nodes in the vicinity of one another. This protocol is built on the spatial local-

ity condition and employs an implicit acknowledgment (iACK) mechanism. When

a sender node detects that its sent packet is lost, it will only retransmit the packet

if there is no other packet in its queue from the same region where the event has

occurred. The iACK mechanism exploits the broadcast nature of a wireless channel

without incurring any additional transmission overhead. The sender, after transmit-

ting the packet, listens to the channel and interprets the forwarding of its sent packet

by the next hop node as a receipt of acknowledgment. In a wireless network, iACK

mechanism performs better than explicit acknowledgment in terms of reducing the

packet overhead, energy efficiency and provides better hop-by-hop reliability.

The problem of these schemes are they only work for event detection mecha-
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nisms. So they are designed to work for periodic queries where the sink requires

data from all or a subset of nodes in every period and streams of packets flow from

the nodes to the sink. In this thesis we apply retransmission over multiple paths to

increase reliability of periodic reporting.

2.2 Location of Multiple Sinks

Finding the location of sinks is a well studied problem in the area of WSN. In the

thesis we are particularly interested in finding suitable locations of multiple sinks in

the network. Finding the location of sinks is similar to the facility location problem,

where, given a set of facilities (sinks) and consumers (nodes), the question is where

should the facilities be placed and which facility should serve which customer to

minimize overall cost (energy consumption, path-length etc.) [41]. In addition

paths must be found to route the data from the nodes to the sinks.

One way to solve the problem is to formulate the problem as an Integer Linear

Programming (ILP) and solve the ILP [32, 41]. Generally solving ILP is NP-hard so

heuristic algorithms are used. This method requires some global knowledge such

as sensor location, sensor energy level, cost of each link [41]. Another solution

is based on Iterative Clustering Algorithms such as K-means. The idea here is to

define some initial clusters, place the sinks in the center of those clusters, and then

reshape the clusters, so as to allow sensors to choose the nearest sink[41, 31]. This

procedure is repeated iteratively until the clusters cannot be reshaped anymore. The

main drawback of the approach is again the need for global knowledge. In any case,

finding the optimal sink positions with respect to a constraint is NP-hard because

it can be converted to a p − center problem [49]. Clustering Algorithms can be

designed based on local knowledge but they will only give approximated solutions.

When the Euclidean distance is used as the clustering metric, the center of mass of

the nodes within a cluster gives the location of the sink nodes. Depending on the

priorities of the routing algorithm, power aware distance metrics could also be used

[31].

Oyman and Ersoy [31] propose several approaches for the sink location problem
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based on different design criteria. They are

• Find the Best Sink Location (BSL): The number of sink nodes is known and

the problem is to find an efficient clustering of the nodes.

• Minimize the number of sinks for a predefined minimum operation period:

Here a predefined lifetime is given and the number of sinks with efficient

clustering has to be determined so that the network has that given lifetime.

Here the BSL approach is applied with increasing number of sinks.

• Find the minimum number of sinks while maximizing the network life: This

is the approach of extending the lifetime with minimum investment. The

initial investment for the sensor nodes should be used for the longest time.

Lin et al.[49] propose an optimal solution to find sink positions for small-scale

networks and a heuristic approach for large scale ones based on the smallest en-

closing circle algorithm that deploys a base station at the geometric center of each

cluster. It gives an iterative algorithm for sink position based on the positions of

the hot-spot nodes and linear programming is used to compute the optimal routing

path.

Vincze et al.[41] derive a mathematical model that determines the locations of

the sinks minimizing the sensors’ average distance from the nearest sink. Using

that model, an iterative algorithm is presented that uses global knowledge to posi-

tion the sinks. The authors then present an iterative algorithm that uses only local

information to determine sink position.

Hu et al.[42] propose an integer linear programming formulation to maximize

network lifetime, prove that it is NP-hard, and introduce a tabu-search algorithm to

answer some questions related to hybrid sensor network deployment. They propose

that using micro-servers, which have more energy and bandwidth capability then

the ordinary nodes, makes a network scalable and cost-effective and their algorithm

finds location for optimal micro-server placement.

Hou et al.[21] formulate the joint problem of energy provisioning and relay

node placement into a mixed-integer nonlinear programming problem and trans-

form it into a linear programming problem. They propose an iterative algorithm
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called smart pairing and intelligent disc search which attempts to increase network

lifetime by positioning the relay nodes. In the first step, the algorithm uses smart

pairing and intelligent disc search to determine possible relay node placements dur-

ing each iteration so that network lifetime can be increased. This transforms the

original mixed-integer nonlinear programming problem into a mixed-integer linear

programming problem. Because the mixed-integer linear programming problem is

NP-hard, they introduce an equivalence lemma, which shows that if the relay nodes

are placed in a smart way, then the mixed-integer linear programming problem can

be substituted by a much simpler linear programming problem without any com-

promise in network lifetime performance and the linear programming problem can

be solved in polynomial time.

Pan et al.[32] obtain the optimal sink locations for two-tiered WSNs to maxi-

mize network lifetime by introducing the concept of virtually stacked planes. In this

work, the authors do not assume that every node should have the same initial energy

and they do not need to know the bit rate at which data is being generated by the

nodes. They analytically derive the upper and lower bounds of maximal topological

lifetime by using some properties of WSNs.

Das et al.[16] work with the problem of placing a given number of sinks in a

given convex region, and to assigning range to each of them such that every point

in the region is covered by at least one sink, and the maximum range assigned is

minimized. The goal is to cover a region by a given number of equal radius circles

where the objective is to minimize the radius. They adopt a clustering algorithm

based on Voronoi diagrams.

The target of all these schemes is to minimize path cost, maximize network

lifetime or coverage of the network but they do not consider the reliability of the

network. In this thesis, work has been done to find location of sinks such that the

logical topology is reliable.
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2.3 Routing with Multiple Sinks

In this thesis, we consider the multiple sink many to one problem, where the net-

work has multiple sinks and for each sink there should be a routing tree spanning

all the sensor nodes. Each sensor node of the network has a link-disjoint path to

each of the two sinks.

Path-based algorithms can be used for multi-sink routing. In path-based algo-

rithms the routing path is calculated for the entire topology beforehand and de-

ployed to each node at the start of operation. The routing paths are calculated using

different metrics to achieve different routing goals. In the thesis, we are consider-

ing path-based algorithms because we will implement TDMA scheduling for the

network where paths from each node to the sinks are fixed at the start of operation.

Chen et al.[9] propose multi-path routing in wireless sensor networks with mul-

tiple sink nodes, which includes topology discovery, cluster maintenance and path

switching. Topology discovery [5] is done based on an algorithm where path cost

is calculated from distances between nodes, hop-count to sink and the residual en-

ergy of sensors. To balance energy consumption, cluster head rotation and path

switching is done.

Das and Dutta [10] analytically measure the energy savings for using multiple

sinks. The expected energy savings in a d-dimensional sensor region due to a ran-

dom placement of k sinks and n sensors is proportional to k
1
d . They also create a

logical graph using a virtual sink from the sensor connectivity graph having multi-

ple sinks. In the logical graph, all the sinks are replaced by a single virtual sink and

edges connecting a particular sensor node to any sink is replaced by an edge from

that node to the logical sink with the new edge weight being minimum distance of

the sensor from any of the sinks. This is done so that the existing routing protocols

for single sink can be used in multi-sink scenarios.

Dubois-Ferriere et al.[13] uses Voronoi scoping where the message will be for-

warded to nodes according to the Voronoi cluster. Thus each query is forwarded to

the smallest possible number of nodes, and per-node dissemination overhead does

not grow with network size or with number of sinks. A neighborhood tracking
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method is employed to avoid long-range, high loss links in favor of short-range,

reliable links. This could eventually increase path lengths but messages are sent

through a more reliable path.

2.4 TDMA Scheduling

A scheduling scheme is necessary to arbitrate the sharing of the broadcasting wire-

less channel among multiple nodes. The goal of a schedule is to ensure low end-to-

end delay and fair sharing. Two popular types of schemes exist: contention based

schemes and Time Division Multiple Access (TDMA) schemes.

In contention-based schemes, no resource is allocated to a node a priori. When

several neighboring nodes need to transmit some packets, they contend with each

other for access to the shared channel and the winning node gains access to the

channel and the losing nodes wait for channel access. In many case, no nodes win

and this is called a collision. In this case everyone must retransmit thus wasting

the energy and delaying all transmissions. This is a random access protocol in

the sense that nodes are not guaranteed regular access to the channel. Nodes may

also need to transmit control packets like RTS/CTS packets to reserve the channel.

Nodes may back-off even when idle to be less aggressive because collisions are so

expensive. In contention-based schemes, decisions to transmit are made locally and

collisions are locally resolved. Therefore the schemes are flexible enough to work

with topological changes. They also have a low access delay in low load situations.

TDMA is a collision free protocol that shares the available bandwidth in the

time domain. The channel is divided into time-slots. Nodes are allocated slots in

such a way that no two conflicting nodes are allocated the same time-slot. It is

assumed that the length of each time-slot is enough to transmit the full message.

The number of slots needed to give all the nodes a chance to transmit is called a

period. Usually the period repeats itself so if one node is scheduled to send in slot

number i in the first period then it will do so in all consecutive periods. Usually each

node with n children is given one slot for transmission and n slots for reception but

sometimes nodes are assigned multiple slots for transmission.
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The TDMA scheme has many advantages compared to the contention-based

scheme. For example, it does not waste energy due to control packets like RTS/CTS

packet transmission, idle listening or collisions and retransmission [35, 15, 22, 23,

44]. TDMA can also provide end to end delay guarantees and quality of service

[12, 22, 23, 44]. It also works better in high load conditions.

Although a TDMA scheme has many advantages, there are a few drawbacks

of this scheme. In this scheme, perfect synchronization is required between the

sender and the receiver. Guard intervals are introduced between the time-slots to

prevent synchronization error but this increases the length of the time-slots and acts

as overhead for the system [30]. The TDMA scheme is not flexible enough to work

with changing topologies because each change due to node failure requires the set

up of the schedule which consumes energy. Again multi-hop communication is

needed between the nodes to create TDMA schedule which consumes energy.

The main objective of TDMA scheduling is assigning time-slots to nodes that

avoid collision and also minimize the number of slots within a period. This spatial

reuse also minimizes end to end packet delay. In a network with TDMA scheduling,

a node can be in transmit, receive, idle or sleep state [46] where transmitting and re-

ceiving have the highest energy cost. When a node is not receiving or transmitting,

it can go to the idle or sleep state to save energy.

Sensor nodes have a certain transmission range that depends on the power of

the transmission signal. In the wireless radio medium, communication is broad-

casting. So when a node transmits some data, every other node within the range of

the transmitting node, gets that data. When a node receives packets from several

nodes at the same time, a collision occurs. So, for collision free transmission, the

scheduling scheme has to make sure that nodes receive just one packet at a time.

Wireless communication is half-duplex and that means a node cannot transmit and

receive at the same time. Two types of conflicts are handled in TDMA scheduling:

primary and secondary. In primary conflicts, a node sends and receives at the same

time or two or more nodes send to the same node at the same time. In secondary

conflict, one intended receiver is within range of another transmission which makes

it an unintended receiver [15].
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Two approaches are usually taken for TDMA scheduling: node scheduling and

link scheduling. In node or broadcast scheduling each node in the routing tree is

scheduled. Here it is assumed that all the neighbors will receive when a node is

transmitting. In link scheduling, each link in the routing tree is scheduled. Link

scheduling is better because it allows more concurrency of transmission. If a node

is assigned a slot, none of the two-hop neighbors can be assigned that slot in node

scheduling which is called the exposed terminal problem. But with a careful link

scheduling two-hop neighbors can send or receive simultaneously without violat-

ing the constraints. In node scheduling, each node can have only one slot per pe-

riod irrespective of the number of logical neighbors the node might have. In link

scheduling, each node can be allocated one slot per logical neighbor so the band-

width share is proportional to the number of neighbors. Also each neighbor has to

listen to a transmission in node scheduling whether it is the intended receiver or not

and therefore uses more energy but with link scheduling only the intended receiver

listens to a transmission in a slot[17].

TDMA scheduling schemes can also be divided into centralized versus dis-

tributed. In a centralized scheme, the sink or any other node collects information

from other nodes, such as neighbor information and hop distance from the sink. It

builds the schedule using that information and distributes the schedule to the nodes.

In distributed scheduling, each node collects its one and two-hop neighbor informa-

tion and determines its own slot time based on this information. To avoid conflict,

a node shares its neighbor information and assigned slot times with its two-hop

neighbors. In this thesis, the approach taken is centralized link scheduling. This

is reasonable for WSNs because here the sink nodes can collect all the necessary

information from the other nodes, compute the schedule and disseminate the result

to the nodes.

The approach taken for finding the minimal non-conflicting schedule is as fol-

lows. First a conflict graph of the routing tree is built given the physical network.

Jain et al.[24] first used the model of conflict graph to represent such interference.

The conflict graph indicates which groups of links mutually interfere and hence

cannot be active simultaneously. For link scheduling, the node of the conflict graph
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represents the links to be scheduled in the routing tree and there is a link between

two nodes in the conflict graph if scheduling the two corresponding links in the

same time-slot will create a conflict. Second, the conflict graph is colored with

a minimal number of colors so that none of the adjacent nodes of the graph have

the same color. Finding a TDMA schedule of WSN with the minimum number

slots (colors) in a period is a NP-Hard problem as this problem can be transformed

into the problem of finding the chromatic number of the conflict graph [15, 45].

Therefore heuristics are used for solving this problem.

Gandham et al.[17] propose a distributed edge (link) coloring algorithm, that

needs at most δ+1 colors where δ is the maximum degree of the graph and showed

that for acyclic topologies at most 2(δ + 1) time-slots are required for conflict free

scheduling. Wang et al.[45] discuss different kinds of models used to describe in-

terference in WSNs including protocol interference model, RTS/CTS interference

model, and physical interference model. They developed both centralized and dis-

tributed link scheduling algorithms by using conflict graphs under the RTS/CTS

interference model and protocol interference model. By using the conflict graph,

they were able to devise a TDMA scheduling algorithm that will work for any type

of graph.

Delay occurs if the outbound link is scheduled to transmit before the inbound

link. Djukic and Valaee [12] show that the scheduling delay can be interpreted as a

cost collected over a cycle on the conflict graph. The authors formulate a min-max

program for finding the delay across a set of multiple paths and prove it is NP-Hard.

The authors design heuristics to select appropriate transmission orders. Once the

transmission orders are known, a modified Bellman-Ford algorithm is used to find

the schedules.

Wang et al.[44] took a different approach by implementing genetic algorithms in

the scheduling problem. It combines the high search efficiency and a global search

ability of particle swarm optimization with good local search ability of simulated

annealing.

The state transition, eg. from the sleep state to the active state, should be consid-

ered for an energy efficient TDMA sleep scheduling in WSNs because state tran-
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sitions require energy. Ma et al.[22] propose an interference-free TDMA sleep

scheduling problem called contiguous link scheduling, which assigns links of a

particular sensor with consecutive time-slots to reduce the frequency of state tran-

sitions. The authors also propose centralized and distributed algorithms to schedule

nodes considering this problem that uses time-slots at most a constant factor of the

number of time-slots used in the optimum TDMA scheduling.

Zhang et al.[54] uses a genetic algorithm to obtain a graph coloring strategy to

color links of the network which would balance energy saving and end to end delay.

Most of the previous scheduling algorithms work on the assumption that there

are many independent point to point flows in the network. But in sensor networks,

a data gathering tree is generally used where the nodes need to forward their data

to the root of the tree which is the sink. Ergen and Varaiya [15] propose a TDMA

scheduling algorithm that takes into consideration the many-to-one nature of com-

munication and the interference model of the wireless medium. They propose two

centralized and one token-based distributed scheduling algorithm. The first cen-

tralized scheduling is link scheduling using conflict graph coloring and the second

centralized scheduling is based on coloring a linear graph where each node repre-

sents a level based on hop count in the original network. These algorithms work

only with logical topologies having one sink. In this thesis the degree heuristic,

described by Ergen and Varaiya [15] is applied in the algorithm for coloring the

conflict graph. In this heuristic, the nodes are sorted in descending order of node

degree and the node with the highest degree is colored first. Coloring the most con-

strained node at every stage means a high number of nodes are free to be colored in

later stages.

2.5 Chapter Summary

In this chapter, we have seen that reliability is an important topic of research in

WSN because of the need of ensuring both dependability and quality of service

to the users of such networks. We have described research work that designs al-

gorithms to reliably transfer data from sensor nodes to sinks over multiple hops.
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We have seen that by using multiple paths to sinks and retransmissions, data relia-

bility can be increased significantly. Next we have discussed the problem of find-

ing suitable locations for multiple sinks in the network that fulfill some objectives.

Previous research work has shown that this problem is NP-Hard and we describe

various heuristics used to solve this problem. Next we discussed the problem of

routing in the presence of multiple sinks using gradient-based and path-based algo-

rithms. Finally, we discuss the problem of finding minimal a TDMA schedule for a

WSN. Previous research has also shown that it is a NP-Hard problem and we have

described various heuristics used to find the solution to this problem.

In the next chapter, we design robust topologies in random sensor networks

using multiple sinks and degree-constrained shortest path trees. We evaluate the

performance of our proposed logical topologies using static analysis with respect to

probabilistic robustness and path qualities in the presence of multiple link failures.
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Chapter 3

Design of Robust Topologies in
Random Sensor Network Graphs

In this chapter we design robust topologies for WSN with two sinks. We are con-

cerned with sensor networks where sensor nodes periodically report data to a sink.

The robustness is ensured by having for each sensor node other than the sinks, two

link-disjoint paths, each one to a different sink. In addition, the design finds the

shortest path to the corresponding sink from the nodes, and there is a limit on the

number of children each node can have. The shortest path will ensure that, in an er-

ror free environment, communication between the nodes and the sinks can be done

with reduced energy consumption and delay. We hope to reduce hot-spot problem

by limiting the number of children. The design is done in such a way that, given a

physical topology, the logical topology includes all the nodes and the topology has

the following properties as described by Reza [36],

• Robustness: In the logical topology there should be redundant links so that

the maximum possible nodes are connected if one or more links fail. We

only consider the case of link failures for this thesis. The design is done in

such a way that two types of robustness can be maintained. Deterministic

Robustness is maintained through having two link-disjoint paths to each of

the sinks. This ensures that if one link is down in a path from any node to a

sink, then there will be another path from this node to the other sink. Again

Probabilistic Robustness increases the percentage of nodes that are connected

in the event of multiple link failure.
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• Path Quality: In the logical topology, the path length from each of the nodes

to the closest sink should be minimized. This decreases delay and number

of transmissions. This ensures reduced energy consumption in the case of an

error free environment. The length of path from the nodes to the alternative

sink should also be minimized.

• Number of Children: In the topology, there should be a constraint on the

number of children each node can have. This is done to reduce the hot-spot

problem.

In this chapter we consider the design of a logical topology and evaluate its

properties from the given physical topology. We also evaluate the robustness and

path quality of our proposed topologies by simulating them using failure models.

Network operation schemes for selecting paths, detecting faults and choosing alter-

native paths are considered in later chapters where we perform dynamic evaluation

of our deployment topologies.

In Section 3.1, we give an overview of the DCSPT algorithm. In Section 3.2,

we describe the properties of robust logical topologies in random sensor network

graphs. In Section 3.3, we design sink placement policies for the two sinks in

the network to obtain robust logical topologies. In Section 3.4, we evaluate the

performance of our proposed logical topologies using static analysis with respect

to probabilistic robustness and path qualities with the presence of multiple link

failures.

3.1 DCSPT Algorithm

The basic mechanism that is used in this thesis is Degree-Constrained Shortest Path

Tree (DCSPT). The DCSPT of a graph is a tree, where for each node, the path to

the root of the tree is shortest and there is a constraint on the number of children

each internal node of the tree can have. Suppose we are given an undirected graph

G = (V,E), a root vr ∈ V and a bound d, where V is the set of vertices (nodes) and

E is the set of edges. A shortest path tree is a tree with root vr where paths from all

non-root vertices to vr are shortest. The Degree-Constrained Shortest Path tree is a
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shortest path tree, where the degree of each vertex including the root is equal to or

less than bound d.

The present algorithm used in this thesis was originally developed Bai et al.[7].

The algorithm can find a degree-constrained shortest path tree in polynomial time.

The algorithm takes as input an unweighted graph and a degree bound d. It outputs

all possible d-degree-constrained shortest path trees. Considering each of the nodes

of the input graph at a time, the algorithm first constructs an unweighted shortest

path graph rooted at the node. Then it uses the maximum flow algorithm to solve an

off-line bipartite matching problem over a bipartite graph derived from the shortest

path graph. This produces a degree-constrained shortest path tree rooted at the

node or returns false if no such tree is possible. This whole process is repeated

considering each node in the graph as the root. In this thesis, we use the degree-

constrained shortest path trees produced by the algorithm and apply it in a multiple

sink scenario where the roots of the DCSPTs work as sinks of the network and more

than one DCSPT are used to produce a reliable logical topology for the network.

We consider cases where the two sinks have the same degree constraint as the other

nodes and cases where it is different (eg. larger).

3.2 Robust Topologies in Random Sensor Network
Graphs

In this section we define the method of designing robust topologies. In this thesis,

we assume that there are n nodes in the network and these nodes are scattered

randomly on grid points in a grid of arbitrary size. We have chosen to use grid-

based random topologies instead of pure random topologies because we can control

the density of physical topology in this method. Having control on the density is

important because the probability of obtaining a DCSPT out of a network depends

on the density of the network. With a highly dense network it is very hard to get a

SPT with high constraint on the degree. In the network graphs there is at most one

link between two nodes. The distance between grid points is considered as u = 1

unit and the transmission range of each sensor nodes is r = 6 units. In this thesis
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we use the unit disk model, where a node can communicate with another node if

the other node is in the range of the first node. We assume that in the network graph

there is a link between two nodes that can communicates with each other. The

physical topology is defined as the nodes and their links based on the transmission

range. Here, we consider physical topologies that are 2 link-connected. That is, the

graph that represents the physical topology, remains connected if a single link is

removed from the graph. This property is helpful to find a robust logical topology.

We assume that the roots of the DCSPTs work as the sinks in the network. We

choose the two sinks such that in the union of the two DCSPTs, for each node,

its path to one sink is link disjoint from its path to the other sink. We call this

logical topology 2 link-disjoint sink-connected. An eligible sink pair is two sinks

of DCSPTs that admits a 2 link-disjoint sink-connected topology.

In this thesis, we chose heuristics to find sink positions and we analyze the

logical topology resulting from them to compare their benefits. All these heuristics

are centralized in the sense that a central control point is assumed that knows the

physical topology and that can calculate and then distribute the logical topology to

the other nodes.

We initially assumed that the node positions were the possible locations for the

sinks. The problem with this scheme is, the two sinks are dependent on each other.

That is a sink is a node (not always a leaf) in the other sink’s tree. Therefore, it

is difficult to obtain logical topologies that are 2 link-disjoint sink-connected. The

algorithms and experimental results of this scheme is presented in Appendix A.

From the initial experiments of choosing eligible sink pairs from ordinary nodes

in the graphs; we have seen that reducing dependency gives us better results. Since

the original nodes are positioned randomly among grid points separated by one unit

distance, sink position are also chosen from grid positions where there is no node.

First one possible sink position is chosen in the graph, links joining it to the rest

of the graph are added based on the transmission range of the sink. The DCSPT

algorithm is run on the resultant graph and a tree rooted at the sink, if it exists is

saved. Next another sink position is chosen and its links are added to the original

graph. The DCSPT algorithm is run again ignoring the first sink and a resultant tree
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rooted at this sink is saved. Then we take the union of the two trees to obtain the

logical topology. As only 30 nodes are placed on a 25 × 25 grid, there are many

empty spots left for the sink.

Several experiments have been done to find a good heuristic for choosing sink

positions in this method that has a better chance to produce link-disjoint sink-

connected logical topologies. All the experiments are done with 50 random topolo-

gies. Each topology is a 25 × 25 grid, with 30 nodes placed randomly on the grid

points. The DCSPT algorithm is run on the topologies using node degree constraint

(NDC) 4 and 5 and sink degree constraint 5. All the nodes have a range of 6 and

sinks are also assumed to have range 6. The range is chosen in such a way so that

the density of the network is not very high. If the density of the network is very

high than it is difficult to produce a DCSPT from a physical topology. The node

degree constraints are chosen 4 and 5 because if we chose a constraint smaller than

4, it is difficult to obtain a DCSPT and if we have a constraint larger than 5 than the

obtained DCSPT are all the same.

The metrics used for comparing the various schemes are average Hop-Count,

average Alternative hop-count. Hop-count is the measure of distance from each

node to its closest sink. This is averaged over all nodes. The Alternative hop-count

is the measure of distance to the farthest sink and it is also averaged over all nodes.

These are the measures of path quality. We want to compute these values because it

is better to have a logical topology that decreases these values which would reduce

transmission cost and delays.

3.2.1 Experimental Results

From the results found in Appendix A, it is found that, the possibility of finding an

eligible sink pair location is higher if the sinks are positioned far apart. This would

seem to be a good heuristic since nodes near one sink are more likely to be leaves

with respect to the farthest sink and therefore the probability of sharing links in the

two paths to the sinks is less.

We run an experiment by fixing the choice of location for the first sink to one

edge of the network and then searching for eligible sink positions in the whole grid.
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For Sink 1, we have tried all locations from column 1 to 5 of the grid and for Sink

2, we have considered the whole grid. We found that, the probability of getting an

eligible sink pair is higher if we chose the second sink from the last 10 columns

of the grid. This motivates us to try a sink location heuristic, called Edge-position.

where the location for Sink 1 is chosen from the first 5 columns of the grid, and

Sink 2 is chosen from the last 5 columns of the grid.

Column 0 to 5 Column 20 to 25

Figure 3.1: Search space for Edge-position scheme

Experiments with Unlimited Sink Degree

Constraining the sink may not be realistic. The purpose of having a constraint on

the number of children is to mitigate the hot-spot problem thus extending the life

time of the network. Sinks are assumed to have unlimited power compared to the

ordinary nodes so having an unconstrained number of children may not be a big

problem, but it may create better trees out of the physical topology. The trade off

of a sink having more children is schedule length. The number of time slots needed

for the sink to gather all its children data is proportional to the number of children it

has, so increasing the number of children may increase the TDMA schedule length

which in turn may increase the delay of delivering a message to the sink.

The next set of experiments is done with sink degree constraint 15. Experiments
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done with Edge-position scheme show that the possibility of obtaining eligible sink

pairs increases slightly for NDC 4 with sinks with limited degree constraint, but

the probability does not change for higher node degree constraints. The results are

shown in Table 3.1.

Node Degree Con-
straint

# Eligible Pair
(Sink degree
constraint 5)

# Eligible Pair (Sink de-
gree constraint 15)

4 36 38
5 45 45
6 45 45

Table 3.1: Number of eligible pairs (out of 50) for varying node degree (sink degree
constraint = 50)

We measured the sink degree for both the successful and unsuccessful cases. In

most of the cases the degree is 3 or 4. Sometimes it is higher than 5 when there

are many neighbors for the sink and they have to connect to the sink directly in

the shortest path tree. Therefore, increasing the sink degree constraint is not much

beneficial unless the sink has many neighbors.

Column 5 to 20

R
o

w
 5

 t
o

 2
0

Figure 3.2: Search space for Middle-position scheme
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Exhaustive Search on the Grid

The next experiments are done to find the locations in the grid where the probability

of finding an eligible sink pair is higher. Experiments are done with Sink and Node

Degree Constraint of 5 and number of nodes 30 with 50 random topologies. Figure

3.3 shows the result of the exhaustive search for eligible sink positions for one of

the 50 topologies. Each point represents the grid points where we can put a sink to

get an eligible sink pair. In this experiment we have put the first sink in the left half

of the grid, that is, in every empty grid positions from column 1 to 15 in a 25× 25

grid. and recorded all the grid positions where we can put the second sink to obtain

an eligible sink pair. The location of the nodes is shown as well. The result is

symmetric if we position the first sink on the right half of the grid.

From the figure, we can observe that there is a large gap in the middle of the

grid where no good location pair can be found. If we put the first sink in the empty

grid positions in this gap, there is no empty grid position to put the second sink

corresponding to this position which will produce a 2 link-disjoint sink-connected

logical topology. This is because positioning sinks in the middle creates lots of

neighbors for them which decreases the probability of finding the DCSPT. Also,

positioning the sinks close to each other decreases the probability of getting 2 link-

disjoint sink-connected graphs.

Search for Sink Positions in the Middle of the Grid

Next an experiment is set up to find eligible positions in the middle of the network

so that the two sinks can be close together. We have tried this experiment because

positioning sinks in the middle will decrease average path lengths of the nodes to

the sinks. For Sink 1, a search is done from column 5 to 20 and row 5 to 20 in the

grid, and for Sink 2, a search is done from column 20 to 5 and row 5 to 20 in the grid.

The experiment is done with two cases. In the first case, Middle, the search stops

as soon as the first eligible sink pair is found. In the second case, Middle-best,

the search continues to find the best sink pair to obtain the minimum hop-count

distance from the nodes. In Table 3.2, it can be seen that both the hop-count and

the alternative hop-count decreases with the Middle-best scheme. Both the Middle-
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Figure 3.3: Locations of eligible sink pairs

position schemes have better trees compare to the Edge-position scheme in terms

of path quality. However, the probability of getting eligible sink pair is lower for

the Middle-position schemes. And, it takes longer to search for eligible pair in the

Middle-position schemes.

Count(Out
of 50)

Hop-Count Alternative Hop-Count

Average CI(95%) Average CI(95%)
Middle 39 2.209 0.0001 5.123 0.005
Middle-
best

39 1.796 0.001 4.67 0.005

Edge-
position

45 2.626 0.07 5.88 0.15

Table 3.2: Comparison between different sink position schemes

3.3 Static Analysis of the Logical Topologies

In the previous sections we have designed robust topologies for random wireless

sensor networks. In this section, we evaluate the probabilistic robustness of these

logical topologies. In the static evaluation, we consider the properties of the logical

topologies without the introduction of data traffic. Here we do not consider the
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dynamic aspects of the network such as dynamic selection of routing paths and

network operations like routing, fault detection, etc that change with time. Dynamic

evaluation of the topologies are described in a later chapter. For the evaluation, we

have considered only the topologies for which we can find eligible sink pairs so the

topologies are 2 link-disjoint sink-connected. The metric used for the evaluation

are:

• Quality of Path: Quality of path is measured by Path Length and Alternative

Path Length on the logical topologies. Path length means the average path

length by hop-count to the closest sink and the alternative path length means

the average path length by hop-count to the alternative sink. The shorter the

path lengths the better the routing tree becomes because it reduces the delay

to transfer a message from a node to the sink.

• Sink Load: In a scenario where nodes report to their nearest sink, the Sink

Load defines the number of nodes reporting to each sink. If the logical topol-

ogy is well-balanced then each of the two sinks will have a similar percentage

of load.

• Histogram of the Degrees of Each Node: Here we show the degree of each

node on the logical topology.

• Effect of Failure: Here, the quality of the topology is determined in the pres-

ence of link failure. For this, multi-link failure is considered. To assess the

quality of the topology in the presence of failure, Degree of Robustness and

Path Quality are measured. Degree of Robustness is defined as the percent-

age of nodes disconnected due to link failure. A node is disconnected if it is

unable to reach any of the two sinks. The lower the percentage of nodes dis-

connected, the more robust the topology is against link failure. Path Quality

is defined as the total path length from all the nodes to their nearest reachable

sink. This length is averaged by number of nodes in the network. It indicates

the quality of available paths in case of link failures. We do not consider the

disconnected nodes that cannot reach any of the two sinks in this calculation.

When there is no failure, the path quality is the average path length.
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3.3.1 Experimental Setup

The analysis is done with 30 nodes placed in a grid of size 25 × 25 randomly with

node degree constraint 5 and sink degree 15. The range of each node is r = 6.

For locating the sink position, we have used the Edge-position and the Middle-best

scheme. Each experiment is done with 50 different physical topologies and their av-

erage is taken and 95% confidence intervals are calculated. In the experiments with

link failures, multiple link failure is considered where, with a certain probability,

each link in the logical topology is removed.

3.3.2 Experimental Results
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Figure 3.4: Path quality of the logical topology

In the first experiment, we calculate the average path length and average alter-

native path length for the logical topologies. This is important because the shorter

the lengths are, the less delay a message would face to reach the sinks from a node.

From the experiment, it is found that the Middle-position scheme has better path

quality because it produces shorter path lengths and alternative path lengths. This

behavior is expected since, with the sinks positioned at the edge, the distance from

the nodes is higher in the Edge-position scheme as seen in Figure 3.4. The next

experiment measures the load of each of the two sinks in the network. From Figure

3.5 it can be seen that, with Middle-position scheme, the load is more balanced be-

tween the two sinks than the Edge-position scheme. This is because, in the Middle-
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position scheme, the sinks are positioned in the middle of the network and almost

an equal number of nodes report to the each of the sinks. In the Edge-position

scheme, the first sink is positioned more on the edge of the network and the second

sink is positioned more on the inner side, thus the second sink has potentially more

one-hop neighbors and more nodes report to the second sink. The degree histogram

of the nodes in Figure 3.6 shows that most of the nodes in the logical topology have

degree of two and only a few have degree greater than 5, and these nodes are the

sinks which are not as constrained as the sensor nodes.
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Figure 3.5: Sink load

Figure 3.7 presents the robustness of the topology to multi-link failure. In multi-

link failure cases, the number of disconnected nodes increases as the probability of

link failure (pi) increases. The topologies are robust to multi-link failure because

only around 10% of the nodes are disconnected from the sinks even with a high pi

of 30%. But, as pi increases further, there is almost an exponential increase in the

number of disconnected nodes. From the experiments it can also be seen that the

Middle-position scheme has a higher degree of robustness compared to the Edge-

position scheme as seen in Figure 3.7. This is because the sinks are positioned in

the middle and therefore, they have more neighbors and the nodes have a better

chance of being connected to one of the sinks.

Figure 3.8 shows the average path length of the connected nodes from the closest

sink in the presence of multi-link failure. It can be seen that path length increases
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initially as pi increases since the longer alternative paths are taken but then the

average path length decreases as pi increases further. This occurs because, as pi

increases, more nodes become disconnected and nodes close to the sinks are more

likely to be the ones that are connected. The path lengths of the disconnected nodes

are not calculated so the average path length decreases. From the experiments it

is found that the topology can handle around 30% percent of link failures with

alternative paths but it fails to perform under higher link failures. It can be seen that,

with the Middle-position scheme, the average path length decreases more slowly

than the Edge-position scheme. This is because, as the sinks are positioned in the

middle in the former case, they have more neighbors and thus nodes have better

chance of being connected to one of the sinks.

3.4 Chapter Summary

In this chapter, we have designed robust topologies with random graphs for wireless

sensor networks. The network consists of two sinks. Robustness is ensured because

for each node, there are two link-disjoint paths, one to each sink. The topologies
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are such that, for each sink, the routing tree rooted at that sink, spanning all the

other nodes is a shortest hop based path tree and the tree is also degree-constrained

so that there is a limit on the number of children each node can have in the tree. We

have formulated sink location strategies so that the logical topologies built using

two DCSPTs, can maintain the link-disjoint path property. We have shown that if

the two sinks are positioned on the opposite edges of the grid, the probability of

obtaining an eligible sink pair is higher. To examine the quality of the designed

topologies, we have done static analysis on them using failure models. Results

show that the topologies maintain a good degree of robustness and the topologies

can perform well under moderate link failure rate. It is also found that, the Middle-

position scheme is more robust than the Edge-position scheme to link failures.
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Chapter 4

Dynamic Analysis

In this chapter the dynamic behavior of the 2 link-disjoint sink-connected logical

topologies that are designed in Chapter 3 are evaluated. The dynamic behavior

includes changing link status (links going up and down) and the dynamic selec-

tion of paths to avoid failed links. A scheduling scheme is necessary to share the

broadcasting wireless channel among multiple nodes in order to control end to end

delay and provide fair sharing. Because a Time Division Multiple Access (TDMA)

scheme is used, there is no contention among the nodes for channel access. There-

fore the focus is on the Network Layer (NL) which is responsible for the routing of

the packets towards the destination.

Routing is required to deliver data to a sink in the presence of link failure. Be-

cause of the unreliable characteristics of the wireless medium, nodes/links some-

times fail. The current work deals with the case of link failure where interference

causes nodes to temporarily not be able to communicate with neighbors. If the link

between the sender and the receiver fails when the slot has arrived for the sender,

the sender cannot send the data to its designated receiver and the routing protocol

should use the alternative path to deliver the packet to the other sink. Because the

logical topologies are 2 link-disjoint sink-connected, the alternative path to the other

sink is link disjoint. In routing, unnecessary delay should be avoided so that quality

of service can be maintained. Performance of the logical topologies is evaluated

with two routing protocols in terms of resiliency to link failures, average hop-count

and network lifetime.

In Section 4.1 we design TDMA scheduling algorithms for logical topologies
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with two sinks. In Section 4.2, we describe the routing protocols used in the dy-

namic analysis. In Section 4.3, we describe how the experiments are set up for dy-

namic evaluation including the frame generation and link failure model. In Section

4.4, we describe the simulation metrics used. In Section 4.5, all the assumptions,

parameter settings and design of experiments are presented. In Section 4.6, we

present the results from the dynamic evaluation.

4.1 TDMA Scheduling

TDMA scheduling is used in this thesis. The motivation for this choice of medium

access can be found in Section 2.4. The strategy to find the schedule consists of

creating a conflict graph and then coloring the graph. In TDMA scheduling, a

period is a set of consecutive slots and the nodes in the network are allocated slots in

the period for conflict free transmission. The objective of the scheduling algorithm

is to find a schedule that decreases the length of a period. The nodes of the conflict

graph are the links of the logical topology and the links of the conflict graph indicate

interference between links in the original topology. A coloring algorithm will assign

colors to the nodes of the conflict graph, so that no adjacent nodes can have a

common color. Therefore, this assigns colors to the links of the logical topology.

Links of the logical topology with the same color can be assigned the same slot

since they will not interfere. A schedule can be created by assigning a slot to each

color.

In the next sub-section we discuss different ways to build conflict graphs in

two-sink networks.

4.1.1 Conflict Graphs for a Single Routing Tree

In this section, we discuss the method of building a conflict graph for a single

routing tree which represents the logical topology.

The physical network is represented by the graph G = (V,E), where V is the

set of nodes including the sink node and E is the set of links. In the wireless radio

model, an edge exists between two nodes in the physical network if one is within
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the transmission range of the other. The routing tree rooted at the sink is represented

by the graph GT = (V,E ′), where E ′ ⊆ E is the edge set that represents the logical

connection between the nodes. neighbor(u) represents the neighbor set of node u

in graph G.

We define the conflict graph asGC = (V ′, E ′′). In link scheduling, all the edges

in the logical topology represent the vertices in the conflict graph. So the vertex set

V ′ represents the links E ′. In the conflict graph, the edges represent the conflicts.

An edge in E ′′ represents two edges in the logical topology that cannot be active at

the same time.

Let us assume that node u of the network is sending and node v is receiving.

For conflict free transmission, u cannot receive or v cannot send as node cannot

send and receive at the same time. v cannot receive from nodes other than u, as

nodes can only receive from one sender at a time. The algorithm for constructing

the conflict graph from a single routing tree is listed in Appendix B.

The conflict graph built in this way considering only one tree is called the Full-

TreeScheduling. In this method, there is only one sink in the network and nodes

have only one path to the sink.
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Figure 4.1: Full tree scheduling. The physical topology, the logical topology, the
conflict graph

After the conflict graph has been created, the conflict graph is colored to deter-

mine the TDMA schedule. The coloring algorithm, which is listed in Appendix B,
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is proposed by Ergen and Variya [15]. In this algorithm, the nodes of the conflict

graph are sorted based on their degree in descending order. Then each node is col-

ored with the minimal number of colors, such that no two neighbors have the same

color. After finding the color, the number of colors used is the schedule length and

different colors represent different slots in the TDMA period.

In Figure 4.1, an example of FullTreeScheduling is given. Here, given a physical

network with its logical topology, the conflict graph is presented with a coloring. In

the figure, Slot represents the color assigned to it.

4.1.2 Algorithms for Building Conflict Graphs for Multiple Trees

The TDMA scheduling problem discussed so far works only with one routing tree.

In this thesis, effort has been made to design a two-sink TDMA schedule. In the

logical topology, each node has two distinct parents (one for a route to each sink)

because the topology is 2 link-disjoint sink-connected. The difference between the

approaches is how they transmit to their parents. The different routing strategies

are:

• Nodes send data only to the closest sink. Although there are two sinks in the

network, nodes will only send to the closest sink. No alternative paths are

used. Each node sends to only one parent.

• Nodes send data to both of the parents alternatively. In this strategy, nodes

can send to both of the sinks but not simultaneously. Every node has two link

disjoint paths to the sinks. A node generally sends to its closest sink but can

chose to send to the other sink when the path to the closest sink fails.

• Nodes send data to both of the parents simultaneously. Because wireless

communication is broadcasting in nature, nodes can simultaneously send to

both parents. This will reduce the length of schedule but increase the number

of redundant packets if both parents forward the data.

The different approaches result in different conflict graphs. In these approaches

we assume that for each node u, there are two parents v1 and v2 corresponding to
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tree1 and tree2 respectively. Here v1 6= v2 as the logical topology is 2 link-disjoint

sink-connected.
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In the first approach, called PrunedTreeScheduling, the nodes will only try to

send to the closest sink and there is no alternative path for the nodes to send the

data. In this approach, the two trees are pruned in such a way that nodes will only

send to its closest sink and therefore to one parent. The link to the other parent

is pruned away. The TDMA scheduling algorithm is run on both the pruned trees

together. The algorithm for PrunedTreeScheduling is given in Appendix B. In

Figure 4.2 an example of PrunedTreeScheduling is shown. Here we have a physical

topology with the two routing trees and the conflict graph. The assigned slots are

also mentioned in the figure.

In the second approach, called SingleTreeScheduling, the nodes can send to both

sinks in the network. In this approach nodes can send data to two sinks alternatively.

In this approach the TDMA schedules for two trees are determined one after another

using the approach for the single tree considering the two trees separately. In this

approach, we first build a conflict graph using the first tree, considering link to the

first parent as the node of the conflict graph and color the graph. Next we build

another conflict graph using the second tree, considering link to the second parent

as the node of the conflict graph and color the graph with a new set of colors.

The disadvantage of this scheme is the schedule length is very high as no parallel
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transmission between the links of the two trees are possible in this approach. In this

approach, nodes can choose to send message to one or both of the parents within on

scheduling period.

In the third approach, called TwoParentScheduling, nodes can send to both of the

parents simultaneously. This approach also considers both the trees together where

parallel transmissions in both the trees are possible. In this approach, the conflict

graph nodes do not represent the links of the routing trees. Instead, a conflict graph

node represents the two links that should be activated together when a node tries to

send to both of its parents simultaneously. So in the conflict graph nodes represent

links to both the parents together. In this approach the alternative paths can be

activated in the same period as the primary path. The algorithm is listed in Appendix

B. In Figure 4.3 an example of TwoParentScheduling is shown. Here we have a

physical topology with the two routing trees and the conflict graph. The assigned

slots are also mentioned in the figure.
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In the fourth approach, called OneParentScheduling, nodes can send to both of

the parents alternatively. Here we consider both the trees together where parallel

transmission in both the trees is possible. Here for each node u, we have two links

to both of the parents while constructing the conflict graph. The algorithm for this

approach is same as algorithm for the PrunedTreeScheduling, where the difference

is with the input. Instead of giving the pruned routing trees, this algorithm takes as

input the original routing trees. Here alternative paths can be used but may not be

within the same period as the primary path.

4.1.3 Experiments to Compare the Scheduling Schemes

We have applied these algorithms to 50 eligible logical topologies for random sen-

sor network graphs to compare the resultant schedule length. The experiments are

done in a network with 30 nodes with node degree constraint 5. Links do not fail

in these experiments. All the data points show 95% confidence intervals. From the

experiments, shown in Figure 4.4 we have found that allowing parallel transmis-

sion (OneParentScheduling & TwoParentScheduling) between two trees can reduce

the schedule length considerably compared to the SingleTreeScheduling approach.

The gain is about 30 − 40 percent. The TwoParentScheduling produces a shorter

schedule than OneParentScheduling because we utilize the broadcasting nature of

the wireless transmission. There is a trade-off in sending to both of the parents

together. On one side, we are trying to utilize the broadcasting nature of the wire-

less medium and, on the other hand, by sending to two parents simultaneously, we

are introducing more conflicts. From the experimental results it has been found

that the gain is significant and therefore it is of interest to investigate the TwoPar-

entScheduling algorithm. The schedule length for PrunedTreeScheduling is lower

than all other approaches. This can be explained easily if we examine the nature

of the trees scheduled together. Because the trees are pruned, the number of links

have decreased so there is less interference and therefore fewer links in the conflict

graph. However, the disadvantage of this scheme is that there are no alternative

paths for the nodes so the reliability of the network will be lower. The TwoPar-

entScheduling scheme may explicitly cause redundant packets that may improve
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reliability but reduce throughput. The effect of reliability will be investigated in the

next section. Now as the OneParentScheduling has a higher scheduling length and

the results from the experiments also show that it does not produce better results

than TwoParentSchedling, the results using this scheme are excluded in later sec-

tions. Also we have not used SingleTreeScheduling because of the large schedule

lengths which would have resulted in high delays.

Next we evaluate the impact of the node degree constraint on the schedul-

ing length. In the graph shown in Figure 4.5, scheduling length with TwoPar-

entScheduling is shown with varying node degree constraint. The degree constraints

are chosen as 4, 6 and 8 because with degree constraint lower than 4, not enough

DCSPTs can be found to run the experiments and with degree constraint higher

than 8, the result of the experiments remain similar to degree constraint 8. From

the graph it can be seen that a higher constraint on node degree does not effect the

schedule length very much.
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4.2 Routing Protocols

For the dynamic evaluation, we have designed several routing protocols. All of

these routing protocols assume that there are two sinks in the network and there

are two link-disjoint paths from each node to the sinks. Each node can forward its

packets onto one of two designated paths: one is the primary which is the path to the

closest sink and the other one is the secondary which is the path to the alternative

sink.

For comparison, a routing scheme using only one path is also designed. This

scheme is used with FullTreeScheduling, where there is only one sink in the net-

work and with PrunedTreeSceduling, where there are two sinks in the network but

each node can send to only one sink (the closest). In this scheme, the node stores

only a single parent ID and the slot in which to send to this parent. A node trying to

send a packet will use this slot to send the packet to its parent. If the link fails then

it will not receive any acknowledgement and the node will just retry in later peri-

ods until it can successfully transmit the packet. In this scheme, the packet header
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contains the ID of the source of the packet, the ID of the next hop neighbor and the

sequence number of the packet.

A sender of a packet knows about a successful packet delivery by explicitly re-

ceiving an acknowledgement packet from the receiver. In a wired network, commu-

nication is full duplex so a node can sense the channel while transmitting to know

the status of the channel. But, in wireless radio networks, the node cannot sense

the channel while transmitting. Therefore, a missing acknowledgement packet is

interpreted as a link failure. Time-slots are large enough to send a packet and re-

ceive back acknowledgements. For TwoParentScheduling, if the routing algorithm

wants both parents to receive the packet, the slot requires space for 2 acknowledge-

ments and the parents must be locally synchronized to know when to transmit their

acknowledgement. Otherwise, the slot has space for one acknowledgement. Note

that a node only knows the status of a link by trying to send a packet and receiving

or not receiving an acknowledgement.

The routing protocols are link-based, in that they react locally to link failures.

When, a node does not receive an acknowledgement for a packet, it is responsible

for retransmitting the packet until it is successful. Four variations are considered

based on how they react to link failure. The first two, Next Hop Neighbor Routing

(NextHR) and Destination Routing (DestR), will react to a failed link by forwarding

packets on both the alternative and primary path. This potentially causes a duplicate

packet to be sent on multiple paths but gives the earliest indication that the primary

link is up. The last two, Sampling Routing and Probabilistic Routing, do not create

duplicate packets.

In the Next Hop neighbour Routing protocol (NextHR), each node forwards the

packet on the primary path. When a node detects a link failure, it tries to send the

packet on both of the paths, that is to both the parents, in the next period. It will

continue to do this until it receives an acknowledgment. It sends to both parents,

because it does not know for how long the link is down. The failure mode is packet-

based, so, when a new packet arrives, it is, at least initially, sent to the primary

parent only. In this protocol, if the packet is diverted towards a different sink, there

is no requirement that the next node continues to forward it to that sink. Instead,
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it will first try to send it on its primary path which may be to a different sink. To

avoid short routing loops, a node will not send back to the node it just received the

packet from. For example, if node a originally sends a packet to node b but the link

is broken, then node a will send to node c. For node c the best path to use may be

via node a. It will not send the packet back to node a since this will create a routing

loop, instead it will send this packet on its alternative path (retransmitting to that

parent until it is successful).

The packet header for this protocol holds the ID of the source of the packet,

the ID of the current node (sender) the sequence number of the packet, and the ID

of the parent (receiver). In the case of TwoParentScheduling, two receiver fields

are needed. Both parent IDs are included in the receiver field after a failure occurs

when the node wants both parents to respond. Otherwise, for TwoParentSchedul-

ing, only one receiver field is used and the other is invalid. For other scheduling

algorithms, different slots are allotted to different links and, therefore, only one

receiver is required.

a

bc

Figure 4.6: Routing loop in LinkAck-NextHR

For the DestR protocol, the packets will hold the destination (sink) of the packet.

A node will look at the destination of the packet and send the packet using the link

to that destination. Here the source will set the destination to the closest sink and

if all the links are up then this packet will travel through the shortest path to that

sink. If there is a link failure, the node will send to both parents. It will send a copy

of the packet to the alternative parent with the alternative sink as the destination. It

will also try (again) to send the packet to the primary parent with the primary sink

as the destination. Therefore, the parent may send the packet to a sink that is not

48



the closest one from the parent.

Here, the packet header consists of the ID of the source of the packet, ID of

the current node (sender), the sequence number of the packet, the ID of the parent

(receiver) and the ID of the sink associated with that parent. In the case of TwoPar-

entScheduling, there are two receiver fields and two destination fields. Under this

scheduling scheme, when the protocol wants both parents to receive the packet, it

puts both parent IDs in the receiver fields and their associated sink IDs in the des-

tination fields; otherwise only one of the receiver fields and one of the destination

fields are valid.

The next two protocols send to one parent at a time. In Probabilistic routing,

a node, will send a packet on its primary link with probability lp and send on its

alternate link with probability 1 − lp. The value of parameter lp determines the

percentage of time a node will use its primary link. The choice of link does not

depend on link failures. If a link failure occurs, the same probabilistic approach is

applied to the next transmission of the packet from this node. The decisions at each

node are also independent of each other. The packet header contains the ID of the

source of the packet, ID of the current node, the sequence number of the packet and

the ID of the parent.

The fourth protocol is Sample-based Routing. In this protocol, the link-choosing

decision is controlled by the parameter n. A node starts sending a new packet on its

primary link. When a link failure occurs, it will switch to its alternative link. Then

it will try n times on its alternative link before it switches back to try its primary

link. So, rather than continually testing if the primary link is up, it uses the alterna-

tive link for a pre-determined number of tries and, if that is not successful, it checks

back with the primary link. If n = 0, the node will continue to send on its best link

and never send on the other link. When n = 1, a node will continue to alternate

between the links if primary path fails without any retries on the same link. The

packet header contains the ID of the source of the packet, ID of the current node,

the sequence number of the packet and the ID of the parent.

In Single path routing using FullTreeScheduling and PrunedTreeSceduling, the

logical topologies have the same node degree constraint as the individual routing
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trees but in the other routing schemes the nodes in the logical topologies may have

degree higher than the nodes of individual routing tees. This is because as the two

routing trees are merged, there may be more links incident to each of the nodes.

4.3 Experimental Setup

Like the static simulation, dynamic analysis is done on random sensor network

graphs with 30 nodes uniformly randomly placed in a grid of size 25×25 with node

degree constraint of 5 and sink degree constraint of 15. The range of each node is

r = 6. The position of two sinks are chosen from the previous experiments such

that the logical topology has two link-disjoint paths to both of the sinks from each

of the nodes. For experiments that do not have alternative paths, two scheduling

schemes are used. For the first type there is just one routing tree covering the full

network (FullTreeScheduling) and in the second type there are two pruned trees

so that each node sends to its closest sink only (PrunedTreeScheduling). For the

experiments with alternative paths, TwoParentScheduling is used. The simulator is

written in the JAVA programming language. Each simulation has a length of 10, 000

periods. There are 10 topologies. There are 50 trials for each of the 10 topologies

and the average is taken. All the experiments are done with the Middle − best

scheme for choosing the sinks. 95% confidence intervals were calculated for each

result. DCSPT is built from physical topologies using hop-count distance.

4.3.1 Frame Generation

The experiments are done to check the performance of the network in a full load

situation. In the experiments, all the nodes in the network work as sources. At

the start of the simulation, all the nodes generate one packet each and then stop

generating packets. This is called a session. The nodes again generate another

packet once each of the previously generated packets are received by the sink(s)

and this continues until the simulation ends.
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4.3.2 Link Failure

Because of the unreliable nature of wireless connections, links between nodes can

fail so that data transmission is not possible. These failures are simulated by ran-

domly choosing multiple links in each slot and mark them as DOWN. In the begin-

ning of the simulation all links have a status of UP indicating that they are working.

In each slot, with failure probability Pf , each UP link is failed and the status is

changed to DOWN. The duration of failure is exponentially distributed with a mean

inactive time, MIT slots. Links that are already Down are checked in each slot if

they are inactive for their allocated time, and if yes their status is changed to UP. So

the parameter Pf denotes how frequently a link should fail and the parameter MIT

denotes for how long a link will be in a failed state.

4.4 Simulation Metrics

In the simulations the following metrics are measured for different protocols on dif-

ferent topologies : Average time to deliver all packets, Network Lifetime, Average

Hop-Count.

4.4.1 Average time to deliver all packets

Average time to deliver all packets is defined as:

Sum of the number of slots taken to deliver all the packets of a session/number

of sessions.

In the numerator we sum the delays to deliver the packets generated during a

session. The denominator represents the number of times all the nodes generate

packets.

This metric represents the amount of delay faced by the packets in the network.

There are two ways packets are delayed in the network. First is the delay due to

link failure. Here packets wait in the node’s queue because they cannot be delivered

because of link failures. The second reason is the load of the network. The higher

the load of the network, the more number of packets a node has to handle. This

includes both its own packet and its successors packets. These packets accumulate
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in the queue because in one slot the node can transmit only one packet and in one

period a node only get to transmit in one slot. In the worst case packets accumulated

in the queue in one period are the number of children plus one. This happens when

the node receives packets from all its children and generates one itself in a period.

The lower the delay the better because lowering delay ensures better quality of

service and for some applications a delay bound should be maintained.

Network Lifetime

Network Lifetime (NLT) is defined as the time elapsed until the first node dies due

to lack of energy. It is measured in number of slots. Every node in the network

except the sinks have the same initial amount of energy and for transmission and

reception some of the energy is lost. So a node will die when it loses all of its initial

energy.

This is very important in WSNs because it indicates how energy efficient the

protocol is when applied to a certain topology. Protocols with high NLT are de-

sirable because sensor nodes have a limited amount of energy and it is difficult to

recharge them.

Average Hop-Count

Average Hop-Count (AHC) is defined as

AHC = Total hops traveled by each unique packet from source to sink / number

of unique packets received at sinks

The unit of this metric is hops per packet. In this calculation retransmissions

are not considered so for multiple copies of the same packet only the first one that

comes to one of the sinks is considered. This indicates the average path length

needed to be traveled by the packet from source to the sink.

4.5 Experiment Methodology

In this section, all the assumptions, parameter settings and design of experiments

are presented.
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4.5.1 Assumptions

Several assumptions are made when implementing the routing protocols. Infinite

buffer space is assumed in the nodes so no packets should be dropped because of

lack of space. It is assumed that all the nodes have knowledge of the best sink and

alternative sink and the next hop neighbors to reach these sinks. Nodes also know

the slots to reach these next hop neighbors. It is assumed that by not receiving an

acknowledgment packet, the sender knows about link failure and there is no other

way to know about links status without transmitting a full packet. It is assumed

that computation is very fast so the time needed for computation in the nodes is

not recorded. It is assumed that nodes are well synchronized so the TDMA scheme

can be implemented perfectly and each slot time is enough for transmitting a full

packet and receiving its acknowledgment(s). The time required for the nodes to

change states (sleep-awake, awake-sleep) is not considered and it is assumed that

state changes occur without any delay.

When measuring the network lifetime the power required for computation is not

measured but only for communication. State changes of nodes also do not consume

any energy. It is assumed that nodes know in which slots to send and receive. In

TDMA scheduling idle listening is not required. So they remain active during those

slots only and in other slots they remain in sleep mode. In sleep mode they consume

negligible amount of power. Sending and receiving a data packet only consumes

energy. Energy consumption because of sending and receiving acknowledgment

packets is not considered.

For example if we consider the size of the payload in a packet is 100B [35], size

of node address, sequence number is 6B and 2B respectively [38]. Each data packet

also includes a 2B CRC[51]. The size of the acknowledgment packet is 8B[51].

Then the slot size in LinkAck-NextHop routing, LinkAck-Dest routing, Probablistic

routing, Sample routing and one-source routing are 136B, 148B, 130B, 130B,

124B.
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4.5.2 Design of Experiments

For the simulation, some parameters are used. For measuring network lifetime each

node is assigned with a power of 3035000 units in the beginning of simulation.

Transmission and reception of a single packet requires 29 and 31.7 unit of power

respectively as stated in [35]. Each experiment is run for 10, 000 periods and the

average is taken. The results presented are shown within 95% confidence interval.

Each of the experiments is performed with 30 sources where there are 30 nodes

in the network. An important parameter of the simulation is the link failure prob-

ability Pf . For each experiments this is varied from 0.0 to 0.04 to evaluate the

performance with no link failure up to a high link failure.

The mean inactive time (MIT ) denotes how long the links should remain down.

Experiments with MIT of 32, 64, 128 slot times are done to check the effect of

length of link failure on the protocols.

For each experiment set there are three scheduling schemes. Two with no al-

ternative paths for the nodes - FullTreeScheduling and PrunedTreeScheduling, and

one with having alternative paths for the nodes - TwoParentScheduling. With Two-

ParentScheduling the routing schemes used are NextHR (TPS-NextHR), DestR

(TPS-DestR), Sample(1) (TPS-Sample(1)), and Probability(0.8) (TPS-Prob(0.8)).

We have run some experiments to check the performance of Sample and probabilis-

tic routing with different parameters and found that Sample(1) and Probability(0.8)

work best with the two respective routing schemes. So we have used the schemes

with these two parameter values in the rest of the experiments.

4.6 Analysis of Results

4.6.1 Experiments with All Possible Sources

We run experiments considering all the nodes in the network as sources to check the

performance of the network in a full load situation. For this experiment, there are

30 sources in the network. In the first slot, all the sources generate one packet each

and then they stop generating packets. All the sources again generate one packet

each after all the 30 packets are received by the sink(s) and this continues until the
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simulation ends. We record the number of slots it takes to receive all the 30 packets

by the sink(s) and the average time is calculated after the simulation. For this set of

experiments MIT is set to 64.

From the experiment shown in Figure 4.71, it can be seen that with no link fail-

ure, topologies with single sink needs more time to receive all the packets than

topologies with multiple sinks. This is because, with multiple sinks, the load

is divided between the sinks and the path length from the nodes to the sinks is

reduced which reduces the delay. Again with increasing failure-probability, the

time needed to deliver all the packets is increased as nodes need to retransmit

the packet and use longer alternative links to send the packets. Also with low

failure-probability, TPS-NextHR requires less time than PrunedTreeSceduling as

using alternative links it can transfer the packets quickly. But as failure-probability

increases, PrunedTreeScheduling requires less time to deliver compared to TPS-

NextHR. This is because, in high failure-probability with a high load, using alter-

native links creates congestion in the network, increasing the delay. TPS-DestR

requires more time than the previous two schemes because here intermediate nodes

can choose to select longer alternative paths though their primary path is active.

For TPS-Sample(1), delay is higher as the scheme might choose alternative links

when the primary link is active. With TPS-Prob(0.8), nodes chose links randomly

so packets can bounce in the network which increases the delay.

With no link failure, average hop count (AHC) for topologies with single sink is

higher than the topologies with multiple sinks which is shown in Figure 4.82. This is

because, with the presence of multiple sinks the path to nearest sink from the nodes

is lower for the topologies with multiple sinks than topologies with single sink.

With the increase in link failure, AHC remains same for the topologies with only

one path from the nodes to the sink(s) (FullTreeScheduling and PrunedTreeScedul-

ing) but AHC increases for topologies with alternative paths from the nodes to the

sinks (TPS-NextHR, TPS-DestR, TPS-Sample(1), TPS-Prob(0.8)). This happens

195% confidence intervals were calculated but left of the graphs so that the lines can be more
easily differentiated. The confidence intervals are within 1.5% of the mean.

295% confidence intervals were calculated but left of the graphs so that the lines can be more
easily differentiated. The confidence intervals are within 0.6% of the mean.
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Figure 4.7: Average time to deliver all the packets to the sink(s)

because with the presence of link failure for the previous schemes nodes have to

use a single path but the latter schemes use longer alternative paths, increasing

AHC. For low failure-probability (≤ 0.01) AHC is lower for TPS-NextHR and

TPS-Sample(1) than FullTreeScheduling.

Next experiment is performed to measure the network lifetime (NLT). For this

experiment, nodes are allocated 103500 units of power in the beginning of the sim-

ulation. From the experimental result shown in Figure 4.9 3, it can be seen that,

without link failure, topologies with multiple sinks have slightly higher NLT. This

happens because as load is divided between the two sinks, no node has to carry

a huge number of downstream message thus increasing NLT. As links starts to

fail, less number of packets reach the nodes near the sinks so they have to trans-

fer less packets thus increasing NLT. With higher link failure probability though

links fail more frequently, higher number of retransmission and redundant trans-

missions through alternative links means that the number of packets transfered by

the nodes near the sinks do not change significantly with the increase of link failure

395% confidence intervals were calculated but left of the graphs so that the lines can be more
easily differentiated. The confidence intervals are within 2% of the mean.
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Figure 4.8: Average hop-count

so NLT does not change significantly with the changing link failure probability. As

in PrunedTreeSceduling, load is divided between two sinks and nodes do not send

packets to both of the links, nodes near the sinks have less load to carry so it has

the highest NLT, with failure-probability. Because of sending two packets on both

the links in case of link failure, TPS-NextHop creates higher number of duplicate

packets than other schemes thus increasing the load of the nodes near the sink(s).

This is why NLT is lowest for TPS-NextHR.

To check the effect of MIT on the time to deliver all packets, we have run some

experiments changing the MIT. For this experiment MIT is set to 32, 64 and 128.

From the results shown in Figure 4.104, we can see that, the time to deliver increases

as MIT increases. This happens because as MIT increases, links fail for longer

period of time, there are higher packet retransmissions and nodes need more time

to deliver the packets to the sink(s). Also fewer packets reach the nodes closer to

the sink(s) so NLT increases as MIT increases which is shown in Figure 4.11 5

495% confidence intervals were calculated but left of the graphs so that the lines can be more
easily differentiated. The confidence intervals are within 1% of the mean.

595% confidence intervals were calculated but left of the graphs so that the lines can be more
easily differentiated. The confidence intervals are within 1.6% of the mean.
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Figure 4.9: Network lifetime
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Figure 4.11: Effect of MIT on NLT

To explore the effect of load on the network, we have run experiments changing

the load of the network by changing the number of sources in the network. The

number of sources selected for this experiment are 8, 16 and 30. From the experi-

ment, shown in Figure 4.12, it is found that increasing number of sources increase

the delay to deliver all the packets to the sink(s) because we need more time to

deliver more packets. But, as the load of the network increases, the difference be-

tween performance of TPS-NextHR and PrunedTreeSceduling decreases. With low

load, TPS-NextHR works better than with higher loads, because with higher loads

TPS-NextHR creates congestion in the network and its performance degrades.

4.7 Chapter Summary

In this chapter, we have designed effective Time Division Multiple Access (TDMA)

schemes for scheduling of the proposed logical topology. The schemes use two

sinks and try to minimize schedule length by using parallel transmissions between

the two routing trees. We have compared the scheduling lengths resulting from

these schemes in our proposed logical topologies with two other scheduling schemes,
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Figure 4.12: Effect of number of sources on time to deliver all packets

FullTreeScheduling and PrunedTreeScheduling which does not consider parallel

transmissions between the two routing trees. From the experiments done it can be

seen that, our proposed scheme can produce a TDMA schedule, which is smaller

than that given by FullTreeScheduling.

Also, we have performed a dynamic evaluation of our proposed logical topolo-

gies using four simple routing protocols, Link Acknowledgement - Next Hop Rout-

ing (LinkAck-NHR), Link Acknowledgement - Destination Routing (LinkAck-DestR),

Sample Routing and Probabilistic Routing with TwoParentSchedling. We have pre-

sented the design of these protocols and performed experiments with varying failure

rate, node degree constraint, number of sources, mean inactive time to evaluate and

compare these protocols on different topologies in terms of time to deliver all the

packets, network lifetime and average hop-count. We have compared the proto-

cols using multiple paths with protocols using single path (Single sink routing with

FullTreeScheduling and PrunedTreeSceduling).

The results from the dynamic simulations show that, TPS-NextHR works bet-

ter than other routing schemes in terms of delivering all the packets to the sink(s)

with the presence of moderate link failure as it can efficiently chose optimal paths
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to the sinks to deliver packets with lower delay. With high link failure, however

PrunedTreeSceduling works better than this scheme as TPS-NextHR will create

congestion in the network increasing the delay. If load of the network is decreased

by decreasing the number of sources in the network, TPS-NextHR works better than

PrunedTreeSceduling even with high link failure probability. Increasing mean inac-

tive time also increases the delay to deliver all the packets to the network. Experi-

ments with network lifetime shows that, PrunedTreeSceduling has higher NLT than

TPS-NextHR as it does not create duplicate packets in the network. Also increasing

MIT increases the NLT as fewer packets reach the nodes closer to the sinks. There is

a trade-off between delayand NLT in using PrunedTreeSceduling and TPS-NextHR

where PrunedTreeSceduling has higher delay but higher NLT also. As number of

retries to send one packet is lower for TPS-NextHR, if we limit the number of

replies than TPS-NextHR has better performance than PrunedTreeSceduling. With

high MIT and low load, Sample(1) scheme has lower delay than PrunnedTreeSchedul-

ing and it has higher NLT than NextHR. So with a high MIT, the Sample scheme

can be used instead of NextHR if NLT is more important than delay.
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Chapter 5

Design of Robust Topologies in Grid
Graph

In this chapter we design robust logical topologies for two-sink WSNs with a grid

physical topology. The range of a node is just enough to communicate with its near-

est nodes. Therefore nodes can communicate with the nodes positioned on other

grid points vertically, horizontally and diagonally one hop away. The robustness is

ensured by having, for each sensor node other than the sinks, two link disjoint paths,

each one to a different sink. In addition, the design finds the shortest path to the

corresponding sink from the nodes, and there is a limit on the number of children

each node can have. The shortest path will ensure that, in a error free environment,

communication between the nodes and the sinks can be done with a reduced energy

consumption and delay and we hope to reduce the hotspot problem by having limit

on the number of children. Here we are designing in such a way that no node can

have more than three logical neighbors and the number of nodes with three logical

neighbors is also kept low. In this thesis, we assume that, sinks have the same range

as the ordinary nodes so they can only communicate with one-hop neighbors and

they have no restriction on the number of logical neighbors they can choose from

among their physical neighbors.

In this chapter, we consider the design of a logical topology and evaluate its

properties. We also evaluate the robustness and path quality of the proposed topol-

ogy by simulation in the presence of failed links. Network operation schemes for

selecting paths, detecting faults and choosing alternative paths are considered in the
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last section where we perform dynamic evaluation of our deployment topologies.

5.1 Problem Definition

In this chapter, we consider deploying the sensor nodes on points of a grid shown

in Figure 5.1. The grid has M columns and N rows and all the unit squares have a

side of length r. Our design is independent of the value of r, M and N . We assume

that each grid point has a sensor. The sink can be placed on the grid points. We

assume that each of the sensor nodes has a communication range of
√
2r, so that

each node can communicate with nodes horizontally, vertically and diagonally. So,

a node can have a maximum of 8 neighbors unless it is on the boundary, where it

has a maximum of 3 neighbors if it is a corner or a maximum of 5 neighbors on a

side.

M

N

r

r

Figure 5.1: Grid based topology

The problem is to select logical neighbors for each of the nodes or select ap-

propriate links in the network so that the logical topology spans all the nodes, has

robustness, maintains path quality and the number of neighbors for each of the

nodes is minimized. For this thesis, we define d-degree-constrained topologies as

topologies where each node can have a maximum of d logical neighbors. In this
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thesis, we expand the work developed by Reza[36] where the author only consid-

ered one sink and horizontal and vertical links. We are extending this to the case

where there are two sinks in the network and the nodes also have diagonal links.

5.2 Grid Graphs with Horizontal and Vertical Links

Figure 5.2: Pattern for the grid network with the leaves and the four quadrants
connected

Reza [36] worked in the context of the reliability of underwater sensor networks,

where each of the sensor nodes are positioned in a grid pattern. In designing the

logical topology of the network, the author tried to minimize the number of logical

neighbors of each of the sensor nodes. The author proposes a pattern for a grid

graph which is defined as a 3-degree-constrained shortest path tree rooted at the

sink and spanning all nodes in the grid with (LB + 2) number of 3-degree nodes

in the worst case where LB is the lower bound on the number of 3-degree nodes in

such a tree. The network has only one sink positioned at the middle of the grid and

for each node only horizontal and vertical links are allowed. The pattern ensures

that there are no 4-degree nodes in the network. Additional links are needed to be

added to the design to give 2 edge-connected topology. The final logical topology

is shown in Figure 5.2. The addition of the links still maintains the 3-degree node

constraint, but increases the number of 3-degree nodes in the network.
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5.3 Grid Graphs with Multiple Sinks

In this section we design a pattern for multiple sink grid graphs with horizontal,

vertical and diagonal links. The grid has a dimension of M ×N . The two sinks are

placed on the two opposite corners of the grid. So the first sink is positioned on point

(0, 0) and the second sink is positioned on point (M − 1, N − 1). All the boundary

links are included in the pattern because these links are part of shortest paths to the

sink on that axis. There are two diagonals going through the two sinks which we call

the two main diagonals. The first main diagonal starts at (0, 0), joining the nodes

on points (xi, yi) where xi = yi, hitting the boundary on point (M − 1,M − 1)

if M ≤ N or (N − 1, N − 1) if M > N . The second main diagonal starts at

(M − 1, N − 1), joining the points (xi, yi) where yi = xi + (N −M) if N ≥ M ,

hitting the boundary on point (0, N −M). If M > N , it joins points (xi, yi) where

xi = yi+(M−N) and hits the boundary on point (M−N, 0). These two diagonals

must be included in the logical topology because they are the only shortest path to

the sinks that nodes on the diagonals go through.

sink1

sink2

Figure 5.3: Multiple sinks in grid graph with diagonal links

A solution to find the logical topology is to use all the diagonals and the axes as

seen in Figure 5.3. The number of 3-degree nodes in the pattern is 2 (M +N − 4)

not including the sink’s degree. With rectangular grids, we can reduce the number

of 3-degree nodes in the pattern under certain conditions. We assume that the grid

dimension is M ×N and U = max(M,N), V = min(M,N) as shown in Figure

5.4. In this pattern all the links on the axes and the two main diagonals are included.

We consider three separate regions, denoted by a, b and c, created by the two
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sink1

sink2

a

b

c

(0,0)(M-1,0)

(M-1,M-1)

(M-1,N-1)

(0, N-M)

(a)

sink1

sink2

a

b

c

(0,0)(M-1,0)

(N-1,N-1)(M-1,N-1)

(M-N, 0)

(b)

Figure 5.4: Multiple sinks in grid graph a)M < N b)M > N
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main diagonals as shown in Figure 5.4. If M < N , in region c, the points included

are (xi, yi), where xi > yi. In regions b and a, the points included are (xi, yi) where

yi < xi + U − V and yi > xi + U − V respectively. If M > N , in region c, the

points included are (xi, yi), where xi < yi. In regions b and a, the points included

are (xi, yi) where xi < yi+U −V and xi > yi+U −V respectively. For the nodes

in region b, we take all the links parallel to the longer axis. That is we connect from

the first main diagonal to the second main diagonal. This creates 3-degree nodes at

the main diagonals including where the main diagonals connect to the axes (other

than the sinks). So there are 2(V − 1) 3-degree nodes. For the nodes in region a

and c, we take all the diagonals in these two regions that connect from axis to axis.

In each of the two region, this creates 2(V − 2) 3-degree nodes on the axis other

than the sinks. So there are 2(V − 1) + 4(V − 2) = 6V − 10 3-degree nodes in the

pattern. The resulting topology is shown in Figure 5.5.

Suppose M < N . This pattern has less number of 3-degree nodes than pattern

with all diagonal links if

2(M +N − 4) > 6M − 10

M +N − 4 > 3M − 5

N > 2M − 1

Similarly we can design a pattern for a grid where M > N and this design

will have less number of 3-degree nodes than the design with all diagonals if M >

2N − 1.

5.4 Static Analysis of the Pattern

In this section, we evaluate the probabilistic robustness of the logical topologies de-

signed. The evaluation done here is static because we do not consider the dynamic

aspects of the network such as dynamic selection of routing paths and network op-

erations like routing, fault detection that changes with time. Dynamic evaluation of

the topologies is described in the next section. The metric used for the evaluation

are quality of path, sink load, effect of failure which are described in Chapter 3.
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sink1

sink2
X

Y

(a)

sink2

sink1

(b)

Figure 5.5: Pattern with reduced number of 3-degree nodes a)M < N b)M > N

5.4.1 Experimental Setup

We have conducted the static analysis on grid graph with horizontal, vertical and

diagonal links, having two sinks. The analysis is done with two grids. The first

one is a rectangular grid of size 4 × 9 and the second one is a square grid of size

6 × 6. Both have 34 nodes and 14 and 16 3-degree nodes in the logical topology.

The distance between the grid points is 1 unit and the two sinks are positioned in

the two opposite corners of the grid. The range of the nodes is such that a node can

communicate with the nodes that are within one hop distance horizontally, verti-

cally and diagonally. Each experiment is repeated 50 times with the same physical

topology and their average is taken to have an acceptable 95% confidence interval.

In the experiments with link failures, multi-link failure is considered, where with a

certain probability each link in the logical topology is removed.

5.4.2 Experimental Results

From the experiments with the grid graph it is found that load is well-distributed

between the two sinks with 19 nodes being closer to one sink and 15 nodes being

closer to the other. According to the design, the logical topology only has nodes
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with degree 2 and 3 with both the sinks having a degree of 3. It can be found that for

both the grids the path lengths are similar but for the rectangular grid the alternate

path length is larger. This is because, for square grids, we have more diagonal links

than the rectangular grid. So nodes use diagonal links to reach the alternative sink

which reduces the alternative path length.

Path Length Alternate Path Length
4× 9 2.47 6.11
6× 6 2.64 4.41

Table 5.1: Quality of path

Figure 5.6 presents the robustness of the topology to multi-link failure. In multi-

link failure cases the number of disconnected nodes increases as the probability of

link failure(pi) increases. The topologies are robust to multi-link failure because

around 10% of the nodes are disconnected from the sinks even with a high pi of

20%. But as pi increases further there is almost an exponential increase in the

number of disconnected nodes. From the experiments it can also be seen that both

the grids have a similar degree of robustness.

Figure 5.7 shows the average path length of the connected nodes from the clos-

est sink in the presence of multi-link failure. It can be seen that path length in-

creases initially as pi increases since the longer alternative paths are taken but then

the average path length decreases as pi increases further. This occurs because as pi

increases, more nodes become disconnected and therefore the average path length

decreases. Path length from disconnected nodes are not included in the calculation

and nodes close to the sinks (eg. shorter paths) are more likely to be connected.

From the experiments it is found that the topology can handle around 25% per-

cent of link failures with alternative paths but it fails to perform under higher link

failures. From the experiments it can also be seen that both the grids have similar

characteristics with respect to path quality.
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Figure 5.6: Degree of robustness in multi-link failure grid graph
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5.5 Dynamic Analysis of the Pattern in Grid Graph

In this section, the dynamic behavior of the logical topology designed for grid

graphs is evaluated. The dynamic behavior includes variable failure rate, changing

link status (links going up and down), dynamic selection of paths to avoid failed

links. Performance of the logical topologies is evaluated in terms of resiliency to

link failures, network lifetime.

5.5.1 Experimental Setup

In these experiments grid graph with two sinks is used as the topology. For these

experiments, we have used a single topology of a rectangular grid of size 4×9 with

unit distance between the grid points. The two sinks are positioned in the two oppo-

site side of the grid (Figure 5.5). So there are 34 nodes and two sinks in the network.

The range of the nodes is such that a node can communicate with the nodes that are

within one hop distance horizontally, vertically and diagonally. Each experiment

is replicated 500 times with the same physical topology and their average is taken.

All the results shown are shown with 95% confidence interval. The experiments

are first done with all the nodes considered as sources then we have done experi-

ments with 16, 8 and 4 sources in the network. The sources in the beginning of the

simulation generate one packet each and stop generating packets. After the sinks

have received all the packets, the sources again generate one packet each. This con-

tinues until the simulation ends. Mean inactive time is set to 16. Experiments are

done with FullTreeScheduling and PrunedTreeScheduling using single path routing

and with TwoParentScheduling NextHR (TPS-NextHR), TwoParentScheduling De-

stR (TPS-DestR), TwoParentScheduling Sample(1) (TPS-Sample(1)) and TwoPar-

entScheduling Probability(0.8) (TPS-Prob(0.8)). In the FullTreeScheduling, there

is only one sink positioned in one corner of the network so each node has only one

path to the sink. In PrunedTreeScheduling, the nodes report only to the closest sink

so there is no alternative path for the nodes. In the TwoParentScheduling, nodes

have two link disjoint paths, one to each of the sinks.
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5.5.2 Experimental Results

From the experiment shown in Figure 5.81, it can be seen that with no link failure,

topologies with single sink need more time to receive all the packets than topolo-

gies with multiple sinks. This is because, with multiple sinks, the load is divided

between the sinks and the path length from the nodes to the sinks is reduced which

reduces the delay. Again with increasing failure-prob, the time needed to deliver

all the packets is increased as nodes need to retransmit the packet and use longer

alternative links to send the packets. TPS-NextHR requires more time to deliver

the packets compared to PrunedTreeSceduling as generating duplicate packets in a

high load network creates congestion in the network, increasing delay. TPS-DestR

requires more time than the PrunedTreeSceduling because here intermediate nodes

can choose to select longer alternative paths though their primary path is active.

For TPS-Sample(1), delay is higher as the scheme might choose alternative links

when the primary link is active. With TPS-Prob(0.8), nodes chose links randomly

so packets can bounce in the network which increases the delay.
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Figure 5.8: Average time to deliver all the packets to the sink(s)

195% confidence intervals were calculated but left of the graphs so that the lines can be more
easily differentiated. The confidence intervals are within 0.5% of the mean.
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With no link failure, average hop count (AHC) for topologies with single sink is

higher than the topologies with multiple sinks which is shown in Figure 5.92. This is

because, with the presence of multiple sinks the path to nearest sink from the nodes

is shorter for the topologies with multiple sinks than topologies with single sink.

With the increase in link failure, AHC remains same for the topologies with only

one path from the nodes to the sink(s) (FullTreeScheduling and PrunedTreeScedul-

ing) but AHC increases for topologies with alternative paths from the nodes to the

sinks (TPS-NextHR, TPS-DestR, TPS-Sample(1), TPS-Prob(0.8)). This happens

because with the presence of link failure for the previous schemes nodes have to use

a single path but the latter schemes use longer alternative paths, increasing AHC.

For low Failure-prob (≤ 0.02) AHC is lower for TPS-NextHR and TPS-Sample(1)

than FullTreeScheduling.
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Figure 5.9: Average hop-count

Next experiment is done to measure the network lifetime (NLT). For this ex-

periment, nodes are allocated 103500 units of power in the beginning of the sim-

ulation. From the experimental result shown in Figure 5.10 3, it can be seen that,
295% confidence intervals were calculated but left of the graphs so that the lines can be more

easily differentiated. The confidence intervals are within 0.6% of the mean.
395% confidence intervals were calculated but left of the graphs so that the lines can be more
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there is no significant difference among the values of NLT with different schemes

with low link failure probability. As link failure probability increases, NLT in-

creases as fewer packets reach the nodes near the sink(s) due to link failure. Also

the difference between the values are much higher with higher link failure prob-

ability. With high load and high link failure TPS-NextHR creates congestion in

the network so fewer packets reach the nodes closer to the sinks. On the other

hand, PrunedTreeSceduling can route packets to the nodes closer to the sinks. So

NLT is lower for PrunedTreeSceduling compared to TPS-NextHR. For the same

reason, other schemes that uses alternative routes have higher NLT compared to

PrunedTreeSceduling.
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Figure 5.10: Network lifetime

To explore the effect of load on the network, we have run experiments chang-

ing the load of the network by changing the number of sources in the network.

The number of sources selected for this experiment are 4, 8, 16 and 34. From the

experiment, shown in Figure 5.11, it is found that increasing number of sources

increase the delay to deliver all the packets to the sink(s) because we need more

time to deliver higher number of packets. But as the load of the network decreases,

easily differentiated. The confidence intervals are within 2% of the mean.
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the difference between performance of TPS-NextHR and PrunedTreeSceduling de-

creases. With low load, TPS-NextHR works similar to PrunedTreeSceduling as it

can use alternative paths to deliver the packets quickly to th sinks. But with high

load, TPS-NextHR creates congestion in the network and its performance degrades.
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Figure 5.11: Effect of number of sources on average time to deliver packets

5.6 Chapter Summary

In this chapter, we have designed robust topologies with grid graphs for wireless

sensor networks. In the design nodes can have horizontal, vertical and diagonal

links and there are two sinks in the network. For each of the nodes, there are two

link disjoint paths, one to each of the sinks. The topologies are designed in such a

way that the path to the sinks from the nodes is shortest based on hop-count. In the

logical topologies there are no 4-degree nodes and the number of 3-degree nodes

is kept low. To examine the quality of the designed topology, we have done static

analysis on them using failure models. Results show that the topology maintains a

good degree of robustness and the topology can perform well under moderate link

failure.
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Also, we have performed a dynamic evaluation of our proposed logical topology

using various routing protocols. The evaluation is done based on average time to

deliver all packets, network lifetime and average hop-count . For the evaluation log-

ical topologies with single path and multiple paths are chosen which uses different

TDMA scheduling schemes. It is found that, with very high load routing schemes

with multiple paths creates congestion in the network increasing delay. They also

can not deliver high number of packets to the sinks so the network lifetime is also

lower compared to PrunedTreeSceduling. But with lower load, their performance

improves.
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Chapter 6

Conclusion and Future Work

6.1 Conclusions

In this thesis, we have designed robust logical topologies with the presence of mul-

tiple sinks for wireless sensor networks. We have considered random sensor net-

work graphs and grid graphs for physical deployment of sensor nodes, and with

the presence of two sinks in the network, we have designed a process of creating

logical topologies from the physical topology which supports robustness. The log-

ical topology of a network provides probabilistic robustness in the presence of link

failure because for each node in the network, there are two link disjoint paths, from

that node to each of the two sinks in the network. We have also ensured that in

the logical topology, the paths from each node to each of the sinks are shortest to

ensure lowest cost communication in a failure free environment. In addition, for the

routing tree of each of the sinks, the number of children of each node is constrained

to minimize the hot-spot problem.

With random sensor network graphs, we take two degree-constrained shortest

path trees rooted at the two sinks as the routing tree of each sink. We position

the two sinks in such a way that the union of the two trees have two link disjoint

paths for each of the nodes to each of sink. The union of the two trees acts as the

logical topology for the network. For the grid graphs, we assume that the two sinks

are positioned in the two opposite corners of the grid. We also assume that the

nodes can communicate with their one hop distance nodes horizontally, vertically

and diagonally. Then we add the links between the nodes in such a way that there
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are no 4-degree node in the logical topology and the number of 3-degree nodes in

the logical topology is 6V − 10, where V is the minimum of the two dimensions of

the grid.

To examine the probabilistic robustness of the proposed logical topologies, we

have simulated our topologies with multiple link failures. The results show that the

topologies offer a high degree of robustness and can tolerate moderate link failure.

We have designed TDMA scheduling algorithms that support two sinks. In

order to examine the dynamic behavior of our proposed topologies, we have per-

formed a dynamic evaluation of these topologies by simulating them with simple

routing schemes. We have used multiple packet generating sources and multiple

link failure and evaluated the performance of the routing schemes in terms of av-

erage time to deliver all packets produced by all sources, average hop-count and

network lifetime. The results show that link acknowledgment with next hop routing

(LinkAck-NextHR) scheme, which works in a multiple path logical graph can reli-

ably transfer data compared to pruned tree scheme (PrunedTreeScheduling) which

works in a single path logical graph with moderate link failure. Network lifetime is

lower for for LinkAck-NextHR scheme compared to other schemes as it produces

duplicate packets in the presence of link failures. The performance of the network

also depends on how long the links fail and the load of the network. The longer

the links fails, the higher is the delay to send the packets to the sinks. Again as the

load of the network increase, the difference in the performance between LinkAck-

NextHR and PrunedTreeScheduling decreases.

6.2 Future Work

In this thesis we have worked with multiple sinks but we have assumed that there

are only two sinks in the network. It would be interesting to extend the number

of sinks in the network, which can increase the reliability of the network and also

help balance the load of the network. Extending the number of sinks creates various

interesting problems. In case of random sensor network graphs, there is a problem

of locating these sinks in the network in such a way that the union of their routing
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tree would create a robust logical topology such that from each node there would

be link disjoint paths, to each of the sinks. For grid graphs, the problem is to

add links between the nodes in such a way that robustness is ensured as well as

node degree constraint is maintained. It would be interesting to see if this type of

topology can be designed in grid graphs without the presence of any 4-degree nodes

and keeping the 3-degree nodes minimal. Next the problem is to design TDMA

scheduling algorithm based on more than two sinks. As increasing the number

of sinks, increases the number of links, it will eventually increase the number of

constraints in the conflict graph. So it would be interesting to see the effect of this

increase on the scheduling length.

Another interesting problem is to work with larger networks in case of random

sensor network graphs. In the current thesis, the experiments are done with 30 and

40 nodes. It would be interesting to work on a larger network with 100 or 200 nodes.

We have to measure the probability of getting robust logical graphs with suitable

sink positions. Determining the sink positions in a large network is computationally

more difficult because of the increased search space. Next problem is to check the

effect of increased network size on scheduling length.

In this thesis, work has been done to design robust network topologies that can

work reliably in the presence of link failure. Future work can be done to design

logical topologies that can work with node failures. To work in the presence of

node failure, the network must have, from each node, multiple node disjoint paths

to each of the sinks in the network. In random sensor network graphs, the sink

has to be positioned in such a way that the resulting logical topology ensures this

property and for grid graphs, links have to be connected accordingly.

In dynamic simulation, we have used explicit acknowledgments. We can also

use implicit acknowledgments so that the number of packets transmitted is reduced

thus reducing energy consumption. It also has the added benefit that the size of the

slot length can be decreased as nodes do not have to send and receive any acknowl-

edgment packets, thus reducing delay. Also, we have assumed that all the nodes

have a fixed energy and we have defined network lifetime as the number of slots

before the first node dies because of the exhaustion of it’s energy. We can also as-
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sume that each node have some energy recharging mechanism with which a certain

amount of energy is regained periodically. An analysis on the network lifetime can

be done with this added assumption.

In this thesis, we have only worked with converge-cast where no message ag-

gregation is node in the intermediate nodes during data transmission from the nodes

to the sinks. Future work can be done with aggregation converge-cast where each

intermediate node aggregates data received from children with its own data before

sending it to the parent. We need to design algorithms for finding minimal length

TDMA schedule for aggregation converge-cast with multiple sinks. Also dynamic

analysis have to be done using the schedule to examine the efficiency of the logical

topologies in aggregation converge-cast.
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Appendix A

Sink Location from Sensor Node
Position

A.1 Algorithms

In this scheme, all the current node positions are considered as possible sink posi-

tions. We have tried several heuristics to find two suitable sink positions so that the

resultant logical topologies are 2 link-disjoint sink-connected. If we can find two

suitable locations, we have to put the two sinks in those two positions replacing the

two nodes. The heuristics to find the locations are:

• Random: The random method is tried to compare other heuristics with a

purely random sink selection. In this method, two nodes are chosen at random

from potential DCSPT roots as sinks and, considering those as cluster heads

two clusters are created by nodes connecting to the nearest sink.

• KMeans Clustering: K-Means clustering is a classic algorithm to find sink

locations in the network. It is a method which tries to partition n nodes into k

clusters with k cluster heads, such that each node belongs to the cluster with

nearest cluster head [20]. This partitions the n nodes into Voronoi cells. In

networking, the cluster heads are selected as the sinks and the nodes report to

its nearest sink. The goal is to find cluster heads in such a way that the sum

of the distances between the nodes in a cluster and the respective cluster head

is minimized. This would result in minimizing the communication cost from

the nodes to the sinks. This problem is NP-hard [27] but many heuristics
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have been suggested to find the solution. The standard algorithm for KMeans

clustering is given by Lloyd [26].

In this thesis, we have used a small modification of this algorithm to find

the two sinks in the network. In this method there are three steps, selection,

assignment and update. In the selection step, two nodes from n nodes are

selected randomly as cluster heads. In the assignment step, the rest of the

nodes are assigned to the clusters, in such a way that a node is assigned to

the closest cluster-head. Our algorithm differs from the standard algorithm

on how the update step works. In the standard algorithm, the midpoint of the

cluster, which is called the centroid, is chosen as the new cluster-head in a

cluster. This ensures that, within the cluster, the distance between the nodes

and the cluster head is minimized. The algorithm proceeds by alternating

between the assignment and the update step until the assignments no longer

changes. As it is a heuristic algorithm, there is no guarantee that the algorithm

will converge to global optimum and the result may depend on initial cluster.

So the algorithm is repeated with multiple initial assignments to avoid getting

stuck into local minima.

In our algorithm, we cannot consider the midpoint of the cluster as the new

cluster head because we are considering the existing node positions as the

sink positions. In our algorithm, we check every node in the cluster as the

potential cluster-head and chose a node as cluster-head, such that the sum

of the distances between the node and the rest of the nodes in the cluster is

minimum. Here the algorithm is run with 10 initial assignments to avoid local

minima. After all the repeats, the pair of sink locations which resulted in the

minimum sum of distance from the nodes to their cluster-heads is returned.

The goal of the KMeans clustering is to minimize the distance between the

nodes to the sinks but it does not consider that the resulting logical topol-

ogy should be reliable or the logical topology should be 2 link-disjoint sink-

connected.

• Farthest: We want to obtain a 2 link-disjoint sink-connected graph as the
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logical topology, so we put the sinks far away from each other in this scheme.

Then, the two paths from a node to the two sinks are less likely to have com-

mon links. In this method, one node from the graph is chosen as the first sink

at random from the potential DCSPT roots and then another node is chosen

as the second sink from the leaves of the first sink’s DCSPT, which has the

highest hop-count from the first sink. These are considered as cluster heads

and two clusters are created by nodes connecting to the nearest sink.

• Edge-far: The farthest method tries to select two sinks that have highest

distance between them. But in this method, if the first sink is selected from the

middle of the network then the method may not chose two sinks with highest

distance in the network. So, in the Edge-far method, we try to maximize the

distance between the two nodes. Let us define the edge of a network. We

assume that the network is square with nodes positioned on grid points. The

edge is defined as the nodes around the perimeter of the network. In this

thesis, the network is a 25× 25 grid, so there are 25 columns and 25 rows. In

this method, one node from the edge of the graph is chosen at random from

the potential DCSPT roots as the first sink, and then another node is chosen

as the second sink from the leaves of the first sink’s DCSPT, which has the

highest hop-count from the first sink. These are the cluster heads and nodes

connect to the nearest sink.

A.2 Experimental Method

We have run experiments to compare the effectiveness of each of the heuristics.

For the experiments, we have 50 random topologies with 30 nodes in a 25 × 25

grid space. All the nodes in the topologies have a range r = 6. We have run the

DCSPT algorithm on each of the physical topologies using node degree constraint

5, sink degree constraint 5 and obtained all the possible sinks for each topology.

Then using each of the heuristics, we have selected two sinks out of all the possible

sinks. Taking the union of the two degree-constrained shortest path trees, called

routing trees, we have obtained the logical topology from each physical topology
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using the heuristics previously discussed. Then properties of the logical topology

are analyzed.

The metrics used for comparing the various schemes are average Hop-Count,

average Alternative Hop-Count and Number of Cut-points. Hop-Count is the mea-

sure of distance from each node to its closest sink. This is averaged over all nodes.

The Alternative Hop-Count is the measure of distance to the farthest sink and it is

also averaged over all nodes. These are the measures of path quality. A cut-point is

a node whose deletion increases the number of connected components in a graph.

The number of cut-points are measures of degree of reliability. In these experiments

we consider the sink pair to be eligible for building a logical topology if the union

of the two trees is 2 link-disjoint sink-connected. Both eligible and ineligible re-

sults are shown in the performance graphs. All the results shown are the average

of 100 trials, each run on a separate topology and 95% confidence intervals are also

calculated.

A.3 Experimental Results

In Table A.1, the proportion of eligible logical topologies is shown. From the ex-

periments it can be seen that both Farthest and Edge-far have significantly better

chance to find robust topologies. This happens because, in these methods, we are

choosing the two sinks which are far apart. From Figure A.2, it can be seen that,

the number of cut-points are also much less for these heuristics compared to the

other heuristics. So this heuristic provides us with more reliable topologies. The

only drawback of these schemes is, they tend to increase the Hop-Count as seen in

Figure A.1. This happens because, in KMeans, the goal is to minimize the distances

from the sinks to the nodes but in the other schemes the goal is to separate the sinks

which increases the distances from the nodes to the sinks.

Random KMeans Farthest Edge-far
7 11 43 49

Table A.1: Comparison between different sink location schemes - eligible topolo-
gies (out of 100)
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Figure A.1: Comparison between different sink location schemes- path quality.
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Choosing the second sink from the highest hop-count distance has better prob-

ability of obtaining an eligible sink pair than the KMeans or Random schemes;

while KMeans results in lower average Hop-Count. This is because KMeans tries

to decrease distance between the nodes and the sinks but it also makes one sink

dependent on the other. The less dependent a sink is on the other sink to reach other

nodes, the better probability we have to obtain an eligible sink pair. Analyzing

the unsuccessful cases reveals that the sinks are very close, sometimes neighbors.

There are many common links in the two DCSPTs and therefore two sinks are very

much dependent on each other.

When we use the Farthest or Edge-far method for selecting the two sinks, we

ensure that the second sink is a leaf of the DCSPT of first sink. The other methods

do not hold this property and the probability of obtaining an eligible pair is higher

for the Farthest and Edge-far method. From this we can assume that if one sink

is not a leaf of the DCSPT rooted at the other sink, the probability of obtaining

an eligible pair decreases. Here we will show that if r2 is not a leaf of r1 then

the probability of getting a 2 link-disjoint sink-connected graph from the union of

the two trees decreases. Suppose r2 is not a leaf in r1′s DCSPT. It has the child

v in r1′s DCSPT. By construction, the DCSPT of sink r1, holds the shortest path

from r1 to v. So the shortest path goes through r2. And as v is a child of r2, the

shortest path from r2 to v is the one hop link (r2, v). So the two shortest paths have

a common link (r2, v). If we delete the link (r2, v) then v is disconnected from

both the sinks and the logical topology will not be a 2 link-disjoint sink-connected

graph. Let the length of path from r1 to v through r2 be d. The only way to make

sure that two shortest paths do not have a common link is to have a path from r1

to v with length d that does not include r2. But in r1′s DCSPT, there is only one

path from r1 to v. So if the second path from r1 to v, avoiding r2 exist then the

link (r2, v) does not exist. So v is not a child of r2 in r1′s DCSPT. So r2 is a leaf.

Similarly, r1 is a leaf is r2′s DCSPT. So in an eligible logical topology, one sink is

in the leaf of another sink’s DCSPT.
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A.3.1 Comparsion with Edge-position and Edge-far scheme

We have done an experiment to compare Edge-far scheme which is the best heuris-

tics so far and Edge-position scheme which is designed in Chapter 3. By limiting

the sink degree to 5, it is found that the Edge-position scheme has better probabil-

ity to find an eligible sink pair location than the Edge-far method. This happens

because, by separating the sinks from the nodes we eliminate the dependency of

one sink on another so the probability of finding link-disjoint paths increases. The

comparison between these two schemes is given in Table A.2.

Node Degree Edge-position Edge-far
4 36 13
5 45 25

Table A.2: Comparison between Edge-far and Edge-position by possibility of get-
ting eligible pair (out of 50), sink degree constraint = 5
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Appendix B

Algorithms for Building and
Coloring Conflict Graphs

The algorithms for building and coloring conflict graphs are described here. The

notations followed in the algorithms are listed in Table B.1

Symbol Meaning
V Nodes in the physical topology
E Links between two nodes in physical topology
E ′ Links between two nodes in the routing tree
E ′

i Links between two nodes in the ith routing tree
V ′ Nodes of conflict graph, represents the links E ′

E ′′ Edges of conflict graph, represents the conflicts
v1 First parent of node u
v2 Second parent of node u

Table B.1: Notations Used in the Algorithms
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Input: E ′, E
Output: Conflict Graph GC = (V ′, E ′′)

begin
V ′ ← ∅;
E ′′ ← ∅;
for each e = (u, v) ∈ E ′ do

ve ← (u, v);
for each v′e = (u′, v′) ∈ V ′ do

if (u = v′ ∨ v = u′ ∨ u = u′ ∨ v = v′ ∨ (u′, v) ∈ E ∨ (u, v′) ∈ E)
then

E ′′ ← E ′′ ∪ (ve, v
′
e);

V ′ ← V ′ ∪ ve;
end

Algorithm 1: Building the conflict graph from one tree

Input: E ′
1, E

′
2, N

Output: Conflict Graph GC = (V ′, E ′′)

begin
V ′ ← ∅;
E ′′ ← ∅;
for each e = (u, v) ∈ (E ′

1 ∪ E ′
2) do

ve ← (u, v);
for each v′e = (u′, v′) ∈ V ′ do

if (v = u′ ∨ u = v′ ∨ u = u′ ∨ v = v′ ∨ (u′, v) ∈ E ∨ (u, v′) ∈ E)
then

E ′′ ← E ′′ ∪ (ve, v
′
e);

V ′ ← V ′ ∪ ve;
end

Algorithm 2: Building the conflict graph from two pruned trees

Input: E ′
1, E

′
2, N

Output: Conflict Graph GC = (V ′, E ′′)

begin
V ′ ← ∅;
E ′′ ← ∅;
for each ( e1 = (u, v1) ∈ E ′

1) ∧ (e2 = (u, v2) ∈ E ′
2) do

ve ← (u, v1, v2);
for each v′e = (u′, v1′, v2′) ∈ V ′ do

if ((v1 = u′ ∨ v2 = u′) ∨ (u = v1′ ∨ u = v2′) ∨ ((u′, v1) ∈
E ∨ (u′, v2) ∈ E) ∨ ((u, v1′) ∈ E ∨ (u, v2′) ∈ E) then

E ′′ ← E ′′ ∪ (ve, v
′
e);

V ′ ← V ′ ∪ ve;
end

Algorithm 3: Building the conflict graph from two trees, where for each sender
there are two receivers
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Input: Conflict Graph GC = (V ′, E ′′)
Output: A color assigned to each node

begin
Order the nodes in descending order of their degree (n1, n2.....nM), M
number of nodes;
for l← 1 to M do

i← 1;
while ∃j assigned to color i such that (j, nl) ∈ E ′′ do

i← i+ 1;
assign color i to nl;

end
Algorithm 4: Coloring algorithm for conflict graph [15]
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