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Abstract

High wvoltage power transmission lines are importan%
elements {n an electric power system. Unavoidable accidents
often occur resulting in faults on these tran9m1ss1on llnes
During the past few years, a considerable amount of studres.

and many rescarch projects have been undertaken to develop a

-digital transmission line fault location algorlthm.

A method involving‘\curvev fitting. technigues- for
locating transmission 1line faults - ha; been studied and
tested in this project. The method is based on the least
error squares approach which utilizes information of the
first few cycles of post-fault data. The effects on the
accuracy of the proposed fault iodation, dUe'to the presence
of line shunt' reactance and fault resistance, have been
investigated.. Aiﬁo, different - order digital filters are
employed in the testing to study/the delay aséociated with

each filter.

A digital computer program has been successfully
developed and tested on locating faults of digitally
simulated ‘transmission lines. A fault detection routine is
incorporated into the program . to initialize the fault

locating routine.
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CHAPTER 1

Introduction

A modern electric power system is a complex
interconnection of generators, transformers, transmission

lines, static and rotating loads, protective relays, circuit

breakers and various control elements. Power can be

transmitted either by direct current, single-bha§e or
poly-phase alternating cufrent. In practice, three-phase
sinusoidal alternating current has beeh adopted as the
method of transmission due to its efficiency in generating

power and in its transfer capacities.

Electrical-energy is a fundaﬁehtal essence to thé human
society. A continuous supply of eﬁectricity, irréspective
of environmental conditions, is  important to our daily
lives. . During the occurrence of faulfs, po&er utilities
must be able to isolate the faulty section from the rest of
the system to ensure 'the continuity of electric power
supply; At the same time, a lérge current could result and
flow through the network, which would cause severe damage to
the system components. Démage to equipment and disruption
of power could be minimised by the rapid disconnection of
the faulty section by means of circuit  breakers and
protective relays. The type of relay or relays uséd in the

protective scheme is mainly determined by the nature of the

protected equipment.
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Transmission lines form a major pér¥ of a power System.
They - are ‘exposed to differént-enQirqnme\tal conditions and
are spread over a large ge;graphicai aregy As a result,
lings iexperience ﬁgre faults than other QXstem components,
and so a line protection scheme is essentialvto any electric
power network., The types ©of 1line fauhts are mainiy
classified as short circuif and open circuit. Short circuit
is mainly'dué to insulation failure, human error, lightning,
wind damage and many others[1]. Open circuit may occur for
a vafiety of reasons, including broken conductors and
.maloperation of circuit breakers. The detection, 1location

and removal of line faults in the shortest time possible is

of the utmost importance in the design of line protection.

The fast and accurate fault location of short-circuited
transmission lines is always a prime concern of every power
utility from economical and safety considerations. A good

protection scheme will enhance the availability of a power

system.

A conp. tive survéy of wvarious fault locating
methods ..as ‘N given by Strihgfield, Marihart and
Stevens[2]. I~ 2 reference. the” authors, have broadly
classified the “s & travelling-visual-inspection type
and meas.rement:.-. . ~i. -~A-ref rence-point type. The

latter type 1is fe sinerior to t..2 former as less time and
labor are required to .~--ce a “ault. Also, environmental

conditions may affect the spe 4 in lééatihg the fault for



the former type. However, an example of the latter such as
pulse-reflection type, needs a large amount ' of expensive
hardware or well qualified operators to intérpret fault

oscillographic .records.

Recent developments in'digital teéhnology have resultéd
in a decrease in cost and an increase in processing speed.
It facilitates the introduction of on-line p;otection of
electric power systems on a substation level. The wuse of
'micro/minicomputers in fault location offers greater
flexibility and accuracy. ~In the past few years, new
short-circuit fault locatién algorithms based on modern
techniques, have ’been developed. These methods employ
measured electrical quéneities at one or more points on the
transmission line. Some of the methods make use. of
distfibuted—pafameter line models,.and the fault distance is
aetermined by analysing the ‘current and voltage travelling

../”?waves[3][4]. The accuracy of such an approach is affected
| by the system parameters and network configurations.. The
lumped-parameter model algorithm 1is often uséd in cases
where fhe complex impedance between the faulty point and the
‘measuring site ié'-calculatéd. The location can thus be
obtained by assuming;that the line impedance is propo;tional
to line length. This idea 1is popular in the field of
digital distance relaying. However, the drawback of the
lumped-parameter-approach is that fault resistance and shunt
capacitance of long transmission lines introduce error. in

q
the fault distance measurement. Dynamic parameter
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estimation[5] has also been employed in algorithﬁs for
locating faults on power trangmission liggfl Using this
algorithm, a set of non-linear equation is formed and solved
through an iterative approach. In this approach, the

configuration of the sequence reference model is determined

by the type of ‘fault présent;

The block diagram shown in Figure 1.1 outiines the
major components associated with an on-line fault locator.
The current and potential transformers .provide low level
signals- to the low-pass analog fil%-er. These signals
correspond to the transmission line currents and voltages.
?hg low-pass filter prevents high harmonics and noise
present in the signals from affecting the fault location
algorithm. Alternatively, the analog léw-pass filter can be
replaced by‘a digital one which v incorporated 1into the
fault - location algo;ithm. This decreases the amount of
hardware required by the fault locétor. The analog ‘t§
digital converter produces | the corresponding digital
information. Fault detection and identification routines.
can be incorporated into the fault distance measurémentv
routine to incréase the capability of the fault locator.
The output of the lqcator provides information for the

protective relgying system and for off-line fault analysis.

The object of this thesis is to implement and test an
existing fault location algorithm based on current and

voltage measurements at the sending end of a power
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transmission line. No special line coupling 1is required
- between the two ends of the line. The method employs least

error squares curve fitting technique proposed by Sachdev

and Baribeau[6]. The fault distance is determined by’

assuming that the line reactance 1is proportional to line

length between the measuring and the fault points[7][8].

During the laét few years, éxtensive research has béen
undertaken in the development of fault location algorithms
using measurements of electrical guantities . at ‘some
observation points. Chapter 2 discusées some of the

algorithms proposed in the past.
' )

Chapter 3 presents the algorithm suggested in Reference .

6. The algorithm determines the ‘fundamental current \and
voltage phasors of the post—fauit transient waveforms. The
waveforms include fundamental, third harmonic and decaying
dc components. A complex impedance is calculated from the
extracted fundamental phasors and fault distance is obﬁained

based on the reactive component of the calculated impedance.

A

Digital simulations of‘transmiésion lines for testing
the proposed algorithm are presented in Chapter 4. The
models provide both pre-fault and post-fault information‘ to
the féult location algorithm in an off-line mode. The

development of digital filters for suppressing unwanted high

//

harmonics is also briefly discussed in this chapt//. The

o

J——
cu*off frequenc1es for the letezs/afé'malnly determlned by

the equatlon of condltlon derived in Chapter 3.

o

\



{o

7 .

'Chapter 5 describes the implementation-of the proposed
algorithm wusing a PDP-11 microdomputef present in the Power
Research Laboratéry of fhe University of Alberta. The fault
location algorithm is tested using transmission line models

1

and digital filters which are presented in_Chapter 4;;

/

The performance ofb the proposed fault location
algorithm is presehted in Chapter 6. The time dela} and
accuraéy of the algorithm are investigated using differennt
order‘filters. The errors contributed by the preseﬁce of
fault resistance and line shunt cépacitahce_are discussed.
Certain conclusions pertainini' to the validity of the .
proposed fault location algorithm are put forward in the

final chapter.



CHAPTER 11

A review of previously developed fault location algorithms

2.1 Introductibn

New digital fault location algorithms for ' power
transmission lines have been developed in tﬁe past. -Most of
the algorithms. are based on measured elq;trhcal guantities
at some ¢bseqvétion point on the line 9Uri g the fir;t‘few
cycles of the fault occurrence. | This approaéh, cén be
subdivided into the following/?our%majo% categories:

(i) Algorithms based on Qave or telegraph eguations.

(i{) Newton-Raphson based algorithms.

(iii) Reference model based algorithm.

(iV) .AlgorithmF employing the calculation qf complex

-impedance. -

This,‘chapfer revie;s some cf thg'previouély published
fault distance measurement methods, which belong to one ldf
the above four‘categories, The last categorf'is‘Often used
in transmission line distance protection si%té' the fault
impedance loci can be determipéd"based on electrical

l ,
measurements at the relay location.

El

2.2 Algorithms based on wave or telegraph eéuations

The use of travelling wave phenomena for fault location

has been presented in some previouslv published literatgré.

With this approach, the fault location is deduced from the.

8



post-fault current and voltage travelling waves. The waves

are modelled either by the wave or the télegfaph equations.

Kohlas[3] presented an accurate fault location .

algorithm for power transmission liﬁes. In his approach,
high frequency transienfs, due to the ,occurrencé of short
circuit  fault, . are iﬁcorporated. into the distributed
parameter mathematical model, The meaﬁyfed, data from one

~end of the line enables the instantaneous profile of the

line voltage to be obtained using the wave or telegraph

equation. The fault - location is determined from where
either the voltage profile vanishes or its magnitude. reaches

a minimum, A major drawback of this approach.is that the

effect of a non-zero fault resistance is neglected. In.

addi.ion, the complexity and accuracy of the solution to the
travelling wave equation largely 'depends on the overall

system configuration.

Another algorithm based on using wave equations, for

o

the fault was located by determining the time delay between
two quantities at the measurement site, These two heasured
quantities are associated with the travelling waves. The

presence of the fault resistance has been taken into account

in the development of the algorithm. However, a lossless

transmission line has been assumed and computational effort

is rather large in analysing the wave phenomenon,

line models, was suggested by-Vitins[4]. 'In this method,

4
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2.3 Newton-Raphson based algorithm

»

>

A faul: location problem can be formulated into a set
of nonlinear equations which is solved using" the

Newton-Raphson technique. The Newton-Raphson method is a

- well known iterative method for solving nonlinear systems of

egquations and it has been successfully applied to many power

system problems[9].
~ | .

Westlin and Bubenko[10] proposed an iterative approach
to fault location for power transmission lines based on
sampled voltage and current at the sending end. A set of
nonlinear equations 1is formulated by using a suitable
Thevenin equivalent model for the”reéeiving end of the line,
Each ffpe of féu}t results in a different set of eQuations.
The fault distance; receiving end current and fault
resistance can be determined from the solution of equations
using “the Newton-Raphson method. A low-pass filter is
required to eliminate any high frequency component present.
in the posﬁ-fault transient waveforms. The algorithm is
readily applied to situations where the féult resistance
cannot be neglected. The disadvantage of this approachhis
that the Thévenin equivalent circuit at the receiving end of
the line must be known prior to the calculation of the fault
distance. Also, the iterative process is time consuming and

hence extensive computational time is needed to locate. the

fault accurately.
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A new type of fault location algorithm using the
Fourier transfofmation method was developed by Takagi,
Yamakoshi, Baba, Uemﬁra and Sakaguchi[11]. In this
approach, nonlinear élgebraic eqﬁations, which contain the
unknoyn variable -cbrresponding to the fault'distance,‘are ,
formulated by applying the law of superposition to tghe'“
faulted transmission line. Fourier analysis is usedﬂto
extract the fundamental frequency compohents from the
measurements available at the sending end of the line. The
extracted compdnents afe requ{red by the Newton-Raphson
iterative prog}am in solving the set of nonlinear eqguations.
" No communication channeis are required between the two ends
of the 1line, and the algorithm is.ablé to locate the fault
accurately without being affected( by" non-zero fault
.resistance. The disadvantage of\ fﬁis method is'that an
unrealistic lossless line is assumed. 1In addition, the type
of source impedance at the sending and receiviné end must be
carefully stﬁdied'to ensure the algoriéhm is applic “le.

2.4 Reference model based algorithm

’

Recently, the fault location problem was treated as a
dynamic éystem parameter estimation problem by Richards_and
Tan[5][12]. In their approach, a lumped-parameter
mathematical model was introduced to compare.its response
with that of the real physical system during the' occurrence
of a fault. The fault location, faulf resistance and

transformer saturation parameters were computed by wvarying
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the model's pagameters until an adequate match is obtained
between the real 'system and the model response. | The
presence of a faulf resistance does not affect the'accﬁracy
of the algorithm. Due to the asymmetrical nature of a
fault, a symmetrical compénent transformation[9] was used to
formulatevthe reference mathematical model. Different types
of fau}tvresﬁlt in different configurations of the reference
model, which increases the complexity of the analysis.
Also, -the sequence reference model can be very complicated
in the presence of simultaneous faults. In addition, a time
consuming iterative approach is émployed in_estimating the
parameters and hence the proposed algorithm is noé suitable

for on-line applications.,

2.5 Algorithms employing the calculation of complex
impedance . )
\ N .

A digital distance reléy used for line protection
directly calculates complex impedance ‘between -some
observation péint to the faulted point, This concept of
‘impedance - calculation is easily applied to the fault
location problem since the computed impedance provides thg

fault distance information.

Mann and Morrison[13] proposed an algorithm such that
the peak magnitude of a sinusoid can be determined from its
value and its rate of change at any arbitréry sampling

instant. The impedance as seen from the measurement site is

1
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equal to the ratio of the voltagé and current sinusoidals at
~the measuring 1location. The values of the derivatives at
any instant are approximated by the difference equations.
The effects of the presence of a fault resistance and the
decaying dc¢ components alter the accuracy of the calculated
impedance. Also, a .very small sampling time is required to

have an accurate approximation for the difference equations.

A slightly‘ different épproach was suggested by
Cilcrest, Rockefeller and Urdén[14]. . In this approach, the
authors used the first and second derivates to.calculate the
peak mégnitude 6f the Sinusoidal waveform§ insteéd of wusing
the 1instantaneous values and the first derivatives as shown .
"in Reference 13. Three sets of sampled current and voitage
values are reqguired by the algorithm to determine th complex
impedance of the faulted line. The benefit of this approach
is that the decaying dc components present in the samples do
not affect the accuracy of the algorithm. However, the high
freQuency components introduce errors into the final result

and thus the fault location is subject to inaccuracies.

The truncated Fourier Series approach was also used by
- Phadka, Hlibka and Ibrahim[15] 'in digital relaying problems.
The algorithé requires samples of current and voltage
signals over one-half cyclé of the fundamental frequency.
The samples are then correlated with reference ;ine and
cosine functions to extract the fundamental cdmponents in

rectangular form. From these extracted voltage and current
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components, the phasor impedance can be determined and hence

the fault can be located. The response for this algorithm

is fast due to its short data window, nevertheless its

accuracy is not as good as could be since it is highly

susceptible,to high frequency‘ components and decaying dc

offsets.

The behaviour of“°a lumped-parameter transmission line"
model in which the shunt capacitance is neglected can be
described by the following differential equation at any

<

instant of time. . -
v =w-i o+ 1(di/dt) (2.1)

The above equation is valid for both pre-fault and

post-fault conditions depending = on - the choice .and

Eombination of sémpled voltages and currents (v and i). The

numerical solution of equation (2.1) corresponds to the
series resistance (r) and series inductance (1) of the given
line. Breingan, Gallen and\Chen[16] proposed an algorithm in

which equation (2.1) is solved at three instances of time.to

calculate the two unknowns r and 1. The aavantage. of this

approach ~is that the decaying dc component is implicitly
téken into account by the series R-L model of ~ the
transmission line. The wvalidity of this method ig only'
ju;tified for short transmission lines zn which the shunt

capacitance can be neglected.
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2.6 Conclusion

Previously published literature related to fault
location problems has been briefly discussed in this
chapter. The algorithm based on compiex impedance
calculation is readily adapted to the field of digital line
protection. This approach is straightforward and requires
the least amouht of computational effort as compared to
other algorithms. It is suitable for practical situations
whegé the fast location of faults are desired. The major
drawback of this approach is that its accuracy suffers frqp
the presence of either fault resistance, decaying dc

components, shunt capacitance or any combination of these

factors.



CHAPTER 111

Fault Location Algorithm

3.1 Introduction

Algorithhs using different approaches in solving fault
location problems have been briefly presented in the last
chapter.. The suitability énd limitation of each algorithm
have Aalso ~been . concisely discussed. The choice of a
suitable algorithm that compromises between accuracy and

speed is a difficult task.

In this. chapter, a short-circuit fault location
algorithm is presented. The method is based on the least
error squares curves fitting technique proposed in Reference
6. This curve fitting technique, together with its
relationship to the pseudoinverse of a matrix, . is also

discussed.

3.2 Least error squares curve fitting technique and the

pseudoinverse of a matrix

Assuming a series -of vaiues "a" together with theif
corresponding values "r" are given, it is often required. to
find a functional relationshib between the two variables r
and a. Therefore, a set of unknown parameters, which
deséribes the relationship between r and a, has to be
calculated. The relationship can be of any function of a,

including a straight 1line, a parabola or a circle. An

16
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equation of condition, which describes the known nature of
J\ N

the relation or the curve to which the data has to be

fitted, is formulated. Usually, the eguation of condltlon is

written in the form shown in eguation (3.1)[6]:

L, = ajy;;Xx, +azixZ+ oo +an-”x,._‘ + an,iXx, (3.1)
where, i =1, 2, ..., n
81i, «-+, @ni, I; are the known vari?bles

X1, «.., Xq are the unknown parameters

‘quuation (3.1) consists of n. unknowns x, to x,. In
general, at least n values of r together with the
corresponding values of a are required to solve for the
unknown parameters. If n values of r are given, n equations

of the type (3.1) are obtained andg they are sﬁown as below:

r, = 841X, t a12X; Toeee F A@ya-1Xgoy + a8,4X0
Lz = azix, + 822X * oeee t Azn-1Xpoy + 820Xn0
. . (3.2)
£
Fn-v = @n-9Xy ¥ @no12X2 + o0 + 8ro9pn-1Xn-1 * @pn-1aX,
rn = a,,'1x1 + anzxz ... ann—lxn-! . + dnnXnp
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The above n equations can be written in matfix form, thus:

r, dyq g adq2 e e n

r; az, az2 .o

. = . (3.3)
QP Qn-11 @n-12 e
rn anl anz * o o
. - L
or R = AX (3.4)

where, R is a n_ x 1 column vector
/ . '
A 1s a n x n square matrix

X is a n x 1 column vecto

. o, . S . ’ .
If matrix A is non-singular, its inverse A-' exists and

the following equation is obtained:

(A)-'R = (K)-'Ax
= X = (A) 'R (3.5)

!
From equation (3.5), the unknown vector X is solved. Hence,

the unknown parameters of the equation of ‘condition, which
describes the relationship between variables r and a are

completely determined.

In practice, the number of known variables r is usually -
greater ‘than the number of unknowns X. Under such
circumstances, the number of equations in (3.2) is larger

than n° and the system of egquations is said to be
. e _
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‘overdetermined[17]. Eguation (3.3) is modified as:

\ N “ .

['r, ] f'a,, Qg2 eee Q. @1 ~[-Xl
r. a:z;, d22 . e.. B2n-1 aznq X2
K]
Im-1 Am-11 am-'lz LRI am-ln—! 8Gm-1n Xn-
_rm J _am1 amz LA I amn-1 Qmn J Xn J
or R = AX (3.6)

where, m > n
R is a m x 1 column vector
A is a rectangular matrix of order m x n

X is a n x 1 column vector

Equation (3.6) corresponds to an ‘inconsistent system of
linear algebraic equations. The inverse of A is not defined
since A is not a squére matrix. Normally, there is no exact
solution for the vector X such that AX = R[17]. fhe least
error squares technique has to -be employed in éolving the

given curve fitting problem.

The following error-square expression is obtained for

the i equation. of matrix equation (3.6):

e = (ry - ai1xy - 8,2Xz ~ ... - @in-1Xp-1 = @;aX,)2% (3.7)

&

where, i = 1, 2, ..., m.



-’;»

u 20
The sum of all the error squares becomes, ‘
m i Tty ‘
'Ee.2 = e +t eyt + ..t en 1+ en?
, .
Hence it follows that, -
"; . - .
E$12‘= (ry - Q11Xy T @42X2 T .. T Ayp-1Xpog - a1nXp)?
+ (r; -~ a% x, - az2X; -~ cee - ézn-dxn-1 ~ @zpX,)?
+no-.o
+ (rm-y - am—11x1 - am—l;x?.T “wee T Bm-tn-1Xp-1 =
Qm-1nXp)?
+.(r; T @miXy T @mzXz T et T @mn-1Xn-1 = 8mnXg)?
(3.8)

where e, ? is the error- square associated with the it
\ .

equation of (3.6). . Differentiating equation (3.8) with

respect to’k}‘yields the following eqﬁation,

m _
oZe* ' —
i -
I 2(f1 T @811Xy T @12X2 T ... T 81p-1Xp-4 — a1nxn)(‘a1])
aX1 : :
+ 2(r; - @z,1%xy - 822Xz T ... T @z2n-1Xp-y " @z2nXp){-2az,)
+ ® & o o o
+ 2(rp-y - am_,,xl)\.am_,zxz - — Qm-1n-1Xn_1. -
am-1nxn)(fam-11)/’ ¢
+ 2(rm T 8mi1Xq T @np2Xz T ... -~ Amn-1Xpn- 1. ~ amnxn)(—aml)
. _ - (3.9)

Equating equation (3.9) to zero yields,
-
B.Z;e | 2
i=9 : = 0
dx 1
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or, 2(f1 T d19Xy T @12¥2 T ... — Ai1n-1Xp-y ~— a1nxn)(—a11)
+ 2(['2 T d21Xy T Q232X2 T ... — d2n-1Xp-y — a;nxn)(_az1)
i
+ 2(rm41 T @m-11Xy. T~ am-izxz T eee T @m-1n-1Xp-

am-lnxn)(_am- 11)

+ 2(rm ~'@miX1 = @m2Xz ~ vu. = @mn-1Xpoq = amaXs)(-am;)
= 0
(3.10)

)

Rearranging eguation (3.10{ gives the following normal

»

equation[6], ' :
E n 2 LY ) >
mria” = l;1851 Xy + l?;,a-ma.zx;;\"* PP
- m
ctLaiv8inoaXaor * 318X (3.11)

~

- A ’ ‘
If equation (3.8) is differentiated with respect to ~x, and

~

the resulting equation equated to zero and the various terms

rearranged, a second normal equationl}s formulated:

“
Sria e § s,
inria;z = ,'Eaiza”x, + I"aiz X2 ¥ s.eee
+ éarzain-1xn-1 + %aiéaxnxn (3 12)
& n

The above procedures are repeated for xj to x, and-thus

n normal equations are derived. The n' normal eguation is

shown in equation (3.13), o

] ’ m o, . N
Zrja;, = La;na; X, + ZaindiaX2 + ...
ixr i is1 -
+ ;Pinaln—1xn-ln+ iainzxn ' : (3']3)
.l l'{ . .
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The least error sguares approach yields n normal .

equati

(3.11)

ons from the original m equations. From eguations

, (3.12) and (3.13), the n normal equations can be

expressed in matrix form as:

(Zr,ai1

Zria.z

Ir,a;n,

or—

where

Ir.a,,

\,

I . -
Zai,’r Za;ja;; . o Zailajn—i Zaijain (x1 '

La;za, Za;,* eev Z8i28in-1 Za;za;a X2

-i ' Zain-18i1 Zain-18i2 «.. Zain-1? | Zain-18in Xn-;
I [Fainain  Zainai: cee Zain@in-1 Zaja? J Koo
R = AX ) . (3.14)

R is a n x 1 column vector
A is a n x n square matrix
X is a n x 1 column vector

all the summations are from i = 1 to m . l

The * least '-error squares process can be summarized in
[ . '

the following‘s;epﬁ:‘

,(YTWObtain fhé errér squaréé expreé§ioh for eacﬁ r.
‘(ii)/Sumfall the error square terms.
(iii)“Differentiate the sum of error squares with
respect to each ﬁn“nown X. ‘ o K v%
(iv) Equate each result from step (iii) to zero and
rearrange thé‘reSUIting equation.

(v) Obtain the final matrix equation R = AX.

<
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The definition of matrices A and R, and the product of

the transpdse of A and R gives the following reSult,

- Ar
aj, az, cee Am-1 am1 L
daij2 822 eee 8m-12 Am2 r2
-
A R = . L] . L] L]

Qin-3 Q2n-1 oo 8m-1n-1 Amn -1 rm—l

21n dzn LI am-ilgn Qmn J Im

‘This can be written in compact form,

Fzrqa|1 . «
! Zr,a.z ‘
ATR =| .
Zri@in-1
. N
_zrl.ain J
or, " AR =R _ , T (3.15)

where the summations are taken from i = 1 to m.
- R ) - ., ‘ A
Substituting equation (3.15) into (3.14) yields,
L - ‘ : c‘/’}'

AR = AX ' s (3.16)

J {nam)(ms1) (nan)(Rx1)

Sﬁbstitdting eqhétion (3.6) into (3.16) gives,

AX = AX

T

- A
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or, C A'A =& ' (3.17)

The 'least error sguares curve fitting problem is now readily
solved ‘by‘ substituting equatibns (3.15) and (3.17) into

‘equation (3.14). The result is,
A"R = ATAX o (3.18)

The unknown vector X in e§uation (3.18) 1is solved by

b

premultiplying both sides Jf 'equation (3.18) with the’
inverse of A'aA, provided that the inverse exists. T final

equation is .given by,

(A7A)-'A"R = (ATA) 'ATAX

(A"A)-'A"R _ (3.19) -

or, _ X

(ATA)"'A" is the left pseudoinverse of matrix A[6]. Matrix A

must;: have a rank equal. to n to ensure that AA is

5?n0n-singu1§r; ATA is invertible[18].

’

}iln“_summary; the least g:gor- squares curve fitting
15010tion i's obtained by first f;nding the pseudoinverse of
.fhe rectangular matrix A, then the matrix R is premultiplied
by the pseudoinverse Eo.determine the unknown vectoé X. As a
result, the least €rror squares problem isyresol&ed into a

matrix algebraic problem involving the calculation of the

pseudoinverse.
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3.3 Developme of the equation of condition for the fault

location algorithm

The least error squares curve fitting technique‘and its
relationship with the pseudoinverse of a matrix have been
presented in Section 3.2. This technique was suggested in
Reference 6 as a tool for digital relaying of transmission
lines. The same approach can also be' applied ' to bfault
location problems. In order to apply the curve fitting
approach, equations of condition for both the Moest-fault

voltage.and current waveforms have to be formulated.

In the presence of a short-circuit fault, current and
voltage waveforms at the sending end of a transmission line

<

are represented by equations (3,20) and (3.21) respectively:

i =K'e '/% + EG/sin(kwt + a) - (3.20)

v = K'e ' + IG/sin(kwt + a!) (3;21)

Qhere, i is the instantaneous current at tiﬁglt
v is the insﬁantaneous voltage at time t
7 is the time constant of the given system
K' and K" are the magnitudes of the dc offset of the
currentyaﬁd voltage signals respectively
G, and G; are the magnitudes of the k‘“; harmonic of
¥ the current and voltage signals respectively
@ and a) are the phase angles of the k' harmonic of
the current and voltage signals respectively |

w is the fundamental frequency of the given system



26

It is assumed that all the fifth and higher harmonics
present in the waveforms have been eliminated by either a
| low-pass analog or digital filter. Also, the post-fault
-current and voltage signals usually do not consist lbf even
harmonic components.. As a result, equation (3.20) is
"simplified and the resulting equation is 'shown as (3.22) by

expanding the exponential term (e-'/T) as a power series.

=K1 = t/r+ t2/7220 - £2/7°31 + ., )

+ Gisin(wt + ai) + Gésin(Bwf:+ al) \ (3.22)

where ! denotes factorial

*

The two sinusoidal terms present in equation (3.22) can be

>

expanded, thus yielding/Ehe following equations:

~ Gisin(wt + al) = Gisin(wt)cos(al)
+ Gicos(wt)sin(al) (3.23)
and Gisin(3wt + ai) = Gisin(3wt)cos(a}’)
/\\J + Gicos(3wt)sin(ai) (3.24)

Substituting equations (3.23) and (3.24) into equétion

(3.22) and approximating the power series of equation (3.22)

by only the first three terms, equation (3.22) is modified

into:

i=K'-K't/tr + K't?/2r?
+ G{sih(wt)coé(a%) + Gicos(wt)sin(a})

+ Gisin(3wt)cos(a}) + Gicos(3wt)sin(a})  (3.25)

-~
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The above equation can be transferred into an equation of
condition as shown ifi Reference 6 by using the substitutions
given in  equation (3.27). The resultant equation of

condition for the current waveform is shown below:

1= ai(t)xi + aj(t)xy + al(t)x) + aj(t)x)

+ ag(t)xd + al(t)xd + ai(t)x! (3.26)

and x} = Ki ' aj(t) = 1

x} = Gicos(a}) Cali(t) = sin(wt)

X3 = Gisin(ai) o aj(t) = cos{wt)

xi = Gicos(ai) ~  al(t) = sin(3wt) (3.27)

xi = Glsin(a)) ai(t) = cos(3wt)

X¢ = “Ki/7 aé‘(t) =t

x; = K' /27?2 .. aj(t) = t?

The values of x's are unknown and a's are known since w and

“

t are predetermined.

Proceeding in the same manner, an equation of condition

for the voltage waveform is obtained and is written as:

v = aj(t)xy + aj(t)x; + aj(t)xy + al(t)xy

+at(t)xy + altt)xy + a¥(t)x? (3.28)
where, xy = K" : ay(t) =1
x3 = Gicos(ay) aj(t) = sin(wt)
xy = GY{sin(a?}) _ al(t) = cos(wt)
xY = GYcos(a}) “ a¥(t) = sin(3wt) (3.29)

xy = Gysin(ad) a¥(t) = cos(3wt)
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x{ = -K'/7r ' ag(t)

= =t
Xy = KY/2r? ay(t) = t*
From equations (3.27) and (3.29)
aj(t) = af(t) (3.30)

where j =1, 2, ...., 7

For simplicity's sake,'the supérscripts associated with all

the a's are left out in the subsequent analysis.

The anaiog current and voltage signals are converted
into digital form as the input to the fault location
algorithm, Each sample of data results i;\\an equation of
condition either in the form of equation (3.26)'or (3.28).
The number of unknowns, x, of each equ;tion is seven, which
implies that at least seven samples are required to compute
the unkpowns. In general, a larger number of samples canxaye

used but each additional sample increases the window size

and more time is required before the fault can be located.

At the d* sampling instant, equations (3.26) and

(3.28) are rewritten as the following two equatiohs;

1 = @ag1X1 * @ag2Xs +* agsx) + agax)
+ AgsXs t+ ageXi + a47X4 (3.31)
and SV = @g1XY +f @g2X3 * agaXy +* aguxy
+ @4gsXs t 846X t* BgrX5 (3.32):

where the subscript d denotes the d* sampling instant.
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If m samples of current and voltage are acquired, m
equations of (3.31) and (3.32) result and these are written

in matrix form as:
AX' = 1 ' (3.33)
and _ AX' =V - (3.34)

where, A is a m x 7 matrix
X' and X' are 7 x 1 column vectors
: 7

‘I and V are m x 1 column vectors.

I. and V are known column vectors.since they are qonsist of
input'current aﬁd voltaée samples. X' and X" are the unknown
vectors which are solved from equations (3.33) and (3.34). A
is specified since the fundamental -frequency and sampling

rate are predetermined.

Usually, the number of samples, m, is greater than
seven. Under such circumstances, the matrix A becomes
rectangulér in nature. Equations (3.33) ‘and (3.34) are
solved by applying the concept of least error squares curve
fitting which was briefly discussed in Section. 3.2. The
unknown values of x are ‘obtained by premultiplying the

equations with the pseudoinverse of A.

In the proposed algorithm, the matrix A is determined
by the sampling rate, the time instant when t is equal to
zero, and the fundamental frequency of the given system. In

general, the fundamental frequency is fixed and the
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remaining two parameters have to be arbitrarily chosen to

obtain the desired matrix A.

The first parameter to be considered 1is the sampling
rate. The highest frequencey presént in the equation of
condition determines the lower limit of the sampling rate.
Theoretically, the sampling frequency must be at least twice
the largest freguency present in the signal to avoid
aliasing. From equations (3.26) and (3.28), the sampling
rate has to be at least 360 Hz since the equations consist
of up to third harmonic components (360 Hz). In practice, a
sampling rate larger than 360 Hz is desired to ensure that
.the’aliasing effect is totally eliminéted‘from the digitized
values. If the sampling rate is too high, the determinant of
matrix A'A becomes small and hence tﬁe inverse “becomes
large. A fast sampling rate 1is undesirable since the
elements of‘ the matrix (A"A)-' have to be multiplied with’
the sampled values and any noise present in the signal would

be amplified. The sampling rate is determined by cbnsidering

the above factors.

Another parameter which'has to be studied is the time
reference[G] (the instant when 't is equal to zero).
Different time references result in different matrices A and
these can affect the implementation of the algorithm. The
authors of Reference 6 tried three different time references
such that the time is set at zero at the instant of either
the first, second or third sample.
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In order to select the best equation of condition for
relaying applications, different combinations of sampling
rate, time reference and sampling window size have been
studied in Reference 6. After considering the elements of
the pseudoinverse of A, the authors decided to select the
following parameters which result in the péeudoinverse

matrix shown in Table 3.1:

Sampling rate = 720 Hz.
Total number of samples = 9,
Time reference = time set to zero at the instant of the

second sample.
. )
The above combination of parameters has the following

advantages:

(i) The sampling rate is chosen at 720 Hz which is a
multiple of the fundamental frequency. This eases. the
computational implementation of the algorithm.

(ii) Nine samples at 720 Hz sampling rate are ‘required
by the algorithm. This corresponds to three-quarters of
a 'cycle at the fundamental frequency whi;h is well
within ‘the operating time of a protection system (the
time between the instant of fault. inception and the
time whén the circuit breaker trips).

(iii) Considering the pseudoinverse matrix shown 1in
Table 3.1, the values of the eleﬁents of the second and
third rows are symmetrjcal with respect to the centre

sample. Also, one element in the third row is repeated
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four times and another element is zero.
These all contribute to the reduction of computation in the

proposed fault location algorithm.

’ o

3.4 Calculation of complex impedance and determination of

fault distance

As mentioned earlier, the unknown vectors X' and XY of
equations (3.33) and (3.34) are solved by premultiplying
both equations with the pseudoinverse of A. The resultant

equations become:

A'l = X K- | (3.35)
(Tam)(me1) (721)

and AtV = XV (3.36)
(7am}{man) (711) i <

4 \

where A*[17] is ‘the pseudoinverse of A and is defined as:
(ATA) A"

m is equal to nine.

Thé second and third elements of the unknown vectors$ X' and
QXV consiét of information fegarding the components of .
fundamental vcurrent and vdltage phasors. By multiplying the
elements of the second row of A* with the nine samples of
phase current, the component x. is obtained. Similérly, X3
is solved by determining the products of the third row's
"elements of A* with the nine sampled prace currents. The two
unkﬁowns x%y and xj are solved in the sar > manner as #; and
x} but the sampled values now correspond to phase to neutral

voltagé. As a result, the following four components are



obtained:

where,

_Vp .

i is the
component
ai
component

is the
A

comgfnent

ay ‘s  the

component

peak

peak

1y cos(al)
ip Sin(a;)
vp cos(ay)

vp sin(ay)

value of

value of

the

fundamental

s the phase angle of the fundamental

the fundamental

phase angle of the fundamental

The resistive éomponent R, of the line apparent

impedance as seen from the sendiég end of the 1line

instant t can be expressed as:

R -

ReH’} . %COS(H - ai)

" R_.

1p

. vp[cos(a¥)cos(ai) + sin(a¥)sin(a})]

R, = wecos(aj)ipcos(ai) + vesin(a¥)ipsin(al)
L =~ Q

2

1p
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(3.37)
(3.38)
(3.39)

(3.40) °

current
current
voltage

voltage

complex

at any

R, zVvecos(ej)ipcos(al) + vesin(af)ipsin(e}) (3.41)
t ip?cos?(ar) + ip?sini(al)

Substituting equations (3.37) to (3.40) into equation (3.41)

. yields the final expression of R, [6],
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Ro = 3+ xIx]

Applying_a.similar procedure, the Eeactive component X of

the apparent impedance is shown to be:

3

(3.43)

ol

Xa
XL = 1
X2X

[P L PR

X
X

[NEs N

- X
+ X

~ —

The calculated R. and X ffom equatidns (3.42) and
(3.43) corréspond to the resistive and reactijve components
of the apparent impedance of the transmission  line
respectively. In the presence of Zero-resistance

short-circuit féult, the c. .culated R. is exactly egual to

the line resistance seen from the fault location algorithm

to the faulted -point. However, fault resistance is

incorporated into the final R. if the fault resistance

cannot be neglected:'

Assuming 1line length is proportional to the 1line
reactance, the calculated reactive component of the apparent
impedance using équation (3.43) is used to locate'Ehe
short-circuit fault. Fauit distance y¢ is determiqed by the
following :elatiohship:, | |

ve = Xi¥s . : : (3.44)
X, .

where, y. is the distance from the sending end of the line
to the faulted point
y: is the total length of the line

X¢ 1is the appareht line reactance. from the sending

XaXg + XaX3 : - _ (3.42)

g
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end to the faulted point

X, is ‘the total reactance of the line.

[
1

Y énd X, are known véluks, y¢ can be determined'once X; is
calculated. The fault is*lécaked using thg Oreacténce .:atio.
as éhown in .equation: (3.445, ~and the presence qf.ground
reéistanée“aoes not éffect tﬁe final fault = distance
measurement. HOwevé;, the accuracy of the aigorithm4is
affected by line shunt capacitance and éhis effect‘ will be
studied in Chapter 6. | |

3.5 Special features in using least error- sgﬁgres curve

fitting approach in fault location

In the 1last two sections,. the development q§ the
proposed fault location aigorithm us{ng least error squares
curve fitti- :echnigque has been briefly discussed. Some of
fhe édvantages of the pfoposed method are summarized Hélowﬁ

(i) The freedom in choosing the equation of condition

‘which results in the presente of decaying dc component

and an& desired;harmonic‘compqnent.

(ii) The flexibility in selecting the data window size.

(iii) Some allowance in choosing the sampling rate.

(iv) The pseudoinverse can be calculated in an off-line

mode since the elements of matrix A are all known prior

to the calculatibn of the fault distan;e.

(v) No iteration is required and hence results in less

of a computational burden."
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(vi) The effect of ground resistance to the accuracy of
the fault location is minimized due to the fact that

the fault distance measurement 4s based on the

reactance ratio.

(vii) No‘prior knowledge of source impedance at either

the sending or receiving end is required.

3.6 Conclusion

: \ |
In this chapter, the least error squares curve fitting
technique "has been briefly studied. It has been shown that

the pseudoinverse of a matrix provides the solution of the

least error squares;?roblem{

The fault location algorithﬁ employing the’least error
,squqres" curve fitting aﬁproach has been derived. This
algorithm is readily impiémeﬁted by digital computers and it
has shown ‘that it is wéll suitéd'to on—liné applications:

The next chapter discusses the various mathematical models

which are used in e testing of the developed algorithm.

g



CHAPTER 1V

Testing the algorithm using simulated transmission lines

[~ 4.1 Introduction

A fault location’ algorithm has been presented in the
previous chapter. Two simple power systems under toth
pre-fault and post-fault conditions were ghosen for stﬁdy.
The systems, which were set up in an off-line mode, 'provide
transient fault data to the proposed fault location
algbrithm aﬁd thus alldw the performance of the algorithm fo

be evaluated under different sYstem configurations.

As mentioned earlier, a low-pass filter is required by
 the ralgorithm'to attenuate high freguency harmonics present
in the post-fault waveforms. The design of the filter

affects the performance of the élgorithm to a large extent.

Detection and ideﬁtifiéation functions can be 'inclqded
digitally in the algorithm to increase the capability of the.
algorithm. These additiénal facilities remove the need for a
communication 1link between the Q;étectiQe system and the
fault 1ocating syétem, thus increasing the portability of

the fault location algorithm,

4.2 Modelling of test system

In testing the performance of the proposed .fauéi

£

locétion'approach, two simple power’ sytems are used. The

38
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systems are selected in order to represent practical
situations. The first one is a, single-phase system

consisting of a short, aluminium-cable-steel-

reinforced(ACSR)[19] overhead transmission line. The line is

mathematically represented by a series equivélent'R—L mbdel.
The second system is a three-phase network consisting of a
medium length, cbpper—conductor type overhead transmissiqn
line. The transmission line 1is modelled by a three-pi

equivalent circuit.[20]

-4.2.1 Single—bhase perr system

A single-line diagram of the single-phase system is
showﬁ in Figure 4.1. The system, operating under normal
conﬁjsion, consists of a generator GI feeding into a load L1
throﬁgh transformefs and transmission lines. ii1 is the line
monitored by the fault location algorithm. The data of the

components is shown in Appendix A. |

The components of the systehr are modelled using
equivalent impedahtes. Usiﬁg 126/V3 KV as the base voltage
an? TOO'QVA as the base power, the impedances are converted

Zzr unit k=se. The steady-state equivalent‘cifcuit of the
Jecem, ir : all the impedances are in per unit values,
is given 1. gure  4.2. The transmission line 1if is

modelled by a lumped series R-L network as shown in Figure

4.2. ¢
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x1 - . —
, B! 72
<< 11 <Onira N
—> [ 1
N , << , << | ,
‘Figure 4.1 Single-phase test system (pre-fault).
I° jo43s - 163152 j16-5:88
LTI AN
48764
0 { £ ve
j3-3808

Figure 4.2 Fguivalent circuit of the single-phase test system (pre-

fault).
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The steady-state pre-fault current and voltage/phasors

of the sending end of the line 1li1 are denoted by I° and V°
respectively. From Fiqgure 4.2, the expression of I° and V°

are written as:

I° = 1.0 (4.1)
30.4318 + 16.3152 + j16.9488 + 4.8764 + j3.3808

Vo

1.0 ~ 1°-50.4318 ‘ (4.2)

The presence of a short-circuit ground fault on the
line 1if yiélds the faulted system shown\in Figure 4.3. The
éarameter yi corresponds to the distance measured from the
sending end of the line 1i1 to /the faulted point. The
equivalent ciréuit of the faulted system is shown in Figure
4.4. The-circuit is used to solve for Fhe transient response

of both i} and v* immediately after the fault has occurred.

-

§

In Figure 4.4, it and vf ‘correspond to the

instantaneous values. r{ and 1f are _the s . = resistance

and inductance respectively of the faultad line between the
~sending end and the faulted point. Theiv values are
dependant upon the fault location since they are directly‘

proportional to the line length. e is the generated emf and

is a sinusoidal function.

s4
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Figure 4.3 Single-phase test system (post-fault).

Figure 4.4 Equivalent circuit of the single-phase post-fault

test system.
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The following time domain differential equations are written

by considering the equivalent model shown in Figure 4.4.

_ 4 aif , di
e = 13- +rfif o+ IS4

dt l1dt
i.e. dif _e - rfit (4.3)
dt -~ 1, + 1%
: .
and, AR 1{ d;1 : | S (4.4)

From quations (4.3) and (4.4), the unknowns if and v

f are
solved numerically for each small time step using Euler's
integration method. The guantities e, 1,, rf ana l{ are all
known prior to fhe caléulation. Initiél conditions for i% and
v¥ are given by thg pre-fault steady-state values ofvi° and

V® respectively.

4.2.2 Three-phase .power system

The second test system is almost identical to the
system described in Section 4.2.1 except now each element.
cemsists of three components, the a-, b- and c-phase. Line
1i1 is replaced by a three-phase 133.5 mile-long overhead
copper conductor transmissionvline. The three conductors are
spaced {5.8 feet apart. Transmigsion line 1i2 is a
three-phase 5 mile;long overhead copper conductor line with
conductors spaced 4»feet apart. For -simplicity, no mutual

coupling is assumed between the three phases.
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In the normal opgrating mode, the system can be assumed
to be in a balanced three-phase state. Figure 4.5 1is the

one-line diagram of the balanced system.

The. single-phase equivalent circuit of the three-phase
system ‘is shown in Figqure 4.6. The various components are
'mOQelled by their equivalent impedances. The values given in
Figure 4.6 are in per unit with 126//3 KV and 100 MVA chosen

as the base voltage and base power respectively, e

™~

The transmission 1line' 1i1, which is monitored by the\\
fault location algorithm, is represented by three "pi"
sections. Each "pi" section corresponds to a 44.5 mile-long

transmission line, and its line parameters are given by

equations (4.5) and (4.6) with operating frequency of 60 Hz.

Zy (series impedance) = 0.06 + j0.2355 pu (4.5)

Zn (shunt reactance) -j55.7 pu . (4.6)

7

The single-phase equivalent model is used to analyse the
balanced three-phase system. The distribution of currents
and voltages is ‘caiculated frém the network equations.
Hence, the pre-fault current (I°) and pre-fault voltage (V°)

-~

are solved.

If a three-phase ground fault occurs accidentally on

the line 1it1, a single-phase post-fault 'mathématical model.
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AA
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N
[\

‘Figure L.5 One-line diagfam of the three-phase system (pre-fault).

jo.4318 0.06 j0.2355 0.06 3j0.2355 0.06 jo.2355
—N

) L. 8764

[ -

—-j55.7 — -j27.85 T —-j27.85 T -j55.7

%jj. 3808

Figure 4.6 Single-phase equivalent circuit of the three-phase

system (pre-fault).
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is used to report the condition. This is shown in Figure
4.7. The fault exists at a location 44.5 miles from the
sendiné terminal of the line. The use of the single-phase
'equivalent circuit to study the post-fault system is

possible since the fault is a balanced three-phase type.

Using Kirchhoff's current and voltage laws, the
following circuit equations can be written from . the
post-fault single-phase equivalent ~circuit (Figure 4.7)

immediately after the occurrence of the fault:

.-‘
c - V‘ = 11’-2_;1
i.e. . ' dii _e - vf : (4.7)
at  ~ 1,
and, i oL i ¥ +di
\Y - I‘;l, + 1‘1d_tz -
i.e, ai¥ _vf - rfit : ©(4.8)
' dt -~ 1,
$ 4
and, - ngf- + i
! : ,
i.e. | avf _ it - if (4.9)
o dt cs

‘The_single-phése equivalent circuit is modified and the
resultant network is shown in Figure 4.8 if the three-phase
-ground fault involves fault resistance‘ r¢ . The faulted
;é£work is -simplified by assuming no 1locad current and
current i} flows into ground completely through the fault

resistance.



V{ .
/__[::cl‘ .

Figure 4.7 Single—phase'éduiQalent circuit of the test system

(post-fault).

Figure 4.8 Single-phase equivalent circuit of the test system with

fault resistance (post-fault).

2
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In'analysing the circuit shown in Figure 4.8, the

following equations are obtained:

f dif
-V = —_—
€ 1 3¢
_e - vf b . /ﬁ.10)
= &
P{*lf 1 dif o
=hvhy ¢ Lge® + 0L
5.
R S S TR § 4 (4.11)
1
. 4 ¢
and, 1‘1. = Ci'd—:__"“ + T2
- . Coavf it - i . | (4.12)

, Comparing equations (4.7) to (4.9) and equations‘(4.1OY
to (4.12), it is observed that the two sets of equations'are
almost identical except for a slight Jdifference between
pqdations (4.5) and (4.11). This similarity between the two
systéms eéses'the computer implementatiéﬁ ¥n simulating the

two faulted networks.

Euler's ﬁethod is employed to solve the differential
equations (4.7) to.(4.9) or equatio;s (4.10)ﬁto (4.12) for
the unknowﬁs i{ and vf in discrete time intefvals. The
initial «conditions for the faulted network is obtained from.

the pre-fault moael.

Proceeding : in & similar manner as in the 44.5

mile-fault case, the transient response immediately - after
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the presence of fault is obtained fdr three-phase ground
fault occurring at a location 89 miles or 133.5 miles from
the sending. end ‘of the 1line. Therefére, the proposed
algorithm can be tested in conditiohs under which line<shunt
capacitance is present and fault location is vériéd. |

o
s

.In analysing fhe faulted system in the pre§§ncé of an
asymmetrical 'fault,' the siﬁgle-phase-equivalent—circuit
approach 1is ﬁot aéblicable. UnderAsucp circumstances, all
the three phases have to be considered in order to deriie
the transient s response. ‘This analysis bécomes very:
complicated if mutual coupling exists betweern the three

phases.;

4.3 Design of low-pass digital filters

The amplitude characteristic of an ideal low-pass
digital filter with cutoff frequency fc is shown in Figure

4.9. The characteristic has a "brick wall" shapel[21].

Methods used in the 4 sign of digital filter have been
develéped in ' the past. he text "Introduction to digital
filtering"[22] edited by Bogner and Constantinides provides

~a good description of thé'variqus desiép methods. One of the
£ethod$ is the “Djrect synthesis of ‘digital filters" which
;s .used' to désign recursivé.low;pqss digital filter57 This

technique is‘employed ir this ;hésis to develop filters for

. o :
the fault location algorithm. The method has a special

feature such that the Bilinear Transformation[23], which  is

N

.
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E ]
Amplitude
gain .
1
A |
. N
J
- )

~fo — 2 Frequency (Hz)
Figure 4.9 Amplitude characteristic of an ideal low-pass digital

- Lilter, -
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-

required to transform transfer funct1ons from s-domain to
z-domain, has been 1mp11c1tly taken into account The design

problem is resolved into finding a partlcular function to

approximate the ideal "brick wall"™ characterlsflc when us1ngAL

- -

the direct de51gn method.

: Q ’ ¢t : .
Depending on the degrée of approximation, different

particular functions are required in the design analysis.

>

One such function is to simulate a low-pass. d1g1ta1 filter
correspondlng to that of a Butterworth type low pass analog
\
filter. *Thls function has a magnitude spectrum which
a § o - \ - .

'decredées«monotonically in both passband and stopband. Also,

the maénitude is decreased byv3 dB at the cutoff frequency

- “fhfc. The de51gn procedures of the direct approach‘ is shown

below[22] |

.i.kl) The order of the d1gltal filter (N) is chosen from
the g1ven design spec1f1cat10ns.
(ii) The pole locations are determined on the z-'-plane
and are selected those that-lie outside the unit circie
to ensure that a stable filter fesults. Alternatively,
‘the poles can be obtained\fromAthe z<pla;e by choosing
those that lie within the unit circle.®
(iii) An N“h order zero existé and is at'iocation z7' =

gy
_1 L]

1

(iv) A transfer funcétion in terms of the z-'- or

z-domain is constructed from the locatédb poles and

SR

zeros. ' .

[
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~ ‘
A low:pass filter ha's to be included in the proposed

'

fault location algorithm as shown is Chapter 3. Acccrdihg to

the equations of condition given in equatipn% (3.26) _and
i
(3.28), the follow1ng specifications have to be satisfied in

-

-

~the de51gn of any de51red digital fllter'
(i) Fifth and higher hermonic components present‘in'the
: post-faplt crensient Qaveforms are attenuated. .

(ii) The sahpifngyrate of the filter has to be at lea .

<o

twice the third harmonic freguency (180 Hz).

‘Based on the dlrect approach ac described ebove,kthree : A
X 'f"’ '-4‘,“"

dlfferent ordered digital fllt :rs ol the Buttifworth type
’have been de51gned The details of each filter is descrlbed K~
ir the following. Appendlx ‘B gives the de51gn procedures for

each derlved fllterrgﬁﬁ : 7

e
[Pl

(a) 4th order low4pess_filterr
Cutoff‘frequency = 203 Hz

Trapeition frequency = 285 Hz

[~

»Saﬁplihg frequency = 720 Hz

7

Transfer fUDCthD (G(z")) is,

3

G(z") 6. 078(1 + z“)‘

. (2% +0.638z " + 2.27(z * + 4. 2122“ + 20.127)
,ﬂ‘ 1‘ O (4.13)
; 1ji5)38th order lowfpassjfglter:
. : .‘ v’ ’ )‘9«": ’ ) " l - \ Lo ' ' r‘r“k;i .
Cutoff frequency =:200;H;“ . R st Heoos
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1 53
Transition frequency =L295 Hz
Sampling frequency = 1440 Hz -
Attenuatlon at tran51t10n frequency better than 30 4B
Gzl 0.023(1+ z-')*
- fz ;’ff?1;512;7"+>1.353132'f - 2.e3sz1' + 2.482)

S ae . . 1 :
AR . X < y
&¥ (z77 -73.541z° " +74.509)(z-? - 5.170z" 7 =+ 7.043)q

s T e S : B (4.14)

o
'(C);iﬁth order low-pass filter:

¢ ¥ Ccutoff frequeney =;§f8rHia‘
| Transition frequency = 290 Hz
Sampling frequency i.i440 Hz ' hd
. Attenuation at transitien-frequency‘better than 30 dB

G(z" ") , 0.032 :
' (z=7 1.331z" " + 1.292)(z"* - 1.842z ' + 2.173)

~

X o2 (1+z-|)|c
(z-2 = 2.73727f + 3.713)(z"% - 4.230z" " + 6.283)

/

SR 5.928:“

Je F

9.209)

';The unity _step response of the three low pass dlgltal
L I
fllters is 91VEn in Figure 4.10. It has been observed that a

,time ' delay 1s- assoc;ated_ with each filter. The delay is

“longer for higher order filters. This increases the time

reqdired to locate the fault. The three designed filters

“are used in the proposed algorlthm and the, delay caused by

each %}lter w1ll be. dlscussed in Chapter )

o

L . . S
° he
v . E ) ,

;Q‘..
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3.4 Fault detection

In the implementation’of the fault' location algorithm,
two options are available at the start of the fault distance
Tcalculation. The first is to design a fault détection
algorithm ihcorporated with the" locating algorithm? . The
detection algorithm  initiates - the faulted p;int

determination routine once the occurrence of a fault is

detected. The second option is to attempt to log;féﬁqﬁfault

ot

continuously. The latter option has the advantageq“that:‘no .

is that . meaniﬁgless fault locations Tresult from data

collected from pre-fault state, or from data acquired partly

4

between pre-fault and .post—fault étatés. In addition, -

unnécessary calculations are needed :dufiﬁg the pre-fault
state since no distinction is made between the pre-fault and

post—faﬁlt states. ' From the above conSiderations, a

detection routine is' developed and applied to the fault

-

location algorithm.

)

The detection algorithm is based on comparing latest

samples of glectrical qhantities of all the phaées with the "

corresponding?samples in the pSevigys cycle. The 'aigorithm
is operated once a complete cycle of data hQ§ been §ecei§ed.
The data can be eithef”bhase curreﬁt’ or pﬁése to neuﬁral
volﬁage ‘orr both. In order to increase the sensitivity of
the routine, both current and voltage afe_ used in the

comparison. Also, three consecutive samples are e~ Ll-yed in

e .

e e -
-‘—(,(:::‘ . .. <
%22‘-/‘?( . ’ . ﬁ !

<.
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each compafison to accommodate the possibility of spikes

present
inception

.consecuti

one-cycle-

in the current ~and voltage waveforms. Fault

is

only acknowledged if all the latest three

ve samples differ from their corresponding

ago

samplés by a value which exceeds the

prespec1fled thresholdﬁ}olgwance. The tolerance is an input

to the detectlon routine and can be altered by the choice of

. the user.

-

4.5 Fault identification

In the proposed fault location algorithm, a 1lot of

multiplications

and divisions are . involved in the

‘caltulation of complex impedance. For a three-phase system,

six impedances

short-cir

cuit

are calculated to. locate all .types of

faults. The six impedances are the

phase—to—phase'ahd-phase—to—ground impedances. As a result,

a lot of

computational- time is required. This greatly

increases the time needed to locate a fault.

“In

2

order

"to increase the  operating speedﬁaof the

h.,algorithm;*it'is,necessary to reduce the number of impedance

calculatxohg;

apﬁalcatl

1dent;f1c

Anitiated.

onsl

ation

by

+High speed 'is essential for - on-line

-;ohe bff’the.sblutions is to include a fault

-

algor1thm. . This additional routine is

.vc‘v

the detection algorithm and is used to

determine the type of fault. ‘Odéq the fault is identifiec,

a suitab

le choice of current and voltage combination is
- -

<
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selected to’calculate the appropriate impedance. From this
calculated impedance, the faulted point - is located.
‘Mofeover,' the identification routine can provide a report

regarding the type of fault for off-line analysis.

Fault identification algorithms were proposed in
previously published articles. Reference 16 presents a

method which belongs to this category.

4.6 Choice of data for locating fault ( S

-

Once the fault type has been identified, a suitable

combination of current and voltage is required to determine

the impedance of the faul phase or phases. . For a

single-phase-to~ground fault,;é;_cbmpeﬁsétiOn techn?que is
required to eliminate the sound-phaée éffectf241vin the
.calculation‘of dmpedance. In the case of phasev fault,
ﬁﬁdeltaaL16] current and voltage.are used. Fauit résistanci
ié included in the impedahce calculation if fault resistance
cannot Dbe neglected. This effectiaffects the accuracy of

fault locating.

If phase "a" of a well-transposed line is subject to a
sihgle-phase-to-géound fault, equation (4.165[24] is u§ed'to
calculate  the complex impedance. The equation has to be
modified for fﬁe'pgirénsposed ;ase[24].

g = Va, o ‘ (4.16)
AL _Ian +K(Ibn+ Icn)
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W'

whefe, Van 1s the phase{*fo neutral voltage of phase a at
the sending end of the line |
Ian is the phase current in phase a at the sending
end of the line .
I,, is the phase EU:fent‘in phase b at the sending
end of fhe line | | |
Ic; is the phase cuftenf in phaseAc at the ’sending
end of the line |
K is equal to |Zm/Z,|

ool Ty is the self 1mpedance of the l1ne

‘41mpedance of the line

- »I {
Zar is the faulty phase apparent self- 1mpedance as

Zm 1is the mutuw

seen from the sending end to the faulted point.

-

From‘:equatioh'(4.16), the faulted phase to neutral voltage
and faulted phase curnent,tdgether with a correct proportion

- of non faulted phase currents are used as the input signals
for ths fault location algorlthm. The compensatlon. scheme
_provvﬁes a hlgher:’accuracy in the final result. Equatioh5/

similar to that of (4.16) are derived for a

single-phase-to-ground fault on b- and c-phase.

The impedance of a phase-a-to-b fault, phase-a-to-b
»ground fault or three-phase fault is calculated by;equation
(4.17). Similar equations are used fof phase faults

occurring - between b and c phases or between a and ¢ phases.
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Van = V o (4.17)
= Xan _ Vbn .
Z‘L I‘n - Ibn .

£

where, V,, -is the phase to neutral voltage of phase a at the

sending end of. the line

Vyn is the phase to neutral voltage of phase b at the .

O sendihg end qf the liﬁe g“)
I‘n'is the phase current in phase a “at the, sending
end of the ;ine. |
ibn is the bhase current in phase b at the sending
end of the line

Z+. is the apparent positive seguence line impedance

between the sending end and the faulted point,.

In considering eguation (4.17), the appropriaté}‘choices of
current difference and voitage difference ‘are used for

faults relating to two or three phases. ( ‘

4.7 Discussion

“Two simple power system  models. and three

2

Butterworth-type low-pass digital filters, which are used in

the testing of the proposed fault location algorithm, are
presented in this chapter. ‘;t .has been shown that the
inclusion of fault detection and faultA‘ identification
rohtines‘can increaSg the operating speed and the capability

of the algorithm. Compensation by non-faulted phase

currents reduces the effect due to mutual coupliné and hence

V-
e
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the accuracy of the algorithm is improved.

In the implementation of the proposed algorithm, no

compensation technique is employed in the testing program

since the three-phase test model does not consist of any

mutual coupling between the phases. Also no féult
identification routine is included because the type of fault
is already known dufing the stage when the faultedimodel is
simulated. However, if the  algorithm is abplied to

Rl

practical field data, the above two missing routines have to

be incorporated with the location algorithm to cc 2lete the .

algorithm.

TR
B



CHAPTER V

Computer Implementation

»

5.1 Introduction

In Chapter 3, .#it has been mentioned that the fault
location algorithm involving pseudoinverse matrix is readily
impiémentgd into computer progfams. Two programs have been
.developed using "C" programming language[zs] gésea$ on this
approach. The simple transmission line models, which were
- presented in Chapter ¢, arF used to test Lhe proposed fault
location ‘algOrithm.' The -relatioﬁ%hfp between the vérious
developgd programs are outlined in the block diagram as

shown in Figure 5.1.

The prog;ams are implemented on a PbP-11 microcomputer
available~ 1in théijﬁower Researfh‘Laborat¢ry. The computer
useSVUﬁIXf26]127] aé s operating system and support; ‘high
level languages such as C and EORTRAﬁ 77. The attractivelﬁ
brpgramming environment of the UNIX system and the }powerful

stréngth of C language ease the development of programs.

The developed programs, thch aré mén:ioned in Figure
5.&, are discussed in this chapter. The logic of each
,nrogrémgzsﬁ\.briefly presented in terms of general and
detailgﬁ/'flow_ charts. The flow*gchifgs' are essential in

understanding the organisations of thq@grogréms.

61
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-

programs .

Figure 5.1 Block diagram

( PEDO.C )
PROGRAN . T(
CALCUL- T
@ ‘ PSEUDOINVERSE
: MATRIX
’ PSEUDOINVERSE
\ MATRIX - /
PROGRAM T POST- I pRroGRAM TO /
IMPLEMENT - FAULT CALCULATE i
MODEL , FILTER | FILTERED IMPEDANCET™] - -~
FAULT BETECTION | s AND -
DULODETECTION | DATA FAULT LOCATION | ~
( MODEL. C ) (LOC.C)

FAULT "LOCATION
AND
APPARENT
IMPEDANCE .

NOTE : The names in parenthesis correspond’to the names of the appropriate

‘Pro

\ R
e

ams.

W

showing relationship between developed

62
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F

5.2 Program "model.c"
| \\ @
;? The program "model.c" is used to simulate the simple
] , | . .

transmission line system under both pre-fault and post-fault

conditions. The test model is either a single-phase or.
three-phase system. In both cases, a single;phase equivalent
circuit is eged to obtain the tran51ent response  of “the
.faulted system as discussed in the pre: 1ous chapter, Thia is
feasible for the three-phase system s e it i . subject to
symmetrical three-phase-to-ground fault. In addition to the
model simulation, a fault detection routine and a lowfpase

digital filter are also. implemented ‘in the program,

5.2.1 Transmission line model routine

(

The program starts by éeclaring the dimensions of the

various arrays and’»seﬁting the system parameters. The
strategy for "detecting fault inception is an input to the
program and"is varied according to the wuser's choice. . The
pre-fault current and \voltage phasors, whlch are obtained

from the pre-fault steady state model are required by the'

. routine to calculate the 1nstantaneous current and voltage

vprlor to the occurrence of a fault.

The differential equations cf the faulted system are °
formulated‘according to the iocation of the fault. For a
nanzero. resistange groundzfault, the fault resis;ance has
to be considered iefderiving the differential equations as

shown in Section 4.2. The equations are solved using Euler's
- _ L .
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method for the unknown electrical quantities of the sending
end of the transmission line. The pre-faul- ~«nd post-fault
instantaneous current and ‘voltage were printed on a LA120
line printer and plotted on a HP7225 X-. plotter. Figure 5.2
is the géneral flow chart of the routineiwhich simulates the
mathematical model‘of the tesﬁ.system.

5.2.2 Fault detection routine

Foliowing the routine of the trahsmission line systeﬁ,
“a fault detection?routiné°is implemented into the program.
The general flow chart of the detection routiné is given in
-Figufg 5.3?T'If the current sample lies Withih the first
gyclea\bf data, the routine compares: the fhree latest -
successive samples with a maximum value to decide whether a
fault has occurred. 10therwis€, Vthe routine compares: the
three latest consecutive -samples with those*of“one cycle”
agb. In the latter case;'the.routine cdncludeé a fault has
occurred if ail the three differences exceed a prespecified _

threshold value.

Immediately after a fault has been dgtecfed, one and
three gquarter cycles of!preffau}t data and tg;eé cycles' of
- post-fault ﬁdéta are stored. The pre-fault guantities are
~used to determine the typé of fault ifq a fault
identification roﬁtine is implemented into the program._Only

three complete cycles of post-fault data ar Aavailablﬁ‘ to

1]

¥,

oft]

locate, the fault. This simulates'a.pracﬁisﬁl sifuation in
. : Sl

oy
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DECLARE DIMENSIONS

.

Y

SET SYSTENM' PARAMETERS
D

AN
SAMPLING RATE

"READ IN
INSTANT OF
FAULT INCEPTION

-

Y

INITIALIZE T;ME
ARRAY -

RZAD ‘IN PREFAULT
' PHASOR

4

CALCULATE PREFAULT
QUANTITIES

Y L

CALCULATE POSTFAULT
" QUANTITIES
USING

~ EULER'S METHOD

NECESSARY
TO
PRINT. PREFILTERED
« QUANTITIES

- "PRINT THE
TIME, RESPONSE
¥ ,

STORE PREFAULT
AND

: POSTFAULT
QUANTITIES

L

1

Flgure 5-2 General flow phart used

to calculate both pre-

X

faults and post-+ aJlt

gaant;tles

-

£
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which. the «ircuit breaker of the.line begins to operate s

-three cycles after the 1nstant of fault 1ncept10n. Once- the

breaker _is: trlpped the phase current vanlsh%§ and thlS is

what the rout1ne shas 51mulated
5.2.3 ﬁi@ftal_filter‘routlne

.

R The low pass dlglt;&va. . "outlne, which is shown :in
! F:'Egure.. 544, is_ to. é%i;p?e»ss:m’{)redetermlned hlgh harmomc
‘,components pgisent'ln the dlgltally,{51mulated , ng data.:.
Dléference. eouat1onsm’oﬁu the three- developed Eilters_are 7

3 . ¢
> B 'l

~.‘ -

Tiformulated from 'ﬁheir corré“’bndlng transfer funct%ons.

RY ' P e

) - e o

: Theseu.tradéﬁer functxons have beenJShown in Chapter 4 The. f“,
~‘£Md1fferen’§’e GEquatlons are”'used “to- obta1n:”tﬁe_ %1ltered _ éﬁ /
g, ‘ K,S-&Zr s . . o

response.- Th@ flltered post fault 'values are stored in a
K 'l N A Y

fault locat1on program to

;h;data flle wh1ch 1s read

o -

inei,tﬁﬁ faulted p01 “IE- 1t ‘is des1red theAfiltered

. Ld

~fe can’ be plotted on a plotter and is compared with
q

" the . unflltered response From Figure 5.4, i, has been . _

noticed that a change of” sampllng frequency 1s orequ1red as .
- ”
the sampl1ng rate is dlfferent between the transm1551on llne

, simulation and the fifter 51mulat10n. 1 - . » <
. R o ) ) ; « . . R ) .,
5.3 Program "psedo.c" & e T 7,

- r
1

In Chapter 3, it has' been mentioned that the
pseudoinverse of a matrix~pro§ides the“solution of the fault

Alocation problem. The pseudoinverse A*, which is present in

S Ay o i - e it e
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3 b ° \
SN
, READ IN ’
-/ ORDER OF FILTER n/ %
B , Jﬁp
o , . o
* CHANGE SAMPLING CHANGE SANPLING
RATE:'TO 1440 Hz RATE TO 720 Hz| =
":ﬁ‘ ’ ‘ < I l n
/ " SET INITIAL CONDITION .
FOR DIFFERENCE EQUATIONSH:*
Y w7
. OBTAIN FILTERED stroxsi‘] \
FRCM DIFFERENCE EQUATIONS
NECESSARY y
TO PRINT >
FILTERED
QUANTITIES .
- » . PRINT FILTERED
- ’ - -~ | RESPONSE
. - S N N ) ]
a 4 -~

INPUT POSTFAULT
FILTERED QUANTITIES

TO DATA FILE

Figure 5.4 Gene}al Tlow chart of low-paésnfilte.

END

-atine.

.
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~eguations (3.35) and (3.36), is calculated from the program

' matrlx ((A’A)"A ). The flnalssolutlon is output to a-

\"’“‘VL »"’

" are ,all used 1m@the géggram to calculate the pseudoinver.

70

o . . ] ) n
"psedo.c". The resultant pseudoinverse matrix has already

Been' saown in Table 3.1. The matrix is used by the program

"loc.c" to calculate . the .post-fault current and voltage

phaSOrs. The general tlow chart 6f the program "psedo.c" is_

gldﬁh in Figure 5.5.

S

The program starts by formulating the matrix A. The

elements of A are selected according to the desired

"combination of parameters given in Sectionw 3.3. Matrix

P

f operators such as transpose, multlpllcatlon and:- inversion

¢

S ﬁ

)

file wh1ch is read by the program "loc c". The advantage 1ng

using two dlfferent programs to 1mp1ement the pseud01nverse

calculatlng routine and the’ fault locating routine is ‘that
(*) -
- the former routlne is only executed once and there }is no

need . tc execute it every time when the latter routine is
) R ;_\“* g =

called.

he '

S ii_

\ ‘
5.4 Program "loc.c"
-

- prs .

The 1mpedance calculatlng and fault distance measuring

e . N

routlnes 'aref 1mplemented lnto the program "loc.c". The -

program is to locate the - fault of the faulted model
simuiated by the program "model.c"
- . i

-Immediately afteg the programs "model.c" and~ "psedo.c”

. ’ - - =5 )
have been executed, the ‘program "loc.c" 1is ready to be
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Figure 5.5 General flow chart of ‘the progrir to calculate
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“PRINT FINAL
RESULT 5

¥ N

’

i

¥ PRINT

PSEUDOINVERSE,
MATRIX

2

1

P
<

/[ OUTPUT EINAL RESU
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o ,1’” called Flgure 5. 6 is the general flow chart of the program

8

b L "loc c ' The 1nputs .to the - program are the pseudo1nverse

matrlx, order of the employed fllter total line length,
o » U“ o K B .
entire line 1mpedan$e, and _totala numkter of post-fault

&?samples along with- the respect1ve’rcurrent and voltage
vgplues. Equat1ons (3. 42) ”and (3 43) "’ are ‘used to. calculate
;thé apparent 1mpedance seen between the sendlng end the
llne to uthe; ﬁaulted *po1nt. { Ilocatlon of fault is. tQZn'

l<~ﬁ?étermlned fromcthe,computed re::j;nee ratlo u51ng equat1on

1"‘ . N

(3 44)«"The flnal result s plotted on a. ‘2~ 24 plotter andk1f : .

de51red pr1nted on a llnetprlnter. From ngure 5 6 1t has

PR

B

-been obs%rved that ~the program‘ contlnuously locates the
fault until the last set of nine samples ‘has been employed

If a'4th order f;lter is used in the program model c” nine

v
. TE'

‘l‘M (‘4

isuccess1ve samples are requﬁ%ed : for | the”f'lmpedance
v 'l calcUlat1bn. In the case of 8' or 10t order filter, every
.second. sample is -skippgd to collect nine consecutive
samples. Thls is - necessary to 51mulate the"sampling

fregquency of the fault location algorithm 51nce its sampl1ng /////:;»

frequency is half that of the d1g1ta1 £1lter.,

-

5.5 Conclusion

“This chapter has outlined the programs which have been

developed in order to 1mp1ement and test the proposed fault

© _location algorlthm. Flow charts are giVen to explain the
s details'hof ,the’ appropr1ate routlnes. %he programs are

programmed on a 'PDP--U“, nicgocomputer to study the
o | s _ ,

[C
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of the algorithm using differently ordered
applied to differently faulted Sys;ems. These

be presented in the next chapter.
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" sections in*this chap¥a;

? CHAPTER VI’

Performance of fault location algorithm

6.1 Introduction

° The proposed fault location algorithm as described in

the previous-- chapter was implemsnted using computer .

programs. Simple power transmiSSJQn systems, ‘which are
outlined in 'Chapter 4, were 51mu§§ted to obtain data for

testing the fault location algorithms. :mii following

r.‘»

e, perﬁqqmance of one
. e . 3?‘1“' &
of the algorithm¥& 'under‘ different Ntonditions. Thege

w 9

oconditions ‘include employment of different order low-paes

"filteﬁé, variation ef fault locatien, presence of fault-

resistance and line  shunt -reactancefvianthe faulted
. : P , . P

'transmission line model. 2 ¢ - .

The time %%sponse of the current and voltage signals,

kol

which are meastégd at the sending end of the studied power
Y

line, " will  al be ‘given in this~chapter. Once a fault

occurs along the line, tran51ents are produced in " both the

lnv_ Tae
~ry

‘.

affected by’both,the’location of.fault and the instant ofsd“'

: - . = e T
fault inception.é In testing the algorithm, the fault is™=

T4

R 4

'sending end current ‘and -voltage. .These tran51ents ‘dre -

e

initiated at an instant such - that the generated line to.

N

neutral -voltage of the faulted phase has a phase angle of

240°. 1f necessary, the 1nstant of fault ‘inception can be

easily varied - by changing the appropriate input of\the

“
R,
%

76
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of the 11ne is assumed to be tr1pped three cycles aﬁter the

77

program "model.c" as mentioned in Chapter 5. .

Ideally, once a fault is initiated, both the collected

current and voltage samples can be used in the calculatlons
of 1mpedance and fault distance. However, there is a delay
of response assoc1ated with each filter and this causes a
delay .in acqu1r1ng samples by “the fault locatlon algorlthm

to perform the approprlate calculatlons. For example, if the

th1rd ‘post-fault sample togethen;w1th its elght SUCCe551ve-

‘samples are used as 1nput data 1nstead of uslng “the first

i Sl

n1ne post-fault samples, a delay of two sampling 1ntervals

results for the correspondlng fault. "distance estimation. -

57'33‘ Q

Th1s, delay in locatlng a fault affects the performance o{ 3

the algor1thm to a great 'extent since a deszred »faul

locatlon algorlthm has to locate - the jault in the shortestj
,poss1ble t1me. In thlS chapter, the delay in’ acqulrlng datay

for calculat1ng the fault locatlon due to d1fferent order~

. t

filters is studied. Flgures of calculated fault dlstancew

versus . delay are g1ven.,All these result1ng d1stances are ,

N o5
~ .’ xS

obtained from post-fault data w1th delay ;of at least

0.0125 s, "If samples with a delay of less than‘0'0125's are

used, the computed fault dlstances are very much d1fferent

from the true d1stance and th se mean1ng1ess results‘are not ‘

" shown in the appropr1ate f1gures. S1nce the c1rcu1t breaker

o T,

fault inception, the calculated locatlons shown in the'

_fidures of fault locat1on versus delay are all based onig

samples collected w1th1n the first three post- fault cycles.
| N

P

. .
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Calculated impedances under : different testing

»

conditions are also presented in this chapter. The

impedances are plotted on R-X plots. In each plot, the

r

varylng "the delay in acquiring- samples untll the first three

1= ,
estithted locat1ons shown 1n the approprlate flgures, the

calculated 1mpedances glven in the R-X planes are all based

" on samples with' nét less than 0 0125 s of delay

&

Ll

o4

L2 singlefpﬁase test model

A« Ty

. s 5
v
Y

The single phase power transmlss1on systiem, 'which is
Py )

> l&, “'-- ]

applled to ‘a. 30 .mlle long overhead\transm1551on l1ne. A

A

R

§

from the sendlng end of “the llne. No- res1stancefls 1nvolved
' @

L

~in the short c1rcu1t path Theoretlcally, the 1mpedancev

oy

betueen the:: end1ng end and the faulted point is-'5, 44 +

5 - ~,

g \ . . .
impedances are calculated from diﬁferent sets of samples by

cycles of post- faul'data have all been used Slmllar to the

'y
. . O

out §§ed e in Sectléh 4.2.1, is .used. in studyingL the

'performance ofs the® proposed algorlthm. The' algor1thm is™

',shunt _reactance present in thejfaulted model -a hlgh degree,

’ ‘of accu;acy is. éxpected 1n the fault dlstance measurement.

) 2
‘ ’.' L . . v . . .
. =z -..u‘ . R '
)

The tran51ent response of the faulted system before and;

'after ghlterlng are glven in F1gunes 6.1 through 6. 6 These

figures are obtalned by employ1ng dlfferent ordered low pass.

‘filters to suppress undesrred,harmonlcs- from reachlng the

Foo.

V.

g 5 65 pﬁ Slnce there is. no fault re51stance - and 96 llne“}dx

. short- c1rcu1t ground fault is applied at a distance 10 miles -

=a
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'algorithm. From these figures, it has been observed that no
high frequency compohent is present in. the unfiltered
post-fault waveform. In this special case, a low—pags filcer
is - not n~~essary in testing the algorithm. However, a fil:ter
is 'sti]1 employed as an added safeguard. Cpﬁsidering the
post—fault?Zurrent response, the peak magnitude 1is almost
three times gﬁat of the pre-fault value. This Targe current

causes overheating to the system components if the fault is

not cleared in the shortest possible time.

Figures 6.7 and 6.8 show graphs of . calculated fault
digtance versus deléy .and the corresponé;ng calculated
impedances respectively when a 4t oréér\\_fllter is
incbrporated with the fault location algorithm. It has been
observed that if samples with a delay of at least 0.0275 s
ére usea, thé\corresponding estimated faﬁlt location is very
;close #o,the true value of 10 miles. Longer deiay increases
the aécuracy of th final result. The calculated impedances
converge to the trbg"impedance of 5.44 + j 5.65 pu as shown
in Figqure 6.8 if longer delay is permitted.

The performance of the élgorithm, wvhen an 8'" order
filter is employed, is given in Figqures 6.9 and 6.10.FIf a
delay of at least 0.029 s is allowed in acduiring samples by
the algorithm, both the calculated impedance and estimated

fault distance are almost equal to their respective true

values. : :

.
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The solu;ionél of the fault location and impedance

calculations are plotted. on Figures 6.1 and 6.12

respectively for the ‘case when a 10 order filter is used

in the testing. The 51mulated results compare well with the

true .values if the corresponding calculations are based on

occurrence of the fault. If samples acquired before 0.03215

are used, the-algorithm is 'inaccurate and the resultant

input samples collected at.  least 0.032 s after the

impedances are scattered over the R-X plane as seen in

Figure 6.12.

6.3 Three-phase test model e

In Section 4.2.2, mathematical models of a sxmple'

three-phase power transm1551on system under both pre fault

-and post- fault conditions are developed. These- models ‘are
. used in testlng the va11d1ty of the proposed-fault locatlon

algorlthm A - .three- phase 133.5 mile~long overhead

transmission line is monitored by the algorithm. The 11ne 1s

’modelled by three sections of an . equ1va1ent "pi” ‘c1rcu1t-

_Three phase ground faults occur along the line at d1stances

of 44 5 miles,’ 89 miles and 133.5. mlles from the sendlng end

of the line. Theceffect of non-zero fault re51stance on the_

accuracy of the algorithm is also studied. Thls non-zero

s re51stance ground fault occurs at a locatlon 44.5 mlles from

the generating terminal of the ling.
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~ The unfiltered and ffiltefed respgnses of “the test
System prior to and after the occurrence of a fault are
given in Figures 6.13 through 6.18. The vatious Figures are
obtained by.- varying the location of fault. The responses
shown in these Figures correspond to the case when an 8
order filter is employed for filtering purposes. Similar
results are obtained using a 4'" order filter and a 10'"
order filter; which .are not given in this thesis. From
- Figures 6.13 through 6.18, it can be observed that both a
decaylng component. anqémlgh frequency compoqents are present
in the pre-flltered post-fault transients. The high
frequency components are especially noticeable in the
voltage waveform when the line is subjected to f o fault
occurring at the sending end. The flltered respon@es, as
shown in F1gutes 6.13 through 6.18, illustrate that theﬂhlgh
frequency components have been suppressed. These indicate

that the de51gned f1lter\tunct10ns properly according to the

4des1gn spec1f1cat10ns.

The estimated locations.and calculated impedances that
result when 'using the proposed algorithm, together ;;th
different order filters, are given in Figures ' 6.19 through
6.24, These; results are obtained when a fault is initiated
at a distance 44.5 mflee from the sending end of the
monitored line. The measured distances agree favorably with
the true fault locatlon (44.5 miles) provxded that a certain
delay in acqu1r1ng data is perm1tted The true 1mpedance is

0.061 + j 0.236 pu and,compares» well with. the calculated

-~
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impedances as seen'in Fiqures 6.20, 6.22 and 6.24. As seen

from Figures 6.19, 6.21 and 6.23, a minimum delay is

‘necessarya in order to have the calculated distance converge

to a reasonable accuracy. This minimum delay varies between
different ordered filters and is longer for higher ordered

filters.

The results of the fault 1location and impedance
calcﬁlation shown in'Figufes 6.25 through 6.30 are for the
case where a fault occurs at a distance 89 miles from the
generating terminal. The comﬁuted locations and‘ impedances
are within the desired accufacy when compared to the true
values. Among the three filters, the 10** order filter gives
the highést accuracy in locating a fault although a longe;

delay is needed to have the final result converge.

Figures 6.31 thfough 6.36 iliustrate the performance of

the algorithm if a fault is present at the receiviné end of
the simulated ‘line. The performance is acceptable for both
thef8'“ order filter case and 10'* order filter case as
sthn in Figures 6.33.through 6.36. Both the fault locati;n
and calculated impedance converge to the desired wvalues.
However, the final result of the 4'* order filter case is
not,satisfactory. The calculated impedances scatter'all over
the * R-X plane and the computed locafions do not converge to
the true value. Oné possible explanation to this undesired

effectr is that the high frequency components present in the

post-fault waveforms are not completely eliminated by the

-

kY
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filter, and these unwanted compgonents cause an “aliasing
effect ,on the digitized signals since the sampling rate of

the digital filter is only 720 Hz.

J In “order to study the error introduced by the presence
of fault ;esistance['the algorithm 1is applied to a line
~subject to non-zero resistance ground fault occurring at a
1ocation 44.5 miles froh the | senaingm terminal. The
;esistances used are 0.063, 0.126 and 0.189 Pu respectively.
Figure 6.37 gives the'plots of location versus-delay for the
three different values of fault resistance. The plots are
all based on emplbying an r8'h order filter to suppress
undesired - harmonics. The three curves converge to three
different values which are guite close to ghe true fault
location (44.5 miles) as ?hown in Figure 6.37. Accuracy in
‘locating a fault is higher &f the fault involves a smaller
resistance. . This effect is illustrated-by the three graphs

- (Figure 6.37)1

. _h;ﬁ,,///(/,

6.4 Conclusion and General Discussion

The 'performance of the proposed  fault location
algorithm has been studied in this chapter. From these
tests, it can be concluded that the algorithm 1is able .to
locate faults. with very good accuracy even in the presence
rof fault resistance and line rint  capacitance. The
low-pass filter, which is required by the algorithm to

eliminate high undesirable harmonics, causes a time delay in

~
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locating fault. This delay has to be minimized in order to
increase the availability of power transfer. A low order

filter is suitable in shortening delay times but the

accuracy in fault location 1is not as high compared to-

situations where a higher order filter is used. As a

result, the choice of filter is a compromise between speed

and accuracy. Since all tests are based on data obtained

from digitally simulated simple models, it is always
desirable to test the algorithm utilizing off-line field

data.

One . ﬁbssibie future project is to ~evaluate the
performance of the proposedJ algorithm for on-line
applications. The microcomputer system, which js available

o
in the Power Research Laboratory, is well suited for this

pu:gose. The system consists of an LSI 11/2 microprocessor

with a, ‘lot of wuseful built-in components designed for

on-line and real-time applications. This complete system .is

known as SNORKEL[28]. The progréms, which are outlined in

Chapter 5, can be easily modified in order to be executed in

the SNORKEL environment for on-line testing. The modified

programs together with the SNORKEL system can result in a

useful on-line fault locating tool.

?



CHAPTER VII

Summary and Conclusion

A fast and accurate locationt_of faults. for power
transmission lines is essential‘to minimize the downatime of
an electrical power system. The ava1lab11¢ty and security
of the system is increased and malntenance costs associated
with locating faults by manual methods are reduced. A
short-circuit fault 10catlon ‘can be determined either by
manual,' visual inspection or by mahing \electrical
measurements .from some mon1tor1ng points on the lines. It
has been shown that in terms of speed the latter method 1is
more favorable than the former. This is especiallyztrue‘lf
the linesiare long and run through inaccessible areas, The
latter approach'is gaining acceptance dne to the adVantages
offered by recent progtess in both the analog and digital
technologies. . The cost and flex1b111ty of mlcroprocessor-
based monltors are factors 1nfluenc1ng the acceptance of

automated fault location.

The method of using electrical measurements.in locating
faults involves either the modelling/ofotransmission lines
using wave equations or hy lomped—parameter representation.
" The wave theory describes a complex phenomenon and is
d1ff1cult to analyse even w1th the aid of digital computer.
Among theQ varlous fault locatlon approaches based on .
lumped parameter representat1on ,lt has been shown that the
one which employs the calculation of complex impedance is

104
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the least complex in terms of computational burden. No
iterations are required by this method and thus it is
well-suited for on—line‘applications, However, one of the
common drawbacké of this algorithm is thaé it ignﬁres the
Afaulf resistance, decaying dc components present in tﬂe
transignts, line shunt tapacitance or any combination of
these :factoréﬁ These factors all contrlbute to the losé of

accuracy in the final fault dlstanc% measureiments.

An impedance calculating aigorifhm,wproposed by Saphéev
and Baribeau, is // prom151ng one which is feadily
'>1mp1emented into a computer program. In this élgorithm,:the
current and voltage-phasori are obtained using curve fitting
technique, From theﬁe ﬁhasors, ﬁhe impedance seen in the
direction of fgult from the‘sending terminal of the faulted
- line is éalculated. _Hence, the location of the fault is

determined by assuming that the 1ine reactance is
7 ’ :

proportional to line length. One of tlLe special features of

this.algofithm is that the decaying dc COmponeﬁtx has  been

. - T . _
taken into . consideration during the -development of the

algorithm. bTheveffect of fault resistance on the fault.

dlstanﬁe determ1nat1on 1s m1n1m1zed due to the fact that the

fault" 1s located on the basis of reactance rat1o-

Mathematical cpnsiderations have shown that the fault

locating problem can be formulated/into a2 rectangular matrix

form . by suitable choices of data window and sampling rate.

The problem is then solved by a least er or squares curve

N
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fitting technique in which the pseudoinverse of the
~F

‘reeulting matrix provides the sé}ution.
~ Mathematical models of two 51mp1e test systems . working
under both normal and faulty conditions have been derived in
this project. These models are essential in supplying both
pre-fault and vpost-fault .data_ to test the fault location
algoriehm. In addition to this, 1ow-pg§s aigital filtefs,
which suppress undesirable high freguency components and’

noiée, have been developed. These filters are necessary for

th  :valuation of the performance of the algorithm.

Computer programs Qerep developed ﬁo implement . the
proposed fault location algorithm in an off-line mode. It
‘has been démonetrated in thls thesis that.- the proposed
algorithm. satisfactorily locates faults for the simulated
trang%ission‘lines. The performance of the algorithm is
acceptable eQen in thk’presence of fault resistance and line
shuﬁt capacitance. - However, the algorithm loses: its
accuracy if the post-fault load current cannot be neglected.e
Further studies on the  proposed ‘fault location élgorithm
using both off-line fand on-line field data are necessary
with particular attentzon placed on testing; the eléorithm

subject to dszerent fault types.

" -3
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Appendix A

Power System Parameters °

. ' ) ’ .
- Data for the system given in Figure 4.1 is outlined in

this appendix. Thls data is glven in References\19 and 20,

and is given here for ease of reference

(i) Generator G1:

105 MW capac1ty at 0.9\pf, rated at 22 KV

n 105/0 9 MvA ' ‘

(ii) Short-circuiting[limiting reactor: _ ’

18.1 percent reactance

X1 = 0.237 Q

(iii) Transformer T1: L //
Transfermarion ratio 142/22
Load carrYﬁng'capacity of 60 MVA

8.2 percent reactance on 60 MVA base at 142 KV tap

sefting

.(iv):Transmission line 1li1:
30 m11e long overhead aluminium-cable-steel- relnforced
conductor ) . .
Series resistance of 0.5438 Q/mile

Series reactance of 0.5650 Q/mile

7 (v) Transformer T2:
Transformatlon ratlo 126/33
Load carrylng capacity of 20 MVA

11 percent reactance on 20 MVA base _at 126 KV  tap



setting

(vi) Transmission line 1i2:
5~mile-long.ovgrhead coppér conductor line
Total series resistance of 1.5 @

Total series reactance of 3.3 @

1

(vii) Load L1: ‘
Real power of 15 MW
Reactive power of 8 MVA

Terminal voltage of 31.5 KV

113
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Appendix‘B
Synthesizing Digital Filters

— Three low-pass recursive digital filters were designed
‘and employed in the testing of the proposed fault location
algorithm. The design specifications for the filters are -

-given in Section 4.3. The design of the recursive filters

are based on the "direct” method outlined in Reference 22.

The synthesis techniqué for each filter that was used iﬁ

this project is brieily outlined in ths appendix.

B.1 4th order filter

, / _
~The cutoff (fc), transition (f1) anﬁ sampling (fs)
frequencies of the filter are- all given 1in the design

- !

specifications. Hence, the sampling interval is given by:

l

T

it
(o))
()]

1]
I_A
w

~
N
o

I

W () - (23gr)

= 2.,945905
ton(45T) = tan( 2931)
| = 1.223939

At the transition fregquency, the following ' equation is

114
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obtained by”tonéidering the amplitude characteristic:

tan(*3)\ "

ﬁan(ﬁggv

log [1 + =30

i.e. - on = —2.999565
: ' log(2:235305)
. 00T, 223939

i.e. ' n = 3.8317 =« ¢

-

where n is the order of the required filter.

S

\'Using ‘the calculated value of tan(wcT/2), it can be showh

that the poles, which lie on the z”'-plane, have the

following x and y coordinétes:“»

X ) -y

~0.104637 £0.196817

~0.144995 +0.658432 ‘
~0-.318989 | £1.448533

~2.105975 £3.961229

It is noted that four poles lie inside the unit circle of
the z“~plane‘and the other four 1lie outside the wunit
circle. Therefore, the four poles which yield a stable

function are:

-0.318989 # j1.448533
and . ~2.105975 + j3.961229

'The corresponding polynomial due to the stable poles is

given Q&:'
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N

Alz )=z + 0(31899 *+ J1.44853)(z-' + 0.31899 - j1.44853)

k(57" +2.10598 + 33.96123)(z"* + 2.10598 - 33.96123)
=(z-% + 0.6380z"' + 2.20)(z- + 4.2120z'*+ 20.1265)

-

Thus, the' required transfer functi n>%§{@u

G SO X
Glz") =K 3y .

where K is a gain constant and is given by:

i} __2¢
1 = K{3783798 (25 33803)

= 6.07802

ot

(]

-
|

B.2 8th order filter

— The sampling interval T is given by:

T = :g—s “ .
vk
= 0.75014
T () - i

0.46631 V o
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n is obtained from,

0.75014 | .
109(0.46631) o
i.e. | n=.7.26 = 8

Using the calculated value of tan(w.T/2), it can be shown
that the x and y coordinates of the poles which lie on the

z"'-plane are:

X ; Y )
0.367027 +0.085336
0.392673  10.259994
0.455890_\ +0.446794
1 0.559212 . £0.653643 -
0.755727 +0.883342
B 1.119040 . +1.108873
1.770487 | #1.172254
2.584865 +0,.600985

The eight poles which yield a stable function are:

0.755727 + j0.883342

-+

1.119040 + j1.108873
©1.770487

+

j1.172254
2.584865 + j0.600985

Therefore, the polynomial in terms of 2”' which corresponds

v —
~to the stable poles is:
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A(z-*)=(z"% - 1.5115z-1 + 1.3542) (277 - 2,2381z- " + 2.4819)
*(27% - 3.54102°" + 4.5088)(z"* - 5.1697z-' + 7.0427)

~ Hence, the required transfer function is given by:

Glz=') =gl 2tz t)r 1A"(Lz?:)
where K is calculated from:
= Ky —arTe
- (0.83996)(1.24377)(1.96783) (2.87298)
ie. K = 0.02307 | |
~

B.3 10th order filtef

From the design specifiéatiqns, the sampling interwval

is given by:

'andr _ L ;tan(w,T) - taﬁ{%ﬁgﬂ)

0.73323

0.51503
Hence, n is calculated from:

2.999565
0.73323),
0.51503

e : 169(



119
i.e. B n=9,78 = 10

Using the calculated value of tan(wcT/2), X and y
coordinates of the poles are sﬁown to be:

-

\

X Y
0.321884 © £0.070592
0.336568. £0.214214

 0.36B8548 +0.365347

0.423998 $0.529629

0.515107 - %0.713253

0.665457 \ ©+0.921438

0.921173 ~  ©  11.150664

, 1.368509 T $1.356622
2.114578  £1.345853

2.964173 +0.650062

The ten poles which yield a stable transfer function are:

|

1+

0.665457 + §0.921432

0.921173

I+

j1.150664

1+

i3  1.368509 + j1.356622

2.114579

I+

j1.345853
'..2.964173

1+

j0.650062 .

. Therefore, the corfespohding polynomial due to the stébre
poles is given by; |
A(z')=(2"* - 1.3309z7' + 1.2919)(z-% - 1.8423z-' + 2.1726)

x(z-2 - 2.7370z"" +.3.7132)(z-* - 4.,2292z-! + 6.2828)
x(z°% - 5.9283z-' + 9.2087) | |
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e

'Hence, ‘the required transfer function is:

) 1 + -1 10
Glzt) = K2y
where K is given by: .
1 = K ot 210
(0.96097)(1.33024)(1.97622)(3.05361) (4.28042)
i.e. s‘s[x = 0.032246
\
\
- 4/’}'



