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A B S T R A C T 

This work consists of three parts: theoretical preparations, applications and 

computational results. The theoretical part primarily addresses the basic prop­

erties and computational scheme of various equivariant, degrees, including the 

general equivariant degree, primary equivariant degree, twisted primary de­

gree, S'-degree and equivariant gradient degree (Part I). The second part con­

tains two types of applications of equivariant degree methods in the area of 

equivariant nonlinear analysis: the symmetric Hopf bifurcation and the exis­

tence of periodic solutions in autonomous symmetric systems (Part II). The 

last part presents an appendix of Sobolev spaces and a catalogue for several 

groups (their subgroups, irreducible representations and basic degrees), mul­

tiplication tables and computational results obtained throughout the thesis 

(Part III). 
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1 

Introduction 

1.1 Motivation 

The concept of symmetry, though as vague as the notion of harmony, and 
as simple as the impression evoked by regular geometric shapes, substantially 
contributes as a fundamental central theme to the ultimate design of nature. 
This has long been one idea that human beings have tried to comprehend in the 
pursuit of order, beauty and perfection (cf. [178, 166]). The idea of symmetry 
has been absorbed heuristically across human history, from architecture, to 
visual art, to psychology, to education science, to musicology and sociology, not 
to mention the interplay between arts and sciences (cf. [45, 151] and references 
therein). 

In a sense, symmetry itself has been instrumental in the development of 
modern sciences. Some of the most profound results of modern physics have 
been underlined by symmetries. The duality between mass and energy, as well 
as between space and time, brought into light the special theory of relativity. 
As the drama of physics moved from the classical to the quantum act, symme­
try was thrust into the limelight more than ever (cf. [186]). The mechanism of 
symmetry breaking embodies one of the most powerful ideas of modern theo­
retical physics. It provides a basis for most of the recent achievements in the 
description of phase transitions in statistical mechanics as well as of collective 
phenomena in solid state physics (cf. [148, 167, 183]). It has also made possi­
ble the understanding of the unification of weak, electromagnetic, and strong 
interactions in elementary particle physics (cf. [167, 184]). 

Beyond the scope of modern physics, the presence of symmetry and its 
consequences have been extensively observed in chemistry, neurophysics, com­
puter science, evolutionary ecology, sociology, and cognitive science (cf. [32, 56, 
70, 82, 86, 161, 163, 171]). As the human perception naturally favors regular 
structure, elegant designs or artistic forms, symmetry has left traces in a large 
variety of dynamical systems (cf. [57, 76, 78] and references therein). While the 
symmetry may very well satisfy our expression of beauty and perfection, very 



2 1 Introduction 

little is known about the impact of symmetry on the performance of dynamical 
systems. 

Nevertheless, there is inevitably a struggle in each symmetry with a ten­
dency towards its breaking. The paradox resides in the failure of the symmetric 
laws of nature to establish a unified world. The observable phenomena exhibit 
overwhelmingly asymmetric diversity, which makes us believe that the natu­
ral processes are driven by a prize fight between the unified symmetry and 
diversified broken symmetries. 

Examples of a win on the breaking side include the earthquake resistance 
failure of buildings, the occurrence of fluctuation in electrical circuits, crashes 
in electricity transmission networks, or environmental break-down in ecology 
models (cf. [13, 14, 15, 16, 77, 79, 81, 83]). 

1.2 Area and Subject 

Facing the enormous range of symmetry and the multitude of its impact, one 
seeks for a general understanding of the phenomena through a systematic and 
formal study. The mathematical treatment of symmetry is put forward in the 
language of group theory. Symmetry is understood as an intrinsic property 
of a mathematical object which causes it to remain invariant under certain 
groups of transformations, such as translation, rotation, reflection, inversion, 
or more abstract operations. A handful of Hermann Weyl's scientific works un­
derscored group theory and its application in symmetry, including The Theory 
of Groups and Quantum, Mechanics, Classical Groups: Their Invariants and 
Representations, and Symmetry (cf. [176, 177, 178]). As the struggle of sym­
metry persists, the process of mathematical abstraction of symmetry develops 
further, hoping to finally lead us to a mathematical understanding of great 
generality (cf. [174, 48, 91, 58]). 

Behind the seemingly chaotic and overwhelmingly asymmetric natural phe­
nomena, equivariant nonlinear analysis provides us with a kaleidoscope to 
the chromatic manifestation of symmetry. Equivariant dynamical systems are 
mathematical formalizations for a set of relations describing time-dependent 
processes of natural phenomena, which exhibit certain symmetric properties 
(cf. [34, 38, 78, 81, 159]). The equivariant nonlinear analysis serves for the 
study of equivariant dynamical systems and deals with the impact of sym­
metry on the existence, multiplicity, stability and topological structure of the 
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solution set of nonlinear equations, bifurcation phenomena, the applicability 
of different kinds of approximation schemes, etc. (cf. [7, 15, 57, 77, 78]). 

Traditional methods used in equivariant nonlinear analysis include center 
manifold and normal form reductions, Lyapunov-Schmidt reduction, algebraic 
and geometric formalism of Lie group theory and transformation group meth­
ods (cf. [33, 34, 80, 121, 122, 123]), minimax methods for nonconvex function­
a l , equivariant bifurcation theory, equivariant singularity theory, and theory 
of critical orbits of invariant functional (cf. [57, 76, 77, 79, 81, 140, 159]). 

The topological degree theory, without considerations of symmetry, has a 
long history which developed along successive steps of extensions and general­
izations. The oldest form of a degree is probably the degree of a smooth map / 
from the unit circle <S1 into itself, also known as the "winding number", or the 
"rotational number", which counts the total number of times / travels coun­
terclockwise around the origin. The mapping degree theory or its equivalent, 
the theory of rotation of vector fields, emerged in the studies of L. Kronecker 
and H. Poincare, and was further developed in the works of L. Brouwer and H. 
Hopf for the finite-dimensional case, J. Lcray and J. Schauder for completely 
continuous vector fields in infinite dimensional space (cf. [28, 29, 75, 1.28, 125]). 
It was however, M.A. Krasnosel'skii who indicated that knowing the mapping 
degree provides the answers to the qualitative theory of nonlinear operator 
equations (cf. [110]). 

The degree theory of Brouwer and its infinite-dimensional extension the 
Leray-Schauder degree, showed their weaknesses in certain circumstances re­
lated to the presence of symmetry. In particular, the Leray-Schauder degree 
often fails to detect periodic solutions in autonomous systems, due to the S1-
symmetry of periodic functions. A natural question arises: what is an adequate 
theory of degree in the presence of symmetry? 

In 1932, K. Borsuk observed for the first time that symmetries can lead to 
restrictions on possible values of the degree, which then initiated a rigorous 
study of the impact of symmetry on the homotopical properties of the maps 
(cf. [24]). The subsequent developments were mainly due to P.A. Smith and 
M.A. Krasnosel'skii (cf. [23, 65]). At the same time, Krasnosel'skii revealed pro­
found connections between the degree of equivariant maps and the equivariant 
extension problem (cf. [109]), which leads to a development of the so-called 
"geometric approach" (cf. [120] for the most recent results, and [101] where 
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the case of linear abelian group actions is studied in detail) applying the con­
cept of fundamental domains to reduce the problem of equivariant extensions 
to the case of free G'-actions (cf. [120]) or fundamental cells (cf. [101]). 

In 1967, Fuller defined a special index being a rational number known as 
the Fuller index, which was the first at tempt to assign to an autonomous dy­
namical system an S^-equivariant homotopy invariant (cf. [67]). Though of its 
theoretical importance, it is defined in an extended phase space, which makes 
this invariant difficult to compute. In 1988, G. Dylawerski introduced a degree 
theory for S^-equivariant maps between representation spheres (cf. [51]). For 
a more general group of symmetries described by a compact Lie group G, a 
degree theory of G-equi variant maps was introduced by J. Ize et al. in [97] 
and rigorously studied in [101] for abelian groups. Independently, K. G^ba et 
al. constructed the .91 -degree using the idea of normal approximations, where 
connections between .^-degree and the Fuller index were also indicated (cf. 
[52], see also [101]). Later, by applying similar constructions, a predecessor of 
the so-called primary equivariant degree for a compact Lie group G was intro­
duced in [72]. Based on a result due to G. Peschke in [147], this primary degree 
can be recognized as the "primary part" of the equivariant degree introduced 
by Ize et al. 

Contrary to the noncquivariant case, the homotopy structure of equivariant 
gradient maps is essentially different from those of non-gradient maps (cf. [146] 
for nonequivariant case and [41] for equivariant case). In 1985, motivated by 
the study of bifurcations of periodic solutions in Hamiltonian systems, E. N. 
Dancer introduced an invariant for S^-equi variant gradient maps (cf. [40]). 
His idea of associating topological invariants to S'1 -equivariant gradient fields, 
was further developed in several directions. In [44], E. N. Dancer and J. F. 
Toland introduced a topological invariant for systems with first integrals. S. 
Rybicki defined the 51-degree for equivariant orthogonal maps as an extension 
of gradient maps in [153], which was generalized by J. Ize and A. Vignoli in 
[101] for abelian compact Lie groups. The gradient equivariant degree in the 
case of a general compact Lie group G, was introduced by K. G§ba in [71]. 
This degree takes values in the Euler ring U(G), which is a generalization of 
the Burnside ring by T. torn Dieck (cf. [47]). This equivariant gradient degree 
contains implicitly the Dancer invariant which was mentioned above. 

In comparison with traditional methods in equivariant nonlinear analysis, 
such as the equivariant Conley index, Morse-Floer complex, minimax theory 
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(cf. [18, 19, 64, 134, 150, 172, 173]) and the equivariant singularity theory (cf. 
[57, 76, 77, 79, 81], see also [7, 15] and references therein), the equivariant 
degree theory has the following advantages: (cf. [5, 6, 10., 12, 13, 14, 17, 53, 55, 
181, 118]) 

(a) Usage of the standard settings allowing efficient treatment of a large class 
of differential equations with arbitrarily large symmetry groups; 

(b) Transparent computational formulae translating the equivariant spectral 
information of a linearized system into a topological invariant; 

(c) Effective computerization* of algebraic computations, and creation of a 
database for classical symmetry groups collecting their subgroups, irre­
ducible representations and multiplication tables; 

(d) Comprehensive form of the topological invariant, which contains full topo­
logical information about the solution set of considered systems. 

1.3 Two Examples 

To demonstrate the mechanism of equivariant degree methods included in the 
thesis, we provide two examples of its application in equivariant nonlinear anal­
ysis. One looks into the Hopf bifurcation in a symmetric system of predator-
prey equations; the other investigates the existence of periodic solutions in a 
symmetric Newtonian system. 

1.3.1 Predation and Migration 

Consider an ecosystem composed of 6 spatially symmetrically distributed 
subcommunities represented in Figure 1.1. Each subcommunity involves a 
predator-prey interaction between 2 species modeled by the Lotka-Volterra 
equations (with a slight modification), while the ecosystem is organized by a 
migration, between every 2 adjacent subcommunities. 

Recall the Lotka-Volterra equations, proposed independently by Alfred J. 
Lotka in 1925 and Vito Volterra in 1926 describe predation dynamics: 

(x = x{a-(3y), 

\y = -2/(7 - Sx), 

* Special Maple ® routines have been developed to assist effective computations of primary, degree 
with one free parameter, for several interesting symmetry groups. The most recent version is avail­
able at h t tp : / /krawcewicz .ne t /degreeor http:/ /www.math.ualberta.ca/~wkrawcew/degree. 

http://krawcewicz.net/degreeor
http://www.math.ualberta.ca/~wkrawcew/degree
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Fig. 1.1. Dihedral configuration of the ecosystem, where & =• (xi(t).yi(t)) is the i-th community. 

where x = x(t) stands for the prey density and y — y(L) for the predator 
density. The quantities a and 7 corresponds to the intrinsic growth rate of 
the prey and the diminishing rate of the predator respectively; (3 and 5 reflect 
the predation impact factors on the growth rate of the prey and the predator 
respectively. All the quantities a, 7, /?, 6 are assumed to be positive. 

Assume that the predator-prey interaction in each subcommunity can be 
modeled by a modified version of (1.1) (cf. [158, 66]) 

x x(a + ex — (3y)., 

y = -yft-Sx-dy), 
(1.2) 

where c and d are parameters of returns. The case where c and d are both 
positive corresponds to the case of increasing returns, whereas the case where 
both are negative corresponds to diminishing returns. The case where c and d 
have opposite signs corresponds to semi-increasing returns. Biologically, in­
creasing (resp. diminishing) returns in either species means that the growth of 
that species is enhanced (resp. hindered) by increasing the species density. 

To carry out a mathematical analysis to the system (1.2), we first introduce 
the following shorthand notations 

A = aS + 7c, B = /?7 - ad, C := 8(3 + dc. 

For simplicity, assume that A, B and C > 0. Then, the system (1.2) has the 
following equilibria 
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(0,0), ( - " , o ) , (o, 

among which the last one is called the interior equilibrium. We arc interested 
in the phenomenon of the Hopf bifurcation taking place in the neighborhood 
of the interior equilibrium 

(x0(a),y0{a)) = (^ ,^J , 

where a is the parameter of bifurcation. To obtain the characteristic roots of 
(1.2), we carry out the standard linearization of (1.2) at (x0(a),yo(a)) given 
by 

cx c «' (i 3) 
y = ^x + fy. 

Denote by 

M0:-- fa <jjl 
L C C 

:i.4) 

Then, the characteristic roots of (1.2) are precisely the eigenvalues of M0. By 
the implicit function theorem, a necessary condition for an occurrence of a Hopf 
bifurcation at (x0(a),y0{a)) is that (1.2) has a purely imaginary characteristic 
root. The corresponding value a is called a bifurcation center. It can be verified 
that under the assumption (d,A + cB)2 < A ABC, M0 has a pair of complex 
eigenvalues X(a) = u(a) ± iv(a) for 

. . dA + cB . . JAABC - (dA + cB)2 

'«(«) = —2C—' V ^ = 2C ' ^ ' 

Solving u(a) — 0 for a, we obtain the bifurcation center of (1.2) at (x0(a), y0(ct)) 

ycjp + d) 
a°-~ d(c-5) • 

We are now in a position to analyze the ecosystem composed of 6 subcom-
munities located in spatially symmetrically distributed habitats (cf. Figure 
1.1). Assume that each subcommunity C,; undergoes a predator-prey inter­
action described by the modified Lotka-Volterra equations (1.2) with (x,y) 
replaced by (xi: yA, for i = 1,2,..., 6. The ecosystem supports a mild migra­
tion between every 2 adjacent subcommunities, with the migration rate given 
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by v > 0. Hardly any communities in ecology are identical, residing in pre­
cise symmetrically distributed locations, however, when dealing with a model 
with accuracy-limited data, this idealization allows us to explore the symme­
try aspect of the dynamics, including its impact on the occurrence of Hopf 
bifurcations in the system. 

The mathematical description of this symmetric configuration is a symme­
try with respect to the dihedral group DG*. For a population density vector 
w = (xi,yi,X2,2/2,... ,x§,y^T 6 M12, each element of DQ acts as a linear 
transformation of w. More precisely, 

(i(xhy1,a:2,'y2,. • .,x6,y6) = {x^y&)xhyu.. .,x5,y5), 

is,(x\,y\,X2,V2, • • • ,X(>,yt>) = (ze,2/6,zs,2/5, • • • ,xi,y\). 

Therefore, we consider an ecosystem of i^-symmetrically located subcom-
munities of predator-prey interactions, which is modeled by 

±i = Xi(a + cXi - ,%,;) + u{Xi | j - Xi) + v{xi-v - Xi), _ 

iii = -Viil ~ Sxi - dyi) + v(yt+] - yi) + I/(JA-I - yt), 
(1.6) 

where .Tj, y,-,, are the respective population density of the prey and predator in 
the i-th subcommunity, and i = i + 6 for i — 1,2,..., 6 . It can be verified that 
the system (1.6) is invariant under the action of the dihedral group £)6, which 
is called a Da-symmetric system. Our aim is to present a symmetric analysis 
of the Hopf bifurcation phenomena occurring in the system (1.6) at its interior 
equilibrium w0(a), where 

w0(a) := (x0(a),y0(a),x0(a),y0(a),... ,x0{a),y0{a))1 e M12, 

and a is the parameter of bifurcation. 

The linearization of the system (1.6) at w0{a) can be written as 

w = Mw + vCw, (1.7) 

where w = (x\, y\, x2, y2,..., x6, ye)'1' is the population density vector, the ma­
trix M represents the initial predation in subcommunities and the matrix C 
stands for the interaction relation between adjacent subcommunities 

* The group Da is composed of 6 rotations 1, /J., fj,2, fx3, fj,4: /U
5, for jj, = e1^ in the complex plane, 

and 6 reflections K, KJJ,, K/J,2, K/I3, K)i4, K/I5, where K denotes complex conjugation (cf. Appendix 
A2.1.2 for more details). 
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~M0 0 0 0 0 0 " 
0 M0 0 0 0 0 
0 0 M0 0 0 0 
0 0 0 M0 0 0 
0 0 0 0 M0 0 
0 0 0 0 0 M0 

, C: = 

' -21 
I 
0 
0 
0 
/ 

/ 
-21 

1 
0 
0 
0 

0 
/ 

-27 
/ 

0 
0 

0 
0 
/ 

-21 
I 
0 

0 / 
0 0 
0 0 
/ 0 

-21 I 
I -21 

M 

for M0 defined by (1.4) and / being the 2 x 2 identity matrix. Let a(C) be 
the spectrum of C, which contains 4 elements £0 := 0, 6 := — 1, £2 :== —3 and 
£4 := —4. Denote by E{E,k) the eigenspace of 6 for k = 0,1,2,4. Since C is a 
symmetric matrix, there exists an orthogonal linear transformation matrix P 
such that 

-£0/2x2 0 0 0 " 
0 6^4x4 '0 0 
0 0 6/4x4 0 

. 0 0 0 6/2x2. 
Moreover, the eigenspaces of C span the whole phase space 

JR12 = z?(6) e E(6) e £(&) e E{&. 

Since each E(^k) is invariant under the /Jp action, it is isomorphic to a sum of 
several copies of irreducible representations of Da (cf. Appendix A2.2.4 for a 
list). One can verify, in our case, we have # ( 6 ) — Vfc © 14, where 14 stands 
for the kth irreducible representation of D6, for k = 0,1,2,4. In particular, the 
"^-multiplicity of 6 is 

C = P P ,T 

mi{jik) = 25j,fc = 
2, if Z = A; 
0, otherwise 

£, fee {0,1, 2,4}. 

By a change of coordinates g := PJ w, the system (1.7) is transformed to 

where 

M :--

q = Mq, 

'Mo + u£0I 0 0 0 0 
0 Mo + v&I 0 0 0 
0 0 M0 + u£iI 0 0 
0 0 . 0 M0 + v£2I 0 
0 
0 

0 
0 

0 
0 

0 
0 
0 
0 

(1.8) 

0 M0 + 7/6/ 0 
0 0 M0 + v£AI 

(1.9) 
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Then, the characteristic roots of the system (1.6) at w0(a) correspond to 
the eigenvalues of M, which can be determined by 

fik(a) := A(a) + u£k, 

= u(a) + v£k ± iv(a) k = 0,1,2,4, (1.10) 

where u(a) arid v(a) are defined by (1.5). Clearly, mi(fik(a)) = m*(£fe) = c^. 

For each £fc € cr(C), by letting ?/(«) +z/£fc = 0, we obtain a bifurcation center 

_ 7c(/? + d) + 21/&C 
«*.= ^ - ^ , * = 0,1,2,4. 

Denote by iflk the purely imaginary characteristic root of (1.6) at a = oik- To 
detect the occurrence of possible Hopf bifurcations around «/,:, we associate 
to each pair (a.k,(3k) a bifurcation invariant u(ctk,^i{) in terms of a twisted 
equivariant degree for a completely continuous field. 

More precisely*, by introducing an additional parameter of the unknown 
period of possible bifurcating branches, we transform the system (1.6) to an 
equivalent problem of finding 27r-periodic solutions to a normalized system. 
Based on this normalization, we can choose an appropriate functional space 
W, which is an invariant space under the D$ x ^-action, where 5 1 ~ E/27rZ 
represents the temporal symmetries of 27r-periodic functions in W. Thereby, 
wc reformulate the normalized system to a D6 x S'-equivariant fixed-point 
problem of a completely continuous m,ap T : E2 © W —> W, i.e. the problem 
of finding x such that x = ^F(a,f3,x). Finally, by introducing an auxiliary 
function <; : E2 © W —>• E, we arc able to restrain the bifurcating branches in 
a neighborhood Q of (a, /?) so to carry out a local analysis of a one-parameter 
map # : E2 © W —> E © W composed by <; and F. Define 

uj(ak, fa) -.DtxS'-DegiS,^)). 

The computation of the bifurcation invariants is based on 

• a continuous deformation of $ to a product map of $ : R12 — » E12 and 
&, : E2 © W0 - • E © W0, where W0 := W © E12; 

* For a concise presentation, here we only provide a brief description of this standard degree-
theoretical treatment to a symmetric Hopf bifurcation problem. For more technical details and 
precise formulations, we refer to Chapter 6. 
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• the multiplicativity property of the twisted equivariant degree, which im­
plies (cf. Proposition .4.2.6) 

u{akl0k) =D6xS1-Deg($,~n) oD6xSl-Deg($0, no), (1.11) 

where ~fi := i?nM12, Q0 := fin(R2(BW0) and o stands for the A(D6)-module 
multiplication in Al(DG x Sl) (cf. Appendix A3.14); 

• the concept of basic degrees degv. (of no parameters) associated with the i-
th irreducible representation V* of DG, combined with the negative spectrum 
cr_ of #, gives rise to (cf. Subsection 4.1.3) 

D,x^-Deg(ff,72)= n i l ^ g v . r 0 ^ (1-12) 

where m.j(/i) is the Vj-multiplicity of \x\ 
• the concept of twisted basic degrees deg v. ( associated with the irreducible 

representation Vjj of D$ x 5 1 , combined with the notion of the crossing 
numbers ljti{ctk,0k), gives rise to (cf. Subsection 4.2.4 and Lemma 3.3.4) 

D6xS]-Deg(S0,^0) = YtoMk.Bk) degv , , . (1-13) 
3,1 

Based on the computational formulae (1.11) (1.13), we provide a compu­
tational example of the Hopf bifurcation problem for the system (1.6). Take 
the sample quantities 

7 = 0.50, 0 = 1.00, 6 = 0.50, c = 0.20, d = -0.30, v = 0.01. 

In this case, we have the following bifurcation centers 

Qo = 0.78, Qi = 0.68, Q2 = 0.48, aA = 0.38, 

with the corresponding purely imaginary roots ifa 

0o = 79.44, A = 73.83, 02 = 62.29, 04 = 56.28. 

The crossing numbers tjj{a,k,f3k) are 

*o,i(ao, A)) = h,i{oiu 0i) = t2A(a2,02) = *4,i(a4,#i) = 2. 

Consequently, we have the values of bifurcation invariants uj(ak, 0k) == 2degVfc 

for k = 0,1,2,4. Calling the Maple® routine command showdegree[D6], we 
obtain 
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o;(a0, A)) = showdegree [D6] (0, 0,0,0,0,0,2,0,0,0,0,0) 

= 2(D6), 

w(ai,/?i) = showdegree [D6](0,0, 0,0, 0,0,0,2, 0,0, 0,0) 

= 2(Z*1) + 2(^) + 2(D|)-2(Zj) 

w(a2, /?2) = showdegree [D6](0, 0, 0, 0, 0, 0, 0, 0, 2, 0, 0,0) 

= 2(Zt6
2) + 2(D^) + 2(D2)-2(Z2) 

uj(a4, (3A) = showdegree [D6](0, 0, 0, 0, 0,0,0, 0,0, 0, 2,0) 

= 2(DJ), 

where each (H5>m) refers to the eonjugacy class of the subgroup JIs>m C DQ X S1 

(of. Example A2.1.1, Appendix A2) and the bold faced terms are related to the 
concept of dominating orbit, types, which satisfy certain maximality condition 
according to the conjugation relation (cf. Subsection 6.1.6). 

Conclusion. By Theorem 6.1.9 (ii), there exists at least 1 bifurcating branch 
of periodic solutions at (a0, (30) of symmetry at least (D6); there exist at least 5 
bifurcating branches of periodic solutions at (a.\,fi\) with 2 having symmetry 
at least (Z6*) and 3 having symmetry at least (DSj); there exist at least 5 
bifurcating branches of periodic solutions at (0.2, ^2) with 2 having symmetry 
at least (Zg2) and 3 having symmetry at least (Dg); there exists at least 1 
bifurcating branch of periodic solutions at (o4,/34) with symmetry at least 

TO-
Evidently, when a crosses the bifurcation centers a^ for k = 0,1,2,4, the 

total symmetry D& x Sl of the trivial solution w = 0 breaks down to different 
subsymmetries (D6), (Z^1), (I) |), (Z*2), (£>£), (Df) of nonzero solutions. The 
broken symmetries captured by the invariants u; («&,/?/,-), in turn, entail the 
appearance of nontrivial periodic solutions bifurcating from a = a^. 

1.3.2 Newtonian Motions 

Consider a system of 6 unit point masses Pi (for i = 1, 2 , . . . , 6) trajectingin M6, 
whose time-dependent position function x : M. —> M.c> satisfies Newton's second 
law of motion, which states that the time rate of change of the velocity function 
is proportional to a net force function F : R6 —• E6 applied on the particles. 
Suppose that the system is autonomous and symmetric with respect to the 
dihedral group De-action on M6. More precisely, F is assumed to commute 
with the D6-action on M6, i.e. F(gx) = gF{x) for g G A> and x £ M6. 
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(1.14) 

An example of such autonomous Newtonian system can be described by 

—x\ — Ax i + x2 + x,e + a(x)(5xi + x2 + x6), 

- x 2 = x\ + Ax2 + x3 + a(x)(xi + 5x2 + rr3), 

-xs = x2 + 4.T3 + x4 + a(x)(x2 + 5x3 + x4), 

—x4 = x-A + 4x4 + x5 + a(x)(x3 + 6x4 + #5), 

- x 5 = x4 + 4x5 + x6 + a(x)(x4 + 5x5 + x6), 

I -x f ; = x5 + 4xe + £i + a(x)(x5 + 5xe + xi), 

where a : R6 —> R is given by a(x) 

X2X3 + X3X4 + X4X5 + X5X6 + Xf,Xi) + l ) 

(5(xf + x\ + x% + xf + x? + Xg) + 2(x 1 x2 • 

We arc interested in finding non-constant 27r-periodic solutions to (1.14), 
which can be formulated precisely as finding nontrivial solutions to 

-x = F(x), 

X(0) = X(2TT), X(0)=X(2TT) , 
11-15) 

where the force function F : M6 —>• M6 is represented by the right-hand side 
of (1-14). Notice that F behaves asymptotically linear at oo, meaning that 
there exists a linear map /loo such that F(x) = A^x + o(x) as ||x|| —> oo. Let 
A0 := DF(0). We have 

A0 

/920002\ 
2 9 2 0 0 0 
0 2 9 2 0 0 
002920 
000292 

\2 0 002 9/ 

Ar 

/410001\ 
141000 
014100 
001410 
000141 

\100014/ 

which represent the linearized maps of F at 0 and oo respectively. Further, 
one verifies that (o-(A0) U cr(/Loc)) n {k2 : k = 0 , 1 , . . . } = 0, which eliminates 
the possibility of the linearized systems of (1.15) at 0 and oo having non-zero 
solutions. Therefore, it provides an admissible setting to detect a nontrivial so­
lution to (1.15) by inspecting the topological difference between the linearized 
systems of (1.15) at 0 and at oo. 

More precisely*, choose an appropriate functional space W1 where the so­
lutions to (1.15) inhabit, and reformulate (1.15) as a DQ X S 1-equivariant vari-

* We only provide a concise description of the degree-theoretical treatment to a symmetric 
variational problem. For more technical details and precise formulations, we refer to Chapter 10. 
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ational problem of finding critical points of a certain associated energy func­
tional <P : W —> K, where S1 ~ M/27rZ represents the temporal symmetries of 
the 27r-periodicity of functions in W. Thus, we have 

x is a solution to (1.15) 4=^ V<f>(x) = 0, x € W. 

By a compactness argument, V ^ is a D(ix S11-equivariant completely continuous 
field, to which the equivariant degree theory applies. By the spectral properties 
of AQ and /loo, combined with the implicit function theorem, there exists a 
small ball B£ and a large ball BR in W such that V(P(x) ^ 0 for any boundary 
points x E (dBgUdBfi). By means of the gradient equivariant degree V^xs'-deg, 
we can associate to the system (1.15) two elements Vp6Xi<ji-deg(W>, Be) and 
Vc;-deg(V<?>, BJI) in a ring called the Euler ring U{T)Q X S1). Roughly speaking, 
in the context of the ring, one is allowed to multiply two gradient equivariant 
degrees. Therefore, the difference 

deg^ - deg0 := Vftx^-deg(V<£, BR) - VDf,xS>-deg(V<2>, B€) 

is a topological invariant capturing the existence of solutions to (1.15) in be­
tween Be and BR. 

Computational techniques used for deg^ — deg0 are based on 

• the linearization argument, which relays the computations of degp to the 
computations of a linear isomorphism Ap on W by 

degp = V ^ - d e g ^ B ^ W O ) , 

where B\(W) denotes the unit ball in W and Av : W —> W is defined 
through Ap, for p e {0, oo}; 

• the reduction to the basic gradient degrees, denoted by 

Deg w := VD6x6,-deg(-Id, Bi(WO), 

for an irreducible representation W of De x S1. Observe that Degyy's rep­
resent the gradient equivariant degrees of the simplest possible maps being 
topologically nontrivial (cf. Definition 5.2.7); 

• the multiplicity property of the gradient equivariant degree (inherited from 
the ring multiplication in the Euler ring U(DQ x S1)), induces a product 
formula (cf. Subsection 5.2.2) 
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deZr>= I I n(D eS>vJW f c ( 0- (1-16) 
£<Eo-.{Ap) k 

where a-(Ap) stands for the negative spectrum of Ap, V\4 runs through a 
catalogue of irreducible D% x S\ -represent at ions and irik(0 is the multiplicity 
of £ with respect to Wk- Notice that the product in (1-16) is only essential 
over finitely many terms, since Ap is a compact perturbation of Id, there 
exist only finitely many £ G <J-(AP) each of which has a finite multiplicity. 

By calling the Maple® routine command showdegree [D6] , we obtain 

deg o c - deg0 = - ( D ^ 3 ) - (2£'3) + (D*) + 3 ( I ) f ) + ( D ^ ) + (Z<>3) 

- 2(Df) - (Df) - (Iff) - 2(Z-3) + 2(Z?) - (Dj'a) 

- (Z^ 2 ) + (Dl) + ( D f ) + 2 ( D f ) + (Dl) + (llf) 

- 2{f)f) - (D?) - (Dj) - (Z2-2) + 2(Z*), (1.17) 

where each (H5,m) refers to the conjugacy class of the subgroup HS'm C A> x Sl 

(cf. Example A2.1.1, Appendix A2) and the highlighted terms are related to the 
concept of dominating orbit types, which satisfy certain maximality condition 
according to the conjugation relation. 

Conclusion. 

Based on the value of the invariant provided by (1.17), we conclude that there 
exist 11 nonconstant periodic solutions to (1.15), include 1 nonconstant so­
lution of symmetry at least (D6

! ), 2 nonconstant solutions of symmetry at 
least (Zg1' ), 3 nonconstant solutions of symmetry at least (D2 ' ), 2 noncon­
stant solutions of symmetry at least (Zg2' ), and 3 nonconstant solutions of 
symmetry at least (D^'2)-

Eminently, the initial symmetry D6 x S1 of the stationary solution breaks 
down to several subsymmetries of other physical states (nonconstant periodic 

solutions), namely (Of3), (Zg1'3), (D}% {if2) and (Df), being captured by 
d e g ^ - d e g Q . 

1.4 O v e r v i e w a n d C o n t r i b u t i o n 

There are several different kinds of equivariant degrees appearing in the the­
sis: the general equivariant degree, primary equivariant degree, S'-equivariant 
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degree, twisted primary degree, equivariant gradient degree and orthogonal 
degree. Belonging to the same family of equivariant degrees, they are intercon­
nected to each other. 

Let G be the compact Lie group of symmetries. The general equivariant 
degree, usually denoted by degG, produces the primary equivariant degree as 
its truncated part, which is written as G-Deg. In turn, the twisted primary 
degree G-Deg*, is included as a twisted part of the primary degree, in the case 
G = r x S1 with r being a compact Lie group. The Sl-equivariant degree is 
a special case of the twisted degree for G = Sl

7 and often written as ^ - D e g . 
On the other hand, the equivariant gradient degree denoted by V^-dog, is an 
equivariant degree specially designed for gradient maps. It should be pointed 
out that Vc-deg generally differs from degG, which is due to the fact that con­
trary to the non-equivariant case, the homotopy classes of gradient equivariant 
maps do not coincide with those of general equivariant maps. However, in the 
case of G being a one-dimensional bi-oricntablc compact Lie group, there ex­
ists a passage from Vc-deg to G-Dcg, through yet another equivariant degree, 
namely the orthogonal degree G-Deg°. 

The equivariant degree introduced in [97], though of great importance in 
theory, provides no generous hints of its computations in practice. In contrast, 
the primary equivariant degree (with n-free parameters) shows a more efficient 
aspect in its computational perspective. 

In Chapter 3, we propose an axiomatic definition of the primary equivariant 
degree, which lays down a convenient pavement for the usage of the primary 
degree oiitside the context of its topological-origins (cf. Proposition 3.2.5). In 
particular, the primary equivariant degree with one free parameter proves to be 
completely computable. Based on an axiomatic definition of the S1 -equivariant 
degree (cf. Theorem 3.4.4) and a recurrence formula (cf. Proposition 3.5.3), the 
computations of primary G-equivariant degree (with one-free parameter) can 
be systematically reduced to those of related S^-equivariant degrees. 

Motivated by the study of symmetric Hopf bifurcation problems and the 
existence of periodic solutions in symmetric autonomous systems, we explore 
further properties of the primary equivariant degree for G — F x S1, where the 
compact Lie group P describes the spatial symmetry in considered dynamical 
systems. 
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There are two types of subgroups in F x S*: the non-twisted subgroups 
K x S1, and the twisted subgroups 

K<P,\ where K C T (cf. Definition 4.2.1). 
As nontrivial periodic functions only admit twisted subgroups of symmetries, 
it is natural to introduce the twisted primary degree as the twisted part of the 
primary equivariant degree, so to capture the presence of nontrivial periodic 
solutions to the dynamical systems (cf. Chapter 4). 

The twisted primary degree stands out as the most efficient topological 
tool above others, contributing to the computerization of the equivariant de­
gree method. Several Maple© routines* have been developed to enhance the 
speed of the algebraic computations. The computability of the twisted equiv­
ariant degree highly depends on its multiplicativity property, which is related 
to certain module structure on its range (cf. Proposition 4,2.6). Examples of 
multiplication tables for several groups are included in Appendix A3. By the 
multiplicity property, the computations of the twisted primary degree can be 
significantly reduced to the evaluations of the twisted basic degrees (cf. Defini­
tion 4.2.8). In Appendix A2, we prepare a catalogue of selected groups, their 
irreducible representations and corresponding twisted basic degrees. 

The equivariant gradient degree introduced by K. Geba, is an equivariant 
degree theory specially designed for variational problems (cf. [71]). In Chap­
ter 5, our discussion starts with the range of the equivariant gradient degrees, 
namely, the Euler ring. Though the gradient degree inherits a natural mul­
tiplicativity property from the ring structure, it is generally difficult to be 
determined due to the complexity of the Euler ring multiplicative structure. 
However, as proved in Subsection 5.1.1, there exists a close relation between 
the Euler ring and the module structures arising from the primary degree the­
ory (cf. Remark 5.1.13). Therefore, we speculate a possibility to construct a 
passage from the gradient degree to the primary degree, in order to make the 
computational resources available for the computations of the gradient degree. 
It turns out that in the case where G is a one-dimensional bi-orientable com­
pact Lie group (cf. [147]), such a passage is possible through a construction of 
the equivariant orthogonal degree. Consequently, we establish computational 
formulae of equivariant gradient degrees based on the passage (cf. Subsection 
5.2.4). 

* Current routines are available for quaternionic group QB, dihedral groups DN, for 
N — 3,4,5,6,8,10,12, the tetrahedral group A4, octahedral group S^ and icosahedral 
group As- The most recent version is available at h t tp : / /k rawcewicz .ne t /degree or 
h t t p : //www .math. ua lbe r t a . ca/~wkrawcew/degree. 

http://krawcewicz.net/degree
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In Chapter 6 — Chapter 8, we apply the twisted primary degree method 
to the study of Hopf bifurcations in equivariant dynamical systems. Roughly 
speaking, a Hopf bifurcation is the phenomenon occuring around a stationary 
solution x = x0 to the system, undergoing a sudden change of stability, as a 
parameter a crosses some critical value a0 and thereby resulting in appearance 
of small amplitude nontrivial periodic solutions near x0. In the language of 
symmetry, the Hopf bifurcation precisely refers to the moment when the whole 
symmetry of the stationary solution breaks down to smaller subsymmetries of 
the nontrivial periodic solutions. 

To study the bifurcation phenomena, we associate a bifurcation 'invariant 
to each bifurcation center, by means of the twisted primary degree method. 
The nontrivial value of the invariant provides a sufficient condition for an 
appearance of Hopf bifurcations, and offers a symmetric classification of the 
bifurcating branches indicating their least symmetries. Further, if the invariant 
contains a nonzero (K^,;)-tcrm for a dominating orbit type (Kv'1) (cf. Definition 
6.1.7), then the exact symmetries of the bifurcating periodic solutions can be 
detected (after rescaling the period). The main advantage of this method is 
that it can be applied to different classes of equations in a standard manner 
(cf. functional differential equations in Chapter 6, neutral functional differential 
equations in Chapter 7 and the functional parabolic differential equations in 
Chapter 8). The computational examples are listed in Appendix A4.1—A4.3 
for selected groups of symmetries. 

In Chapter 9 and Chapter 10, we study the existence of nontrivial peri­
odic solutions in equivariant autonomous dynamical systems. More precisely, 
in Chapter 9, we consider a symmetric Lotka-Volterra type system with de­
lays, which arises naturally from an ecological model of symmetrically located 
predator-prey interactions. As this symmetric system falls out of the category 
of symmetric variational problems, only few topological methods are tradi­
tionally used. Unfortunately, some of those methods such as Leray-Schauder 
degree, are ineffective for detecting nontrivial periodic solutions. 

By introducing additional homotopy parameters to the system and estab­
lishing a priori bounds for the parameterized systems, we are able to define a 
topological invariant as a twisted primary degree (cf. Definition 9.1.1), which 
detects the existence of multiple nontrivial periodic solutions to the original 
system (cf. Theorem 9.1.2). Indeed, the appearance of different nontrivial pe-
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riodic solutions is engraved in the value of the topological invariants by their 

broken subsymmetries. 

It is appropriate to mention that the main content of the thesis is based 
on several published journal papers co-authored by the author, namely [6, 11, 
12, 13, 14, 68, 88, 152], and the catalogue of the groups and their represen­
tations is excerpted from [15]. Consequently, the scientific results included in 
the thesis originate from collaborative research rather than being an individual 
achievement. 

1.5 Future Research 

The methods and applications of the equivariant degree theory are far from 
being complete. For a general equivariant degree, a development of the com­
putational methods for secondary equivariant degrees is needed. In the case 
of primary degree and twisted primary degree, multiparameter cases should 
be further explored, as well as their further connection with other equivari­
ant degrees. To expand the applications of the gradient equivariant degree, 
we must establish effective methods for computation of Euler ring and basic 
gradient degrees, including new data base for other interesting groups such as 
SO(3) xS\ 1/(2), (.7(2) x S1. 

One can explore further potential applications to the existence of periodic 
solutions in autonomous systems based on the a priori bounds techniques. An­
other interesting phenomenon is forced symmetry breaking, which takes place 
when the total symmetry G of the system reduces to a smaller symmetry G0 

under an asymmetric perturbation (cf. [34, 101]). By studying the homomor-
phism U(G) —> U{G0) (resp. A(G) —> A(G0)) induced by the inclusion map 
G0 <—• G, it is possible to determine the equivariant degrees of the perturbed 
system, thus allowing us to predict the forced symmetries of the system. Also, 
it is interesting to study the global continuation of branches of solutions by 
means of equivariant degree method, so as to have a global picture of the be­
havior of orbits of periodic solutions. Not the least, we can also investigate 
the bifurcation from relative equilibria, doubly periodic and Hopf bifurcations 
from periodic orbits (cf. [78]). 
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Preliminaries 

2.1 Basic Facts from Differential Topology 

2.1.1 Smooth Manifolds 

Throughout, a smooth manifold always means a separable paracompact C00-
smooth finitc-dimcnsional manifold, and a smooth map between two manifolds 
is assumed to be of class C°°. For smooth manifolds M, N and a smooth map 
/ : M —• N, we denote by T(M) the tangent bundle of M and TX(M) the 
tangent space of M at x £ M; df : r(M) —» T ( A ) stands for the tangent map 
of f with dfx:rx{M)^TJ{x)(N). 

Definition 2.1.1. Let / : M —>• iV be a smooth map between smooth mani­
folds. A point x G M is said to be regular if the rank of the induced map of 
tangent spaces dfx : TX(M) —* Tf(x)(N) is equal to dim A; otherwise x is called 
critical. A point y E N is called a regular value of / if / _ 1 (y) does not contain 
a critical point; otherwise y is called a critical value of / . By definition, y is a 
regular value if /_1(?/) = 0. 

The concept of a regular value naturally extends to the notion of a map 
transversally regular on a submanifold. More precisely, we have: 

Definition 2.1.2. Let P be a smooth submanifold of a smooth manifold Â  
and k = dim Af — dim P be the co-dimension of P in N, denoted by codimjv P-
Then, a smooth map / : M —> N is said to be transversally regular with 
respect to P, if for every x E f~[(P), the rank of the map 

rx(M)^Tf{x)(N) —> rm{N)/rm(P) 

is maximal, i.e. equals to k. 

Let us recall several well-known results. 

Proposition 2.1.3. If f : M —> N is transversally regular with respect to 
P C N, then the complete inverse image f~l{P) is a smooth submanifold of 
M and c o d i n g / - 1 (f*) = codimjyP, whenever f~l(P) ^ 0. 
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Corollary 2.1 A. Let f : M —• N be a sm,ooth map and y 6 N a regular value 
of f. Then, f~i(y) is a (d imM — dimN)-dimensional smooth submanifold of 
M, whenever f~\y) i=- 0-

P r o p o s i t i o n 2 .1 .5 . (SARD-BROWN THEOREM) Let M be a smooth compact man­
ifold and f : M —• Mk a smooth map. Then, the set of all critical values of f 
has Lebesgue measure zero in M.k. Moreover, the set of all regular values of f 
is open and dense in Mk. 

Corollary 2.1.6. Let J? C Mn be an open set, f : Q —>• Mk a smooth map and 
K C i? a compact subset. Take y e M.k and e > 0. There exists a smooth ma,p 
g : Q —* Mfc such that y is a regular value of g and 

sup{||/(.T) — g(x)\\ : x G K} < e. 

Another important consequence of the Sard-Brown theorem is related to the 
realization of compact manifolds as submanifolds in M.N. To be more specific, 

Def in i t ion 2.1.7. A smooth map / : M —* N is called embedding if the fol­
lowing two conditions arc satisfied: 

(i) the rank of the induced map dfx : rx(M) —» r/(x)(Ar) is d i m M for all x G M 
(in particular, we must then have d i m M < dimiV); 

(ii) / : M —• f(M) is a homeomorphism. 

We have: 

P r o p o s i t i o n 2.1.8. (WHITNEY THEOREM) Let M be a compact n-dimensional 
manifold (possibly with boundary). Then: 

(i) M can be embedded into M2 n + 1; 
(ii) if g : M —• M2 n + 1 is a continuous m,ap and e > 0, then there exists an 

embedding f : M —> M.2n+1 such that 

snp{\\f(x) - g(x)\\ : x e M} < e. 
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2.1.2 Oriented Vector Bundles 

For an n-dimcnsional vector space V, we say that two ordered bases bj := 
(&i, b-2, • •., bn) and b2 := (6^, ft^ • • • > &«) 0I" ^ determine the same orientation 
of V if the change-of-coordinates matrix from bi to b2 has positive determinant. 
An orientation in K, denoted by ov, is a class of all ordered bases b, which de­
termine the same orientation in V. The pair (V, ov) is called an oriented vector 
space with the orientation oy on V. There are only two possible orientations 
of V, the other orientation of V is denoted by — ov. The chosen orientation 
Oy will be called positive and a basis b representing Oy is called positive basis 
in V. For a zero-dimensional vector space wc adopt the convention to assign 
+ 1 (resp. —1) to indicate the positive (resp. negative) orientation. The orien­
tation on of the space Kn, determined by the standard basis {e\,..., en) in M", 
is called the standard orientation of M". 

For two oriented vector spaces (V,ov) and (W, ow), we denote by Oy 0 0\,y 
the natural orientation of the space V © W (i.e. the orientation represented 
by a positive basis of V followed by a positive basis of W) and we write 
Ov®w '•= oy © ow- For an oriented vector space (K,oy), the vector space 
En 0 V is always assumed to have the orientation o„ 0 Ov- For two oriented 
vector spaces (V,ov) and (W,ow) of the same dimension, a linear isomorphism 
A : V —* W is said to preserves the orientations of V and W if a matrix 
representation of A, with respect to positive bases in V and M7 has positive 
determinant. In what follows, instead of writing (V, ov) we will simply say that 
V is an oriented vector space, what will implicitly mean that there is a chosen 
orientation oy on the space V. 

Let £ — (p, i£, I?) be a vector bundle modeled on Mn. Suppose that for every 
x G 5 , it is possible to choose an orientation class os in the fiber p~l(x) in 
such a way that there exists a family {(Ui,ipv.)} of local trivializations of £ 
satisfying B = \Ji Hi and such that: 

(i) for all x e Ui, the linear isomorphism <pv.x preserves the orientations of 
p~x(x) and the standard orientation of Mn; 

(ii) for x G UjHUi, the linear isomorphism </? cx/r;1 preserves the orientation 

ox of p - 1 (a:). 

T h e n , wo say t h a t Of : = {c>x}a;e/i i s a n orientation sheaf of t h e vector bund le 

£. A vector bundle £ is said to be orientable if there exists an orientation sheaf 
of £. An orientable vector bundle £ together with an orientation sheaf ô  will 
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be called an oriented vector bundle. For two vector bundles £ := (p, E, B) and 
£' := (p',E',B) with orientations sheaves o^ = {o x} x e# and o^' = {o'x}xeB, 
respectively, we denote by o^ 0o^ , the orientation sheaf {ox © o ' x } x e g o n ( © ( ' , 
and we say that the orientation o^ 0 o« of £ © £' is induced by the orientation 
0£ of £ followed by the orientation o^> of £'. 

We say that a manifold M is orientable if its tangent vector bundle T(M) 
is orientable. An orientation sheaf OM '•= oT{M) of T(M) is also called an ori­
entation of M. In such a case, we .will simply write (M,OM) to indicate that 
M is considered with the specific orientation OM • 

Suppose that (M, OM) is a n oriented submanifold of an oriented vector space 
(V, Oy)- Then, the normal vector bundle u(M) of M in V has a natural orien­
tation Oj, induced from M and V, which satisfies O„OOM — {OV}XZM- Such an 
orientation ou on i/(M) is called a positive orientation of //(M) induced from 
V. 

Assume that / : M —> N is a smooth map between two rc-dimensional 
oriented manifold. If for some x e M, the tangent map dfx : ^ (Af) —> Tf(x)(N) 
is an isomorphism, then we put sign dfx = 1 if dfx preserves the orientations of 
TX(M) and Tf(X)(N), and sign dfx = — 1 otherwise. 

2.1.3 Local Brouwer Degree 

Let us recall the standard properties of the (local) Brouwer degree of continu­

ous maps from an oriented n-dimensional manifold to Wl. 

Let M be an oriented n-dimensional manifold and / : M —»• Wl a contin­
uous map such that K := / _ 1 ( 0 ) is compact. The local Brouwer degree of / 
(with respect to the origin) is the integer d e g ( / , M) satisfying the following 
properties: 

(1) (ADDITIVITY) Let U\ and U2 be two open disjoint subsets of M such that 

K C lh U U2. Then, 

deg (/ , M) = deg (/ , t/i) + deg (/ , f/2). 

(2) (HOMOTOPY INVARIANCE) Let h : [0,1] x M —>• Kn be a homotopy such that 
fe_1(0) is compact. Then, deg(/?,(0, - ) ,M) = deg(/ i( l , - ) , M ) -

(3) (NORMALIZATION) If / is a homeomorphism preserving the orientations of 
M and Rn then deg (/ , M) = 1. If / reverses the orientations of M and Kn, 
then deg ( / , M ) = - 1 . 
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(4) (REGULAR VALUE PROPERTY) If / is a smooth mapping such that 0 is a 
regular value of / , then 

deg(/,M)= Y^ siSn df*> 
xef-HQ) 

where sign dfx is 1 if dfx : rx(M) —* E n preserves the orientations, and —1 
otherwise. 

(5) (EXCISION PROPERTY) Let U C M be an open set such that /~1(0) C U, 
then 

deg (/, A/) = deg (/,*/)• 

Put Bn := {x e Kn : |x| < 1}, Sn := dBn. The local Brouwer degree also 
satisfies the following important property: 

(6) (HOPE PROPERTY) Two continuous maps 

d>, tp : (FP, Sn-[) ->• (Mn, Wn \ {0}) 

are homotopic if and only if deg ((f)) — deg (ip). 

Remark 2.1.9. In the case M is not orientable, the above degree is not cor­
rectly defined. However, the residue mod 2 of the integer is well-defined and 
can be taken as a definition of the "mod 2 degree" in this case. Observe that 
the mod 2 degree defined this way satisfies properties (2) and (5). Moreover, 
properties (1), (3) and (4) arc also satisfied being understood in the sense of 
the algebraic operation taken in Z2. 

2.2 E lements of Equivariant Topo logy and 
Representa t ion Theory 

2.2.1 Basic Concept in Equivariant Topology 

Hereafter, G stands for a compact Lie group. By a subgroup of G, we mean 
a closed subgroup of G. Two subgroups H and K of G are conjugate if there 
exists g € G such that K — gHg"1. Obviously, the conjugation relation is an 
equivalence relation. The equivalence class of II is called a conjugacy class of 
H in G and will be denoted by (H). We denote by <P(G) the set of all the 
conjugacy classes (H) in G. For two subgroups H and K of G, we write 
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(H) < (K), if H C g~xKg for some g £ G. (2.1) 

The relation < defines a partial order on the set $(G). For a subgroup H of 
G, we use N(H) to denote the normalizer of / / in G, and W(H) to denote 
the VFeŷ  group N(H)/H in G. Since H is assumed to be closed, N(H) is thus 
also a closed subgroup of G. Moreover, since H is a closed normal subgroup in 
N(H), hence W(H) is a compact Lie group. 

Definition 2.2.1. A topological, transformation group is a triple (G, X, </?), 
where X is a Hausdorff topological space and ip : G x X —» X is a continuous 
map such that: 

(i) (p(g, ip(h,x)) — Lp(gh,x) for all 5, h £ G and i £ l ; 
(ii) ip(e, x) = .r for all x £ X, where e is the identity element of G. 

The map ip is called a G-action on X and the space X, together with a 
given action <p of G, is called a G-space. Similarly, one can define the right 
G-action and call X a space-G (sometimes also called right G-space). We shall 
use the notation gx, for ip(g,x), and xg in the case of a space-G. For K C G 
and A C X, we put ^'(^4) := {$:?; : g G K, x 6 /I} and for 5 € C7 we write 
gA:= {gx : x E A}. A set A C X is said to be G-invariant if G(A) = A 
Notice that if A is a compact set, G(A) is also compact. Observe that on any 
Hausdorff topological space X, one can define the trivial action of G by gx = x 
for all g <E G and i e l 

Let X be a (7-space. For x £ X, denote by Gx :— {g 6 G : (/.T = .x} the 
isotropy group of x and by G(x) := {17.x e X : g £ G the orbit of x. A 
G-action is called free on X, if Gx = {e} for all x £ X. The conjugacy class 
(Gx) will be called the orbit type of a;. The symbol 0(G; X) stands for the set of 
all orbit types oecuring in X. For an invariant subset A G X and a subgroup 
H of G we put AH := {x £ A : Gx D H}, AH := {x £ A : Gx - H}, 
A(H) '•= {x £ A: (Gx) = (/ /)}. By direct verification, A11 is Ar(/7)-invariant, 
as well as W(i?)-invariant. Moreover, the l^(Jfi

r)-action on AH is free. 

For a G-space X, consider an equivalence relation ~ on X: x ~ y if and 
only if y = .93; for some # € G. Denote by X/G the quotient set Xf ~ . Then, 
X/G endowed with the quotient topology is called the orbit space of X. For a 
right G-space X, the orbit space will be denoted by G\X. 

Let G\ and G2 be compact Lie groups and assume X to be a G\ -space and 
space-G2 such that {g\x)g2 = gi(xg2) for all p, £ Gi: i — 1,2, re £ X. In this 
case, we call X a Gi-space-G-z, and the orbit space is denoted by G2\X/G\. 
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In particular, a subgroup H (rcsp. L) of G acts on G by the loft (rcsp. 
the right) (/-action, so G1 can be viewed as an //-space (resp. space-L). The 
corresponding orbit space G/ H (rcsp. L\G) is canonically identified with the 
set of left cosets {gH : g £ (/} (rcsp. the set of right cosets {Hg : g £ G}). 
By the associativity of G, G also becomes an if-space-L, with its orbit space 
L\G/H being identified with the set of double cosets. 

Definit ion 2.2.2. For two (./-spaces X and Y, a continuous map / : X —>• Y 
is called a G-equivariant map, or simply a G-map, if f(gx) = gf(x) for all 
g £ G, x £ X. 

For more details on the equivariant topology, we refer to [25, 47, 104]. 

2.2.2 Representat ion of Compact Lie Groups 

Representations of a compact Lie group G arc examples of (/-spaces which are 
of particular interest for us. 

Finite-dimensional ( / -Representat ions 

Definit ion 2.2 .3 . A finite-dimensional real (resp. complex) vector space V is 
called a real (resp. complex) G'--representation, if V is a (/-space such that the 
translation map Tg : V —> V, defined by Tg(v) := gv for v £ V, is an R-linear 
(resp. C-linear) operator for every g £ G. An inner product (resp. Hermitian 
inner product) (•, •) : V® V —> M (resp. (•, •) : V(BV —• C) is called G-invariant, 
if (gu,gv) = (u,v) for all g £ (/, u, v £ W. A (/-representation together 
with a (/-invariant inner product is called an orthogonal (resp. unitary) G-
repres entation. 

A G-invariant linear subspace V c V is called a G-subrepresentation of V. 
TM^O representations V\ and Va are called equivalent or isomorphic, if there is an 
G-equivariant isomorphism A : V\ — * V2, and we write Vi = V2. We say that V 
is an irreducible G-representation, if it has no subrepresentation different from 
{0} and V. Otherwise, V is called reducible. 

Given a G-representation V, the map T : G -> GL(W), T(g) := Tg, is a 
continuous homomorphism, which is in fact an analytic map (cf. [142]). Based 
on the usage of the Haar integral for a compact Lie group, it can be proved 
that every real (resp. complex) G-representation is equivalent to an orthogonal 
(resp. unitary) representation T : G —+ 0(n) (resp. T : G —• U(n)). 
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For two G-representations V\ and V2, denote by LG(Vi,V2) the space of 
all linear G-equivariant maps A : V\ —> V2, and by G L 6 ' ^ , V2) its subspace 
of all G-equivariant isomorphisms. Put LG(V) := .LG(K, V) and GLG(K) := 
GL G (y ,y) . 

In the case of two irreducible G-rcpresentations Vi and V2, Schur's Lemma 
states that every equivariant linear map A : Vi —> V2 is either an isomor­
phism or zero. It follows that every complex irreducible G-representation hi 
is absolutely irreducible, i.e. every equivariant linear map A : U —> U satisfies 
A = Aid, for some A € C. Consequently, we have that dime LG(U[,U'2) = 1 
or 0 (where hlx and hi2 are two complex G-representations). Using this fact, 
it can be easily proved that every complex irreducible G-representation of an 
abelian compact Lie group G is one-dimensional. In the case V is a real ir­
reducible G-reprcsentation, the set LG(V) is a finite-dimensional associative 
division algebra over K, so it is either M, C or H, and we call V to be of real, 
complex or quaiernionic type, respectively. 

Characters of G-representations 

For a finite-dimensional real (rcsp. complex) G-rcprcsentation W, with the 
corresponding homomorphism T : G —> GL{W), the character of W is the 
function \w : G —> R (resp. xw '• ^ ~* ^-)' defined by 

Xw(g) = ^(T(g)), geG, 

where Tr stands for the trace of the representing matrix. 

The character is a class function, which takes a constant value on a fixed 
conjugacy class. It carries the essential information about the representation. 
For example, a real or complex representation is determined up to isomorphism 
by its character. Also, if a representation is the direct sum of subrepresenta-
tions, then the corresponding character is the sum of the characters of those 
subrepresentations (cf. [27]). 

The characters of G-representations are mainly used in Appendix A2 to 
distinguish different irreducible representations of G used in this thesis. 

Convention of Notations 

We use the letter V to denote a real G-representation, while the letter U 
is reserved for complex G-representations. In the case the type of a G-
representation is not specified, we apply the letter W. By the completeness 
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theorem of Peter-Weyl, a compact Lie group G has only countably many irre­
ducible G-representations (cf. [27]), so we assume that a complete catalogue, 
indexed by numbers n = 0 ,1 ,2 ,3 , . . . , of these irreducible representation is 
available. In Appendix A2, we describe several such catalogues for the groups 
used in this thesis. In the case of real (/-representations, we denote them by Vo, 
Vi, V2, • • • (where Vo always stands for the trivial irreducible G-representation), 
and in the case of complex G-representations, by UQ,U\,U<I, . . . (where UQ is 
the trivial complex irreducible ^-representation), and in the case the type of 
an irreducible G-representation is not clearly specified as real or complex, we 
denote them by Wo, Wi, W2. • ..(where again Wo is the trivial irreducible 
G-rcprescntation). 

Remark 2.2.4. In a special case G = F x S1 for a compact Lie group /', 
notice that every complex irreducible /"-representation Uj can be converted to 
an real irreducible F x S^-representation by 

(7, z)w = zl • (7«0, (7, z) e r x sl, w e uh (2.2) 

where '•' denotes complex multiplication. We denote by V7;; the real F x S1-
representation obtained in this way. 

A summary of our convention is presented in Table 2.1. Exceptional not a-

G-representation 

Irreducible 
G- represent, ation 

List of all irreducible 
G-representations 

Real 

V, 93 

V 

Vo, Vi, V2l . . . 

Complex 

C/,il 

U 

Uo, Hi, Ui, •.. 

({V,-,!}, if G^TxS1) 

Unspecified 

W, 2D 

W 

Wo, Wi, W2, . . . 

Table 2.1. Notational convention for real and complex G-representations 

tions will be applied to the irreducible ^^representations. We denote by U, 
I = 0, ±1 , ± 2 , . . . , the complex ^-irreducible representation with the £Tl-aetion 
given by 

zw = zl • w, z e S\ w € lU, (2.3) 
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where '•' is the complex multiplication. Similarly, for real irreducible 51-
representations, we will use the notation lV, I = 0, ±1 , ± 2 , . . . . 

For a real vector space V, we denote by V° := C®RV the com,plexip,cation of 
V. Assume that V is a real G-reprcscntation. Then, Vc has a natural structure 
of a complex G-representation defined by g(z (g> v) = z <S> gv, z € C, v € V. 
It is also known that for a real irreducible G-representation V, the complex 
G-representation Vc is irreducible if and only if V is of real type. Otherwise, 
if V has a natural complex structure, then Vc, as a complex G-representation, 
is equivalent to V ® V, where V is the conjugate representation of V. In this 
case V is equivalent to V as a complex G-representation, if and only if V is of 
quaternionic type (cf. [27]). 

Isotypical Decompositions 

By the complete reductibility theorem, every finite-dimensional G-representation 
V is a direct sum of irreducible subrcpresentations of V, i.e. 

V = V1 © V2 e • • • © Vm (2.4) 

where V* is an irreducible subrepresentation of V and some of V"s may be 
equivalent. This direct decomposition is not geometrically unique and only 
defined up to isomorphism. 

Among these irreducible subrcpresentations, there may be distinct (non-
equivalent) subrepresentations, which we denote by V^, . . . , VAV, including 
possibly the trivial one-dimensional representation V0. Let V .̂ be the sum of 
all irreducible subspaces V* C V equivalent to V&.. Then, 

V = Vkl®Vk2®---®Vkn, (2.5) 

which is called the isotypical decomposition of V. In contrast to (2.4), the iso­
typical decomposition (2.5) is unique. The subspace V^ is called the isotypical 
component of type V^ (or modeled on Vk}) • 

It will be also convenient to write the isotypical decomposition (2.5) in the 
form 

V = V0 ©•••€> K-, (2-6) 

where each isotypical component Vi is modeled on V«, according to a complete 
list of irreducible G-representations {V,}. In particular, some Vj in (2.6) may 
be a trivial subspace. 
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In the case of a finite-dimensional complex G-representation U, a similar 
complex isotypical decomposition of U can be constructed, namely 

u = u0 e Ui © • • • © u8, 

where the isotypical component Uj is modeled on the complex irreducible 
G-rcpresentation Uj, according to a complete list of complex irreducible G-
r epresent at ions {Uj}. 

Isotypical Decomposition of GL(j(V) 

Let V be an orthogonal G-rcprcsentation and let GL°(V) be the group of all 
equivariant linear invertible operators on V. We have the following standard 
algebraic facts on a decomposition of GLG(V). 

Proposition 2.2.5. (of. [106]) Consider the G-isotypical decomposition 

V = Vkl®.--®Vkr, (2.7) 

where a component Vki is modeled on an irreducible representation Vk.. Then, 

(i) GLG(V) = ®1 xGLG(Vh); 
(ii) for any isotypical component Vki from (2.7), we have GLG{Vkt) ~ GL(m, ¥), 

where m = dim Vfc./dim Vfe. and ¥ ~ GLG(Vki), i.e. F = 1 , C or I , de­
pending on the type of the irreducible representation Vki-

Banach G-Representations 

Definition 2.2.6. A real (resp. complex) Banach space W is a real (resp. 
complex) Banach G-representation, if W is additionally a G-space such that 
the translation map Tg : W —> W, defined by Tg(w) = gw for w E W, is a 
bounded M-linear (resp. bounded C-linear) operator for every g G G. A Banach 
G-representation W is called isometric, if for each g € G, Tg : W —> W is an 
isometry, i.e. ||Tgw|| = ||w|| for all w € W. The norm ||-|| is called a G-invariant 
norm. 

A closed G-invariant linear subspace of W is called a Banach G-subrepresent-
ation. Two representations W\ and W2 are called equivalent or isomorphic, if 
there is an G-equivariant isomorphism A : W\ —>• W2- We say that W is 
an irreducible Banach G-representation, if it contains no G-subrepresentation 
different from {0} and W. Otherwise, W is called reducible. 
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If W is a real (rcsp. complex) Hilbert space, the inner product (resp. Her-
mitian inner product) (•,•) on W is called G-invariant, if {gv,gw) = (v,w), 
for all g G G, v,w G W. In this case, W is called an isometric Hilbert (resp. 
unitary Hilbert) G-representation. 

For a Banach G-representation W and r > 0, denote by 

Br{W) := {w G W : ||w|| < r} . 

Clearly, all the finite-dimensional G-representations are examples of Banach 
G-representations. Based on the usage of the Haar integral for G, it can be 
proved that for every Banach G-representation W, it is possible to construct 
a G-invariant norm on W equivalent to the initial one. 

By the completeness theorem of Peter-Weyl, there exists at most count ably 
many irreducible Banach G-representations of a compact Lie group G. It is 
also important to notice that all the irreducible Banach G-reprcsentations are 
finite-dimensional (sec [106, 116]). 

Consider a complete list of all irreducible Banach G-representations, de­
noted by {Wfc}£L0. Let W be an isometric Banach G-representation. Then, 
every irreducible Banach G-subrepresentation of W is equivalent to Wk for 
some k. Moreover, there exists a closed G-invariant subspace Wk, called the 
isotypical component of W corresponding to Wk, in which every irreducible 
subrepresentation of type Wk is contained (cf. [15]). Define the subspace 

W o o :=0W, (2.8) 
k 

which is clearly dense in W. Consequently, W admits the following isotypical 
decomposition 

W = @Wk. (2.9) 
k 

In particular, for every G-equivariant linear operator A : W —* W, we have 
that A(Wk) C Wk for all fc = 0,1,2, 

We have the following result 

Proposi t ion 2.2.7. (cf. [15]) Given (2.8) and (2.9), for any finite subset X C 
Woo the subspace span G(X) spanned by the orbits of points from. X, is finite-
dimensional and G-invariant. 

For more information on Banach representations we refer to [106, 20, 116]. 
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2.2.3 G-Manifolds 

Definition 2.2.8. A finite-dimensional smooth manifold M is a G-manifold, 
if it is a G-space such that the G-action on M is a smooth map. 

A vector bundle (p, E, B) is a smooth G-vector bundle, if E and B are G-
manifolds and p : E —* B is an equivariant smooth mapping admitting smooth 
local trivializations, as well as the map g : p~{(x) —>• p~l(gx) given by y i—>• gy, 
is an isomorphism of Banach spaces, for all g € G. 

For a G-manifold 1VI, the tangent bundle T(M) of M is a smooth G-vector bun­
dle. Let W be a Riemannian G-manifold, i.e. W has GMnvariant Riemannian 
metric (•, •) : r(W) x T(W) -» K. Suppose that M is a G-submanifold of W. 
Then, the normal vector bundle v(M) of M in W is also a smooth G-vector 
bundle. 

Definition 2.2.9. Let II be a closed subgroup of G and let A be an //-space. 
Define an //-action on G x A by ip : / / x (G xyl)-> (G x yl) with ip(h, (g, a)) = 
(ghr1, ha), for h € H, g £ G and a € A The orbit space 

G x A := (G x 4 ) / / / 

is called the twisted product of G and yl. 

For the twisted product G x A, we denote by [g, a] the //-orbit of (#, a). Observe 

that G x A is a G-space with the G-action (p : G x (G x A) —* G x A defined 
// ii H 

by (p(g', [g, a]) = [g'g, a]. By direct verification, we have that 
(i) (G x A)/G is homeomorphic to A/H; 

(ii) If A is also G-space, then G x A is G-homeomorphic to A 

Given a G-manifold, the following theorem describes the conditions of neigh­
borhoods of each orbit, which is fundamental in the study of the structure of 
G-manifolds. 

Theorem 2.2.10. (Slice Theorem) (cf. [104]) Let G be a compact Lie group 
and M a G-manifold. For any x 6 M, the orbit G(x) is a G-invariant sub-
manifold of M. Let v denote the normal G-vector bundle ofG(x) in M. Then 
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the fibre vx over x of v is a representation space of the isotropy group Gx so 
that v is isomorphic to 

G x vx —> G/Gx 

as smooth G-vector bundles. Moreover, there exist a G-invariant open neigh­
borhood U of G(x) in M and a G-diffeomorphism f : G x vx —>• U such that 

the restriction of f to the zero cross-section gives the G-diffeomorphism from 
G/Gx to G(x) defined by gGx h-+ gx. 

Definition 2.2.11. Let M be a G-manifold. The image f(vx) of vx under the 
G-diffeomorphism / above is called a slice of G(x) at x, the representation vx 

of Gx is called a slice representation, and U is called a tubular neighborhood 
around the orbit G(x). 

Theorem 2.2.12. ([cf. [104],[25]) LetM be a G-manifold and H a subgroup 
ofG. Then, 

(i) M(#) is a G-invariant submanifold of M; 
(ii) M(H)/G is a manifold. If M(n) is connected, then M^/G is also con­

nected; 
(in) If'(//) is a maximal orbit type in M, then M^j) is closed in M; 
(iv) If{H) is a minimal orbit type in M and M/G is connected, then M(]j)/G 

is a connected, open and dense subset of M/G; 
(v) MJJ is a W (II)-invariant manifold with free W(H)-action, 

where the minimal and maximal orbit types are taken with respect to the partial 
order relation (2.1). 

Corollary 2.2.13. Let V be a finite-dimensional G-representation. Then, for 
every orbit type (H) in V, the set V^H) is an invariant submanifold of V. 
Moreover, the set VH is an open W(H)-invariant dense subset ofVH. 

2.2.4 Bi-Orientability of a Compact Lie Group 

For a finite-dimensional smooth orientable G-manifold M, we say that M 
admits a G-invariant orientation, if the G-action preserves an orientation of 
r{M). 
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It is easy to see that every compact Lie group G, considered as a G-manifold 
with the G-action defined by left translations (resp. right translations), admits 
a G-invariant orientation. In this case, we call this G-invariant orientation a 
left-invariant orientation (resp. right-invariant orientation) on G. 

Definition 2.2.14. (cf. [147, 72])Let G be a compact Lie group. If G admits 
an orientation which is both left-invariant and right-invariant, then G is said 
to be bi-orientable. 

Remark 2.2.15. (cf. [15]) The concept of bi-orientability is closely related to 
the following problem: given a free G-manifold M and x £ M, does the orbit 
N := G(x) admit a natural G-invariant orientation? Since G acts freely on 
M, there exists a G-diffeomorphism jix : G —> N given by fix{g) '•— gx, .9 € G, 
for a certain fixed point x € N. Then, the G-diffeomorphism naturally induces 
an orientation ON on N from the orientation OQ of G. By direct verification, in 
order for this choice of orientation being independent of the choice of x, one 
needs to require the orientation OG being invariant with respect to right trans­
lations of G. On the other hand, the constructed orientation ON of the orbit N 
is G-invariant, if and only if OQ is invariant with respect to left translations of 
G. Consequently, an orbit G(x) C M admits a natural G-invariant orientation, 
if and only if G is bi-orientable (see [147] for more details) . 

Examples of bi-orientable compact Lie groups are abelian groups, finite groups 
or those which have an odd number of connected components (in particular, 
if G is connected) (cf. [147]). The importance of the notion of bi-orientability 
rests on the following: 

Proposition 2.2.16. (cf. [147]). Let M be a free smooth finite-dimensional 
G-manifold and let M/G be connected. Assume M admits a G-invariant ori­
entation. Let M0 be a (fixed) connected component of M and put G0 := {g G 
G : gM0 — M0}. Then, M0/G0 is diffeomorphic to M/G as smooth manifolds. 
Moreover, M0/G0 is orientable if and only if G0 is bi-orientable. 

Consequently, under the assumptions of Proposition 2.2.16, if G0 is bi-
orientable, then there exists an orientation on M/G in a canonical way. 

Definition 2.2.17. Let X be a smooth finite-dimensional G-manifold. Assume 
that (H) G <P(G;X) is such that W(H) is bi-orientable, and XH admits a 
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VK(77)-invariant orientation, denoted by ox- For x e XH, choose a natural 
orientation Ow of the orbit W(H)(x) C XH (cf. Remark 2.2.15). Denote by 
Sx a slice of W(H)(x) at ar in XH (cf. Definition 2.2.11). An orientation os 

on S^ is called positive, if Og followed by ow gives the initial orientation Ox of 
Jfw. In this case, the slice Sx is called a positively oriented slice. Otherwise, 
the slice will be called a negatively oriented slice. 

Let V be an orthogonal ^./-representation. Consider another orthogonal G-
representation M.k © V, where G acts trivially on Rk, for k > 0. We will adopt 
several notations: <Pk(G) stands for the set of all conjugaey classes (77) in G 
such that dim W(77) = k; 4>k(G, V) denotes the set of all orbit types (77) in 
Rk © V such that (77) £ #*(£); 4>+(G) C 7>„(G) stands for the set of all 
conjugaey classes (77) such that W(H) is bi-orientable; 4>+(G, V) C (Pn(G, V) 
denotes the set of all orbit types (77) in E" ©V such that (77) e 4>,\ (G); A+(G) 
stands for the free Z-module generated by <£+((•?). 

2.3 Regular Normal Approximations 

Let V be an orthogonal G-representation, and Q C IR™©^ be an open bounded 
G-invariant subset (where n > 0 and G acts trivially on Mn). 

Definition 2.3.1. A continuous (7-equivariant map / : IRn © V —•> V (resp. 
a pair (f,0)) is called Q-admissible (resp. an admissible pair), if f(x) ^ 0 
for all x e 512. An equivariant homotopy /i : [0,1] x (Rn © V) —> V is called 
fi-admissible, if /?,( := /?,(/;, •) is J?-admissible for all i G [0,1]. 

Many theoretical problems of the equivariant homotopy classification of In­
admissible maps relate to the questions of how to separate zeros of different 
orbit types, and how to choose representatives of equivariant homotopy classes 
admitting reasonable transversality conditions. The first question gives rise to 
the so-called normality condition, while the second one is more delicate, as the 
equivariance "gets in conflict" with regularity. Therefore, one seeks for special 
transversality requirements that are compatible with our considerations (for a 
general discussion related to different G-actions on a domain and target, we 
refer to [19, 101, 120]). 

Definition 2.3.2. (cf. [72, 119, 120]). Let V be an orthogonal G-representation, 
J? C E n © V an open bounded G-invariant subset and / : W1 © V --> V an 
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4?-admissible G-equivariant map. We say that / is normal in J2, if for every 
a := (H) E <P(G;Q) and every x E f~l(0) n J?//, the following a-normality 
condition at x is satisfied: there exists 5X > 0 such that for all w E vx{Qa) with 

INI < <**, 
fix + w) = /(x) + w = w. 

Similarly, an /^-admissible G-homotopy /i : [0,1] x (Mn © V) —> V is called 
a normal homotopy in i2, if for every a := (H) E <t>(G\Q) and for every 
(i,x) e ^~ :(0) H ([0,1] x QH), the following a-normality condition at (t,x) is 
satisfied: There exists 5^iX) > 0 sucn that for all w E i/(t.3;)([0,1] x Qa) with 

IMI < <\t.x), 
h(t,x + w) = h(t, x) + w = w. 

Definition 2.3.3. (cf. [72, 119, 120]). Let J? C Mn © V be an open bounded 
invariant set and / : Mn © V —>• V an J?-admissible G-equivariant map. We say 
that / is a regular normal map in D if 

(i) / is of class C1; 
(ii) / is normal in i?; 
(iii) for every (H) E <£(G; Q), zero is a regular value of 

fn :=/ | f lH : ^ W - > V 7 / . 

Similarly, one can define a regular norm.al homotopy in Q. The importance 
of regular normal maps is outlined in the following propositions. 

Proposition 2.3.4. (cf. [8], [120]) Let Q C Mn© V be an open bounded invari­
ant set, and f : Mn© V —> V an ft-admissible G-equivariant map being regular 
and normal. Then for every x E / _ 1 (0) n fl we have dim (W(GX)) < n. 

Proposition 2.3.5. (cf. [119], also see [120, 135, 187]). Let Q c Kn © V be an 
open bounded invariant set and f : KnffiK —> V an Q-admissible G-equivariant 
map. Then for every r\ > 0 there exists a regular normal (in Q) G-equivariant 
map f : Mn © V —> V such that supxen\\f(x) — f(x)\\ < rj. Similarly, if 
h : [0,1] x (Wl © V) —*• V is an Q-admissible G-equivariant homotopy, then 
for every r] > 0 there exists a regular normal (in Q) G-equivariant homotopy 
h : [0,1] xWl(BV ^V such that snp{tiX)emxn\\h(t,x) - h(t,x)\\ < t). In 
addition, if h0 and hi are regular normal in Q, then h0 = h0 and ht = hi. 
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2.4 The Sets N(L,H) and Numbers n(L,H) 

The sets N(L, II) and numbers n(L, II) play an essential role in several recur­
rence formulae, based on which the equivariant degrees are computed. 

Definition 2.4.1. (cf. [104]) Given two closed subgroups L C H of a compact 
Lie group G, we define the set 

N(L, II) : = j.g e G : ghg~y C / / } . 

and we put 
Nil, H\ 

(2.10) n(L, H) 
N(L,H) 

N(H) 

where the symbol \X\ stands for the cardinality of the set X. 

Remark 2.4.2. Since H is closed and the G-action on G itself is smooth, one 
shows that N(L, H) is a closed subset of G, hence it is a compact set. Moreover, 
define an //-action on G by (h.g) H-> hg, for h G / / , g G G, then N(L,II) is 
an //-invariant subset of G. Consider the //-orbit space N(L,H)/H. 

(i) Define an iV(//)-action on N(L, II)/H given by y : N(H) x N(L, II) -»• 
N(L,H), where 

(p(n, //.9) := H(ng), for n £ N(H), g 6 iV(L, / / ) . 

By direct verification, the action is well-defined and the kernel of the action 
coincides with / / , meaning that (p(n, IIg) = Ilg if and only if n € / / . 
Therefore, N(L,II)/II is in fact a (left) H/(//)-invariant subset of G, and 
the W(//)-action is free, 

(ii) Similarly, define an JV(L)-action on N(L,H)/H given by tp : N(L) x 
N(L,H) -> N(L,H), where 

i/}(ri, Ilg) := H(gn'), for ri £ N(L), g € N(L, H). 

One verifies that the action is well-defined and L lies in the kernel of the 
action, meaning that for every / € L, ip(l,Hg) = Hg for all g E N(L,H). 
Consequently, N(L, H)/H is a (right) M/r(L)-invariant subset of G. 

On the other hand, consider G/II as an L-space, with the action given by 
(l,gH) t—> Igli. Then, the L-fixed-point space (G/H)L is naturally a (left) 
T47(L)-invariant space. The following result is established in [104]. 
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Proposition 2.4.3. The map Ha i—• a"1 Hdefines a W(L)-equivariant home-
omorphism from N(L,II)/H to (G/H)J. 

Moreover, we have the following (cf. [25]) 

Proposition 2.4.4. Let L C H be two closed subgroups of the compact Lie 
group G. Consider (G / H)L as the left W{L)-space. Then, the corresponding 
orbit space (G/II)L/W(L) is finite. 

Based on Proposition 2.4.3 and Proposition 2.4.4, we prove the following-

Proposition 2.4.5. Let L C II be two closed subgroups of a compact Lie group 

G. Then, 

(i) &\mW(L) >AimW(H); 
(ii) let M be a connected component of the set N(L, 11)/II, then dim W(II) < 

dimM < dim W(L); 
(Hi) in the case dim W(L) — dim W(H) — k, we have the number n(L, H) 

is finite and the set N(L, H)/H is a closed k-dimensional submanifold of 
G/H. 

Proof: Since (i) is a direct consequence of (ii), we prove (ii) and (iii) only. 

(ii) Combining Proposition 2.4.3 with Proposition 2.4.4, we have that 
N(L, U)/H, when viewed as a right l/K(L)-space, consists of a finite num­
ber of W(L)-orbits. By the fundamental homomorphism theorem in algebra, 
each of these W(L)-oxbits is homeomorphic to W(L)/L0 for some subgroup 
L0 C W(L). As a connected component, M lies in one of these W(L)-orbit, as 
a closed submanifold, with the dimension dim(W(L)/L0). Clearly, 

dim(W(L)/L0) < dimW(L). 

It follows that 
dimM < dim W(L). 

On the other hand, viewed as a right W(H)-invariant space, the set N(L, H)/H 
is a free W(/f)-space (cf. Remark 2.4.2(i)). Thus, the natural projection 

p : N(L, 11)1 E -* (N(L, H)/H)/\V(H) ~ N(L, H)/N(H), (2.11) 

is a fibre bundle with the fiber W(H). Hence, we have the following dimension 
relation 
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dim M = dimp(M) + dimW(H) > dim W(H). 

Therefore, we proved dimW(II) < dimM < dimW(L). 

(iii) In the ease dim W(L) = dim W(H) = k, by (ii), every connected com­
ponent of N(L, H)/H has the same dimension fc, being a submanifold of cer­
tain W(L)-orbit. Consequently, the set N(L, H)/H is a closed fc-dimcnsional 
submanifold of G/H, and the fibre bundle (2.11) induces a dimension relation 

k = dim N(L, H)/H = dim N(L, H)/N(H) + dim W(H) 

= dim N(L,H)/N(H) + k, 

which forces dim N(L, H)/N(II) = 0. By the compactness of N(L,H), the 
orbit space N(L,H)/N(H) is also compact, which proves that the number 
n{L, II) is finite. • 

The number n(L1 II) defined for two closed subgroups of G with dim W(II) = 
dim W(L) has a very simple geometric interpretation. 

Lemma 2.4.6. Let L and II be two closed subgroups of a compact Lie group 
G such thai L C H. and dim VV(L) == dim W(H). Then n(L, H) represents the 
number of different subgroups II in the conjugacy class (II) such that L C H. 
In particular, if V is an orthogonal G-representation such that (L), (H) e 
<P(G; V), IJ C H, then VL n V^i) is a disjoint union of exactly m = n(L, H) 
sets ofVjii, j = 1, 2 , . . . ,m, satisfying (IIj) = (II)-

Proof: Notice that N(L, H) can be rewritten as 

N(L,H) = {geG:LcgHg-1}. 

Define H := {gHg~l : g e G, L c gHg~r} and a map b : N(L, H) -> H 
by b(g) = gHg~L, for g e N{L, H). Consider N(L, H) as a left N(H)-space 
(cf. Remark 2.4.2(i)). By direct verification, b is constant on each N(II)-oibit. 
Thus, there exists a natural factorization b : N(L,H)/N(II) —> H of b. It is 
then easy to check that b is one-to-one and onto. By Proposition 2.4.5, the set 
N(L, H)/N(H) is a finite set of order n(L, H). Therefore, by the bijection b, 
n(L, H) also represents the order of H, i.e. the number of different subgroups 
H in the conjugacy class (H) such that L C H. 

Assume now that V is an orthogonal ^-representation, (L), (H) G (P(G; V), 
and L C II. Then, VH C VL. Moreover, gVH C VL if and only if g € iV(L, / / ) . 
On the other hand, gVH = VH if and only if g e N(H). Therefore, the conclu­
sion follows. • 
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Remark 2.4.7. For g(11 gb G G, consider the two subsets N(L, H) and N(L, H) 
of G, where L := gaLg-\ II := gbIIg^l. Define a map / : N(L, II) -> N(L, H) 
by /(<?) := 9b99a^• ^ is easy to check that / is well-defined and it pro­
vides a homeomorphism between N(L,II) and N(L,H). Furthermore, con­
sider N(L,H) as a left 7V(i/)-space and N(L,H) as a left iV(#)-space (cf. 
Remark 2.4.2(i)). Then, / actually factorizes through the orbit spaces, as in­
dicated by a commutative diagram shown in Figure 2.4.7, where we used the 
fact N(H) = gf,N(H)g^1. In particular, /provides a homeomorphism between 
N(L,II)/N(II) and N(L,H)/N{H). 

N(L,H) f N(L,H) 

V V 

N(L,H)/N(H) 
f 

N(L,H)/N(H) 

Fig. 2 .1 . Factorization through the orbit spaces. 

By Remark 2.4.7, whenever N(L, H) =£ 0 (or equivalently, n(L, H) ^ 0), we 
can always choose L and B from the eonjugacy classes (L) and (H), such that 
L C II. In the case, this is not possible, it simply implies that N(L, II) = 0. 

Given subgroups L C H C C7, consider the if-orbit space ^ ( L , H)jII (cf. 
Remark 2.4.2). By the compactness of iV(L, H)/H, it has only a finite number 
of connected components, denoted by Mi7 i = I, 2 , . . . , k. Put 

Dim N(L,H)/H :=m.ax{dimMj : i = 1, 2 , . . . , fc}. 

Lemma 2.4.8. Assume that L' C L C H are three subgroups of G. Then, 

DimN(L,H)/H < DimN(L',H)/H. 

Proof: Notice that N(L, II) CN{L', II), therefore 

N(L,H) cN(L>,H) 

H H 
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and the conclusion follows. • 

The numbers n(L,H), whenever are finite, play an important role in the 
computation of multiplication tables of Burnside rings and the corresponding 
modules (and, therefore, may be used to establish partial results on the mul­
tiplication structure of the Euler ring U(G)). However, the main assumption 
providing the finiteness of n(L, H) is not satisfied for arbitrary L C II C G. 
Below we introduce a notion close in spirit to n(L, H). 

Definition 2.4.9. Given subgroups L C H C G, we say that L is y\-finite 
in H if the space N(L,H)/H is finite. For a given subgroup H, denote by 
Vl(H) the set of all conjugacy classes (L) such that there exists L e (L) being 
^-finite in // . For (L) € 9t(i/), put 

m(L,II) := \N(L,H)/H\, 

where .\X\ stands for the number of elements in the set X. 

Remark 2.4.10. Let L C II C G. 
(i) Take a subgroup TJ C L. If / / is 01-finite in H, then L is 01-finite in H 

(cf. Lemma 2.4.8). 
(ii) It follows from Proposition 2.4.5(h) that, if W(L) is finite, then L is 

<n-finite. 
(iii) Finally, if W(L) and W(H) are finite, then 

m{L,H) = n(L,H)-\W(H)\. 

We complete this subsection with the following simple but important ob­
servation. 

Proposition 2.4.11. Let L C H C G. Consider the set N(L,H) C G as 
an N(H)-space-N(L) (cf. Remark 2.4-2). Then, the corresponding orbit space 
N(L)\N(L, H)/N(H) is finite, i.e. there exist g1; g2, ..., gu € G such that 

N{L, H) = N(H)giN(L) U N(H)g2N(L) U • • • U N(H)gkN(L), 

where N(H)gjN(L) denotes a double coset, for j = 1,2,... ,k, and U stands 
for the disjoint union. 
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Proof: Combining Proposition 2.4.3 with Proposition 2.4.4, we have that 
N(L, H)/H, when viewed as a right W(L)-space, consists of a finite number of 
jy(L)-orbits. This implies that there exist g\,g2, • • •,gm £ N(L, H) such that 

N(L, IT) - Hg{W(L) U Hg2W(L) U • • • U HgmW(L) 

C N{H)9l N(L) U N{H)g2N{L) U • • • U N{H)gmN(L) 

= N(H)gnuN(L) U N(H)grmN(L) U • • • U N(H)gmkN(L), 

for some g-TOl, . g m 2 , . . . , pmfc 6 7V(L, / / ) . D 

2.5 Fundamental Domains 

Definition 2.5.1. Let Q be a topological group and X a finite-dimensional 
metric Q-space. Let Do C X be open in its closure D. Then D is a fundamental 
domain of the Q-action on X if the following conditions are satisfied: 

(i) Q{D) = X-
(ii) g{D„) n h(D0) = 0 for distinct elements g, h G Q; 
(hi) I \ Q ( Z ) 0 ) = Q ( i ; \ l } 0 ) ; 
(iv) dimD = dimX/Q, dim (D \ D0) < dimD, dim (X \ Q(D0)) < dim X 

where "dim " is the covering dimension. 

Remark 2.5.2. The conditions (i)-(ii) imply that a fundamental domain is a 
set of representatives of G-orbits, whose interior contains at most one repre­
sentative from each orbit. The conditions (iii)-(iv) require some compatibility 
of the fundamental domain and the group action. Notice that the fundamen­
tal domain is not necessarily unique, but typically chosen to be a convenient 
connected part of the space. 

Example 2.5.3. (i) Let Q := ZJV be the cyclic group of order N, generated 
by £, and X := B\ be the unit disk on the complex plane C, where £ acts 
as the multiplication by the complex number e4N% i.e. the rotation by angle 
^r. In this case, a fundamental domain of Zjv-action on B\ is a sector of 
angle ^ . 
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e 

Fig. 2.2. Fundamental domain of the Z^r-action. 

(ii) Let Q :— D^ be the dihedral group of order 2N', composed of Zjv arid 
ttZjy, where K£ = —£«. Consider the unit disk X := B\ C C, where £ acts 
as rotation and K acts as the reflection with respect to the real line. In this 
case, a fundamental domain is a sector of smaller angle ^ . 

Fig. 2 .3. Fundamental domain of the JDjv-action. 

In fact, a general result about the existence of a fundamental domain is 
proved in [120]: 

Proposition 2.5.4. Let G be a compact Lie group, and let X be a finite-
dimensional metric G-space on which G acts freely. Then a fundamental do­
main D C X always exists. 

Definition 2.5.5. Under the notations of Definition 2.5.1, assume there exists 
an open contractible subset To C X/Q such that the natural projection p : 
X —> X/Q induces the homeomorphism p\Do : D0 —> T0. Then D is called a 
regular fundamental domain. 



2.5 Fundamental Domains 47 

T h e o r e m 2.5.6. (cf.[12, 15]) Let G be a compact Lie group. For any smooth 
finite-dimensional free G-manifold X such that X/G is connected, there always 
exists a regular fundamental domain D. 

Proof: Since every smooth connected manifold admits a (smooth) triangu-
lation (cf. [179], p. 124-135), the proof is essentially based on the following: 

L e m m a 2.5.7. Let M be a smooth connected n-dimensional manifold (in gen­

eral non-compact)7 and let S := I sk : i € JA*, k — 0 ,1 ,2 , . . . , n > be a smooth 

triangulation of M, where the sets of indices Jk are countable. Then there 
always exists a subset Ta of M satisfying the following conditions: 

(i) T0 is open in M ; 
(ii) T0 is dense in M; 
(Hi) T0 is contractible; 
(iv) M \ Ta is contained in the n — 1-dimensional skeleton. 

Proof: For a given fc-dimensional simplex s", we denote by sk its interior. 

We call the n-dimensional simplices in <S s", Sg, . . .and begin our recursive 

definition with T{ := srl and Si := S \ {s^}. 

Assume now that Tm and Sm C S are already constructed with Tm being 
open in M and contractible. If «Sm still contains n-dimensional simplices, we 
chose the minimal j m + 1 G N such that 

(b) s"m+i fl Tm contains an (n — l)-dimensional simplex s ^ / j € «Sm. 

We define T m + 1 := T m u l ^ u S ^ , and Sm+, := <ST O \K n + 1 , C ! , >• C l e a r 1 ^ 
T m + 1 is open in M and contractible. 

Let T0 := \JmTm and S0 := C\mSm. By construction, T0 is open and (by 
connectedness of M) dense in M. Also, S0 = M \ T0 is a subset of the n — 1-
dimensional skeleton of S. 

In order to show that T0 is contractible, notice that T0 is a CW-complex 
and for every continuous map <p : Sk —>• T0, k = 0,1, 2 , . . . , the image <fi(Sk) 
is compact, so it is entirely contained in some of the contractible sets Tm. 
Consequently, ip is null-homotopic, hence iTk(T0) — 0 for all k — 0 , 1 , 2 , . . . . 
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Therefore, T0 is contractible (see [165], Cor. 24, Chap. 7, Sec. 6) and Lemma 
2.5.7 is proved. • 

Continuation of the proof of Theorem 2.5.6. 
Let p : X —> X/G be the natural projection. To complete the proof of The­
orem 2.5.6, wc take the set T„ C M := X/G provided by Lemma 2.5.7 and 
consider the restriction of p over p~l(T„). The fiber bundle p : p~l{T0) —+ T0, 
by contractibility of T0, is trivial. Fix a trivialization ip : p~l{Tc/} —*• G x T0. 
We put D0 := ^{{1} x %). It is clear (cf. [120]) that D := L\ is the regular 
fundamental domain. 

The proof of Theorem 2.5.6 is complete. • 

2.6 G-ENRs and The Euler Characteristics 

In this section, we investigate the relationships among the Euler characteristics 
of a G'-ENR X, of its orbit space X/G, and of its various kinds of fixed point 
sets XH. 

Definition 2.6.1. (i) A topological space X is called an ENR (Euclidean 
Neighborhood Retract), if there exist an open subset O of some Euclidean 
space Wl and maps i : X —> O, r : O —> X such that ri = Id; 

(ii) Let G be a compact Lie group. If an ENR X is a G-space, O is a G-
invariant open subset of a (7-representation Kn, and the maps i and r are 
G-equivariant, then X is called a G-ENR. 

A basic theorem of point set topology states that a separable metric space 
of dimension < n can be embedded into M2n+1 (cf. [92]). Hence, 

Lemma 2.6.2. (cf. [47]) A space is an ENR if and only if it is a finite-
dimensional, locally compact, separable, and locally contractible metric space. 

For example, every compact manifold, with or without boundary, is an ENR 
(cf. [87]). In case of G-ENRs, the following results are established in [102, 47]. 

Propos i t ion 2.6.3. (cf. [47]) Let X be a G-ENR. Then the orbit space X/G 
is an ENR. 
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Proposition 2.6.4. (cf. [102]) Let X be a G-space which is separable metric 
and finite-dimensional. Then, X is a G-ENR if and only if X is locally com­
pact, has a finite number of orbit types, and for every isotropy group H C G, 
the fixed point set XH is an ENR. 

We have direct consequences of Proposition 2.6.4 (cf. [47]). 

Corollary 2.6.5. (i) A finite G-complex X is a G-ENR; 
(ii) A differentiable G-manifold with a finite number of orbit types is a G-ENR. 

One of the important properties of (compact) ENR spaces is 

Proposition 2.6.6. (cf. [50, 87]) The singular homology groups H*(X) of a 
compact ENR X are finitely generated, i.e. Hk(X) is finitely generated for all 
k, and Hk(X) = 0 for sufficiently large k. 

Consequently, the Euler characteristic of a compact ENR is defined. More 
precisely, let X be a compact ENR, the Euler characteristic x{X) is defined 
as the alternating sum 

oc 

X(X) := £ ; ( - l ) A Tank/4(X) , (2.12) 

where H*(X) denotes the singular homology group of X, the "rank" counts 
the number of free generators of the group, and the sum is essentially finite 
(cf. Proposition 2.6.6). It is sometimes more convenient to compute x(^0 by 
the corresponding singular cohomology ring of X over reals (cf. [165]) 

oo 

X(X) = ^ ( - l ) M i m # * ( A ' ) . (2-13) 
*=o 

In a similar way, one can define the Euler characteristic for a compact 
ENR pair (X, A), denoted by x(X, A), using the relative singular cohomology 
H*(X, A). In case of a non-compact ENR X, we define the Euler characteris­
tic %C(X) through the Alexander-Spanier cohomology with compact supports 
S*C(X). 

The following lemma indicates a relation between the Alexander-Spanier 
and singular cohomology. 
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Lemma 2.6.7. (cf. [165]) If(X, A) is a pair of paracompact Hausdorff spaces 
being locally contractible, then there exists an isomorphism between the Alexand-
er-Spanier cohomology and singular cohomology, i.e. Hk(XJA) = Hk\X) A), 
for all k > 0, where FI*(X,A) stands for the Alexander-Spanier cohomology of 
(X,A). 

Taking into account of Lemma 2.6.2, we have 

Corollary 2.6.8. / / (X, A) is a pair of ENRs, then there exists an isomor­
phism between the Alexander-Spanier cohomology and singular cohomology, 
i.e. Hk(X,A) ^ Hk{X,A), for all k > 0. 

Consider the relation between the Alexander-Spanier cohomology with com­
pact supports and the usual Alexander-Spanier cohomology. The followings arc 
established in [165]. 

Lemma 2.6.9. (cf. [165]) If X is a compact Hausdorff space and A is closed 
in X, then there exists an isomorphism between the Alexander-Spanier coho­
mology with compact supports and the usual Alexander-Spanier cohomology, 
i.e. Hk(X \A) = IIk(X,A), for all k>0. 

Corollary 2.6.10. (cf. [165]) If X is a locally compact Hausdorff space and 
X+ is the one-point compactification of X, then there is an isomorphism 
Hk(X) ^ ffk{X+), for all k > 0, where B*(X+) stands for the reduced 
Alexander-Spanier cohomology of X+. 

Based on Corollary 2.6.8 and Lemma 2.6.9, we have the following properties 
of the Euler characteristics of the ENRs. 

Lemma 2.6.11. Let (X, A) be a pair of compact ENRs. Then, 

(i) the Euler characteristic Xc{X \ A) is correctly defined in the Alexander-
Spanier cohomology with compact supports. Moreover, 

Xc(X\A) = X(X,A) 

X(X) = X(X, A) + X(A) = x.c(X \ A) + x(A), 

where x(-) denotes the Euler characteristic defined in the singular cohomol­
ogy-
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(ii) (cf. [47]) let p : (X,A) —> {Y,B) be a continuous map between compact 
ENR's such that p(X\A) = Y\B. Suppose that p : X\A -»• Y\B is a 
fihration whose typical fibre F is a compact ENR. Then, 

x(X,A)=x(F)X(Y,B). 

Denote by Tn := S1 x Sl x • • • x S1 an rz-dimensional torus (for n > 0), 
which is an n-dimensional connected abelian compact Lie group. 

Lemma 2.6.12. Let X be a compact Tn-ENR space for n > 0. Then, 

x(x) = x(x
Tn)-

In particular, if XTn — 07 then x(X) — 0. 

Proof: Take a decomposition of X by X = (J ^(//), where each X^j) 
(//)e<f(T») 

is an open Tn-invariant subset of X. Since Xyj) is a fibre bundle with fibre 
Tn/H, Xc(X{II)) is a multiple of x(T"'/II) (cf. Lemma 2.6.11). Thus, by the 
additivity of x, 

X(X) = J2xc(X(H)) = YS» • Xi^/H), (2.14) 
(H) (H) 

where nH := Xc(X{H)/T
n) e Z. 

On the other hand, notice that for all H C T", the orbit space Tn/H is 
diffeomorphic to a connected abelian compact Lie group of dimension at least 
one. Hence, it is a torus, and thus x{Tn/H) = 0. Therefore, the essential 
summand in (2.14) comes from (H) = (Tn). It follows that x(X) = x(X(rn))-
Since Tn is abelian and Tn is the maximal isotropy in X, X{X(T^)) — x(Xrp") — 

x(xn- ' • 
Lemma 2.6.13. LetG be a compact abelian Lie group and X, Y two G-spaces. 
Denote by A the diagonal subgroup in G xG and consider X xY as A-space. 
Define a left G-action on the orbit space (X x Y)/A by 

p:Gx(Xx Y)/A -^(Xx Y)/A 

(g,A(x,y) i-» A(x,gy). 

Then, for A(x,y) € (X x Y)/A, Us isotropy equals to GxGy (i.e. the subgroup 
of G generated by Gx, Gy). 
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Proof: Notice that since G is abelian, the action p is well-defined. 

To verify the statement, take g e G such that A(x,y) = A(gx,y). Observe 
that viewed as two Z\-orbits, A(x,y) coincides with A(x,gy) if and only if 
A(x,y) D A(x,gy) ^ 0, i.e. there exists gi,g2 e G such that (g\x,giy) — 
{92%, 929V) • This is equivalent to require that g\xgi 6 G^ and 9^929 G Gy, 
which implies that g g g^xg\Gy C GxGy. 

On the other hand, if g <E GxGy, then there exist gx € G.T, ,% e G?; such 
that g = gxgy. Thus, 

A(x,gy) = A(x,gxgyy) = A(x,gxy) = A(g~lx,y) = A(x,y), 

i.e. g belongs to the isotropy group of A(x,y). • 

Corollary 2.6.14. Let X, Y be compact Tn-ENRs, and A be the diagonal sub­
group ofTn x Tn. Assume that GxGy ^ G, for all x e X, y € Y. Then, 

X((X x Y)jA) = 0. 

Proof: Consider (X x Y)/A as a left G-space. By Lemma 2.6.13, 
((X x Y)/Af = 0 if and only if GxGy ^ G, for all x e X,y eY, which 
is satisfied by the assumption. Therefore, by Lemma 2.6.12, x ((X x Y)/A) — 
X {((X x Y)/Af) = X(0) = 0. • 

Corollary 2.6.15. LetX, Y be compact Tn-ENRs, and A be the diagonal sub­
group ofTnxTn. Assume that dimGx +dimGy < dimG, for all x G X, y e Y. 
Then, 

X((X x Y)/A) = 0. 

In particular, it holds for G — S1, Xs — Ys = 0. 

Proof: It is sufficient to observe that dim Gx + dim Gv < dim G implies that 
GxGy / G. Hence, the statement follows from Corollary 2.6.14. • 

Definition 2.6.16. A subgroup II C G is said to be of maximal rank if II 
contains a maximal torus Tn of G. 

Proposition 2.6.17. Let H dG be a subgroup of G. 
(i) If II is not of maximal rank, then x{G/II) = 0. 
(ii) If II is of maximal rank, then W/#(Tn) is finite and x(G/H) = 

\WG(Tn)\/\WH(Tn)\. In particular, x(G/Tn) = |WG(Tn)|. 
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Proof: 
(i) If H is not of maximal rank, then G/H admits an action of a torus 

Tk (0 < k < n) without TA:-fixed-points, and the result follows from Lemma 
2.6.12. 

(ii) Assume H is of maximal rank. Then, for the proof of the finiteness of 
Wrr(T), we refer to [27], Chap IV, Theorem (1.5). Next, we have a fiber bundle 
G/Tn -> G/H with the fiber II/T". Then, by Lemma 2.6.11(h), x{G/Tn) = 
X(H/Tn) • x{G/II). On the other hand, by Lemma 2.6.12 and Lemma 2.4.4, 
we have 

X{H/Tn) = X((H/Tnfr') = x(Nn(Tn)/Tn) = \WH(T'% (2.15) 

from which the statement follows. 

• 

2.7 Completely Continuous and Condensing Fields 

2.7.1 Measure of Noncompactness 

For a Banach space E. denote by 13(E) the family of all bounded sets in E. 

Definition 2.7.1. A function /j, : 23(E) —• M.,. := [0, oo) is called a measure of 
noncompactness if it satisfies the following conditions for A, B e 23(E) 

(/il) /i(/l) = 0 <=> A is compact, 
(//2) fi(A) = fi(A)7 

(fj3) if A C B then y,{A) < (i(B), 
(fA) n(A UB) = max{/i(y1), fi(B)}, 
(/x5) MM) = M/^), ie», 
(ti6) iJi(A + B)< 11(A)+ n(B), 
(ill) //(conv (>1)) = fj,(A), where conv (A) denotes the convex hull of A. 

An example of a measure of noncompactness is the so-called Hausdorff 
measure of noncompactness. 

Definition 2.7.2. The function x • #(E) -> M+, defined for A e 23(E) by 

X(A) := inf{r > 0 : 3 X is finite and A c l + rSi(O)}, (2.16) 

is call the Hatisdorff measure of noncompactness. 
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Proposition 2.7.3. The function \ '• B(E) —* M.., defined by (2.16) is a mea­
sure of noncompactness. 

Proof: We need to verify that x satisfies the conditions (/zl) — (/i7). Notice 
that yl C 0(E) is relatively compact if and only if it is totally bounded, i.e. 

V 3 X is finite and AcX + eBAO). 
e>0 XCE 

If X — {xi,..., xn}, then the set 

71. 

X + eBl(Q) = \jBe(xk)DA 

is called e-net for A, thus the condition (jul) immediately follows from the 
definition of x(^)- The condition (//3) is trivially satisfied, so in order to show 
(/i2) observe that x(A) < x{A) anc^ w e on^y n e c ( i t ° show that x{A) > x(^)-
Put x(^) := a- Then 

V 3 X is finite and A C X + (a + -)i?i(0). (2.17) 

Since /I C X + (a + §) B,(0) C X + (a + e)/?i(0), it follows from (2.17) that 

V 3 X is finite and ~A c X + (a + e)B1(Q), 
e>0 XcE V / W > 

which implies that 

V X(A) < « + e = xM) + e, 
£>0 

i.e. X(A) < x(A). 

To prove (//5), observe that 

Bri(Q) + Br.2(0) c B,-1+r2(0), n , r 2 > 0 

thus if for some finite sets X' and X" 

AcX' + nBiiO) and B c I " + r2B2(0) 

then 

/1 + 5 C I ' + I " + riBi(O) + r2Ei(0) C X + (n + r2).51(0), 
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where X := X\ + X2, and we get (//6). To show (/i7), observe that for two 
convex sets C\,C2 C E, we have that C\+C2 is convex. Also, since conv (A + B) 
is the smallest convex set containing A + B, we immediately obtain 

conv (A + B) C conv (.4) + conv (B). 

By (/i3), x(^4) < X (conv (vl)). Let a := x(/l), then by using (2.17) we have 

V 3 X is finite and conv (A) C conv (X) + (x + ^ J /?, (0). 
e>0 XcE V ' V y \ 2/ 

Since X is finite, conv (X) is compact and by (//I) there exists a finite set 
X' C E such that 

conv{X)cX' + ^B,(Q), 

which implies 

conv (A) C * ' + ~ #i(0) + (« + f ) #i (0) C X' + (a + e)#i(0), 

thus 
V x(conv (A)) <a + e = x{A) + £ 

i.e. x(conv (A)) < X.{A) and (/i7) follows. The proofs of (/i4) and (/J5) are 
straightforward. D 

Proposition 2.7.4. Let E be a Banach space and B := -Bi(O) i/ie «m£ ball 
in E ; and /1 a measure of noncompactness on B(E). If fj,(B) = 0, #ien E is 
finite-dimensional. In other words, only in finite-dimensional Banach spaces 
the unit ball is relatively compact. 

Proof: Suppose that B is compact, then there exists a finite set X c E such 
that B~ C X + I ~B. Put E0 := span (X). Clearly, dim E0 < 00 and 

B c X + J l c E o + ^ I (2.18) 

By multiplying (2.18) by | , we get 

Thus, 
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~B C E0 + E0 + ~ £ = E„ + ^ £ . 

By induction, for every n £ N 

B c E ( ) + i l , i.e. 7 ? c f ) ( E 0 + ^ B ) = E o , 
n— 1 

which implies 
oo oo 

E=\JriBc\J nE0 = E0. 
n— 1 n-— 1 

n 

2.7.2 Compact, Completely Continuous, and Condensing Maps 

Let /i be a measure of noncompactness on 0(E). Then, \x can be extended to 
a measure of noncompactness on B(Wl © E) by 

(x(A) := fi{7r(A)), A eB(W'< (BE), 

where n : Mn © E —> E is the natural projection. 

Definition 2.7.5. Let \i be a measure of noncompactness on B(Wl © E). For 
X C Kn (B E, a continuous map F : X —>• E is called 

(i) a /.i-Lipschitzian map with a constant A; > 0, if /x(.F(/l)) < kfi(A) for all 
^ e £(X); 

(ii) a compact map, if X is bounded and /x(F(X)) = 0; 
(iii) a completely continuous map, if it is /i-Lipschitzian with a constant fc = 0; 
(iv) a Darbo map with constant 0 < k < 1, if it is yU-Lipschitzian with the 

constant k € [0,1); 
(v) a condensing map, if it is p-Lipschitzian with a constant k = 1 and 

fi(F(A)) < fi(A) for every A e B(X) such that fi(A) > 0. 

Definition 2.7.6. A bounded linear operator L : Mn © E —> E is called com­
pact, if L is a completely continuous map. 

Proposition 2.7.7. Lei G : Kn © E —* E be a Banach contraction with a 
constant k e [0,1) and K : R" © E —> E a completely continuous map. Then 
F{x) := G(x) + K{x) is a Darbo map with the same constant k, with respect 
to the Hausdorff measure x of noncompactness defined by (2.16). 
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Proof: For j / e E , denote by B*(y) the ball of radius r centered at y in the 
target space E. Take A G B(Wn © E), and suppose a := x(A). Then, for every 
e > 0, there exists a finite set X = {x\,..., xN} C i n $ E such that 

iV 

Ac\jBa+e(xi). 

Since G is a Banach contraction with a constant k e [0,1), we obtain 
N N 

G(A) C ( J G ( / W ( * 0 ) C U /%+ff)(G(.*,)) = G(X) + fc(a + e)tfj(0). 

Thus, x(G(/l)) < A;(a + e), for any e > 0, which implies that 

X(GVO) < kx(A). 

On the other hand, by the properties of x 

X((G + K)(A))<X(G(A) + K(A)) 

< X(G(A)) + x(tf(,4)) = X(G(A)) 

Therefore, F is a Darbo map with the constant k. D 

Proposition 2.7.8. Let U C Mn © E &e an open subset and F : U —> E 
a continuously Frechet differentiable Darbo map with a constant k G [0,1). 
T/ierc, /or ewery .-r„ € U, the derivative L := DF(x0) : R™ ©E —• E is a Da,rbo 
operator with the same constant k. 

Proof: As before, we denote by Br(x) (resp. B*(y)) the ball of radius r 
centered at x e RnffiE (resp. at y e E). By the differentiability of F at x0 e (7, 
we have that for every e > 0, there exists 5 > 0 such that if \\x — x0\\ < S, then 

\\F(x) — F(x0) — L(x — x0)\\ < e\\x — x0\\ < eS, 

which implies that 

\\L{x-x0)\\<\\F{x)-F(x0)\\+eS. 

Then, 
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L(B5(0) C F(Bs(x0)) - F{Xo) + s5B;{0). 

Therefore, 

5/i(L(#i(0))) - fJ.(L(Bs(0)) < fi{F{Bs{x0) - F{x0) + e6B^(0)) 

<fj,(F(Bs(xo)) + £Sfx(Bl(0)) 

< k^(B,{x0)) f ^ ( 5 * ( 0 ) ) 

= M/i(B1(0)) + £(5/i(B1*(0)), 

which holds for every e > 0, thus we have fi(L(Bi(0)) < kfi(Bi(0)). It follows 
that L is a Darbo operator with the constant k. D 

Proposition 2.7.9. (cf. [116]) Let L : E —> E be a bounded Darbo operator. 
Then, the linear operator Id — L : E —> E is a bounded Fredholm operator of 
index zero. 

2.7.3 Completely Continuous and Condensing Fields 

Definition 2.7.10. Let E be a Banach space, X C Wl © E and / : X - • E a 
continuous map of the form / = Id — F, for F : X —>• E. Then, the map / is 
called 

(i) a compact field on X, if F is a compact map; 
(ii) a completely continuous field on X, if F is a completely continuous map; 
(iii) a Darbo fi,eld on X, if F is a Darbo map; 
(iv) a condensing field on X, if F is a condensing map. 

A finite-dimensional degree theory can be extended in a standard way to the 
so-called Leray-Schauder degree theory for completely continuous fields on a 
Banach space E. Further extensions of the degree theory can be done for Darbo 
fields and condensing fields on E. For more details from this perspective, we 
refer to [116]. 



3 

Primary Equivariant Degree: An Axiomatic 
Approach 
The primary degree (with one parameter), as it was confirmed by a large 
number of possible applications (cf. [5, 6, 10, 13, 14, 17, 53, 55, 181,118]), is one 
of the most effective tools for studying nonlinear equations with symmetries. 
In particular, it provides a unique alternative to the equivariant singularity 
method (cf. [79, 81, 94, 160]) for the treatment of symmetric Hopf bifurcation 
problems. However, the effectiveness of the primary degree is not just limited 
to symmetric bifurcation problems. This degree can also be applied to the 
existence problems (e.g. periodic solutions in autonomous system, see Chapter 
8) based on the usage of the a priori bounds. 

The primary degree (which was originally introduced in [72]) is a "part" 
of the general equivariant degree constructed by Ize et al. (cf. [97, 101]). The 
general equivariant degree is a full topological invariant (defined as an element 
of the stable equivariant homotopy group of sphere) expressing the obstruc­
tion for existence of an equivariant extension (without zeros) of a map from 
a boundary of a bounded region onto its interior. The primary degree turns 
out to be a computable part of the general equivariant degree. In this chapter, 
we present a new construction of the primary degree using normal approxima­
tions, fundamental domain techniques and connections to the classical Brouwer 
degree. In order to facilitate its applicability, we also provide for the primary 
degree a set of axioms (summarizing the main properties of the primary de­
gree) and the computational result called the recurrence formula (cf. [114] for 
an earlier version in a slightly different setting), allowing its effective usage 
outside the equivariant topological context. 

The recurrence formula reduces computations of the primary degree of an 
equivariant map to the computations of its 51-degrees on the fixed-point sub-
spaces. Since the 5"1 -equivariant degree plays a crucial role in a development 
of effective computational formulae for the primary degree, we derived a prac­
tical set of axioms for the S'-'-degree and, based on these axioms established 
all the needed computational techniques. We also explore the notion of the 
so-called basic maps (i.e. the simplest equivariant maps having nontrivial pri-
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mary Cr-degrces) with a particular attention given to basic S'-maps. The 
obtained results allow further reductions of the computations, leading to a 
computerization* of the equivariant degree method. 

The chapter is organized as follows. In Section 3.1, we recall the definition 
of the general equivariant degree and define the primary equivariant degree as 
its part. In Section 3.2, we present a new construction the primary equivari­
ant degree via the usage of fundamental domains, where we indicate a direct 
connection of the primary degree with the (local) Brouwer degrees of related 
maps. The axiomatic definition of the primary degree is stated in Proposition 
3.2.5. The notion of basic maps and C-complementing maps are introduced 
in Section 3.3. Towards the computations of primary C-degree, we present a 
splitting lemma (cf. Lemma 3.3.4). Section 3.4 contains an axiomatic definition 
to the primary S"1-degree and several computational formulae as direct conse­
quences of splitting lemma, In Section 3.5, we state and prove the recurrence 
formula in the context of the primary degree with n-parameters for n < 1. 

3.1 General Equivariant Degree 

Let G be a compact Lie group, V be an orthogonal G-representation, and 
Q C Rn © V be an open bounded G-invariant subset. Consider a continuous 
i?-admissible equivariant map / : Q C Mn © V —»• V, i.e. / : (i?, dQ) —• 
(V, V\{0}). One can assign to the pair (/, i?) an element, called the equivariant 
degree and denoted by degG(/ , i?), in the abelian group IJG being stable limit 
of the equivariant homotopy groups IIN of maps (cf. [72, 15]) 

S(RN+n © V) - • S(RN ®V). 

More precisely, take a large ball BR(Rn © V) such that QM C BR(Mn © V), 
where Qj^f :— O U M and A/" is an invariant neighborhood of dO such that 
f(x) T̂  0 for all x € N. Let rj : BR(Rn © V) —• M be an invariant Urysohn 
function such that 

if x $ n •N-

Define F : ([-1,1] x BR(Rn © V), 0 ( [ - l , 1] x BR(Rn © V))) -> (R © V, (R © 
V) \ {0}) by 

* Special Maple ® routines have been developed to assist effective computations of primary degree 
with one free parameter, for several interesting symmetry groups. The most recent version is avail­
able at h t t p : //krawcewicz. net /degree or h t t p : //www .math. u a l b e r t a . ca/~wkrawcew/degree. 
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F(t, x) = (l + 2rj{x), f(x)), {I, x) € [-1,1] x BR(Rn © V). (3.2) 

. The pair ([—1,1] x BR(0), d([—l, 1] x BR(0))) is G-equi valiantly homeomor-
phic to (S(IR© V),S(B(R © V))), so the map I'1 determines an equivariant 
homotopy class [F] in By. Define 

dcgG ( / , r t ) :=&[/<'] € / 7 G , (3.3) 

and call it a G-equivariant degree of / in Q. 

The equivariant degree constructed above, which is a slight modification 
of the construction given in [97], satisfies all the properties expected from any 
reasonable degree theory, like existence, homotopy invariancc, excision, suspen­
sion, additivity etc (cf. [72, 15, 101]). Roughly speaking, the equivariant degree 
"measures" equivariant homotopy obstructions for J'\QQ to have an equivariant 
extension without zeros over Q. 

As it is shown in [8], the group ilG admits a splitting 

nc = 0 //(//), 
(Mm W(H)<n 

where B(B) consists of all the elements in HG generated by i^K^1"" © In­
admissible maps / : RN'" © V —>• MN © V being regular normal maps with 
zeros of the orbit type (H) only. Thus, 

deg6.(/,f2) = J2 n("h n{H)eII(H). 
d\mW(II)<n 

If dim W(H) — n, the component / / ( / / ) is called primary, and if W(H) 
is bi-orientable, U{H) a Z (cf. [147]). The projection of degG(.f, J?) onto 

^2 B(H) is called the primary degree of f in Q and is denoted by 

G-Deg(/,tf). 

The applicability of the primary degree depends heavily on its computabil­
ity. In the general case n > 0, the computation of the primary degree is a 
complicated task. However, in the case n = 1, the primary degree seems to be 
completely computable due to a reduction to the S^-degree using recurrence 
formula (cf. Sections 3.4—3.5). In the case n = 2, one can look for a similar 
reduction to the S1 x ^-degree (cf. [97] for results on S1 x S^-degree). In the 
case n > 2, the situation is much more complicated, since possible connected 
components of W(H) may be different from n-tori. 
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3.2 Primary Equivariarit Degree with n Free Parameters 

The primary degree introduced in [72], uses the regular normal approximations 
and winding numbers of their restrictions to normal slices around the orbits 
of zeros (cf. [51, 52, 116], where the case G = S1 was considered). Since it 
is well-known that the winding number admits an axiomatic definition as an 
integer-valued function satisfying a list of certain properties (cf. [112, 188]), it 
is natural to ask whether a similar axiomatic approach exists for the primary 
degree. The answer turns out to be affirmative. 

3.2.1 Construction 

Take an i?-admissible G-equivariant map / : Wl © V —» V and assume that 
it is regular normal in ft. For (H) e ^ ( G , V), put JH •— J\an and take a 
canonical orientation on QJJ/W(H) (cf. Proposition 2.2.16). Choose a regular 
fundamental domain D on ftH such that. / ^ 1 ( 0 ) n ( D \ i ; o ) = 0 (cf. Section 2.5, 
Theorem 2.5.6). Put T0 := p(D0). Since / is regular normal, the set p(f^/ (0) n 
D0) is finite, thus it is always possible to construct T0 in such a way that 
PifJ}1^)) c T0. The homcomorphism £ := p~l\r0 '• T0 —> l)0 is called the 
lifting homeomorphism. 

Definition 3.2.1. Consider an i7-admissible G-equivariant regular normal 
map / : Mn © V —̂  V. We define the primary degree of / to be an element 
G-Dcg (f, ft) eA+iG) by 

r 

G-Deg( / , / ? ) :=5>fc ( f l , ) , (3-4) 

where the coefficient n#. corresponding to (Hi) is defined by 

nHt:=deg(fHioZ,T0), (3.5) 

with ^ being the lifting homeomorphism and deg standing for the (local) 
Brouwer degree of fui (cf. Section 2.1.3). To certain extent, one can think 
of riHi as the Brouwer degree of fjjt on a fundamental domain D. 

If / : Kn © V —> V is a general G-equivariant j?-admissible map (not neces­
sarily being regular normal in ft), then take a regular normal approximation 
map / of / (cf. Proposition 2.3.5) and define 

G-Deg (/, ft) := G-Deg (/, ft). (3.6) 
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Wc will show that the primary degree given by (3.4)—(3.6) is well-defined. 

Propos i t ion 3 .2 .2 . Let G be a compact Lie group, Q C Wl © V an open 
bounded invariant subset and f : Wl © V —>• V an Q-admissible G-equivariant 
map. Then, the prim,ary degree given by (3.4)—(3.6) is well-defined. 

Proof: (i) We first show that formula (3.5) is independent of a choice of a reg­

ular fundamental domain D. Suppose that D' is another regular fundamental 

domain such that / # 1 ( ° ) n iD' \ D'o) = 0, P(Do) = % "with t h c l i f t i n g homo-
omorphism £' : T'D —> D'D. By applying the additivity property of the Brouwer 
degree, we, can assume, without loss of generality, that / ^ ( O ) is composed of 
a single orbit W(H)(x0) and put p(x0) = y0. Suppose that B0 C T0 n T'0 is a 
contractiblc neighborhood of y0l put E0 = £(£>0)> E'0 = £'(B0) and we assume 
x0 G E0. Then, by excision property of the degree, 

deg[JH O £,T0) = deg(fH o e, B0), deg{J„ o £ X) = deg(fH o ?, B0). 

We will show that 

deg (fn o f,BQ) = deg(fH o ?, BQ). (3.7) 

C a s e 1. x0 G E(, n E'0. Observe that £|Bo and tfB are sections of the (trivial) 

bundle p : p~l(B0) —+ B0, thus there exists a continuous map fj, : E0 —> W(II) 

such that for every x € E0, we have 

^(.-r) := fi(x)x E E'0 

and \P : E0 —* E'Q is a homeomorphism since so are £|#0
 a n ( i C\B • ̂ n particular, 

/i(.x0) = 1 and E0 is contractible. Therefore, there exists a homotopy fit of \i 
with a constant map [i0{x) = 1. Put Wt{x) :— fit(x)x, i.e. % is a homotopy 
between & and Id[£o. Observe that £' = <? o £, therefore, by the homotopy 
invariance of the degree, we have 

deg(/H,oe /,-B0) = d e g a w o i f o e , J B 0 ) = d e g ( ^ o ^ o e , S 0 ) = d e g a w o e , B 0 ) . 

Case 2. x0 £ E0 fl 7 ,̂. In this case, there exists g £ W(H)0 such that gx0 —: 

x'0 e ££. Put D0 :— g(D0). Since W(//")0 acts freely, D :— D0 is a fundamental 
domain with a lifting homeomorphism £ = g o£, and we put i?0 = g(E0). By 
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the Sard-Brown theorem (cf. Proposition 2.1.5), we can assume that y0 is a 
regular point of the map fH ° £. Since fH is W(//)-equivariant, we have 

/// ° £ = hi °9~1 °9°i = 9[ ° hi ° 0 ° f = 5 - 1 ° h i ° I , 

i.e. 

which implies that y0 is also a regular point of / / /o ( . Since the action of W(H) 
preserves the orientation of the slice, we obtain immediately 

deg(f„o^H0) = dcg(f„olB0). 

Since x'0 e E'a n E0, the equality (3.7) follows from the Case 1. 

(ii) We show that the formula (3.5) does not depend on a choice of a repre­
sentative / . Take two regular normal (7-equivariant maps / 0 and f\, which are 
equivariantly homotopic by an /^-admissible homotopy & : [0,1] x Rn© V —> V 
with % = /o and ^ = j \ (where % := W(t, •))• Let (II) e <Pn(G, V) and choose 
Dl to be a regular fundamental domain for the W(II)-aetion on i?# such that 
( / o j ^ O j n ^ ^ J ) = 0. Denote by ? := ( pp i ) - 1 : T* -+ D\ the correspond­
ing lifting homeomorphism. Then, by continuity of &, there exists 0 < £j < 1 
such that UetcfoC^b 1 (0) n (D1 \ D*) = 0. Since for every ^ <E [0,/^), the 
map ^(, t € [0, ii], is a regular normal homotopy between /o and / i := < f̂], it 
follows from the homotopy property of the local Brouwer degree that 

deg((/o)HO^,ro
1) = deg((/1)HO^>ro

1). 

By the compactness of [0,1], there exists a (finite) partition 0 < t\ < • • • < 
tk = 1 and fundamental domains Dl, D2,..., Dk with the corresponding lifting 
homeomorphisms £* := (p\Di)~{ '• Tl

0 —> D^, such that 

|J (^)^(o)n(^\^) = 0. 
t£\ti-uU] 

Consequently, by induction, we obtain 

deg((fo)HoeX) =deg(( / 1 ) f l oC'X) = ----teg((fk)H°ik,T0
k), 

which implies 

deg(( /o) / /o^ ,Tj ) = deg((/ fc)^o^,T0
fc). 



3.2 Primary Equivariant Degree with n Free Parameters 65 

Thus, Proposition 3.2.2 is proved. 

• 
We will proceed with the basic properties satisfied by the primary degree. 

To formulate the so-called normalization property, we start with the definition: 

Definition 3.2.3. Let G be a compact Lie group, V an orthogonal 
(7-representation and / : Mn (B V —» V a regular normal map such that 
f(x0) = 0 with GXo = II and (//) G $+(G, V). 

(i) Let Uo(Xo) be a G-invariant tubular neighborhood around G(x0) such that 
/ _ 1 (0) fl UG(X„) = G(x0). Then, / is called a tubular m,ap around G(x0). 

(ii) In addition, take a positively oriented slice SXo to W(H)(x0) in Mn © VH 

(cf. Definition 2.2.17). Call nXo = sign det DfH(xQ)\sXo the local index of/ 
at x0 in Ua(xo) (here fn := f\nn and D stands for the derivative). 

Proposition 3.2.4. (cf. [72, 101]). Let G, V. Q and f be as in Proposition 
3.2.2. Then the primary degree defined by (3.4)—(3.6) satisfies the following 
properties: 

(PI) (EXISTENCE) If G-Dcg (/, J?) = ^ n # ( / / ) is such that nHo -£ 0 for some 
(ii) 

(Ho) € ^t,{G, V), then there exists xE.fi with f(x) — 0 and Gx D U0. 
(P2) (ADDITIVITY) Assume that fi\ and fi-2 are two G-invariant open disjoint 

subsets of fi such that / _ 1 (0) n Q C fix U J?2. Then, 

G-Deg (/, fi) = G-Deg (/, D{) + G-Deg (/, fi2). 

(P3) (HOMOTOPY) Suppose h : [0, l ] x l " ® y - » y is an fi-admissible G-
equivariant homotopy. Then, 

G-Deg (ht: fi) = constant 

(hereht :=h(t,-,-), te [0,1]/ 
(P4) (SUSPENSION) Suppose that W is another orthogonal G-representation and 

let U be an open, bounded G-invariant neighborhood of 0 in W. Then, 

G-Deg ( / x Id, fixU) = G-Deg (/, fi). 

(P5) (NORMALIZATION) Suppose f is a tubular map around G(x0) with H :— GXo 

and (H) € ~4>+(G,V). Let nXo be the local index of f at x0 in a tubular 
neighborhood UG(XO)- Then, 

G-Deg(f,UGiXo))=nXo(H). 

http://xE.fi
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(P6) (ELIMINATION) Suppose f is normal in Q and QJJ (If J (0) = 0 for every 
{H)£$$(G,V). Then, 

G-Deg(/,/2) = 0. 

(PI) (EXCISION) If f~l($f) fl i? C Q$, where i?0 C fi is an open invariant 
subset, then 

G-Deg(/,tf) = G-Deg(/,rto). 
(P8) (HOPF PROPERTY) Suppose that Q C Mn © V is an open invariant subset 

such that QulW(H) is connected for all (H) e (P}t(G, V) and fiK - 0 
for all (K) e <Pk(G,V) with k <n and all (K) <= $n(G,V)\<P+(G). Let 
f, g : En (B V —> V be two fi-admissible G-equivariant maps such thai 

G-DGg(f1(2)=G-Deg(g,n). 

Then, f and g are G-equivariantly homotopic by an Q-admissible homotopy. 

Proof: (PI): Assume / is regular normal and (H0) G <£+(G). Choose a 
regular fundamental domain D and the lifting homeomorphism £ : T0 —> D0 for 
the W(//0)-action on QH„- By assumption, 0 ^ n^0 = deg(///0 o£, T0). Then, 
by the existence property of the (local) Brouwer degree, there exists y„ e T0 

such that. fu0(£(y0)) = 0, i.e., fii0{x„) = 0, where'x0 = i(yQ) e D0 c QJJ0, so 
that GXo = H0. 

In the general case, take a sequence {fn} of G-cquivariant i?-admissiblc 
regular normal maps such that 

s u p | | / n ( . x - ) - / ( z ) | | < - . 

Since for n sufficiently large fn is G-equivariantly homotopic to / , it follows 
that G-Deg (/,/?) = G-Deg(/n, Q). Since fn is normal, we obtain /~'(0) D 
QHO ^ 0, thus there is a sequence \xn} C QH0 such that fn(xn) = 0 for each 
n sufficiently large. We can assume without loss of generality that 
n —+ oo and therefore f(x) — lira fn(xn) = 0. Since VWo is closed, re € Vw° 

n—>oo" 

and consequently Gx 3 # 0 . 

(P2) — (P4), (P7): To establish these properties, one can use the same idea 
as above: for a regular normal / (resp. h) the statements follow from (3.4), 
(3.5) and appropriate properties of the local Brouwer degree. In the general 
case, it suffices to take regular normal approximations sufficiently closed to / 
(resp. h) and use the standard compactness argument. 
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(P5): Follows from the regular value definition of the Brouwer degree. 

(P6): Follows from the definition of the primary equivariant degree. 

(P8): We divide the proof in several steps: 

Step 1. Local homotopies around zeros: Denote by 4>nfi(G,V) the set of 
all orbit types in jf_1(0) n Q, which is an invariant over the choice of all Q-
admissible G-equivariant maps taking the same value of G-Deg as / (by the 
definition of the G-Deg). In particular, it is also the set of all orbit types in 
<7-1(0) fl Q. Without loss of generality (see Proposition 2.3.5), one can assume 
that / and g are regular normal. Further, by the assumption and regular 
normality (see Proposition 2.3.4), / and g only have zeros of primary orbit 
type. For each (77) e <7Vo(G, V), choose a regular fundamental domain D on 
fiu provided by Theorem 2.5.6 with T0 = p(D0) such that ./#' (0)n(D\Do) = 0 
and gjr

l(0) n (D \ D0) = 0, i.e. piff,1^)) Up(gjf
l(0)) c T0. Notice that T0 is 

contractible (in particular, connected). Thus, by the Hopf Property of Brouwer 
degree, 

deg(/ j ,of ,T0) = deg(flj/o£,T0) 

implies that /// is homotopic to gjj by a certain homotopy hjj on QH. This ho-
motopy can be extended, in a standard way (cf. [120, 47]), to a G-equivariant 
homotopy between / and g on -fi(u)- By Proposition 2.3.5, this homotopy c;an 
also be assumed to be regular and normal. Then, by using the normality condi­
tion, such a homotopy can be extended to an invariant neighborhood of f\u)i 
say NaiH) (denote this homotopy by /?,#). Apply the same argument to each 
(77) e 4\o(G, V) and choose for any (77) an invariant closed neighborhood 
Nn C NQ,H) satisfying the conditions: (i) NJJ contains zeros of / and g of 
orbit type (77); (ii) NH n NL = 0 as (77) ^ (L). The collection of the "lo­
cal" homotopies {hn,N } for all (77) G <Pnp(G, V), gives rise to the equivariant 
homotopy between / and g on the closed invariant subset iV := (J NJJ-

Step 2. Extension of local homotopies: based on the local homotopies, define 
a map h on A := ({0} x Z?) U ([0,1] x N) U ({1} x ~Q) by letting h(Q, •) = /(•), 
h(l, •) = g(-) and h(t,x) = h}j{t,x) for (t,x) e [0, l ]xJV and x of orbit type 
(77). By construction, h is continuous G-equivariant. Using the equivariant 
Kuratowski-Dugundji Theorem (see, for instance, [120], Theorem 1.3), extend 
h equivariantly and continuously over [0, 1] x Q and denote this extension by 
h. In general, h may have new zeros. 
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Step 3. Correcting h via Urysohn function: Put A := h~l(0) \ A (i.e. the 
set of the "new zeros" of h). We claim that A is a closed subset in [0,1] x fi. 
Indeed, take a sequence {(ln,xn)} from A, and suppose {(/,„,%)} —•> (t0,x0) in 
[0,1] x Q. By continuity of h, we have h~l (0) is a closed subset in [0,1] x i?, so 
(t0,x0) 6 ^_1(0). By the normality of h, one has: (t0,x0) $ A, i.e. A is closed. 
By construction, A n A = 0, thus there exists an invariant Urysohn function 
T? : [0,1] x Q —> [0,1] with r?(̂ 4) = 1 and 77(̂ 4) = 0. Now, define a new map h 
on [0,1] x n by: h(t,x) = h(t-rj(t,x)yx). It's easy to see that h'^O) = / f *(()), 
thus h is a required homotopy between / and g. 

D 

3.2.2 Axiomatic Definition 

We are now in a position to state an axiomatic definition of the primary equiv­
ariant degree. 

Proposi t ion 3.2.5. LetG be a compact Lie group. There exists a unique func­
tion G-Deg assigning to each admissible pair (/, i?) an element 
GVDeg(/, Q) = Y2nn(H) in A+(G), which satisfi.es properties (Pi)—(P6) 
listed in Proposition 3.2.4-

Proof: The existence part of Proposition 3.2.5 is provided by Propositions 
3.2.2 and 3.2.4. To prove the uniqueness, take an arbitrary admissible pair 
(f,0). By the homotopy property, / can be assumed to be regular normal. 
By additivity (i.e. excision) and elimination properties, we can assume that 
Q fl / _ 1 (0) contains points of the orbit types (H) <E #+(G, V). Since / is 
regular normal, the set / ? n / - 1 ( 0 ) is composed of a finite number of G-orbits. 
Take tubular neighborhoods isolating the above orbits (this is durable, since we 
have finitely many zero orbits). By the additivity, the primary degree of (/, i?) 
is equal to the sum of degrees of restrictions of / to the tubular neighborhoods. 
By the elimination axiom, the contribution of the secondary orbit types is equal 
to zero. Finally, by the normalization property, the remaining orbits lead to 
"local indices", which determine uniquely the value of the primary degree 
G-Deg (/,/?). ' • 

We provide a computational example for the primary degree with 2-
parameters. 

Example 3.2.6. Let mV and lV be the m-th and Z-th irreducible represen­
tation of S1 (cf. Appendix A2) with TO, I > 0. Put V := mV © V, which is 

http://satisfi.es
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naturally a T2-representation. Define a map d : R2 © V —> V by 

d(s, L, z, w) := ((1 - \\z\\ + i(s + L)) -z,(l- \\w\\ + i(s - I)) • w)), 

for s,teM,ze mV and w € 'V. Let i? C M.2 © V be defined by 

H := {(s, i, 2, w) £ K2 © V : s2 + t2 < 1, -< \\z\\, \\w\\ < 2}. 

Clearly, the map d is a T2-cquivariant i?-admissible map. Also, by direct veri­
fication, the zero set d-1(0) D Q is composed of only one T2-orbit {(s, i, z, w) : 
s = t — 0, pH = ||w|| = 1}, which is of orbit type (Zr„ x Z;). Moreover, 
the map d is a regular normal map on Q, since 12 = fi(2mXZj). Therefore, by 
normalization property, we have 

T2-Deg(d,n) = i-{ZmxZi), 

where i is the local index of d at some point x0 in the orbit. For simplicity, 
choose x0 := (0,0,1, 0,1,0) written in real coordinates. Then, the slice SXo ~ 
{(s,t,Xi,yi,x2,y2) '• y\ = y-i — 0}. Calculating the derivative Dd(x0) on the 
slice SXo, we have 

no o - l o 

Dd(x0)\Sxo 
1 1 0 0 
0 0 0 - 1 
1 - 1 0 0 

and det (Dd(x0)\sXo) > 0. Notice that SXo is a negatively oriented slice (cf. 
Definition 2.2.17). Therefore, T2-Deg(d,f2) = - ( Z m x Zt). 

3.3 Basic Maps, C-Complementing Maps and Splitting 
Lemma 

3.3.1 Basic Maps and C-Complementing Maps 

The 5 ] -degree will be the main computational tool to evaluate the primary 
G-degree for G — f x S 1 , with F being a compact Lie group. In order to estab­
lish the links between the S^-degree and the primary (7-degree, we introduce 
the notion of the so-called basic m,aps and C-complementing maps. These two 
types of equivariant maps (which can be considered as the simplest nontrivial 
examples of (7-equivariant maps with one parameter) appear naturally in the 
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setting related to the existence of periodic solution problems (basic maps) and 
symmetric Hopf bifurcation problems (C-complementing maps). The impor­
tant feature of these types of maps is that they have exactly the same primary 
G-degrees. In fact, the C-complementing map can be viewed as a "suspension" 
of the basic map (cf. Proposition 3.3.1). 

Let G = F x S1 and V be an orthogonal G-representation with Vs = {0} 
(notice that the S^-aetion induces a natural complex structure on V). Put 

Q := {(t,v) e M© V : \t\ < 1 i < |H| < 2}, (3.8) 

0:=U\,v)e£®V : \\v\\<2,]-< \\\<i\. (3.9) 

Suppose a : 51 —> GLG(V) is a continuous map. We define b : R © V —> V 
and /„ : (C \ {0}.) x V ^ K ® V b y 

b(t, v) := (l - \\v\\ + it) -v, te M, v e V, (3.10) 

fa(X,v) := (\X\(\\v\\ - 1) + ||V|| + l,a ( A ) „ ) . (3.11) 

Similarly, define 

f-(^v) := ( | A | ( H - 1) + ||V|| + M ( A ) « ) , (3-12) 

b~(t,v) := (l - ||v|| - it) -v, te R, v e V. (3.13) 

It is easy to check that the pairs (b,.(?), (b~, i?), (/a, 0 ) , (/~, C?) are admissible 
pairs. 

Proposi t ion 3.3.1. Let G = F x Sl for F being a compact Lie group, V be an 
orthogonal G-representation such that Vs = {0} and Q, O are given by (3.SO) 
and (3.9). Assume that a(X) — Aid : V —> V, A <E C \ {0} and consider the 
maps b and fa defined by (3.19) and (3.11). Then, fa is G-homotopic to a map 
fi, which is a suspension of b on an open subset of zeros of f\. In particular, 

G-Deg(/ ,0) = G-Deg(6,/2). (3.14) 

Moreover, a similar property holds for b~ and f~ (defined by (3.12) and (3.22)) 

G-Deg( / - ,0 ) - G-Deg(b~,n). (3.15) 
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Proof: We only prove (3.26) and the proof of (3.27) is similar. Consider the 
map 

/a(A,r;)=(|A|(|M|-l) + ||r;H + l ) | ^ - t ; ) . 

Define the function r\ : M —» R by 

{0 if t < \ 

L-\ if I < I < f 
1 if * > §, 

and d(v) := r)(\\v\\), for v G V. Put 
fe(Kv) = (1 - 0(r;))(/i(A,O) + u) + ^ ) / i ( A , u ) , (3.16) 

where (A, v) G O. Obviously, /] is G-homotopic to fg by an C-admissible 
homotopy, so we have 

G-Deg (.A, 0 ) - G-Deg (./,, O), 0 G [0,1]. 

By direct verification, /0
_1(0) = Z0UZt C Q, where Z0 := {(A,0) G C© V : 

|A| = l | and Z\ := j ( - 3 , v ) 6 C 8 V : ||y|| = l | . Define G-invariant open 

tubular neighborhoods J20 and Q\ around ZQ and Z\ respectively by 

( 1 3 1 
J?0:= UX,v): -< |A| < - , H < -

and 

tf,:={(A,t;):|A + 3 | < | , | < HI < § 

By the additivity property, we have 

G-Deg (/„, O) = G-Deg (/,, QQ) + G-Deg (/,, Qx). 

Since for (A,?;) G J?o, we have fe(X,v) — (1 — |A|,t>), it follows from the 
suspension property that 

G-Deg (f0, Oa) = G-Deg (<p0, B0), 

where B0 — {A G C : | < |A| < 3} and <£>0 : B0 —> R is defined by <p0(X) = 
1 — |A|. By the elimination property, we have G-Deg (ip0, B„) = 0. Thus, 
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G-Deg(/,O) = G-Deg(/0,/21). 

Replacing in the R-cornponent of (3.16) 6(y) (resp. ||y||) by \\v\\ — | (resp. 1), 
one obtains the map 

h(X, v) = Q ( 3 - |A|), ( l - d(v) + 0(v) • A ) . ^ 

- Z 1 / , u n 3(l + |A|)-(2lA| + 6 ) H | + ( 2 | H l - l ) ( A + 3) \ 
" V 2 ( 3 " |A|)' 2JAJ V 

where (A,t>) € i?i (recall, ^(u) = ||t>|| — | on J7t). 

Obviously, /# has no zeros on dQ\. Moreover, for any (X,v) £ dQ\ the 
vectors fo(\,v) and fo(X,v) do not point the opposite directions. Therefore, 
fo and /# are G-homotopic by f2j-admissible homotopy and 

G-Degifo,^) = G-Dcgife,^). 

Next, replacing in the V-component of f$ the value |A| (resp. 2||?;|| — 1) by 
3 (resp. 1), one obtains the map 

^ A , . ) = ( l ( 3 - | A | ) . 1 2 ( 1 - M ) + (A + 3 ) » ) , 

where (X,v) £ Q\. 

At this moment, we can apply the change of variables A' = A + 3, leading 
to the set i?2 := {(X',v) : |A'| < | , \< \\v\\ < f} and after an appropriate 
S^-homotopy) the map f\ : Q2 —> K. © V, given by 

? / -a \ fl 12(1 - \\v\\) + (a + i(3) \ 
h (a + tP, v) = I - a, —^ " ";

6 — -vj, A' - a + ?,/?, 

(here, we used the fact that 3 — |A| ~ 3— y/(a — 3)2 + (/?)2 is ..91-nomotopic to 
a, since \/3\ < \X'\ < | , which guarantees no zeros of such a homotopy crossing 
<9J?2), which is clearly i?2-admissibly 6'1-homotopic to the map 

~h(a + ip,v) = (a,{l-\\v\\ + iP)-v). 

Obviously, / 1 is a suspension of the map 6, therefore 

G-Deg(7r,/22) = G-Deg(6,/2), 
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and since 

G-Deg (Ti, «2) = G-Deg (A, A ) = G-Deg (/, 0 ) , 

the equality (3.26) follows. • 

Definition 3.3.2. Let Vjj be an irreducible representation of F x Sl (cf. Re­
mark 2.2.4), and % , Ou be denned by (3.20) and (3.9) with V replace by 
Vjj. We call the map b defined by (3.19) the basic map associated with Vjj, 
and the map b~ defined by (3.22) is called the basic map of second type. The 
map fa defined by (3.11) is called the C-complementing map and f~ defined 
by (3.12) will be called the C-complementing map of second type. In addition, 
(f,Oji) (resp. (f~,Oji)) is called a C-complementing pair to (b,Qji) (resp. 

(&" ,%) ) • 

By Proposition 3.3.1, we have the following 

Corollary 3.3.3. Let G = F x S] for F being a compact Lie group and Vjj 
be an irreducible G-representation. Suppose Qjj, O^, b, b~, fa and f~ are as 
given in Definition 3.3.2. Then, we have 

G-Deg (/,(9jV) = G-Deg ( 6 , % ) , 

G-Deg (/", Oj,i) = G-Deg (b~, % ) . 

3.3.2 Splitting Lemma 

Lemma 3.3.4. (SPLITTING LEMMA) Let G = F x S[ for a compact Lie group 
r, V\ and V2 orthogonal G-representations with Vf1 = {0}, i — 1,2. Put 
V := V] © V'2. Suppose that a,: : S1 —> GZ/;(VJ,); i = 1,2, are two continuous 
maps and a, : Sl —• GLG(V) is gwen fry 

o(A) = o1(A)0a2(A), A e S 1 . 

Assume O and fa are defined by (3.9) and (3.11), respectively. Put 

Oi [{\,vi)eC®Vi:\\vi\\<2, ^ < | A | < 4 } , 

/a,-(A,Ui) := ( |A|(||Vi|| - 1) + ||T/i|| + l,Oi ( JTJ J V. 

where i = 1, 2; Wj G V$. T/ien7 

G-Deg (/a,C7) = G-Deg ( j ; ^ ) + G-Deg (/a2,C2) 
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Proof: Wc can assume without loss of generality that a,; : S[ —• GLG{Vi) D 
0(Vi) is analytic, i.e. there exists an analytic extension of a.; to a neighborhood 
of 5 1 in C (here 0(Vi) stands for the group of orthogonal operators on VJ, 
i = 1,2). Introduce the functions qi : M —» E, % — 1,2, 

( l i f O < « < s < ; 

<7»(̂ ) = { ""7:(^ ~~ k) if 5? < /- < U] where 

1.0 " i H > ^ v , , - . . . - ( H 4 ) 2 

Then define for (A, vuv2) € O C C © V7! © V2 the map 

/0(A, ui, v2) := N?(A, ui, «2), /?i(A, ?/i), ,/?2(A, vy, u2)J, 

with 

d(X,vl,v2) = |A|(||7;i + fl21| - 1) + ||«i + v2\\ + 1, 

/?i(A,ui) = 92(MI>yi + (1 -92( lh | | ) a i f 7̂ 7 j vu 

fc(\,vi,v2) = q\{\\vi + v2f)v2 + {l-q\{\\vi + v2\\)a2 ( — J v2. 

The maps fa and / a are (7-homotopic by an (^-admissible homotopy. 

Let us examine zeros of the map fa. It is clear that 

Z 0 :={(A,0 ,0 ) : |A | = l } c / ~ 1 ( 0 ) . 

Observe that if (X,v\,v2) € /^ (O) is s u c n that v\ ^ 0 (resp. v2 ~-£ 0) then 
v>2 = 0 (resp. vi = 0 ) . Indeed, suppose that (X,v\,v2) 6 /^(O) is such that 
Vi J= 0 ^ «2- Then, by comparing the norms of the both sides in the following 
equalities: g2(IMI)«i = ~(1 - ?2(||«i||)ai [mj V\ and qi{\\vx +v2\\)v2 = - ( 1 -

q\{\\v\ + v2\\)a2 (jjij v2, we obtain 

g2(lbi||) = 1 -<72(IM|) and g i ( | K + u2||) = 1-gi( | |u i+t / 2 | | ) , 

which implies 

g2(IMI) = gi(lh + v2||) = -, 
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so ||wi|| = ^ and \\V[ + v2\\ = | , but this is a contradiction because v\ is 
orthogonal to v2 and thus \\vi + v2\\ > \\v\\\. 

Therefore, we can first suppose that (A,i>i,0) € fa
 1(0), v\ ^ 0, so ||wi|| = \ 

Then 0(A,i>i,O) = 0 and /?i(A,wi) = 0 imply |A| (f - l) + f + 1 = 0, i.e. |A| = 2 
On the other hand, since (72(f) = | , 

/?i(A,t;i) = - t>t + 0.1 

A satisfies the equation 

detc Id + ai 
A 

JA[ 

|A|. 

Id 

«i = 0, «i ^ 0, 

0, |A |=2 . (3.17) 

Since the map u —>• detc [Id + ai(u;)Id] is analytic in a neighborhood of S1 in 
C, the equation 

detc [Id + ai(o;)Id] = 0, u E S], 

has only a finite number of solutions, and consequently the equation (3.17) 
also has finitely many solutions, say Ai , . . . , A„. Put 

%k •= | (Aj t ,« i ,0) : I M I = - J , k = 1, , n. 

and there exists a finite 

Id + a-2 
( AN 

vR 
\ , 

Id 
/ 

= 0, | 
x, 3 

A = o -
' 2 

If (A,«i,0) e /a
_1(0), uj ^ 0, then (A,t<i,0) € Z3 U • • • U Zn. Similarly, if 

(A, 0, v2) e f - 1 ^ ) , v2 ^ 0, then |MI = J and |A| = 
number of solutions Aj , . . . , X'm to the equation 

detc 

Put Z[ :— < (AJ, 0,^2) : ||f2|| = \ \, I — 1,... ,m. In this way, we have 

proved that f~l(0) C Z0 U Z\ U • • • U Zn U Z{ U • • • U Z'm. By applying 
the excision property to G-invariant separating neighborhoods of Zk, Z{, 
k = 0 , 1 , . . . , n, / = 1 , . . . , m, and using appropriate deformations of fa on these 
sets, we obtain the map fa such that /a(A, wi,^) = (#(A, vi_,v2),/31(X, vi),v2) 
for (X,Vi,v2) in a neighborhood of Zkl k = l , . . . , n , and fa(\

vi,v2) = 
(0(X, i>i, v2),vj, (32(X, 0, v2)) for (A, v\,v2) in a neighborhood of Z[, I = 1 , . . . , m. 
Notice that fa in a neighborhood of ZQ is homotopic to a map without zeros. 

The conclusion then follows from the suspension and excision properties. D 
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3.4 Primary Equivariant S^-degree 

To assist an effective computation of the primary equivariant degree with one 
free parameter, we formulate an axiomatic definition (of more practical mean­
ing than the one provided in Proposition 3.2.5) for the S^-degree, based on the 
usage of the basic maps and folding homomorphisms (cf. Definition 3.4.1). For 
the rest of this chapter, we assume that n — 1. 

Denote by A1(S
l) := A\ (Sl) the free Z-module generated by the symbols 

(Zfc), fc = 1,2,3, . . . . 

Definition 3.4.1. Consider an orthogonal ^^-representation V, an open S1-
iuvariant boimdcd set Q C ffi©V, and an i?-admissible S1-equivariant map / : 
M© V —> V. The primary degree S^-Deg (/, Q), also called the S] -equivariant 
degree, is an element in Ai(Sl) and can be written as (cf. (3.4)-— (3.6)) 

r 

S'-Deglf, Q) = J > f e ( ^ ) , nki £ Z. (3.18) 

Notation 3.4.2 Denote by 'V, for / = 1, 2 , 3 , . . . , the Z-th real irreducible 
representation of iS'1 (cf. Appendix A2, Table A2.1). For each /, there is an 
associated basic map b (cf. Definition 3.3.2). To be more precise, b : R© 'V —> 
*Vby 

b(t,z):=(l-\z\ + it)-z, (t,z)€R@lV. (3.19) 

We will also use the notation lQ for the admissible domain of b, i.e. 

lQ : = ht,z) ER(BlV:\t\<l, l- < \z\ < 2 I . (3.20) 

To formulate an axiomatic definition of S^-degree, we need the following: 

Definition 3.4.3. For every integer m — 1,2,3, . . . , we define the homomor-
phism 6m : S1 —*• S1 by 0m{^f) = j m , 7 G S1. Define the induced homomor-
pinsmem:A1(S

1)-+A1(S
1)by 

Om(Zk)-(Zkm), fc= 1,2,3, . . . , 

where (Zfc) are the free generators of A1(S
1)J and call it the m-folding homo-

morphism. 
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Notice that if / : M © V —> V is an inadmissible S^-equivariant map 
for an open bounded ^-invariant subset Q C K © V, then for every integer 
m = i, 2 , 3 , . . . , we can define the associated m-folded 51-representation m(V), 
which is the same vector space V with the S^-action '•' given by 

7 • v := em{~{)v = 7mu, 7 € S1, B 6 K 

The map / : M (0 m(V) —>'m (V) is S^-equivariant. The set Q considered as 
an S^-subset of R © m(V) will be denoted by mQ. We will say that the pair 
(/, mfi) is the m-folded admissible pair associated with (/, Q). 

3.4.1 Axiomatic Definition 

The following theorem provides us with an axiomatic definition of the S1-
degree. 

Theorem 3.4.4. There exists a-unique function, denoted by Sl-Deg, assigning 
to each admissible pair (f,0) an element S^-Deg (/, J?) £ Ai(S^) satisfying 
the properties (PI) (P4) (see Proposition 3.2.4 ^ t / i G — S1) as well as the 
following ones: 

(P5)' (NORMALIZATION) Let lV be the first irreducible S1 -representation and 
b : K © lV —> 'V be the basic map associated with 1V (cf. Notation 3.4-2). 
Then, we have 

Sl-Deg(b, lQ) = (Zi). 

(P6)' (ELIMINATION) If V is a trivial SA -representation, then 

Si-Beg(f,n) = 0. 

(F) (FOLDING) Let m(V) be the m-folded representation associated with V, and 
(f,mf2) the m-folded admissible pair associated with (/, J?). Then 

S'-Deg (/, mQ) = Om [^-Deg (/, Q)]. 

The proof of Theorem 3.4.4 is essentially based on the following lemma: 

Lemma 3.4.5. Let f : R (B V —> V be a regular normal Q-admissible map 
such that / - 1 (0 ) n Q consists of one S1 -orbit G(x0). Suppose that GXo — %k0 

and denote by SXo the positively oriented slice at x0 to the orbit G(x0) (cf. 
Definition 2.2.17). Then, 

51-Deg(/,/?) = n0(Zfeo)) 

where n0 is the local index of f at x0 (cf Definition 3.2.3). 



78 3 Primary Equivariant Degree: An Axiomatic Approach 

Proof: Step 1: Unfolding the SA -Action. 

Consider the SMsotypical decomposition (2.6) of the space V. Assume that 
r ... . „ 

x„ = 3/o+2/1+ • •• + yr, where yt G Vt. Notice that GXo = n GVi, where Gyo = 5 

and GV = Z*̂  for 1 < ?' < r and ?/,; ^ 0. Thus, we have Zfc0 = £ ' ft n Z^, 

which implies that fc, is a multiple of k0 if y?; / 0. 

In the case kj is not a multiple of k0, the isotypical component 14. is orthog­
onal to M© \/zfc0. By the normality assumption of / , on a small neighborhood 
of G{x0), f can be considered as the product map f0 x Id, with f0 := /iReyzfco • 
By the suspension property (P4), we have 

S]-Deg(f,n) = S"-Deg(/0 x Id, Q0 x B) = Sl-Deg(f0,Q0), 

where j?0 = i ? n ( E © Vz*°) and Z? denotes the unit ball in ( l © ^ ) 1 . Thus, 

sign detDf(x0)\Sxo = sign detDfo(x0)\s^o, 

where S'Xo := SXo n (K 0 VZfc»)-

Thus, we can assume, without loss of generality, that ^ = k0 • n* for n» £ Z 
and fc0 = gcd(k\,... ,kr). In this case, the subgroup Z ^ acts trivially on V. 
Define the new action of Sl ~ 6n/Z^-0 on the space V, which is also an orthog­
onal S1 -representation, and denote this new representation by V. Moreover, 
the map / remains S1 -equivariant with respect to this new action. Denote by 
Q the set Q considered as an S+subspaee of V. Consequently, (/, Q) is the 
fc0-folded admissible pair associated with the admissible pair (./,/?). By the 
folding property (F), we have 

Sl-Bog(f,n) = Gko[sl-Deg(f,0) 

To conclude the argument, it is sufficient to show that 

S1-T>eg(f,f2)=n0(Z1). 

In the remaining part of the proof, we will assume that GXo = 7L\. 

Step 2: Reduction to a tubular neighborhood. 

Take a tubular neighborhood Q' around the orbit G(x0), i.e. 

n' = G(x0 + B£(SXo)), 0 < e < \\x0\\, 
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where SXo is the positively oriented slice to the orbit C(x0) at x0. Then every 
point x G Q' has a unique representation as jx0 + 7i>, for some v G Be(SXo) 
and 7 G S1. 

Define the linear operator 

/I := D / K ) , ^ : SXo - V, 

and the map / 0 := J?' —> V" by 

/o(7(^o + v ) ) = 7 ( ^ ) , 7 S 5 1 , veBe(SXo), 

which is clearly S]-equivariant. By the excision property (P7') and homotopy 
property (P3), we have that 

S 1 -Deg( / 0 , ^ ) = Srl-Deg(/,/2). 

Step 3: Reduction to One Isotypical Component. 

We consider the path x\ — \e-\- (1 — X)x0, A G [0,1], where e is a unit vector 
belonging to the isotypical component V\. Let SXx be the slice to the orbit 
G{xx) at the point xx, and Bx = {v G SXx '• \\v\\ < e} for min{||.T„||, 1} > e > 0. 
We put Qx := G(xx + Hx), Ax := Df(xx)]Sxx and define J\ : JTX -+ V, A G [0,1], 
by 

f\(l(x\ + t>)) = 7(^A'f), ^ € 5 I A , 7 G Sx. 

By the excision property (P7)' and the homotopy property (P3), we have 

S'-Degifunj = Sl-Deg(fx,nx) = Sl-Deg(fQ, V) = Sl-Deg(f,,Q). 

Notice that, using a path in the space of linear isomorphisms from Se to V, the 
matrix A can be deformed to a block matrix A, which is Id on the isotypical 
components Vfc2, . . . , Vkr. By the suspension property (P4), we can assume 
th&tV = VG@V1,eeV1. 

Step 4- Reduction to Basic Maps. 

Suppose that Vx = Ck = M2k and e = (0 ,0 , . . . ,0,1,0). Since the orbit 
G(e) consists of the points (0, 0, . . . , 0, cosr, sinr) G M.2k, the tangent vector 
to G(e) at e is the vector v2k+i = (0,0, . . . ,0,1), and consequently the slice 
Se consists of all vectors of the form («i, a2,..., «2fc-i, 0), atj G K. By taking 
the standard basis in Se, which in this case defines the positive orientation of 

file:///e-/-
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Se, we can use the fact that there exists a path A\ (A G [0,1]), in GL(2k, 
connecting the matrix A to the matrix: 

A, 

if sign detDf(x0)\Sxo > 0, and 

At 

' 0 0 . 
0 1 . 

0 0 . 
1 0 . 

. 0 0 

. 0 0 

. 0 1 

. 0 0 

- l " 
0 

0 
0 

0 0 
0 1 

0 0 
- 1 0 

0 0 - 1 
00 0 

01 0 
00 0 

if sign detDf(x0)\s < 0. The path A\ defines an i?}-admissible homotopy 

/i+A(7(e + v)) = i(Axv), v G Se, 7 G 5 1 . 

Let us consider an element (t,,v) G R © V, which is represented as 

(t,v) = uo + ui + Tse, vo G V(\ vx G C*"1 x {0} C Ck = Vu 7 G S\ s G R+. 

Then we have 

f2(t, v) = f2(t, v0 + V] + 7se) = fa{l{l, vQ + 7~1ti1 + se) 

= j(At(t, vo + 7_1t;i + se) = j(v0 + 7 - 15i) + ^Ai(t, s) 

= v0 + vi +7^ : 1 ( t , s ) , 

where A-i := 
0 - 1 
1 0 

0 - 1 
- 1 0 

if if sign det Df(x0)\Sxo > 0 and A\ := 

sign det Df(x0)\sXo < 0. The above identities show that the map f2 is "normal" 
with respect to the vectors v0 + vi, i-e. f2 = f-z x Id, where /2 : M © C —> C is 
given by: 

/2(<,7se) = 7 ( i , (< , s ) ) , 7 e S 1 , s e i + , i G l . 

Therefore, by the suspension property (P4), we have 

51-Deg(/2,/21) = .51-Deg(/2,/?1), 



3.4 Primary Equivariant, S -degree 81 

where i?i := {(t,z) e R ® C : \l\ < 1, \ < \z\ < 2} is equivariantly homo-
topically equivalent to f?i, and the S^-action on C is the standard complex 
multiplication. 

Let us consider the maps b(t, z) = (l—|z|+it)-^and b~(t,z) = (l—\z\—it)-z, 
defined on J?i, to which we can apply the linearization procedure along the 
orbit G(z0), z0 = (0,1,0) E M © C. More precisely, we consider the derivatives 
Db(0,1,0) and Db~(0,1,0) restricted to Se: which can be easily evaluated: 

' B+ := Db(0,l,0)\Se = 

Then, by applying the formula /±(£,7s) :— ^{B±(t,s)), 7 e S1, s E M.+ and 
I G M, we observe that f+ (resp. /_.) is equivariantly nomotopic to the basic 
map b (resp. 6"). Therefore, if sign det Df(x0)\sXo — 1, then there exists an In­
admissible homotopy between b and f2, and if sign det DsTof(x0) = — 1, then 
there exists an J2j-admissible homotopy between 6_ and J2- Consequently, by 
the normalization property (P5) and Corollary 3.4.7, we obtain that 

S1-Dcg{f,n) = n0(Z1), 

which completes the proof. • 

Proof of Theorem 3.4-4 

Existence. We claim that the primary degree defined by the formulae (3.4)— 
(3.6) (with n = 1 and G = S1) satisfies the properties listed in Theorem 3.4.4. 
Indeed, Properties (PI)—(P4), (P6)' are provided by Proposition 3.2.4. Prop­
erty (P5)' follows from (3.21). To show (F), consider an admissible pair (/, Q) 
and the associated m-folded pair (/,m (/?)). By the homotopy and excision 
properties, we can assume that / is regular normal on Q (and, consequently, 
on m(f2)). Take some orbit type (Z*) occuring in Q and let D be a regular 
fundamental domain for Q%k. Then D is a regular fundamental domain for 
m(l2)zfcm. Since / is the same for both cases, the result follows from (3.5). 

Uniqueness. Let S1-Deg be a function satisfying Properties (PI)—(P4), (P5)', 
(P6)' and (F). Let V be an orthogonal ^^representation, i? C K © V an S1-
invariant open bounded region, and / : M,®V - » V a n equivariant /2-admissible 
map. We will show that 

S1-D^(f,i2) = S1-Deg(f,n). 

0 - 1 
1 0 

B-:=Db-(0,l,0)\Se 
0 - 1 

-1 0 
(3.21) 
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By Proposition 2.3.5 and homotopy property (P3), without lost of generality 
one can assume that / is regular normal. By the normality, there exists an open 
^-invariant subset Q0 Q Q such that Z :=7 - 1 (0 ) n J?6'1 = f~\0) n i?0, i.e. 
Q0 is an isolating invariant neighborhood of Z. In addition, we can assume 
that f\aB (up to an Q0-admissible homotopy) is a product map fs x Id, where 
fs* := fm^vsi, and Id is the identity operator on the space (R© V5")-1. Then, 
by the suspension property (P4) and the elimination property (P6)', we have 

Sl^g (/, Q0) = S^g (f1 x Id, tt? xB) = S'-D^ (f1, nf) = 0, 

where B denotes the unit ball in (1. © V6'1)-1-. 
Since / is assumed to be regular, we have that 

r 1 (0) na=z u S'ix,) u • • • u S\xm), 

where S1 (XJ), j = 1,2,..., m, are isolated orbits. We can choose open invariant 
sets Q:j C Q such that Q.} D S1 (XJ), Qj n Qt = 0, i 7̂  j , i, j = 0 ,1 ,2 , . . . , m. 
Then, by applying the additivity property (P2), we obtain that 

^-FJei (/, Q) = Sl^g (/, A)) + 51- '5ii (/,!?!) + •.. + 51-'Dii (/, rtm) 

= 51-rjei (/, ̂ ) + • • • + s]-15ci (/, nm). 

For each of the orbits SA (XJ), j — 1 , . . . , m, we consider the positively oriented 
slice Sj at the point Xj, and we denote by Djjixj) the matrix of the derivative 
Dj\xj)\Si with respect to a basis in Sj defining the positive orientation on it. 

Applying Lemma 3.4.5 and Properties (P2), (P7)', one obtains 

.91-'Dei (/,/?) = ^ 6 < D e i ( / , ^ ) = 5 > g n dct D/( .^) | s , • (Zkj) 

= J^'-DegC/',^) = ^-Deg (/,/?). 

D 

We present some immediate consequences of Theorem 3.4.4. 

Corollary 3.4.6. The S1-degree provided by Theorem 3.4-4 a^so satisfies 
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(P7)' (EXCISION) Assume Q0 is an S* -invariant open subset of Q such that 
/ _ 1 ( 0 ) n / 2 c n0. Then, 

S1-Deg{ftn) = S1-Deg(f,no). 

(P9) (if-TH BASIC MAP) For every I = 1, 2, 3 , . . . and the basic map b associated 
with 1-th irreducible S1-representation, we have (cf. Notation 3.4-2) 

Si-Deg(b,ln) = (Zl). 

The proof of Corollary 3.4.6 is straightforward and we omit it. 

Corollary 3.4.7. Let ft- : R © *V -* lV, I = 1, 2 , 3 , . . . , be defined by 

b~(t, z)=(l- \z\ - it) -z, teR, ze lV. (3.22) 

Then, 

S1-Deg(b-,ln) = -(Zi). (3.23) 

Proof: We consider the set 

Q := j (t, z j e l e ' V : \L\ < 2, - < \z\ < 2 1 

and the function a : M —> R defined by 

{1 if t < - 1 or t > | , 

-t if -\<t<\, 

t-k
2 if } < < < § • 

Define the homotopy / i : [ 0 , l ] x 8 © lV -»• ?V by 
ftA(i, z) = ( A ( 1 - \z\) + i((l - A) -f Aa(0)) • *, * € lV, l e M, A € [0,1]. 

It is clear that h\ is an i?-admissible homotopy such that ho(t, z) = i-z, which 
implies (by (PI)) that S1-Deg(h0, Q) = 0 and, therefore (by (P3)), 

S]-Deg(/?4,J?) = 0. (3.24) 

Obviously, h^(0) n i? = {(<, 2) 6 E e 'V : \z\ = 1, i = 0, \). Put 
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J?! := Ut,z) e M© lV : |i| < -i ~ < \z\ < 2 

n2:={{t,z): 1 

' " 2 

1 1 I , n . 

Then (by (P2) and (3.24)) 

Sx-DGg{hXlQi) + Sl-Dcg{huQ2) = 0. (3.25) 

By (P7)' (resp. (P3)), we have 

51-Dcg(/i1 , Q,) = 5 1-Dcg(6- , lQ) (resp. S ' - D e g ^ , Q2) = S]-Dcg(b, lQ) ) . 

Therefore, by (P9) and (3.25), S1-Deg(&_, lQ) = - ( Z j ) . • 

3.4.2 Computat ional Formulae for S 1 - D e g r e e 

Based on the S^-degrees of basic maps, by Proposition 3.3.1, we obtain similar 
result for C-complementing maps (cf. Definition 3.3.2). 

Corollary 3.4.8. (i) Let(f, lO) be a C-complementing pair to (b, lQ), Then, 
f is S1 -homotopic to a map f\, which is a suspension ofb on an open subset 
containing zeros of f\. In particular, 

S'-Dcg ( / , lO) = 51-Deg(6, lQ) = (Z,). (3.26) 

(ii) Similarly, let (f~, lO) be a C-complementing pair to (b~, lf2). Then, f~ 

is Sx -homotopic to a ma,p f^, which is a, suspension ofb~ on an open subset 

containing zeros of / f . Moreover, 

5 J - D e g ( . r , lO) = 51-Deg(fe-, lQ) = - ( Z , ) . (3.27) 

As consequence of Splitting Lemma (cf. Lemma 3.3.4), we have the following 
computational formulae of the S^-degree. 

Corollary 3.4.9. Let lV be the l-th irreducible Sl -representation. Define 

f(X,v) = ( | A | ( H - 1) + \\v\\ + 1, ( ^ J v), (X,v) € O, 

where lO is given by (3.9) (cf. Notation 3-4.2). Then, Sl-~Deg(f, lO) = fc(Zj). 
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Proof: For the sake of definiteness, assume that k > 0 (the ease k < 0 can 
be treated using a similar argument), and consider the map 

/ x Id : "*C? x 5 ^ 7 -> M © lVi © [ lV © • • • © ' v l , 
fc-l 

where Bfe_, = B{ lV) x • • • x B( lV) and B( lV) denotes the unit ball in lV. 
: v ' 

fc-l 

Then, by suspension property, 

S1-Deg(/, lO) = S'-Deg ( / x Id, lO x B , . ^ . 

Obviously, / x Id is equivaxiantly homotopic, by an lO x Bk~i-admissible 
homotopy, to fa given by (3.11), where v G V = lV © • • • © lV and a : Sl —> 

k 

GLS\V) is defined by 

a(7) 

7 f c0. 
0 1. 

0 0 

.0 

.0 

. 1 

, 7 G 5 1 . 

By an zO x Bk~~\ -admissible homotopy, fa is equivariantly homotopic to ft, 
given by 

MXtv)=(\X\\\(\\v\\-l) + \\v\\ + lyb(^-)v 

with 6 : S1 -> GL 5 l (y) defined by 

6(7) 

7 O . . . O 
O 7 . . . 0 

0 0 . . . 7 

jeS1. 

Since 51-Deg(/, JC7) = SL-Deg(fb,
 lO x B ^ ) , by the Splitting Lemma and 

Proposition 3.3.1, we have 

5X-Deg(/, lO) = (Z,) + • • • + (Z,) = fc(Z,). 

fc 

The proof of Corollary 3.4.9 is complete. 

By combining the Splitting Lemma and Corollary 3.4.9, we obtain 

• 
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Theorem 3.4.10. Let V be an orthogonal Sl -representation with Vs1 = {0}, 
admitting the isotypical decomposition (2.5). Let O (resp. fa) be defined by 
(3.9) (resp. (3.11)). Then 

s 

S1-Deg{fa,0) = Y,ki(Zli)1 

where kd := cleg (dct c oa,:, 6
rl), a*(A) := a(A)|y,. : Vu —>• Vu, for i = 1 , . . . , r. 

As an immediate consequence of Theorem 3.4.10, we obtain 

Corollary 3.4.11. Let V and O be as in Theorem 3.4-10. Let kj, e Z ; i = 
l , . . . , r , be given integers and assume that dimcV^ = m,,,,. Define f : O —> 

l e V by / (A,«! , . . . , v„) = (\X\ (\\v\\ - 1) + \\v\\ + 1, AA'> vu ..., \ktv8}, where 

A e C \ { 0 } 7 Vi£ Vh. Then 

s 

3.5 Recurrence Formulae 

In this section, we present two recurrence formulae. The first one allows us 
to reduce the computation of the primary (7-degree of one parameter to the 
computations of the related 51-degrees, while the second one facilitates the 
computations of primary G-dcgree without free parameters. 

3.5.1 One Pa ramete r Case 

To formulate this formula, we need the following notations. 

Notation 3.5.1 Let V be an orthogonal ^-representation, Q c K © V 
an open bounded 51-invaxiant set, and / : M. © V —> V an i?-admissible S1-
equivariant map. Consider the S1-degree defined by (3.18) and put 

deg h ( / , n) :=nki, 2 = 1,2,..., r. 

Observe that each of the integer coefficients n^ satisfies the usual additivity, 
homotopy, excision, and suspension properties. 
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For simplicity, we assume that 

(*) for all (H),(K),(L) e #i(G) with (H) < (K) < (L) and (H),{L) <E 
$t(G), we have that (K) 6 #f(G). 

Remark 3.5.2. In all computational examples considered in this thesis, the 
assumption (*) automatically verifies. In the general case, one needs to extend 
the notion of the primary degree to include the relatively bi-orientable orbit 
types and similar statement holds [12, 15]. 

Proposition 3.5.3. (RECURRENCE FORMULA) Let V be an orthogonal 
G-representation, Q C K © V an open bounded invariant subset and f : 
M © V —» V a G-equivariant Q-admissible map. Under the assumption (*), 
we have that 

G-Deg (/,/?)= Yl "H-(H), 
(«)€*!> (G) 

where 

nH 
J2degk(f

HJ2H)- Yl n„MH,Ho)mH0)/S
l\ 

k (H0)>(H) 

\W(H)/Sl\ 

Notice that a particular case of Proposition 3.5.3 was established in [114], 
where the argument is based on the using the SA -fixed point index. 

Proof: By the definition of hn1 it is an algebraic count of W{H)-ovhits, in 
QH- Since dim W(H) = 1, it is diffeomorphic to a disjoint union of m copies of 
S1, where m — \W(H)/S1\. In another word, TIH-\W(H)/S1 \ gives an algebraic 
count of Sfl-orbits in QH-

Observe that QH = U QH*- To count the 51-orbits in QH, it is sufficient 
H0DH 

to do the counting first in QH, then subtract off those S^-orbits belonging to 
QH0 for H0 D H. In order to count the 51-orbits in QH, it is sufficient to 
compute the value of Sx-Deg(fH,QH), then sum up the coefficients related 
to (Zfc) for all k e N, i.e. it equals to J2degk(f

H,QH). On the other hand, 
k 

nH0 • \W(H0)/S
1\ represents the count of S^-orbits in QHo-

Therefore, we have 
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n„ • \W(H)/S>\ = 5 > g f c ( / " , J2ff) - J2 n»<> • \W(Ho)/Sl\ 
k H0-DH 

= $ > g * ( / W > r t " ) - E n{H,H0)nHo.\W{n^/S\ 
k (Uo)>(H) 

which completes the proof. 
D 

We provide an example of computation for a primary D6 x S^-degree using 
the recurrence formula. The conventions of notations follow Appendix A2. 

Example 3.5.4. Let G = D0 x Sl and take an irreducible (7-rcpresentation 
V21 — C © C with the (i-action given by 

(7, e,f))(z, w) := e10 • (7* • z, 7~2 • w), 

(/, ,^)(^W):=e^-K^), 

where 7(i = 1 and e%0 E S1. Let b : E© V2,i —> V2;i be the basic map associated 
to V2,i given by 

b{t, v):=(l- ||v|| + it) • v, t e K, v e V2,i, 

and 12 := {(i,v) G l ® V2,i : |i| < 1, \ < \\v\\ < 2} (cf. Definition 3.3.2). 

To evaluate G-Dcg(6, O), we use an induction over the lattice of the orbit 
types according to the recurrence formula. Since the orbit types occuring in 
V2,i are (Z6

2), (D?2), (D2) and (Z2), we suppose 

G-Deg (6, Q) = n^'i) + n2(Z?f) + ns(D2) + n4(Z2), 

for integers n* <E Z, z = 1,2,3,4. Following the lattice of these four orbit 
types (cf. Figure A2.12 with N = 6, j = 2 and h = 2), we first compute the 
coefficients ni, n2, n3 for the maximal orbit types (Zg2), (£>2), (D2) respectively. 
Using the maximality of (Z6

2) and the fact that d i m c ^ ^ 6 ) = 1, we have that 
S^-Deg (6zs2, i?ze2) = 1 • (Zi). Taking into account W(Z^2) = Zi x S \ we then 
have 

m =deg1(&z«2,/2z«2)/|^(Z6
2)A5 l | 

= l/ |Zi x ,97s11 

= 1. 
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Similarly, wo obtain that n2 = n-i = 1. To compute the coefficient ru for the or­
bit type (Z2), observe that f2z* = Q. Thus, Sl-Deg(bz\ Qz*) = Sl-Deg{b,Q). 
By the splitting lemma, S]-Dcg(b, Q) = m • (Zi), where m = dimci? = 2. 
Therefore, 

n4 = (de .g , (^ ; f^) - n , • A'(Z2,Z*2)|H/(Z^)/S'1| - n2 • A?(Z2, / ^ [ ^ ( D * ) / ^ ! 

-n 3 • N(Z2,D2)\W(D2)/S
1\)/\W(Z2)/S

1\ 

= ( 2 — 1 - 2 - 1 - 1 - 3 - 1 — 1-3- l)/6 

= - 1 , 

where we use the facts 7V(Z2,Z*f) - 2, N(Z2, Z)f) - N(Z2, D2) = 3, VK(Z^) = 
VK(D|) = W(/)2) = Zj x 51 and W(Z2) = D3 x S1. 

Consequently, G-Deg (6, Q) = (Z[2) + (D|) + (D2) - (Z2). In fact, we just 
computed the so-called twisted basic degree of V2.i (of. Definition 4.2.8). 

3.5.2 No Parameters Case 

Following the same idea as the proof of Proposition 3.5.3, we obtain (cf. [116, 
5, 114, 47]) 

Proposition 3.5.5. (RECURRENCE FORMULA) Let V be an orthogonal 
G'-representation, i? C V an open bounded invariant subset and f : V —> V a 
G-equivariant Q -admissible map. Then, we have that 

G-Deg (/,/?) = Yl nH-{H), 
(H)e<f>0(G) 

where 

nH 
deg ( / " , « * ) - Yl nHon(H,H0)\W(H0)\ 

(H0)>(H) 

\W(H)\ 

As an illustration of the usage of the above recurrence formula, we compute 
a primary Po-degree without parameters. For the conventions of notations, we 
refer to Appendix A2. 

Example 3.5.6. Let G = D$ and take an irreducible G-representation V4 ci 
M, which is induced by the homomorphism ip : D$ —» Z2 with keiip = D-A. 
Consider the basic map b := —Id : V4 —> V4 on the unit ball B\ :— B1CV4) 
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and compute G-Deg(—Id,B\). Observe that the only orbit types occuring in 
V4 are (A>) and (D3). Suppose that 

C?-Deg(6,B1) = n1(D6) + n2(D3). 

Since B?e = {0}, we have that deg(6D°,Bf8) = 1. Thus 

n1=deg(bD*,f2D°)/\W(Ds)\ = l. 

Similarly, from B\h ~ M, it follows that deg(6Da, B?3) = - 1 . Therefore, 

n2 = (deg(6D3, flf3) - Wl • JV(A$, D6)|W(£>6)|)/|W(D3)| 

= ( - 1 - 1-1 - l ) /2 

= - 1 . 

Consequently, G-Deg (b, B\) = (D$) — (D3), which is indeed the so-called basic 
degree without parameters associated to V4 (cf. Definition 4.1.5). 
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Twisted Primary Degree 

In this chapter, we assume that G = F x S1 for F being a compact Lie group. 
We introduce the so-called twisted equivariant degree, which is defined as a 
truncated part of the primary G-equivariant degree with one free parameter. 
The twisted equivariant degree turns out to be the most "computable" part 
of the primary equivariant degree, and thus serves as an effective topological 
tool in the study of various applied problems, including the /""-symmetric Hopf 
bifurcation problems and the existence of periodic solutions in autonomous 
systems (cf. Part II). 

Among the important "predecessors" of the (twisted) STl-equivariant degree, 
one should mention the rational-valued homotopy invariants introduced and 
studied in [67, 40, 42, 44, 43]. 

The effective usage of the twisted equivaraint degree method highly depends 
on an important property called the multiplicativity property, which is analo­
gous to the multiplicativity property of the classical Brouwer degree taken in 
the integer ring Z. In the case of the primary degree without free parameters, 
this property is related to a natural ring structure of its range AQ(F), called 
the Burnside ring. In the case of the twisted equivariant degree, it takes a form 
of a Ao(F)-module multiplication in the range A\(F x Sx). The multiplication 
in both cases expresses the orbit structure in a Cartesian product of two orbits. 
In general, explicit multiplication tables for an arbitrary compact Lie group F 
are difficult to establish. Nevertheless, based on certain recurrence formulae, 
a series of examples of the multiplication tables are obtained and listed in the 
Appendix A3 for F equal to the quaternionic group Qg, dihedral group Djv, 
symmetry groups At, S4,A^ and orthogonal group 0(2). 

By the multiplicity property, the computations of the twisted equivariant 
degree can be significantly reduced to the evaluations of the twisted degrees 
of the basic maps. Since the twisted degrees of basic maps (called basic de­
grees), stand out of context of any specific applied scheme and depend only 
on the group F and its irreducible representations, the values of the basic de-
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groes can be computed systematically in advance, using certain recurrence 
formulae, and simply included as a part of the database for the equivari-
ant degree methods. See Appendix A3 for examples of basic degrees, where 
F = Q8, DN,A4,S4,A5,0(2). 

This chapter is organized as follows. In Section 4.1, we recall the Burnside 
ring structure on AQ(F) and provide the recurrence formula for the multiplica­
tion operation. Also, we define the basic degrees in the setting of the primary 
degree without parameters and present the corresponding recurrence formula. 
In Section 4.2, we introduce the twisted subgroups of G = F x S1 and define 
A\(G) C Af(G) as a Z-submodule generated by the conjugacy classes of the 
twisted subgroups in G. This submodule A\(G) has an /lo(T)-module struc­
ture, which can be determined by a recurrence formula. We also define the 
twisted primary degree for G = V x S1, as a truncated primary degree, taking 
values in A\(G). Finally, the twisted basic degree will be introduced, which 
plays an important role in obtaining all the computational results presented 
in this thesis. 

4 . 1 B u r n s i d e R i n g a n d B a s i c D e g r e e s w i t h o u t F r e e 

P a r a m e t e r 

4.1.1 Burnside Ring 

Recall that 4>0(F) = {(H) : dim W(H) = 0. Denote by A0{P) the free abelian 
group generated by <PQ(F). In order to define the multiplication operation on 
Ao(F), observe that 

(F/H x F/K){L)/r 9* (F/H x F/K)L/N(L) 

C {F/H x r/K)L/N(L) 

= (r/HL x F/KL)/(N(L)/L) 

- (F/HL x F/KL)/W(L). 

Since the spaces F/HL and F/KL consist of finitely many iV(L)/L-orbits and 
by assumption, N(L)/L is finite, F/HL and FjKL are also finite (cf. [116]). 
Consequently, the set (F/IT x FjK){L)/F is finite. 

Definition 4.1.1. Let F be a compact Lie group and A0(F) be the free abelian 
group generated by <PQ(F). Define the multiplication on Ao(r) by 
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{H).(K)= Y, MB,K){L) (4.1) 
(L)e<P0(r) 

where (H), (A'), (L) G <PQ(F) and nL(H, K) denotes the number of elements in 
the set (F/II y.r/K)(L)/I\ i.e. 

nL(H,K):=\(F/HxF/K){L)/F\, 

where \X\ denotes the number of elements in the set X. In other words, the 
number TIL(H, K) represents the number of orbits of type (L) contained in the 
space F/H x F/K. Equipped with the multiplication given by (4.1), A0(F) is 
called the Burnside Ring of J\ 

Notation 4.1.2 In the case G = f x Sl, the Burnside ring Ao(F) can be 
naturally identified with AQ(G) by (II) i—> (H x S1). Throughout the rest of 
this thesis, we will use this identification freely and possibly without further 
notice. 

We refer to [116] for more details and proofs related to the above definition of 
the Burnside Ring. 

Remark 4.1.3. (i) The computations of the multiplication table for AQ(J') 

can be effectively conducted using a simple recurrence formula (cf. Propo­
sition 3.5.5) 

n(L,H)\W(H)\n(L,K)\W(K)\- J2 n(L,L)nz\W(L)\ 
(TT jfs W>W 1 nL{H'K) = : wm\ • 

(4.2) 
(ii) Examples of Burnside ring multiplication tables are provided in Appendix 

A3, for r = QB, D3, D4, D5, D6, AA, S4, As, 0(2). 

4.1.2 Primary Degrees without Free Parameters 

The Burnside ring structure naturally endows the primary equivariant degree 
without parameters, a multiplicativity property. 

Proposition 4.1.4. Let F be a compact Lie group and Vi be a r-orthogonal 
representation, for i = 1,2. Assume that (/j-,i?j) is an admissible pair in Vi, 
fori = 1 , 2 . Then, we have 
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(P7') (MULTIPUCATIVITY) The product map fi x f2 : V\ © V2 —> Vj © V2 is 
i?i x ^-admissible, and 

F-Degih x /2 , A x Q2) = r-Deg(/ , , fl,) • ^-Deg(/2, i72), 

where F-Deg is the primary equivariant degree without free parameters and 
'•' stands for the multiplication in the Burnside ring AQ(F). 

4.1.3 Basic Degrees and Computational Formulae for Linear 
Isomorphisms 

In the case of no-parameter equivariant maps, the concept of being the simplest 
possible equivariant maps having nontrivial degrees reduces to the —Id map 
defined on a /"-irreducible representation. 

Definition 4.1.5. Let V be a real irreducible representation of F. Consider 
—Id : V —* V and its primary equivariant degree (without free parameters) 
(cf. Proposition 3.2.4—3.2.5). We call degv := C-Deg(-Id, ^ ( V ) ) € A0(F x 
Sl) ~ A0(F) the basic degree (without free parameters) of F associated to the 
irreducible representation V. 

Remark 4.1.6. (i) The computations of the basic degrees without free pa­
rameters can be achieved using the following recurrence formula (cf. [116]). 
Suppose that degv = ]T nL{^)- Then, 

(L)e*o(G) 

( _ l ) n , _ E n(L,L)-nz-\W(L)\ 
(L)>(L) , nL= wm\ ' (3) 

where TIL = dim VL. 
(ii) As examples, the basic degrees of F = Q%, DN, A4, S4, A5, 0(2) are pro­

vided in Appendix A2. 

It turns out that the computations of the primary degree without free pa­
rameters for general, usually nonlinear, /"-maps, can often be reduced to the 
computations for symmetric linear isomorphisms A : V —>• V, where V is a F-
orthogonal representation. Based on the usage of the basic degrees and the mul-
tiplicativity property of the primary degree without free parameters (cf. Propo­
sition 4.1.4), we derive a computational formula for F-Deg(A, Bi(V)) e Ao(G). 
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Since A : V —• V is assumed to be a symmetric linear 1 '-isomorphism, V 
allows a T-isotypical decomposition provided by the eigenspaces E-(fi) of A, 
for fi e a(A), namely 

V = 0 E(n). 

By applying suspension property, F-Deg(A, Bi(V)) can be evaluated by 
r~Deg(A, B\(V~)), where V~ C V is the maximal subspace on which A is 
negative definite. More precisely, let o~(A) denote the negative spectrum of 
A. Then, 

V- = 0 E(n). 
M<E<7_(A) 

Moreover on V~, A is nomotopic to —Id , wjiich can be viewed as a product 
map with respect to the above isotypical decomposition of V~, by homotopy 
and multiplicativity properties, we have 

r-Deg(A,B1(V))= J ] r-Deg(-Id,#!(£(**))). 
tiea-(A) 

A further reduction is possible, by viewing E(fi) as a /"-invariant subspace 
in V and taking an isotypical decomposition 

E(fi) = Eo(n) © Ex (fj) © • • • © Er(fj), 

where Ei(fi) is modeled on V,- for i = 0 , 1 , . . . ,r. Put 

mi(fi) = dim E?;(/i)/dim Vu i = 0 ,1 ,2 , . . . , r. (4.4) 

and call it the Vi-multiplicity of ,u. 

By applying the multiplicativity property, we obtain 

r 

r-Deg(ABi(vOH II n(r-De6(-Id'^(v«))r(")» 
neo-(A) i=o 

r 

= n n^v^ .̂ (4-5) 
nea-(A)i=0 

where TOJ(/X) is the Vi-multiplicity of// (cf. (4.4)) and we used the identification 
A0(F) ~ yl0(G) (cf. Notation 4.1.2). 
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4.2 Twisted Primary Degree 

4.2.1 Twisted Subgroups of r X S1 

Let G :— F x S1 for P being a compact Lie group. 

Definition 4.2.1. For a subgroup K C /"', a group homomorphism <p : K —* 

S1 and an integer I G Z, define a tp-twisted I-folded subgroup by 

K*'1 := {(7, z)eKx ,91 : ^(7) = z1}. 

In the case / = 1, wc use the notation K^ and simply call it a twisted subgroup. 

Remark 4.2.2. Notice that if 77 = Kv'1 is a twisted subgroup and (17) < (77), 
then 77 is also a twisted subgroup. In particular, every subgroup H\ € (H) is 
twisted. Consequently, it makes sense to talk about the lattice of the conjugacy 
classes of twisted subgroups in P x S1. Moreover, if dim W(K) = 0 and L^',m 

is a twisted subgroup such that (lJ''m) > (Kv'1), then by Lemma 2.4.5(i), we 
have dim W(L) = 0 (where W(K) and W(L) are taken in P). 

Denote by $\{G) the set of all conjugacy classes of the twisted m-folded sub­
groups 77 = Kf<1, I = 1,2,..., such that, dim 14/(77) = 1. Let A\(G) be the 
free Z-module generated by $\{G). 

We have the following 

Proposition 4.2.3. Let II = K^'1 be a twisted subgroup such that (77) G 
$\{G). Then, the Weyl group W(H) of H in G is bi-orientable and can be 
equipped with the natural orientation induced from S1. 

Proof: The twisted subgroup 77 = K^'1 is given by 

K^1 := Urt,z) G K x S1 : ^(7) = zl\, 

and we have 

where N0 = {7 G N(K) : </?(7&7_1) = <p(k) V k G K}. In order to prove that 
W(H) is bi-orientable, it is sufficient to show that there exists a non-vanishing 
vector field X : W(H) —*• T(W(H)) which is invariant with respect to both left 
and right translations on W(H). For this purpose, consider the vector field 
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X : N0 x S1 -» T(N0 x 51) = T(N0) X T ^ 1 ) , 

defined by 

X(-y,z) = ((>y,z),v(z)), 

where v(z) is a unit tangent vector at z on 51 . More precisely, by using the 
identification 

T(S1) C S1 x C, T ( 5 1 ) = {(z, v) G S ' x C : U ?;}, 

we can put v(z) = iz G r^S'1) C C. Since S1 is an abelian group, the vector 
field X is invariant with respect to both left and right translations of the group 
N0 x Sl. Moreover, K^ is a normal subgroup of N0 x S1. By passing to the 
quotient spaces, wc obtain an invariant (with respect to left and right trans­
lations) vector field X : W(H) —>• T(W(H)) such that the following diagram 
commutes: 

T(NQXS})~^T{W(H)) 

X X 

NoXS1—P—*W{H) 

where p : N0 x Sl —> N0 x S* j'H = W{H) is the natural projection. • 

Corollary 4.2.4. Let F be a compact Lie group and G = F x Sl. Then, 
<P\{G) C <^(G). 

4.2.2 A 0 (r ) -Module ^ ( r X S1) Structure 

Proposition 4.2.5. ITie Z-module A\(G) admits a natural structure of an 
A0(r)-module, where A0(F) denotes the Burnside ring, and the Ao(r) 
-multiplication on the generators (R) £ A0(r) and (K^'1) £ A\(F x S1), is 
defined by the formula 

(i?)o(iv^) = ]Tn L . (L^) , 

where the numbers n^ are computed using the recurrence formula (cf [12, 114]) 
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n(L,R)\W{R)\n(L'p'l,K'p-l)\W(K'p't)/S1\- ] T n{Lv-1, L^n^W(Z^)/S1] 
(?0>(L) J , . 

„, = __ iwr(^-')/sM (4 i , ) 

where n(L,R) and n(Lv>1, Lv<1) are defined by (2.10), and \Y\ stands for the 
cardinality of Y. 

The following m,ultiplicativity property of the primary degree plays an im­
portant role in practical computations of the primary degree (cf. [17, 114]): 

Proposition 4.2.6. Assume that (f\, J?i) is an admissible pair in R © V, W 
is an orthogonal representation of F, i?o is an open F-invariant subset of W 
and /o :W —>W an-QQ-admissible F-equivariant map. Then, we have 

(P7) (MULTIPLICATIVITY) The product map fx x J0 : M © V © W -> V © W is 
i?i x QQ-admissible, and 

G-Deg(/, x f0,ni x n0) = i'-Deg(/o,^o) oG-Dcg(/, , /?,), 

where i'-Deg(/0, Ai) £ A>(-0 is the primary equivariant degree without free 
parameters and 'o' stands for the A0(F)-module multiplication provided by 
Proposition J^.2.5. 

Examples of ^(.Tj-module multiplication tables are listed in Appendix A3, 
where / ' = Q8, D3, D4, D5, D(il A4, S4, A5 and 0(2). 

4.2.3 Twisted Primary Degree 

Let r be a compact Lie group and G = F x Sl and Pt : A~[(G) —> A\(G) 
be the natural projection onto A\(G). Suppose that V an orthogonal G-
representation, Q c R©V an open bounded invariant subset and / : M© V —» 
V an i?-admissible G-equivariant map. Define the twisted primary degree (or 
simply twisted degree) of the map / on Q by the formula 

G - D e g U Q) := P,(G-Deg (/, Q)). (4.7) 

Proposition 4.2.7. Let F be a compact Lie group, G = F x S1, V an or­
thogonal G-representation, Q C M. © V an open G-invariant bounded set and 
f : IR©^ —>• V an fi-admissible G-equivariant map. Then, the twisted primary 
degree defined by (4-7) satisfies the following properties: 
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(Plf (EXISTENCE) If G-Deg*(/, Q) = Y,{H)n"(H) is such that nj.Io ^ 0 for 
some (H0) G @\(G)7 then there exists x £ Q with f(x) — 0 and Gx D II„. 

(P2)1
 (ADDITIVITY) Assume that Q\ and H2 are two G-invariant open disjoint 

subsets of Q such that f"~^(0) n Q C Q\ U Q2. Then 

G-Deg'U, Q) = G-Deg'tf, QA) + G - D e g U rt2). 

(PS)1
 (HOMOTOPY) Suppose h : [0,1] x M © V —> V is an Q-admissible G-

equivariant homotopy. Then, 

G-Degt{hT,n) = const 

(herehT:=h(ry;-)7 re [0,1]). 
(P4)1

 (SUSPENSION) Suppose that W is another orthogonal G-representation and 
let U be an open bounded G-invariant neighborhood of 0 in W. Then, 

G-Deg*(/ x Id, 12 x U) - G-Deg*(.f, Q)'. 

(P5f (NORMALIZATION) Suppose f is a tubular map around G(x„), H := GXo, 
(IT) G <P\(G), with the local index nXo of f at x0 in a tubular neighborhood 

UG&OY
 Then> 

G-Dogt(f,UG{Xo))=nXo(H). 

(P6f (ELIMINATION) Suppose f is normal in J? and QJJ D / _ 1 ( 0 ) = 0 for every 

(II) e$\{C,V). Then, 

G-Degt(f,ii) = 0. 

4.2.4 Basic D e g r e e s w i th One Parameter 

Definit ion 4.2.8. Let Vjj be an irreducible representation of G = P x S'1, 
6 : R © Vjj —> Vj;i be the basic map associated to V,-,j and Qj^ as provided by 
Definition 3.3.2. Then, the twisted primary degree d e g V ( := G-Deg'(b,Oj,l) 
is called the twisted basic degree of V^. 

Remark 4.2.9. (i) The twisted basic degrees can be computed using the 
recurrence formula (cf. Proposition 3.5.3). Suppose that 

degV,,i :== Yl ndL)-
(L)€*i(G) 

Then, 
§ d i m V £ - £ n(L,L)-n~L-\W(L)/S'\ 

(L)>{L) a 
nL = WUWl • m 
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(ii) As examples, the twisted basic degrees for V = Q%, DN, A4, S^ A$, 0{2) 
are provided in Appendix A2. 



5 

Euler Ring and Equivariant Degree for 
Gradient Maps 
One of the most important feature of the Brouwer degree is the multiplicativity 
property taken in the integer ring Z. Possible extensions of this property to the 
primary equivariant degree are usually connected to the Burnside ring and rel­
evant module structures (cf. Chapter 4). It turns out that the multiplicativity 
property is naturally valid for the so-called equivariant degree for gradient G-
maps. This equivariant degree was introduced by K. Geba, in order to develop 
equivariant degree methods for applications to the variational problems (cf. 
[71, 101, 153]). The gradient G-degree takes values in the so-called Euler ring 
U(G), which is a generalization of the Burnside ring, introduced by T. torn 
Dieck in [47]. The multiplicative structure of U(G) is naturally related to the 
multiplicativity property of the gradient equivariant degree, and is essential 
for its effective usage. 

Therefore, a better understanding of the ring structure of U(G) is essential 
for establishing the exact multiplication tables for several important groups. 
It turns out that, in the case G = F x S1, the ring structure on U(G) is closely 
related to the previously considered algebraic structures such as the Burnside 
ring and y40(O~m°dule A\(G) (cf. Remark 5.1.13). However, the multiplicative 
structure in U(G), as defined in terms of Euler characteristics taken in the 
Alexander-Spanier cohomology with compact supports, is in general difficult 
to compute. Nevertheless, there are several techniques available towards this 
direction: (i) induction over orbit types and reasonable recurrence formulae, 
(ii) ring homomorphisms to other known structures U(G0) (for example taking 
G0 to be a maximal torus in G) (iii) fibre bundles of specific orbit spaces 
and techniques for computations of Euler characteristics. It is our belief that-
natural module structures, related to multi-parameter primary degrees, may 
also provide a clue to understand the algebraic structure of U(G). 

In the case G is a one-dimensional bi-orientable compact Lie group, we 
propose a passage from the gradient equivariant degree to the primary degree 
with one parameter, by defining the so-called equivariant orthogonal degree (cf. 
[152] for G — F x S1 with r being finite), which reduces the computations 
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of the gradient degrees to those of the primary degree and thus makes all the 
computational tools (related to the primary degree) available for the applica­
tion of the gradient degree to variational problems. This technique is further 
developed in Subsection 5.2.4, where it is applied (on the //-fixed point spaces) 
to establish a connection between the gradient degree and twisted primary de­
gree for the case G — f x S1 with r being a compact Lie group. Observe that 
in the case of the gradient degree, the notion of basic maps simply coincides 
with the map —Id : V —• V, where V is an irreducible ^-representation. We 
will call the corresponding gradient degrees, the basic gradient degrees. For 
convenience, the basic gradient degrees for G = F x S1 are listed in Appendix 
A2 for I1 = Q8, DN, AA, 54, /15 and 0(2). 

5 .1 E u l e r R i n g a n d R e l a t e d M o d u l e s 

5.1.1 Relation between Euler Ring, Burnside Ring and Other 
Related Modules 

Recall the definition of the Euler ring, which was introduced in [47]. 

Definition 5.1.1. Let G be a compact Lie group. Consider the free Z-module 
generated by $(G), i.e. 

U{G):=Z[<P(G)}. 

Define a ring multiplication * : 17(G) x U(G) —>• f/(G), on generators (//), 
(K) € <P(G) by 

where the coefficients are given by 

nL := Xc((G/H x G/K)L/N(L)), (5.2) 

where Xc stands for the Euler characteristic taken in Alexander-Spanier coho-
mology with compact support (cf. Section 2.6). The Z-module U(G) equipped 
with the multiplication * is called the Euler ring of the group G. 

Proposition 5.1.2. (GENERAL RECURRENCE FORMULA) Given (H), (K) € ^(G), 
one has the following recurrence formula for the computations of coefficients 
TIL in (5.1), 

nL = X((G/HxG/K)L/N(L))~ £ niX((G/L)L/N(L)). (5.3) 
(L)>(L) 
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Proof: Let X := G/H x G/K. The projection X^ —> X,j,/G is a fibre 

bundle with fibre G/L, which implies that Xf~ JN(L) -> X^/G is a fibre 

bundle with fibre ((G/L)L)/N(L). By Lemma 2.6.11, we have 

Xe(XyN(L)) = X((G/L)L/N(L)) • Xc(X(l)/G). 

Therefore, 

X(XL/N(L))= £ Xc(XyN{L)) 

W>(/-) 

= £ x((G/L)L/N(L))-Xc(X{l)/G) 

= £ x((G/L)L/N(L)).Xc(X~L/N(L)) 

= E x((G/L)L/N(L)).nTj 

(.L)>(L) 

= nL+ Y, nz.x((G/L)L/N(L)) 
(L)>(L) 

and the result follows. 

• 
The following fact plays an essential role in our computations of the multi­

plication structure in U(G). 

Proposition 5.1.3. Let H, H be subgroups of G such that dimW(H) = 
dimW(H) — 1. Assume that for any maximal orbit type (L0) in the G-space 
G/H x G/H, the group L0 is finite. Let 

(H)*(H)= Y, n^L)- (5-4) 

Then, ni — 0 for any finite subgroup L C G with dimW(L) = 1. 

Proof: Take a finite subgroup L C G with dimW(L) = 1. Clearly, 
dim N(L) = 1. Consider (G/H)L as a left iV(L)-space. By Proposition 2.4.3, 
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(G/H)'J is diffeomorphic to the right N(L)-spa,ce N(L, H)/H. By the assump­
tion that dimW(H) = dimW(L) = 1, N(L,H)/H is a closed 1-dimensional 
submanifold of G/H (cf. Proposition 2.4.5(iii)). Similarly, N(L, / / ) /H is also 
a compact 1-dimensional manifold. Put 

X := (G/H x G/H\ = (G/H)1' x (G/H)L, 

which is then diffeomorphic to a compact 2-dimensional manifold N(L, M)/H x 
N(L,II)/II. 

We claim that each connected component of X has one orbit type (in fact, 
one isotropy) under the 7V(L)-action. By a connected component of X, we 
mean the product space of two ,.9'-orbits in N(L,H)/H and N(L, II)/H re­
spectively (where £" C N(L) is the connected component of e € N(L)), 
namely S1(Hg) x S^Hg) for some g,?j e G. Notice that when S] moves 
(IIg,IIg) to (IIg^y, II?pf) for some 7,7 e 51 , the corresponding isotropy 
changes from g~lHg D'g~1II'g to ^/~1(g~1Hg)/y n^~1(g~1I]'g)':y. It suffices to 
show that "i~l(g~l Hg)-y = g~lllg and 7-"1 (g~lIfg)j = 'g~1H"g. We only prove 
the first equality (for arbitrary 7 e 5"1), which is equivalent to show that .9' C 
N(g~xHg). By assumption dimW(//) = 1, we have that dim N(g~l Hg) = 
dim N(H) > dimW(H) = 1, which certainly implies that N(g~* Hg) contains 
S1. 

Consequently, the right iV(L)-space X, though may have different orbit 
types, each of its connected component shares the same orbit type. Since each 
connected component is both open and closed, the structure theorem, though 
initially designed for homogeneous spaces, remains valid, which claims that 
X/N(L) is a smooth manifold. To determine the dimension, it is enough to 
notice that, by assumption, N(L) acts on X by finite isotropics, hence X/N(L) 
is a compact smooth manifold of dimension 1. Thus, x{X/N(L)) = 0. 

In the case (L) is a maximal type in G/II x G/H, then 

X={G/HXG/H)L. 

Hence, nL = x(X/N(L)) = 0. 

In the case (L) is not a maximal orbit type in G/H x G/II, then 
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nL = Xc ((G/U x G/H")JN(L)) 

= X(X/N(L))- £ Xc((G/HxG/H) /N(L'). 
(L')>(L) 

By induction on the lattice of orbit types in G/H x G/H, we obtain that 

Xc((G/H XG/H)V/N(L')) =0, 

for all finite U C G and dimW(L') = 1. • 

Example 5.1.4. Let G := 0(2) x S\ Then, we have that (we refer to Ap­
pendix A2 for conventions) 

<P0(G) = {(0(2) x S1), (50(2) x S1), (Dn x S")}, 

<2>,(C) = {(Zn x Sl), (0(2) x Zj), (50(2) x Zz), (Dn x Zl), 

( 0 ( 2 p ' ) , ( 5 0 ( 2 r ' ' ) , W ) , ( ^ ! ) } 

<P2(G) = {(ZnxZ0J(Z£*' ,),(Z&!)} 

(a) Take /7 = 7)n x Zj, H = Zm x 5"1. Notice that (H),(H) e $i(G), i.e. 
dim 14/(77) = dimW(77) = 1. Moreover, any isotropy subgroup in the G-
space GT/7/ x G/H has the form of QiHg^1 C giHg^1, for some pi,.92 £ 
G. Since / / is finite, we have that this isotropy must be finite as well. 
Therefore, by Proposition 5.1.3, we have that n\J = 0 in (5.4) for (L) G 
{ (D B xZ, ) , ( * # ) , ( / $ ) } . 

(b) Using the argument similar to the one used in the proof of Proposition 
5.1.3, one can show that if 77 and K are subgroups of G with dim W(H) > 1 
anddimVK(7T) = 2. Then, 

(77) * ( i f ) = 0. 

Indeed, assume that for some (L) €. $(G) one has that the coefficient n/, 
in (77) * (K) is different from zero. Then, (L) < (K) which, by assumption 
and Proposition 2.4.5(i), implies dimV^(L) = 2. In particular, 

N(L) D SO(2) x S1 = T2. (5.5) 

Consider the space 

X := (G/H x G/K)L = (G/H)L x (G/K)L = N(L, K)/K x N(L, H)/H. 
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Combining (5.5) with Proposition 2.4.11 implies that N(L, H) and N(L, K) 
contain T2. Therefore, N(L, H)/H and N(L, K)/K admit Tractions with­
out T2-fixed-points. By Lemma 2.6.13, x(X/T2) = 0. If N(L) = T2, then 
X(X/N(L)) = 0. Another possibility for N{L) may be N(L) = 0(2) x Sl. 
Then, using the same fibre bundle argument as in the proof of Proposition 
5.1.3 one concludes that x(X/N(L)) = 0 as well. If (L) is a maximal orbit 
type in X, then the last equality implies TIL = 0. If (L) is not maximal, one 
can use the same induction argument as in the proof of Proposition 5.1.3 
to show that TIL — 0. 

Burnside Ring 

Recall that the Burnside ring A0(G) is defined as the Z-module AQ(G) := 
2\<1\)(G)\ equipped with a similar multiplication as in U(G) but restricted 
only to regenerators from 4>o(G) (cf. Section 4.1.1), i.e. for (H), (K) <G $Q(G) 

(H) • (K) = Y, ML) ((H), (K), (L) e MO)l 

where nL := X((^IH x G/K)L/N(L)) = \{G/II x G/K)L/N(L)\ (here X 

stands for the usual Euler characteristic). One can easily notice that the space 
(G/H x G/K){L)/G is finite, thus 

X((G/H x G/K}{L)/G) = 1(6"/// x G/K){L)/G\, 

where \X\ stands for the number of elements in X. 

Observe that being a Z-submodule of U(G), the Burnside ring AQ(G) may 
not be a subring of U(G), in general. Indeed, we have the following example 

Example 5.1.5. Let G = 0(2). By direct computation, we have (Dn) • 
(50(2)) = 0, while (Dn) * (50(2)) = (Z„). 

However, there is a connection between the rings U(G) and A0(G). Take 
the natural projection 7r0 : U(G) —> AQ(G) defined on generators (H) € 4>(G) 

MW) = \™ tt<">e*^- (,6, 
0 otherwise. 
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L e m m a 5.1.6. The map -KQ defined by (5.6) is a ring homomorphism, i.e. 

7T0((//) * (/<)) = 7T0((//)) • TT0((/0), ( # ) , W ^ * (G) . 

Proof: Assume ( # ) ^ <?o(C) and 

(ff)*(#) = E m ^ ) ((rt)€*(G)). (5.7) 
(ft)e#(G) 

Then, for any (i?) occuring in (5.7), one has (R) < (II), hence dimW(R) > 0 

(cf. Proposition 2.4.5(i)). By definition of n, 7r0 ((/?)) = 0 and thus TTQ((H) * 

(K)) = 0. On the other hand, 7r0((//)) • TTO((^)) = 0 • n0(K) = 0. 

Thus, without loss of generality, assume (H), (K) 6 ^o(G) and 

(L)e*o(G) (£)05&„(G) 

Then, 

(L)e#o(G) (L)e<7>o(C) 

and 

(H)-(K) = E <W-
(L)€0o(G) 

However, 

m, = Xc((C/H x G/K))L)/N{L)) 

= X((G/H x G/K))L/N{L)) 

= \(G/H x G/K)L/N(L)\ 

= < (5.8) 

and the result follows. D 

The following stated result is due to T. torn Dieck (cf. [47]). We provide an 
alternative proof. 

Propos i t ion 5.1.7. Let (II) € 4>n(G) with n > 0. Then, (II) is a nilpotent 
element in U(G), i.e. there is an integer k such that (H)k = 0 in U(G). 
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Proof: We will use induction and the fact that there is only finitely many 
conjugacy classes of isotropies in the spaces G/H x • • • x G/H. Suppose that 

k times 

for k > 1 we have the expansion 

{H)k = ^2aK(K), (5.9) 
(K) 

and assume that (L) a maximal element in the sum (5.9) with ai ^ 0. We will 
show that the expansion of the product (H)k+l does not contain the term (L) 
with non-zero coefficient. Indeed, by multiplying (5.9) by (H) we obtain 

( / / ) ^ = ^ aK(/f) * ( / / ) , (5.10) 

then by the maximality of (L) we obtain that the only product (K) * (H) in 
(5.10) that can lead to a term with (L)-coefficient is (L) * (H). Notice that (L) 
is the maximal orbit type in G/H x G/L, thus 

{G/H x G/L)L = (G/H x G/Lf = (G/H)L x (G/L)L = (G/H)L x N(L)/L. 

Notice that (see Corollary 1.92 in [104]) 

{{G/H)h x N(L)/L)/N{L) = (G/H)L x W(L))/W(L) = (G/II)L. 

Hence 

Xe((G/H x G/L)L/N(L)) = X(((G/H)L x N(I)/L)/N(I)) = X(((G/H)L). 

Since W(H) acts freely on (G/H)L - N(L,H)/H and dimW(H) > 0, the 
maximal torus Tm C W(H) (with m > 1) acts freely on (G/H)L, which 
means ((G/H)L)T'n = 0. Then by Proposition 2.6.12, x((G/H)L) = 0, and the 
conclusion follows. • 

Combining Proposition 5.1.7 with Lemma 5.1.6 and the fact that the mul­
tiplication table for A0(G) contains only non-negative coefficients (cf. formula 
(5.8)), yields 

Proposition 5.1.8. (cf. [73]) Let no be defined by (5.6). Then, 01 = ker7i"o = 
Z[0(G) \ &o(G)] is a maximal nilpotent ideal in U(G) and A0(G) ^ C/(G)/9t. 

Summing up, the Burnside ring multiplication structure in Ao(G) can be 
used to describe (partially) the Euler ring multiplication structure in U(G). 
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We resume the assumption that G = T x S1, where T is a compact Lie group. 
In this case, there are exactly two sorts of subgroups H C G, namely, 

(a) H = K x S\ for K C T; 
(b) <£>-twisted /-folded subgroups K^1 (cf. Subsection 4.2.1). 

Proposition 5.1.9. Let G = A x S1, where F is a compact Lie group. Given 
a twisted subgroup K^'1 C G, for some I e {0} U N and a homomorphism 
ip : K —> Sl

; the following holds 

dim (NG(KV'1)) = dim (Nr(K) n Ar(Kercp)) + 1. (5.11) 

Proof: For the homomorphism <p : K —>• S1, put L := ker<p. Also, for 
simplicity, write N(K*'1) for NG(K^'1), and N(K) (resp. N(L)) for Nr(K) 
(resp. Nr(L)). 

Notice that N(KV>1) = A0 x S1, where 

A0 := {7 e A(A) : Lp(jkj~]) = (p(k), Vk e A'}. 

Hence, it is sufficient to show that dim N0 = dim (N(K) n N(L)). 

Case 1. (p is surjective. 

By the fundamental homomorphism theorem of algebra, we have K/L ~ S}. 
Fix an element t € N(K) n N(L), define an automorphism h1 : K —* K by 
/?,7(fc) := 7fc7^j. Since 7 € N(L), hn induces a homomorphism on the factor 
group K/L, which will be denoted by /?7. Then, we have the commutative 
diagram shown in Figure 1. 

K 

K 

•* KILLS' 

•*• K/L^S1 

Fig. 5 .1. Commutative diagram for surjective <p. 

For any fixed 7 in the connected component of e e N(K) (1 N(L), let a1 

be a path from 7 to e. Then, this path induces a homotopic homomorphism 
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hCy connecting ft7 to Id on K, as well as a homotopic homomorphism hay 

connecting 7i7 to Id on K/L ~ S1. It is well-known that any group automor­
phism on 5*1 has the form of 2 n zn for some n G Z, and each represents a 
distinct homotopy class in Hi(Sl;Z). Thus, wc conclude that hn = Id. By the 
commutative diagram in Figure 5.1.1, it is equivalent to claim that xpoh^ = ip, 
i.e. tp^k^1) — (p(k) for all k G K. Therefore, every 7 in the same con­
nected component of e € N(K) n N(L), actually belongs to N„. This implies 
that dim (N(K)C\N(L)) < dim N0. On the other hand, by direct verification, 
N0 C N(K) n N(L). Therefore, dini JV0 = dim (N(K) n N(L)). 

Case 2. cp is not surjective. 

Take any element 7 in the same connected component of e G N(K) D 
N(L), and denote by er7 a path from 7 to e. Define yv : [0,1] x K —• 5 ' 
by ipa(t,k) := </?(cr7(t)/c(cr7(t))^

!). Since ^ is not surjective, cpa has a discrete 
image in Sl. Hence, when restricted on a connected component, <pa is constant, 
so we have (p^kj^1) = <p(k) for all k in the same connected component of 
iC. Therefore, for any element 7 in the same connected component of e G 
N(K), we have (^(7^7™') = </>(&) for all k G /<f, i.e. 7 G N„, which implies 
dim N(K)C\N(L) < dimN0. On the other hand, N0 C N{K)nN(L). Therefore, 
dim N0 = dim (N(K) n 7V(L)). • 

Lemma 5.1.10. Let J1 be a compact Lie group, G = rxS1 and II = K'^'1 C G 
a tviisted subgroup. Then, 

(%) 1 < dim WG{H) < 1 + dim Wr(K); 
(ii) any subgroup II C II is twisted: 

Proof: (i) The second inequality was established in [15], Section 5.1. To prove 
the first inequality, observe that NG(KV'1) = N0 x S1 with K C N0 C Nr(K). 
Thus, 

^ ) = ^ ^ £ - (5.12) 

Consider a homomorphism ij) : _ftT x S1 —> S1 defined by ip(j,z) = <p(7)z-'. 
Since ^ is surjective and ker^ = K9'1, we obtain that dimK x Sl /Kv'1 = 
dimS1 = 1 from which (cf. (5.12)) the statement follows. 

(ii) It is obvious that H is twisted by the same homomorphism ip. • 

Corollary 5.1.11. Let G be as in Lemma 5.1.10. 
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(a) Let H be a twisted subgroup ofG. Then, dimWc(H) = 1 if dim Wr(K) = 
0. 

(b) <P0(G) = {(H) : H C G, H = K x S1, dim Wr(K) = 0} and thus 

A0(G)=A0(r). (5.13) 

(c) If II = K*<1 is twisted in G, dim W(II) = 1 and (II) < (H) e #i{G), 
then H is twisted in G and dimW(H) = 1. 

Proof: Statement (a) follows directly from Lemma 5.1.10(i). Next, Lemma 
5.1.10(i) excludes twisted conjugacy classes from <PQ(G). Since, for H = K x S] 

for K C f, on has dim WG (II) = 0 if and only if dimWr(K) = 0. Hence, the 
statement (b) follows. 

To prove (c), observe that H cannot be a subgroup of type K x 5'1, since it 
would imply dimWr(K) = 1 and (K) < (K), which would be a contradiction 
to Proposition 2.4.5(i) combined with (a). Consequently, H = /?^>m, where ip : 
K —» Sx is a homomorphism, and since K C K, it follows that dim Wr(K) = 0, 
which implies that dim W (77) = 1 (cf. (a)). 

D 

Being motivated by Corollary 5.1.11, put 

<P\(G) 

*i(G) 

n(G) 

= {(II) € 0(G) 

= {(H) e 0(G) 

= {(J/) e *(G) 

// = A '^ for some K C r with dimWr(K) = 0}, 

dimVKG(//) = 1 and (H) £ 4>\(G)}, 

dimWG(H) = k}, k > 2, 

and define 

A\(G)^Z[<P\(G% 

Al(G) := Z[0l(G)}, * > 1 , 

^(G):=0AI(G}, 

As it was discussed in Subsection 4.2.2, there is a natural v4o(r)-module 
structure on A\(G) (cf. Proposition 4.2.5). By using Corollary 5.1.11, one can 
establish a relation between the A0(r)-mod\ile structure on A\(G) and the 
ring structure on U(G). 

To this end, take the natural projection m : U(G) —> A\(G) defined by 
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TT1(7/) = 1 ( / / ) if(ff)e#i(G% 
1 0 otherwise. 

Proposition 5.1.12. Let F be a compact Lie group and G = I1 x S1. If (LI) £ 
4>0(G) with H = K x S1 and (H) € &\{G), then 

ir,((H)*(II)) = (K)o(Il). 

Remark 5.1.13. Proposition 5.1.12 indicates that the multiplication table in 
the Z-module decomposition U(G) = AQ(G)®A\(G)®A*(G) can be described 
by the following table 

* 

A0(G) ^ Ao(r) 

A\(G) 

A*(G) 

A. , (G)^A)( r ) 

A)(G)-multip +T. 

>lo(-T)-modnle miiltip +T» 

T, 

A\{G) 

A) (r)-module multip +T» 

Ti+T* 

T* 

A*(G) 

T* 

T. 

T* 

where T* stands for an element from A*(G) and T\ for an element from A\(G). 

Table 5.1. [/(G)-Multiplication Table for G = T x 51 

In the case / ' is a finite group, we have the following result (cf. [152]) 

Proposition 5.1.14. For G = F x SA with / ' being a finite group, the mul­
tiplication in U(G), when restricted to A\(G) x A\(G), is trivial, i.e. for any 
(H), (K) <= <Pi(G), we have 

(H) * (K) = 0. 

Proof: Let (H), (K) e <Pi(G). Take LcG such that [GjH x G/K)L £ 0. 
By dimension restrictions, we have (L) e CP\{G) (cf. Proposition 2.4.5(i)). 

Claim,. x{iG/H x G/K)L/W(L)^ = 0 for (L) e $i(G). 

We prove the claim by showing that (G/H x G/K)L/W(L) allows an 51-
action without 51-fixed points. 
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Observe that (G/H x G/K)L = {G/H)L x (G/K)h. By Proposition 2.4.3, 
the space (G/H)L is homeomorphic to N(L, H)/H, on which W(H) acts freely. 
Thus, the space (G/H)L is of dimension 1. On the other hand, by Proposition 
2.4.4, (G/H)L is composed of a finite number of W(L)-orbits. Therefore, by the 
dimension restriction, the isotropy subgroup W(L)X of each point x e (G/H)L 

is finite. 

Take the connected component of the neutral element e € W(L), which is 
diffeomorphic to S{. Consider the W(L)-space (G/II)L as an S1-space. For 
each x e (G/II)L, the new isotropy is Si ~ W(L)X n Sl, which forces Si 
to be finite. Consequently, every connected component of (G/H)L allows an 
S1 -action without S'-fixed points. 

Similarly, every connected component of (G/K)L allows an ^-action with­
out S^-fixed points. Consider the product space (G/II)L x [G/K)L as an S1-
space by the diagonal action. Then, by Lemma 2.6.f3, we have 

X({(G/H)Lx(G/K)L)/Sl)=0. 

To conclude that x(({G/H)L x (GjK)L)/W(L)) = 0, it is sufficient to observe 
that ((G/H)L x (G/K)L)/S] - • {{G/IJ)L x (G/K)L)/W(L) is a trivial fibre 
bundle with a finite fibre W(L)/Sl. Dc, Claim 

If (L) is a maximal orbit type in (G/H)L x (G/K)L, then 

nL = Xc((G/HxG/K)L/W(L)) 

= X({G/HxG/K)L/W(L)) v{U/ii X G'//"X " 

0. 

Otherwise, one applies the general recurrence formula (cf. Proposition 5.1.2) 
and conclude that n^ — 0 . 

• 
In the rest of this subsection, we present the computational formulae for the 

Euler ring U(Tn), where Tn is an n-dimensional torus. The following statement 
was observed by S. Rybicki. 

Proposition 5.1.15. / / (H), (K) e ${Tn), and L = IiDK, then 

\(L) if dim H + dim K — dim L = dim Tn, 
(H) * (K) = < 

0 otherwise. 
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Proof: Put G := Tn and observe that every compact abelian connected Lie 
group is a torus. Since H and K are normal in G, the groups G/H and G/K 
are tori. Take L = H (1 K. Since G is abelian, L is the only one isotropy in 
(G/H x G/K)L with respect to the N(L) = G-aetion. Hence, 

(H) *{K) = X ((G/H x G/Kf JG) (h) 

Next, N(L, H) = G, therefore 

(G/H x G/K)L JG = (G/H x G/K) IG. 

Put M := (G/H x G/K) JG. Observe that M is a compact connected G-
manifold of precisely one orbit type (L). Thus, it is of dimension N := 
dim G/H + dimG/K — dim 6* + dimL = dimG — dimiC — dimll + dimL. 
If Â" := 0, then x(M) = 1, and if N > 0, then there is an action of a torus on 
M without G-fixed-points, so \(M) = 0 (cf. Lemma 2.6.12). D 

The full multiplication table for U(T2) is presented in A3.19, Appendix A3. 

5.1.2 Euler Ring Homomorphism 

Let ip : G —>• G be a homomorphism between compact Lie groups. Then, 
the formula g'x := %b(g')x defines a left G'-action on G. In particular, for any 
subgroup II C G, the map ip induces the G'-action on G/H with 

G'gH=ip-\gHg-1). (5.14) 

In this way, ip induces a map W : U(G) —>• U(G') defined by 

*( (#) )== E Xc((G/H){W)/G')(H'). (5.15) 
(H')e<P(G') 

We claim that 

Lemma 5.1.16. The map \P defined by (5.15) is the Euler ring homomor­
phism. 

Proof: Recall that, by Gleason Lemma, if X is a compact G-CW complex, 
then the projection map X(H) —• X(jj)/G is a fibre bundle with the fibre G/H 
(cf. [25], p. 88, Theorem 5.8). Hence, by Lemma 2.6.11, 
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Xc(X) = J > P W , Xc(X(H)) = Xc(Xw/G) • x{G/H). 
(H) 

Combining the formulae (5.2), (5.15), Lemma 2.6.11, one obtains 

¥((H) * (A)) = ¥(Y,Xc({G/H x G/K){L)/G) • (L)) 
(L) 

= J2x4(G/H x G/K){L)/G) -*(L) 

= Y,Xc((G/H x G/K)(L)/G)J2xc((G/L){L,}/G') • (Lr) 
(L) ( I / ) 

= E Y,X<i(G/H x G/A)w/G)Xc((G/L)(/,,)/G') • (£'). 

On the other hand, 

= Ex^G/fOa/o/G' ) • (#') * ^ X , ( ( G / K ) ( K 0 / G ' ) • (A") 
(H') (K>) 

= Y. Xc{(G/H)(H,<i/G
,)xc{(G/K)(K,)/G') • (H') * (A") 

(H').(K') 

= E Xc{{G/H)iHf)/G')xc((G/K)iKn/G') • J2xc((G'/H' X G'/K')lu)/G') • (L') 
(H').(K') (V) 

= E E XC{{GIH){H,)/G
,)XC{{G/K)(K,)/G')XO{{G'/H' x G'/K'^/C) • (L'). 

(L')(W').(A") 

Put 

n// := Y.Xc((G/H x G/Jr)(L)/<?)xc((G/L)(L0/G'), 
(L) 

^ := E Xc{{G/H\H,)IG')x,{{G/K){Kr)/G')X.{{G'/H' x G'/K'^/G'). 

We need to show that for all G'-orbit types (Z/) in G//7 x G//C 

riy = mL/. (5.16) 

Consider uv := Xc((G/H x G/K){V)/G') = Xc((G/H x G/K)V/N(L')). If 
(I/) is a maximal orbit type, then 

«L' = Xc(G/H x G/K)L,/N{L') = Xc(G/H x G/K)L'/N(L') = £ > c ( G / # x G/K)L
{'L)/N{L'), 

( i ) 

where the union is taken over all (L)-orbit types oecuring in (G/H x 
G/K)v (considered as iV(^(Z/))-space) (cf. (5.14)). Using the fibre bundle 
G/L <-* (G/H x G/K\L) - • (G/tf x G[K\L)/G, we get that (G/77 x 
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G/K)fa/N(L') -> (G/H x G/K){L)[G is a fibre bundle with the fibre 
(G/LL')/N(L'). Thus, 

«L' = X((G/H x G/K)L'/N(L')) = £ > ( ( G / f f x G/K)fyN(L')) 
(L) 

= Y^XcdG/H x G/A')(,,)/G)x((G/LL')/iV(L')) 
(i) 

= X)*c((G/tf x G/K)(r,)/G)X4((G/L)L,)/Ar(^')) = ny 
(L) 

In the case (L') is not a maximal orbit type, assume, by induction, that 
ujj = nz, for all (//) > (!/)• Then, 

uy = Xc((G/H X G/K)L,/N(L')) 

~xi{G/HxG/K)L'/N{L'))- E xdiG/H xG/K)-L,/NL') 
(i ')Xi') 

= x ( ( G / H x G / K ) i ' / i V ( L ' ) ) - £ «i:, 

(i ')Xi') 

= ^ X c ( ( G / i ? x G / A ) w / G ) X ( ( G / L 7 / ) / ^ ( i ' ) ) - E « f / ' 
( i ) ( i ' ) X i ' ) 

= E E^((G/^xG//0(/.)/G)x((G/Ll,)/A
r£')- E ul> 

= E nl'~ E "I/=nr/ + E K'-«L') = "-r/ 

On the other hand, in the case (//) is a maximal orbit type, 

(G/H x G/K)L,/N(L') = (G/H x G/K)L'/N(U) = ( J ((G/H)(H,} x (G/K)(Kt))
L'/N(L'), 

(H')XK') 

where the union is taken over all (//')-orbit types (resp. (K"/)-orbit types) 
occuring in (G/H)1' (resp. in (G/K)L'), considered as AT(.L')-space. By us­
ing the fibre bundles G'jH' ^ (G/H){w) ->• (G/H){HI)/G' and G'/K' ^ 
(G/K)(K,} -+ (G/K){K,}/G' we obtain the product bundle G' / i / ' x G'/K' ^ 
(G/H)m x (£ /#) (* ' ) - (G/II)iHI)/G' x {GlK\KI)ia. Therefore, 

((G/H)m x {G/K){K.))
L'/N{L') - , (G/H){in/G' x {G/K^/C 

is a fibre bundle with the fibre (G'/tf' x G'/K')L'/N(L'). Consequently, 
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«i/ = X((G/H x G/K)L'/N{L')) = ] T X(((G/H)(W) x (G/K)(A-0)L'/iV(L')) 
(H').(K') 

= Y, Xc{{G/H){W)IG' x (G/Vw/G'MiG'/H' x G'/K'f/N(L')) 
(H>),{K>) 

= Y, XcdG/Ww/G' x(G/K)(Kn/G')X((G'/H' xG'/K')L,/N(L')) 

= E Xc{{G/H)on/G')Xc((G/K)iKn/G')x((G'/H' x G,/K')L,/N{L')) = mh, 

In the case (L') is not a maximal orbit type, by applying induction over the 
orbit types in the same way as above, 

x4(G/HxG/K)L,/N(L')) =X((G/H xG/K)1-'/N(L'))- £ ulr 

( t ' ) X i ' ) 

= E M(G/tf)(»')/G')Xc((G/A')<K0/G') 

•xaG'/H'xC/K'f/NiL')))- E w » 

= E mL'~ E U I ' = m L ' + E ("''I' ~Ul>) =m'L' 
(L')>(L) (l')y(L') (L')>(L) 

Therefore, the statement follows. D 

Remark 5.1.17. A similar result was obtained implicitly in [47], with a proof 
containing several omissions. We present hereby the proof of Lemma 5.1.16 for 
completeness. 

5.1.3 Euler Ring Structure on U(0(2) X S1) 

To establish the Euler ring multiplication on (7(0(2) xS 1 ) , we discuss the ring 
homomorphism ip : G —* G for the case G = Tn being a maximal torus in G 
and ip : Tn —• G being the natural embedding. Then, the homomorphism W 
takes the form 

* ( " ) = E Xc((G/H){K)/r>).(K), (5.17) 
(K)e$(Tn) 

with K = H' fl Tn, H' e (H). Observe that since all the maximal tori in a 
compact Lie group are conjugate (see, for instance, [27]), the homomorphism 
(5.17) is independent of a choice of a maximal torus in G. 

We will show that W can be used to find additional coefficients for the 
multiplication formulae in U(G). To compute W, we start with the following 
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Proposition 5.1.18. LetTn be a maximal torus in G and the homomorphism 
& is defined by (5.17). Then, 

W(Tn) = \W(Tn)\(Tn) + J2nT>(T'), 
(TO 

where T = gTng"1 n Tn for some geG and (V) ^ (Tn). 

Proof: By Proposition 2.6.17, the Wcyl group W(Tn) is finite and the coef­
ficient of ^(T") corresponding to (Tn) can be computed as follows (cf. 5.17): 

X c((GvrV")/n = x({G/Ta){rt)/im) = x((G/Tnf"/ri) 

= X ((G/Tnf") =X(G/Tn) = \W(V% 

D 

Proposition 5.1.18 tells us what is precisely the coefficient of ty(Tn) related 
to Tn. In general, to compute a coefficient related to an arbitrary (K) in (5.17), 
one can use the following 

Proposition 5.1.19. (RECURRENCE FORMULA) Let Tn be a maximal torus in 
G, xjj : Tn —> G a natural embedding, and & : U(G) —>• U(Tn) the induced 
homomorphism of the Euler rings. For (H) £ $(G), put 

<?(#) = ! > * ( # ) , 
(K) 

where (K) 's stand for the orbit types in the Tn-space G/H, i.e. K = H' Pi Tn 

with H' = gHg-1 for some g e G. Then, for K = H' n Tn, 

(K)>(K) 

Proof: Put X := G/H. Then, 

XW/T»= (J X{R)/T
n, 

which (since Tn is abelian) implies 
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X(XW/V)= Y, Xc{XlR)/T)= J^ Xc{XR/T»). 
(K)>(K) (K)>(K) 

Therefore, 
XC{XK/T») = X(XK/Tn) - Y, Xc(XR/Tn). 

(K)>(K) 

To complete the proof, it remains to observe that. XK jTn = NW™™>a')/?* 
(see Proposition 2.4.3) from which (5.18) follows directly. • 

Example 5.1.20. Consider the natural embedding xb : T2 := SO(2) x S1 —>• 
0(2) x 5 1 , which induces the homomorphism of Euler rings # : U(0(2) x 51) -^ 
U(T2). Using Proposition 5.1.19, one can verify by direct computations that: 

#(0(2) x S1) = (SO{2) x 51), #(50(2) x 51) '= 2(6*0(2) x 51) 

$(Dn x 51) = (Zn x S1), #(Zm x 51) = 2(ZW x 5 l) 

#(0(2) x Z,) = (50(2) x Zj), #(50(2) x Zj) = 2(50(2) x Z,) 

# ( A , x Zj) = (Zn x Zz), #(Zm x Z/) = 2(Zm x Zz), 

#(0(2)--1) = (50(2) x Z,), # ( D ^ ) = (Zn x Zz) 

#(50(2)*""'') = (50(2)*""'') + (50(2f-"'<'), <HD2fc) = (Z2fc) 

!P(Z£-') = (ZE-') + (Z£—'), ^ ( Z g ) - 2(ZH) 

where all the symbols used follow the convention in Appendix A2.1.6. 

We conclude this subsection with a brief explanation of how to use the 
homomorphism # : U(G) —> U(Tn) to compute the multiplication structure in 
U(G). The knowledge of the Burnside Ring A0(G) (cf. Subsection 4.1.1), the 
Ao(G)-module A\(G) (cf. Proposition 4.2.5, Remark 5.1.13, Proposition 5.1.3) 
as well as some ad hoc computations of certain coefficients in the multiplication 
table for U(G) (cf. Example 5.1.4), may provide one with some information on 
the structure of U(G). Thus, taking some (H),(K) € &(G), one can express 
(H) * (K) as follows 

(II) * (K) = $ > , , ( £ ) + ] [ > / , ( / / ) , (5.19) 
(£) XL') 

where UL are "known" coefficients while %y are "unknown". On the other hand, 
Proposition 5.1.15 allows in principle to completely evaluate the ring II(Tn) 
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(cf. Table A3.19). Since we also know the homomorphism & (cf. Propositions 
5.1.18—5.1.19), one has that 

H{H)) * $((K)) = 5 > L » ( L " ) e U(Tn), (5.20) 
(L») 

where all the coefficients riL>> are "known". Applying the homomorphism ty 
to (5.19) and comparing the coefficients of the obtained expression with those 
obtained in (5.20) (related to the same conjugacy classes) leads to a linear 
system of equations over Z from which, in principal, it is possible to determine 
some unknown coefficients in (5.19). However, it might happen that the number 
of equations in the above linear system is less than the number of unknowns. 
Summing up, the more partial information on U[G) we have, there is a better 
chance to compute the remaining coefficients. We will illustrate the described 
strategy by computing the multiplication table for (7(0(2) x Sl). Take G : = 
0(2) x Sl. Based on the above discussion and the known structure of the Euler 
ring U(T2) in Table A3.19, we obtain the Euler ring structure for (7(0(2) x 
S1). The multiplication table for U{0(2) x S1) is presented in Table A3.20, 
Appendix A3. 

5.2 Equivariant Degree for Gradient G-Maps 

Throughout this section, G is a compact Lie group (if not otherwise specified), 
V is a G-orthogonal representation and J? c V is an open bounded G-invariant 
subset. 

5.2.1 Construction by K. G§ba and Basic Properties 

In this subsection, we follow the construction of the G-equivariant degree for 
gradient G-maps introduced by K. G§ba in [71] (which is denoted by Vgr-deg), 
and discuss some of its basic properties. Based on these properties, we derive 
an axiomatic definition for Vg-deg. 

Definition 5.2.1. (i) A map / : V —» V is called a gradient G-map if there 
exists a G-invariant function tp : V —• M of class G1 such that / = Vip. 
Similarly, one can define gradient G-homotopy. 

(ii) Let / : V —> V be a gradient G-map. The pair (/, Q) is called a gradient 
admissible pair, if f(x) ^ 0 for all x 6 dfi. Two gradient admissible pairs 
(/o, J?) and (/i, Q) are called gradient G-homotopic, if there exists a gradient 
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G-homotopy h : [0, l]x.V-+V such that A(0, •) = Jo, M1*') = h w i t h 

(/&(£, •), Q) being gradient admissible for all t G (0,1). 

Take x G V, put / i := Gx, and consider the orthogonal decomposition of V 

V = rxG{x) e Wr © ;/,, (5.21) 

where r M denotes the tangent bundle of M, Wx := TXV(H) 0 ^( / (x) and 
vx : ~ (T*^(//))±- Suppose / : V —> V is a gradient G-map being differentiablc 
at .x and f{x) = 0. The derivative Df{x) has a block-matrix form with respect 
to (5.21) 

"0 0 0 
Df(x)= 0Kf(x) 0 , (5.22) 

0 0 Lf(x)_ 

where Kf{x) := Df(x)\Wr and Lf(x) := Df(x)\Vx. 

Definition 5.2.2. (i) An orbit G(x) is called a regular zero orbit of / , if 
f(x) = 0 and Kf(x) : Wx —> Wx (provided by (5.22)) is an isomorphism. 
Let /?_ (x) C Wx denote the generalized eigenspace of K f(x) corresponding 
to the negative spectrum of KJ(x). Then KX :— dim/i,_(.x) is called the 
Morse index of the regular zero orbit G(x). Put 

»(£(*)) :=(- l )"<*\ (5.23) 

or equivalently, 

i(G(x)) := sign det Kf(x) — sign det I>/(.T)|iyT. 

(ii) For an open (7-invariant subset U of V(H) such that U C V(f/), and a small* 
£ > 0, put 

JV(IT, e) := {y G V : y = re + u, .T G [/, v JL rxV(J/), ||u|| < e}, 

and call it a tubular neighborhood of type (H). A gradient G-map / : V —> 
V, / := V<£ is called (H)-normal, if there exists a tubular neighborhood 
Af(U, e) of type (H) such that J""1 (0) n tt(H) c Af(£/, e) and for y e N{U, e), 
y = x + v,xeU,v± TXV{H), 

(p(y) = (p(x) + -\\v\\2, 

or equivalently, 

f(y) = f(x) + v. 
* e is assumed to be sufficiently small that the representation of y = x + v in Af(U, e) is unique. 
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The concept of a generic pair plays an essential role in the construction of the 
equivariant degree for G-maps presented in [71]. 

Definition 5.2.3. A gradient admissible pair (/, Q) is generic if there exists 
an open G-invariant subset Q() C Q such that 

(i) f\na is of class G1; 
(ii) r ' ( 0 ) n i ] C f i o ; 
(hi) / _ 1 (0) H Q0 is composed of regular orbits of zeros; 
(iv) For each (H) with / _ 1 (0) n Qyi) ^ 0, there exists a tubular neighborhood 

N{U,e) such that / is (#)-normal on N(U,e). 

Theorem 5.2.4. (GENERIC APPROXIMATION THEOREM, cf. [71]) For any gradient 
admissible pair (/, Q) there exists a generic pair (f0, Q) such that (/, Q) and 
(/„, Q) are gradient G-homotopic. 

Define the equivariant degree for a gradient admissible pair (/, J?) by 

VG -deg(/ , /2) :=VG -deg(/ 0 , f l ) = £ n„ • (//), (5.24) 
(H)e<P(G) 

where (f0, Q) is a generic approximation pair of (/, Q) provided by Theorem 
5.2.4 and 

nw := Yl ?;(GT^.)), (5-25) 

with G(XJ)'S being the disjoint orbits of type (H) in f~l(0) n Q. 
We refer to [71] for the verification that VG-deg (/, Q) is well-defined and 

satisfies the standard properties expected from a degree. 
Now, we are in a position to formulate an alternative axiomatic definition 

of the degree for gradient G-maps. 

Theorem 5.2.5. Let G be a compact Lie group, Q C V be an open bounded 
G-invariant subset and f : V —>• V be a gradient G-map. There exists a unique 
function VG-deg associating to each gradient admissible pair (/, Q) an element 
VG-deg(/, Q) € U(G) such that the following properties are satisfied: 

(PI) (EXISTENCE) / / VG-deg(/, Q) == J2nn{H), is.such that nn0 ^ 0 for some 
(«) 

(H0) € &(G), then there exists x0 € Q with f(x0) = 0 and HQ C Gx. 
(7̂ ,2) ( ADDITIVITY) Suppose that i?i and i?2 are two disjoint open G-invariant 

subsets of Q such that f^ (0) D Q C i?i U 02. Then 

VG-deg (/, H) = VG-deg (/, Qx) + VG-deg (/, f22). 
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(PS) (HOMOTOPY) If h : [0,1] x V —• V is a gradient G-homotopy being i'l 
admissible, then 

VG-deg (/?,/,, Q) = constant, 

where ht(-) := h(t, •) for I e [0,1]. . 
(P4) (MULTIPUCATIVTTY) Let V and W be two orthogonal G-representations, 

(/, Q) and (/, Q) two gradient admissible pairs, where fl C V and SI C W. 
Then 

VG-deg (/ x / , f l x i7) - VG-deg (/, tf) * VG-deg (/, J2), 

where the multiplication '*' is taken in the Euler ring U(G). 
(P5) (NORMALIZATION) Suppose (/,/?) is a generic pair such that /~J(0) fl 

Q = G(x0)j for some x(, G Q with HQ := GXo. Let J\f(U,e) be a tubular 
neighborhood provided by Definition 5.2.3(iv) and i(G(x0)) be defined by 
(5.23). Then 

VG-deg(f,tf(U,e)) = i(G(x0))(II0). 

(P6) (SUSPENSION) Suppose that W is another orthogonal G-representation and 
let O be an open bounded G-invariant neighborhood of 0 in W. Then 

V<?-deg ( / x Id ,f2xO) = Vc-deg (/, Q). 

Proof: Existence. The existence of Vc;-deg satisfying (P1)-(P5) is guaran­
teed by its construction as shown in [71]. The suspension property (P6) is a 
direct consequence of (P4) and (P5). Indeed, by (P4), we have 

VG-deg(/ x Id, Q x O) = VG-deg (/, Q) * VG-deg (Id, O). 

Since (Id,(D) is generic, by (P5), 

VG-deg(Id,O) = i({0})(C?) = (G), 

which is the unit element in the ring U(G), thus (P6) follows. 
Uniqueness. The uniqueness of VG-deg(/, Q) is provided by (P5), which leads 
to its analytic definition (cf. (5.24)—(5.25)). D 

We complete this subsection with the following 

Lemma 5.2.6. Let G be a compact Lie group, V an orthogonal G-represent­
ation, Q C V an open bounded G-invariant set and f : V —> V a G-gradient 
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J?-admissible map. Then, for every orbit type (L) in Q, the map fL := J\VL : 
VL —» VL is an Q'L-admissible W(L)-equivariant gradient map. Moreover, if 

V<rdcgC/\tf)= Yl **(*)> 
(K)e#(G) 

and 

VW(L)-deg(fLJ2L)= Yl "*"(#), 
(H)e*(W(/,)) 

" L = wZ l , (5.26) 

where Zi = {e} and e G 14/(L) is the identity element. 

Proof: By homotopy property of the G-gradient degree, without loss of 
generality, one ean assume that / is generic G-map on Q. Thus, fL is generic 
W{L)-m.?ip on QL. From the construction of G-gradient degree, formula (5.26) 
follows. • 

5.2.2 Computational Formulae for the G-Gradient Degree for 
Linear Isomorphisms 

The G-gradient degree as described in Subsection 5.2.1, contains a complete 
topological information on the symmetric properties of zeros of / (cf. [41]). 
However, the computation of Vc-deg(/, Q) is a complicated task, in general. 
In several important cases from the application viewpoint, it is possible to use 
the standard linearization techniques so that one can reduce the computation 
of gradient degrees Vc-deg (/, Q) for general G-maps / : V —> V to the com­
putation of V<3-deg(yl,$i(V")) f° r symmetric linear isomorphisms A : V —>• V. 

By applying suspension property, Vc-deg(/l, B\(V)) can be evaluated by 
Vc-deg(—Id, JE?I(V -)) , where V~ C V is the maximal subspace on which A is 
negative definite. Since —Id ean be viewed as a product map with respect to the 
isotypical decomposition of V~, a further reduction is possible. In terms of the 
spectra of A, we can write V~ = 0 E(fj), where <7_ := {/J € o~ : \i < 0} 

is the negative spectrum of A, and E(-) denotes the eigenspace. 

Let {WA,}, k = 0,1,. . . , be the complete list of all irreducible G-represent-
ations. Since each E((j) is G-invariant, one can consider its G-isotypical de­
composition 
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E(p) = E0{v) © £I(AI) © • • • © Eko{n), 

where Ek(fj) is modeled on Wk for k = 0, 1, 2,. . . , fcG. Put 

mk{fi) = dim Ek(fi)/dim Wk, k = 0,1, 2 , . . . , k0l (5.27) 

which is called the Wk-multiplicity of /i. 

By applying the multiplicativity properties, one obtains 

VG-deg(A,Bl(V))= n U(^G-deg(-ld,B,(Wk)))
m^\ (5.28) 

where rnk((j) is defined by (5.27). 

Notice that the values of Vc-deg (—Id, Di(Wk)) contribute as basic building 
blocks to the value of Vc-deg(/l, B^V)), and depend only on the irreducible 
representation Wk- Therefore, we introduce the following notion: 

Definition 5.2.7. We call 

Degw* := Vr;-deg(-Id,51(W fc)), (5.29) 

the basic gradient degree associated to WV 

Remark 5.2.8. Observe that the computation of Degyy can be complicated 
for an arbitrary G. In. the rest of this section, we develop a method for the 
computation of Degw . , in the case G = / ' x S1, where P is a compact Lie 
group. The main ingredients of the method are 

(i) for each (L) € <£(G), the ^-coefficient of Degyy. can be computed via 
the I¥(Z/)-gradient degree of the restriction to VL (cf. Lemma 5.2.6); 

(ii) if (L) € 4>\(G), then the computation of the related iy(L)-gradient 
degree can be done using a canonical passage via the so-called orthogonal 
degree (cf. Subsection 5.2.3); 

(iii) the computation of basic gradient degree related to the maximal torus-
action usually is simple, therefore the remaining (non-twisted) coefficients ni 
can be computed using the homomorphism \P : U(G) —> U(Tn) and the infor­
mation obtained for the twisted orbit types. 



126 5 Euler Ring and Equivariant Degree for Gradient Maps 

5.2.3 Passage through Orthogonal Degree for One-dimensional 
Bi-Orientable Compact Lie Groups 

In this subsection, assume that G stands for a one-dimensional bi-orientable 
compact Lie group. It turns out that, in this case, one can associate to a given 
G-gradient i?-admissible map f :V —>V, (or more generally, to an orthogonal 
map (cf. Definition 5.2.9)), a G-equivariant map / : M (£ V —> V in such a 
way that the primary degree of / is intimately connected to Vc-deg (/, O). 
Observe that in the case G = P x Sl with V finite, a similar construction was 
suggested in [152]. 

We start with the following definition. 

Definition 5.2.9. A G-equivariant map / : V —> V is called G-orthogonal 
on i?, if J is continuous and for all v G i?, the vector f(v) is orthogonal to 
the orbit G(v) at v. Similarly, one can define the notion of a G-orthogonal 
homotopy on Q. 

Clearly, any G-gradient map is orthogonal, however, one can easily construct 
an orthogonal map which is not G-gradient (cf. [15] for instance). 

To associate with an orthogonal map, a G-equivariant map and the corre­
sponding primary degrees, some preliminaries of related G-orbits are necessary. 

Take the connected component of e G G, which is a maximal torus T1 of G. 
Choose an orientation on TJ and identify T1 with Sl. The chosen orientation 
on S1 can be extended invariantly on the whole group G. We assume the 
orientation to be fixed throughout this subsection. 

Next, take a vector v G V and define the diffeomorphism 

fin :G/GV -»• G(v), <pv(gGv) := gv. (5.30) 

Take the decomposition 

V = Vs1 © V, V := (Vs1)^. (5.31) 

If v G Vs1, then dimGx = 1 so that the orbit G(x) = G/Gx is finite and, 
therefore, admits a natural orientation. 

If v £ Vs\ then Gv is a finite subgroup of G, and by bi-orient ability of 
G, both (left and right) actions of Gv preserve the fixed orientation of G. 
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Therefore, G/Gv has a natural orientation, induced from G. Consequently, the 
orientation obtained by (5.30) does not depend on a. choice of the point v from 
the orbit G(v) (cf. Remark 2.2.15). More precisely, consider v G V and the 
map ipv : G —> G(v) given by 

<Pv{9) = 9", 9 e G. (5.32) 

Clearly (pv is smooth and Dipv(l) : TX(G) = T^S*) —> T„(G(W))- Since the total 
space of the tangent bundle to S'1 can be written as 

r(5'1) = {(z, 7) G C x S'1 : z = it>y, i G l } , 

a tangent vector to the orbit G{v) can be represented by 

T(«):=Zty„(l)(i)=gmi 

Notice that for any v G V s , we have T(V) = 0. Thus, by using the decompo­
sition 

V = VS1®V\ y ' : = ( V s l ) \ (5.34) 

we have that a G-equivariant map / : V —> V is G-orthogonal, if and only if 

(f(x,u),(0,T(u))) = 0, 

for every ?; = (x,u) € V = VsX © V. 

Summing up, in both cases (v G Vs and v ^ V^5 ), G(?;) admits a natural 
orientation, although exhibits different algebraic and topological properties. 
Hence, given an orthogonal map / , the orbits of f~[ (0) belonging to V s and 
those belonging to V \ Vs contribute in equivariant homotopy properties of 
/ in different ways, and one needs to treat these contributions separately. 

Definition 5.2.10. Let / : V —• V be a G-orthogonal on i?. Then, / is called 
S1 -normal on Q if 

35>o Vxens^ Vu±v,sl \\u\\ < 5 => f(x + u) = f{x) + u. (5.35) 

Similarly, one can define the G-orthogonal 5-1-normal homotopy on Q. 

edv — v (5.33) 

We have an S -normal approximation theorem. 
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Theorem 5.2.11. Suppose that f : V —> V is a G-orthogonal map on ft. 
Then, for every e > 0, there exists a G-orthogonal S1-normal on Q, map f0 : 
V —» V such that 

Ken \\M - fo(v)\\ < e. (5.36) 

In addition, if f is Q-admissible, then for e < min||/(v)||, f0 is also Q-
v&dQ 

admissible. Moreover, f0 is G-orthogonally homotopic to f on Q via a linear 
G-orthogonal Q-admissible homotopy. 

Similarly, if h : [0,1] x V —> V is a G-orthogonal homotopy on Q, then for 
every e > 0, there exists a homotopy h0 : [0,1] x V —+ V which is G-orthogonal 
on Q and S1-normal on Q such that 

V(t,«)€[o,i]xfl \\h(t,v) - h0(t,v)\\ < e. (5.37) 

In addition, ifh(0,-) =: /o and h(l,-) —: f\ are S1-normal on Q, then the 
homotopy h0 can be constructed in such a way that ho(0, •) = /o and h0(l, •) = 

Proof: Consider the decomposition (5.34) of V. For v € V, we write v = 
(x, u), where x €E Vs and u £ V. Given 8 > 0, define the function r]s : K —> R 
by 

Vs(p) •--

0 

1 

if P < $, 

if S < p < 26, 

if P > 2$, 

(see Figure 5.2.3). 

vs 

5 26 

Fig. 5.2. Bump function rjs 

Next, define the map f0 : V —* V by 
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f0(v) = /„(*,«) := /(a?,r/tf(||ii||)ti)+ (1 -rfc(||«||))u. (5.38) 

By construction, f0 is G-orthogonal and S^-normal on 17 (with 5 as the S1-
normality constant). 

Put e0 := inf {||/(v)j|}. By the ^-admissibility of / , e0 > 0. We can 

assume e < y . Otherwise, replace e with minje, y } . We claim that for every 
such 0 < £ < y , there exists a proper 5 > 0, such that the map f0 defined by 
(5.38) satisfies 

Vw€7? \\f(v)-fo(v)\\<e. (5.39) 

Since for any v = (x,u) e V with ||nj| > 25, /0(w) = f(x,u) = /(?•>) > ^ is 
sufficient to show (5.39) for v = (x,u) € 17 with ||it|| < 25. 

By the uniform continuity of / on 17, there exists 5]_ > 0 such that 

V € 3 lb-</ | |<^ =* ll/(f)-/K)ll<|-' 

Choose <5 := min{y, | } > 0, thus for all v = (x, it) € 17 with ||«|| < 25(< 

l l / ( v ) - / o H I I = l l / ( ^ « ) - / 0 ( a : , r i ) | | 

= ||/(.x,n) - f(xM\M\)u) - (i-m(\\u\\))u\\ 
< H/foti) - /(x,%(||U||)tt)|| + (1 -%(N))|M| 
<2 + ^<2 + 2 = £ -

By the assumption e < y , 

Thus, for all v 6 <9l7, 

VveH \\m ~ fo(v)\\ < e < 2 

l/oHII>||/(«)||-||/(«)-/o(t;)|| 

Consequently, / 0 is 17-admissible. 
Define the homotopy h : [0,1] x V —+ V by 

/i(*,u) := f(x,tu+(l - t)m{\\u\\)u) + (1 - *)(1 - rU{\\u\\))u, 
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where I G [0,1]. It is clear that h(0, •) = f0 and h(l, •) = / . Notice that for 
v e V with ||w|| > 28, h{t,v) = f(x,u) = f(v). To check the ^-admissibility 
of h(t, •), it is enough to show that for all (i,v) € [0,1] x t)Q with ||«|| < 28, 
we have ||ft(Z,T;)|| > 0. Indeed, 

\\h(l,v)-f(v)\\ < \\f(x,lu+(l-i)rl6(\\u\\)u)~f(x,u)\\ 

+ | | ( l - t ) ( l - % ( | | « | | )H 

thus 
\\h{t,v)\\ > \\f(v)\\ ~ \\h(t,v) - / ( V ) | | > £o•- | = | > 0. 

Consequently, h is an J?-admissible homotopy. In order to verify that h is 
G-orthogonal on Q, we notice that for (l,v) — (t,x,u) € [0,1] x Q, 

(h(L,xtu), (0 ,T(«) )> = {f(x, (t + (1 - / )%(IMI)M (0,r(«))> 

+ ( l - t ) ( l - % ( | N I ) ) ( « , ( 0 , r ( « ) ) ) > = 0. 

The proof for G-orthogonal homotopies is similar. D 

We are now in a position to define an orthogonal degree and take a G-
orthogonal 47-admissible map / : V -^ V. By Theorem 5.2.11, there exists 
a map f0'-V—*V- being G-orthogonal 5•'-normal on i? and G-orthogonally 
homotopic to ./. Consider decomposition (5.34). Since f0 is 51-normal, there 
exists 5 > 0 such that for all x 6 Q ft V^1 and u e V, 

f0{x + u) = f0(x) + u, provided ||M|| < 8. 

Take the set 

Us:={(t,v)€ (-1,1) xtt:v = x + u, xeVs\ ue V, \\u\\>8}, (5.40) 

and define f0 : R © V -* V by 

7o ( t , v ) - / o (v ) + *r(v)» ( i , v ) G R e V , (5.41) 

where r(w) is given by (5.33). It is clear that f0 is G-equivariant and U§-
admissible. 

Set j 0 := f0\vsi "• Vs —• Vs , which is G-equivariant and OsX-admissible. 
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Definition 5.2.12. Let G be a one-dimensional bi-orientable compact Lie 
group. Consider a G-orthogonal f?-admissible map / : V —» V. Define the 
orthogonal G-equivariant degree G-Deg °(/, Q) of the map / to be an element 
of A0(G) © Al(G) C A0(G) © A^G) =: U(G) given by 

G-Deg%/, J?) := (Deg°,(/,/2),Deg^(/,/2)), (5.42) 

where 
Deg£(/, H) := G-deg(f07 f?s") G A0(G), (5.43) 

and 
Deg^(/, Q) := G-Deg ( £ , (/,) G A+{G), (5-44) 

where G-deg stands for the primary C-equivariant degree (cf. Chapter 3). 

We claim that the definition (5.42)-(5.44) is independent of the choice of a 
G-orthogonal 5'1-normal approximation f0. Indeed, assume that f'0 : V —* V is 
another S^-normal approximation of / such that 

Vwe75 i m - m \ \ <c-=\ inf {ll./»li}- (5-45) 
4 v edit 

Let 6' be the S'-normality constant of f0, and Us' be given by (5.40). Define 
F'() : K © V -> V by 

I<l(L, v) := j » + fr(«), (£, v) G R © V. 

Put 5 := min{5, <5'}, and define [/$ by (5.40). By the excision property of the 
primary degree, we have 

G-Deg (F0, U§) = G-Deg (F0, Us), 

and 
G-Deg ( F ; U$) = G-Deg (F^ E/*)-

Also, by (5.45), we have that f0 and f0 are G-orthogonally homotopic on Q. In 
particular, /0 |vsi and f0\vSi are F-homotopic on i? s , thus, by the homotopy 
property of the primary degree, 

r-Beg(f0,n
sl) = r-Deg(f0,n

sl). 

Moreover, F0 and F'a are G-orthogonally homotopic on U§, so by the homotopy 
property of the primary degree, we have 
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G-T>cg{F0,Us) = G-Deg{F,
0,Ug). 

Therefore, 
G-Deg (F0, [/*) = G-Deg ( ^ , [/«,). 

In this way, we obtain the following 

Theorem 5.2.13. Suppose that V is an orthogonal representation of the one-
dimensional bi-orientable compact Lie group G. For each pair (/, Q), where 
Q C V is an open bounded G-invariant set in V and f : V —> V is a G-
orthogonal Q-admissible map, one can associate the orthogonal G-equiva,riant 
degree G-Deg °(/,/?) e A()(G) 0 AL(G) by (cf. (5.42)'—(5.44)), which satisfies 
the following properties: 

(TlJ (EXISTENCE) //G-Deg°(f, Q) ^ 0, i.e. either 

Deg%(j\n)= ] T nH(H)^0, 

or 
Deg'G(fM)=~- Yl nH(H)^0, 

(H)e*i(G) 

meaning that TIH0 ^ 0 for some (H0) e cPo(G) or (H0) 6 $\{G), then there 
exists x0 G J? such that f(x0) = 0 and GXo D H0. 

(P2) (ADDITIVITY) Suppose that i?i and J?2 are two disjoint open G-invariant 

subsets of Q such that / - 1 (0 ) fl Q C Q\ U J?2. Then, 

G-Deg <U /2) = G-Deg °(/, ^ ) + G-Deg °(/, Q2). 

(P3) (HOMOTOPY) If h : [0,1} x V -^ V is a G-orthogonal Q-admissible homo-
topy, then 

G-Deg°(ht, Q) = constant, for all t e [0,1], 

where ht(v) := h(t} v) for t G [0,1] and v G V. 

(P4) (SUSPENSION) Let W be an orthogonal G-representation and O C W an 
open bounded G-invariant neighborhood ofO in W. Then, 

G-Deg °{f x Id, Q x O) = G-Deg °(f, Q). 
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Proof: All the properties are direct consequences of the corresponding prop­
erties of the primary degree with one free parameter and primary degree with­
out free parameter (cf. Proposition 3.2.4). • 

We complete this subsection with the following result connecting the or­
thogonal and G-gradient degree in the case G is a compact one-dimensional 
bi-orientable Lie group. 

Proposition 5.2.14. Let f : V —> V be a G-gradient Q-admissible map. Then, 

Vc-deg (/, Q) = (Deg c( / , D), - D e g ^ / , « ) ) , 

where DegG(/,/2) e A0{G) is defined by (5.43) and DegG(/, J?) € A+(G) is 
defined by (5.44). 

Proof: Without lose of generality, we can assume that / is a generic gradient 
map on Q (cf. Theorem 5.2.4). Then, the zero set /~'(0) D Q is composed 
of finitely many regular orbits. By the additivity property, we can assume 
/ _ 1 (0) Pi Q contains a single orbit G(x0), being of the orbit type (H0). Let N0 

be a tubular neighborhood around G(x0). By the excision property, we have 
that 

VG-deg(/,X2) = VG-dcg(/,jV0). 

If x0 e Qs , then Ii„ D S1 is of dimension 1. Thus, the orbit G(x„) ~ G/II„ 
is a finite set, which forces rXo(G{x0)) = {0}. Hence, we have the decomposition 
(cf. (5.21)) 

v = TXOV{HO) a ux = wx® vx 

and the corresponding block matrix 

uJ\x°)-[ o w • 

Consequently, 
VG-deg(/, JV0) = sign det Kf(x()) • (H0). 

On the other hand, since / is a generic map on N0, it is also regular nor­
mal on N0 with (H0) being the only orbit type. By the elimination property, 
DegG(/, Q) — 0. To evaluate DegG(/, J?), observe that the slice SXo at x0 is 
isomorphic to TXOVHO and positively oriented (cf. Definition 2.2.17). Moreover, 
TXOVH0 — Wx0- Indeed, V(H0) is a disjoint union of 5,,;Vf/0pI~

1 for finitely many 
Qi g H0. Therefore, 
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Deg° (/, Q) = G-Deg (./, Aff) = nIIo • (i/0), 

where n#0 = signdeg.D/(.T0)|sIo = sign det Kf(x()). Hence, 

VG-deg(/,J2) = (DegO(/,/2),0). 

If x0 <£ Qs , then II0 "ft S1 is of dimension 0. Thus, the orbit G{x0) ~ G/H0 

is of dimension 1. Since / is a generic map on the tubular neighborhood A/"0, 
we have 

VG-deg(/, AQ = sign det Kf(x0) • (H0). 

Also, / is S^-normal on Afa. By the construction, the associated map F : 
M © V —>• V is regular normal on Us (cf. (5.40)—(5.41)). In particular, F 
is regular normal on (—77,77) x N0 for a small 77 > 0, which is a tubular 
neighborhood around C(0,xo). By the elimination property, Deg^(/, J?) = 0. 
By the normalization property, we have 

Deg^(/, Q) = G-Deg (F (-77,77) x Af0) = nHo(HG). 

To determine n#0, observe that . 

M © rXo VHo = M © (rIo VHo n rx„ V(„o)) 

= K © (rIoV}/o n WXo) © rXo(W(H0)(x0)), 

and the corresponding block matrix is 

DF(x0) 
0 Kf(xG) 0 
1 0 0 

Notice that the slice SXo is isomorphic to R © (TXOVH0 n WJCo) is positively 
oriented (cf. Definition 2.2.17). Therefore, 

nHo = sign det(DF(x0)\Sxo) = -sign det(/C/(.x0)). 

Hence, 
VG-deg (/, Q) = (0, -De j&a , •<?))• 

D 

An immediate consequence of Proposition 5.2.14 is a multiplicativity prop­
erty of the orthogonal degree, inherited from the same property of the gradient 
degree. 
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Corollary 5.2.15. Let V and W be two orthogonal G-representations, (/, i?) 
and (/, Q) two gradient admissible pairs, where Q C V and Q C W. Then, we 
have 

fP^(MuLTiPucATiviTY) The product map f x / : V © W -> V © W is Q x Q-
admissible, and 

G-Deg°(/ xf,!2x Q) = G-Deg°(/, Q) * G-Deg°(/, S2), 

where the multiplication '*' is taken in the Euler ring U(G). 

A similar result as Proposition 5.2.14 was established in [152], for a special 
case G = r x Sl with P being finite. 

Corollary 5.2.16. For G = V x Sl with F being a finite group, the multiplica­
tion in U(G), when restricted to A\(G) x Ai{G), is trivial, i.e. for any twisted 
subgroups (W"''1), (/C^2) G <P\{G), we have 

(FCpuh)o(JCl-f>2'h)=Q. 

Proposition 5.2.17. Let G be a bi-orientable 1-dimensional compact Lie 
group. Identify U(G) with AQ(G) ® At(G). Then, the Euler ring multiplica­
tion table can be represented by Table 5.2. 

* 

A0(G) 

MG) 

« AQ(G) 

Ao(C)-multip 

Ao(G)-module multip 

A!(G) 

>lo(G)-module multip 

0 

Table 5.2. {/(G)-Multiplication Table for One-dimensional Bi-orientable G 

Proof: We divide the proof into several claims. 

Claim 1. If (H), (K) e #i(G), then (LI) * (K) = 0. 

It is sufficient to notice that the proof of Proposition 5.1.14 is valid for a 
1-dimensional compact Lie group G. 

Claim 2. If (H) G <2>o(G), (K) € <Pi(G), then (II) * (K) e Ai(G). 

Take L c G such that (G/H x GjK)L / 0. Then, by dimension restrictions, 
dim W(L) = 1 (cf. Proposition 2.4.5(i)), i.e. (L) G <?i(G). 
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Claim 3. If a, c 6 A0(G), then a * c (E A0(G). 

Take (a,b),(c,d) e A0(G) © A^G) ~ [/(G). Let (/i, A ) and (/2? ^ 2 ) be 
gradient admissible pairs such that 

VG-deg(/1 ,fi1) = a + 6, 

VG-deg(/2,/?2) = c + d . 

By the multiplicativity property, we have 

Vc-deg (/i x /2 , r2j x f22) = (a + 6) * (c + d) 

= a * c -\- a * d + b * c, (5.46) 

where the last equality is based on the Claim 1. 

On the other hand, since G is a bi-orientable 1-dimensional compact Lie 
group, it is possible to associate the orthogonal degree G-Deg°(/j, i?,) to the 
pair (./;,i??:) for i = 1,2 (cf. (5.42) (5.44)). By Proposition 5.2.14, we obtain 

G-Deg°(/1 ,^1) = (a , -6) , 

G-Deg0(/2,fl2) = (c , -d) . 

By the multiplicativity property and Claim 1, we have 

G-Deg°(/i xf2,n1x{22) = a*c-a*d-b*c. (5.47) 

Comparing (5.46) with (5.47) and combining Proposition 5.2.14, we con­
clude that a* c £ A0(G). 

D 

5.2.4 Computational Formulae of Gradient J1 X S^-Degree 

In this subsection, G = F x S1, where f is a compact Lie group. It is our 
interest to establish certain computational formulae for the computations of 
G-gradient degree. As an example, basic gradient degrees for G = 0(2) x S1 

are computed. 
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Take a G-gradient .^-admissible map / : V —> V. For every orbit type 
(L) e $\(G) in £2, the map fL : VL —• VL is a W(L)-equivariant map be­
ing admissible on OL. Following the passage described in Subsection 5.2.3, 
one can associate to the admissible pair (jL,QL), the orthogonal degree 
W(L)-Deg°(fL, £2L). Combining Lemma 5.2.6 with Proposition 5.2.14, we ob­
tain 

Proposition 5.2.18. Let f : V —* V be a G-gradient Q-admissible map, (L) G 
$\(G) an orbit type in Q. Assume 

Vc-deg(/,fl)= J2 n*W, 

and 

-W(L)-Deg°(fL, 0L) = Yl m^H)-
(H)6<P(W(L)) 

Then, 
ni = rnZl, 

where Zi = {e} and e 6 W(L) is the identity element. 

To compute the basic gradient degrees (cf. Definition 5.2.7), we apply Propo­
sition 5.2.18 to the case when / is a linear symmetric isomorphism and Q is 
the unit ball in V. 

Following the convention for the irreducible representations of G — F x S1, 
we distinguish two types of irreducible G-representations in the list {W/J, 
k = 0,1, 2,... (cf. Table 2.1 for conventions used below). 

(i) those, where Sx acts trivially, which can be identified with irreducible 
/"-representations and denoted by Vj, i = 0,1,2,...); 

(ii) those, where S1 acts non-trivially defined by an ^-folded complex mul­
tiplication, which is denoted by Vy. 

Theorem 5.2.19. Let F be a compact Lie group, G = r x S1, V* be the i-
th irreducible G'-orthogonal representation with the trivial S1 -action and Vjj be 
the (j, l)-th irreducible G-orthogonal representation with a nontrivial S1 -action 
by an I-folded complex multiplication. Then, 

(a) forVi, 
DegVi = deg V i +T, ; 
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(b) forVj,i, 
Degv. l = ( G ) - d e g v . ) l + T . , 

where degv. G A0(G), degVji G 7l<[(G) and T* G /T(G). 

Proof: (a) This formula follows directly from the construction of G-gradient 
degree. Indeed, assume 

(L)e#(G) 

and 
degV(= Y2 mK(K). 

(«")e*0(G) 

Since every generic approximation of —Id is regular normal, one can easily 
observe that for (K) G ^o(G), one has nx — TTIK-

(b) This statement is a consequence of Proposition 5.2.18. Indeed, let 

degv,-,j = Yl m*(R) and 

(R)e<f>\(G) 

Degy,., == VG-deg(-Id, Bj}l) = ] T nL (L), 
(L)e*(G) 

and put V := V,u. Since for (L) € <P0{G), V(L) = {0} if (L) = ((?) and V<L) = 0 
otherwise, 

_ f l i f (!•>) = (G), (f-4) 
UL~\o for all (L) G #0(G) such that (L) ^ (G). ' 

To compute the n/,-coeffieients of Degv for (L) e #i(G), observe that the 
map —Id is not S^-normal on V. Take the function rj$ : R —> E given by 

'0 if p < 5 , 

%(P) == { *T- if ^ < p < 25, (5.49) 
1 if p > 28, 

where 8 > 0 is chosen to be sufficiently smal l , and correct —Id t o t h e S'-normal 

map f0 : V —>• V by 

/0(u) := %(H) ( - i> ) + (1 " %(N)>> = 1 - 2m(\\v\\)v, veV. 
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Next, define the map f0 : M ® V —> V by formula (5.41). Combining a linear 
change of variables on V with homotopy and excision property of the twisted 
degree yields 

d e ^ y . ^ G - D e g U , ^ ) (5.50) 

where LJg is defined by (5.40). 
Take (L) G ^ U ^ ) a n d put / j ' := f0\v^- Obviously, the primary degree 

W(L)-Deg(fttUt)= Y. ™*(*) (5-51) 

is correctly defined. Then, Proposition 4.4 from [15] yields 

•' m i = m z i , (5.52) 

where Zi = {e} and e G W(L) is the identity element. 

On the other hand, consider the l47(L)-equivariant map —Id \VL. By identi­
fying S1 with the connected component of e in W(L), the above construction 
utilizing (5.49) can be applied to the map —Id \vi., i.e. put 

/ * » == Vs(\M)(-v) + (1 - Vs{\M))v = 1 - 27]S(\\v\\)v, v G VL, 

and define J1; : R © V;' -> V'' by 

Then, / ^ and / ^ are homotopic by a [/^-admissible homotopy and 

W(L)-Deg(f!;,Ut) = W(L)-Deg(f^Ut). 

Therefore, by Proposition 5.2.18, mZ] = — r?,L and thus 

TO.L = —riL. (5.53) 

By combining (5.48) and (5.53), the conclusion follows. • 

For the case G ~ r x S1, where F is a finite group, a similar result was 
established in [152]. 

Corollary 5.2.20. Let G = f x S1 for F being a, finite group, , V« be the i-
th irreducible G-orthogonal representation with the trivial SL-action and Vjj be 
the (j, l)-th irreducible G-orthogonal representation with a nontrivial Sl-action 
by an I-folded'complex multiplication. Then, 
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(a) forVu 

Degy. =deg v . ; 

(b) forVu, 
D e g v ^ ^ - d e g v ^ , 

where degv. G AQ{G) and (leg V] £ A\(G). 

Remark 5.2.21. In view of Theorem 5.2.19, the computations of Degv can 
be completed by using again the ring homomorphism 4> : U(G) —> U(Tn) and 
establishing relations between the unknown coefficients and the values of the 
gradient degrees. 

Let us discuss the gradient basic maps for irreducible Tn-representations. Since 
Tn is an abelian group every nontrivial irreducible representation of Tn is two-
dimensional with only two orbit types (Tn) and (77), where 77 is a subgroup of 
Tn. Suppose that V„ is a nontrivial irreducible representation of Tn. By apply­
ing the standard arguments, one can easily construct a generic approximation 
of —Id : V0 —» V0, which immediately gives that 

ri-dcg(-id,7:?1(v0)) = (r i)-(7/). 

Consequently, in order to compute the equivariaiit gradient T"-degree of —Id : 
V —>• V, where V is an arbitrary orthogonal Tn-representation, it is sufficient 
to use the simple multiplication formula for the Euler ring U(Tn). 

By applying the above results, we obtain the basic gradient degrees for 
0(2) x S1 (cf. Appendix A2.3.7). 

Remark 5.2.22. Let V be an orthogonal G-representation. Notice that the 
map —Id : V © V —>• V © V is G-homotopic (in the class of non-gradient 
(7-equivariant maps) to Id : V © V —» V © V, thus 

G-Deg ( - Id , B(V © V)) = G-Deg (Id, B(V © V)) = (G). 

On the other hand 

G-Deg ( - Id , B(V © V)) = [G-Deg ( - Id , B{V))f = (G), 

thus G-Deg (—Id, B(V)) is an invertible element in A(G). We claim that 

a := VG-deg ( - Id , B(V © V)) e U(G), 
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is an invcrtible element in U(G). Indeed, since 7i"o(a2) = 1 € A(G), 1 := (G), 
we have 

a? = l + yi + --- + yk, where y^n^G/Ki), (G/Kt) e A*(G). 

Since the elements y,: are nilpotent (by Proposition 5.1.7) and U(G) is abelian 
and the element x :— —y\ — • • • — yi is nilpotent, thus a2 — 1 — x is invertible 
with the inverse 

or2 = 1 + x + x2 H h a;""1, 

for n sufficiently large, so 

a"1 = a(l + x + x2 + ••• + xn~v). 
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Hopf Bifurcation in Symmetric Systems of 
Functional Differential Equations 
In this chapter, we study the occurrence of Hopf bifurcations in a symmetric 
system of delayed functional differential equations, by means of the (twisted) 
primary equivariant degree methods. The considered type of system appears 
in many important models in physics, chemistry, biology, engineering, etc. The 
existence of symmetries often has an enormous impact on a dynamical pro­
cess, which may result in formations of various patterns exhibiting particular 
symmetric properties, such as the onset of turbulence in fluid dynamics (cf. 
[62]), fluctuations in transmission lines (see [118, 13]), periodic reoccurrence 
in epidemics (cf. [14]), and traveling waves in neural networks (cf. [181]). The 
prediction and classification of the displaying and changing patterns in those 
models are usually of a complex nature. 

At the present moment, the standard method to study symmetric Hopf 
bifurcation is based on a finite-dimensional Lyapunov-Schmidt/Central Man­
ifold theorem reduction and further use of the (equivariant) singularity the­
ory and normal forms (see, Golubitsky [76, 77, 79, 81, 121, 122, 123]). Al­
though very effective, this method is not easy to use as it requires a seri­
ous topological/analytical background (e.g. there are serious technical diffi­
culties if the multiplicity of a purely imaginary characteristic root is greater 
than one). During the 1980s, the method of singularities was already largely 
developed and successfully applied to bifurcation problems with symmetries 
(cf. [33, 160, 59, 60, 61, 81, 121, 122, 123]). We should also mention the 
rational-valued homotopy invariants of "degree type" introduced by F. B. 
Fuller [67], E. N. Dancer [40] and E. N. Dancer and J. F.Toland [42, 44, 43] 
as important tools to study the Hopf bifurcation phenomenon (see also 
[30, 121, 136, 122, 123, 175]). It is our belief that the twisted equivariant degree 
method (cf. [15, 7, 6, 12, 16]) is able (by taking advantage of computer rou­
tines) to handle a huge number of possible symmetry types of the bifurcating 
periodic solutions and is simple enough to be used by applied mathematicians. 
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Consider an M-parameterized system of functional differential equations, 
which is symmetric with respect to a finite* group F. Under a reasonable 
nondegeneracy assumption, for an isolated bifurcation center (a0,0) G M © W 
(where W is chosen to be an appropriate functional space), and ij30 ({30 > 0) 
denotes the purely imaginary characteristic root corresponding to (ao,0), we 
apply the equivariant degree method to analyze and classify the occurrence 
of symmetric Hopf bifurcation. While the implicit function theorem provides 
us with a necessary condition for the Hopf bifurcation to take place around 
(o:0, 0), we formulate a sufficient condition in terms of a topological invariant 
u)(a0,p0) E Ai(r x S1), defined as a (twisted) primary r x S1 -equivariant 
degree. Suppose that 

u(a0, /?„) = ni(/7i) + n2(H2) + • • • + nkc>(Hko). 

The value of the element u(a„, ,80) contains information of a symmetric classi­
fication of bifurcating branches of non-constant periodic solutions. More pre­
cisely, a non-zero coefficient nk implies the existence of a bifurcating branch of 
periodic solutions with the orbit types at least (Hk). Moreover, if (Hk) is the 
so-called dominating orbit type (i.e. satisfying certain maximality condition 
(cf. Definition 6.1.7)), then we can not only predict the existence of bifurcat­
ing branches of non-constant periodic solutions with the exact orbit type (Hk), 
but also establish a lower estimate of the number of bifurcating branches. 

To evaluate the invariant u(a0,[30), we derive a computational formula (of. 
(6.41)), based on the multiplicativity property of the twisted primary degree 
(cf. Proposition 4.2.6). As it turns out, the values of the twisted basic degrees 
as well as the basic degrees without parameters, serve as building blocks for the 
value of u}(a0,f30). The original system of equations contributes through the 
characteristic operator of the linearized system, in terms of the Morse indices 
and the so-called isotypical crossing numbers (cf. Definition 6.1.4). 

The equivariant degree method, which we discussed for the local bifurcation 
problem study, can be also applied to a global Hopf bifurcation problem. For the 
same M-parametrized system of symmetric functional differential equations, we 
formulate a similar result to predict an unbounded continuation of symmetric 
branches of non-constant periodic solutions. 

* This assumption makes the considered group G = F x S3 to be bi-orientable automatically. 
However, the general methodology suggested here for the application to the .T-symmetric Hopf 
bifurcation problems is valid for JT being an arbitrary compact Lie group. 
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This chapter is organized as follows. In Section 6.1, we present a general 
setting for studying P-symmetric Hopf bifurcation problem for a parametrized 
system of (delayed) functional differential equations. For an isolated center 
(a0, 0) corresponding to a characteristic root i(30) a local bifurcation invari­
ant u(a0, (30) is constructed as a twisted F x S^-equivariant degree of certain 
associated map in functional spaces. In Section 6.2, we derive a computa­
tional formula for u(a0} j30) using the multiplicatitivity property of the twisted 
primary degree. In Section 6.3, we provide a procedure to use the Maple©, 
as an example, the invariants are computed for an S^-symmetric system of M-
parametrized functional differential equations. The table of results is presented 
in Appendix A4.1 (cf. Table A4.2). In Section 6.4, we study a global Hopf bi­
furcation problem in the same parametrized system of symmetric functional 
differential equations. Examples for F = DN, A\ will be analyzed. 

6.1 Hopf Bifurcation in Symmetric Systems of FDEs 

Throughout this chapter, we assume F to be a finite group. 

Let V be a f-orthogonal representation. For a constant r > 0, denote by 

CV,r : = {y '• [—T,0] —> V : tp is continuous}, (6.1) 

which is equipped with the usual supremum norm 

| M | = sup \<p(0)\, <peCv,r. (6.2) 
-T<0<O 

The /"-action on V induces a natural isometric Banach representation of r on 
the space CytT defined by: 

(79>)(0):=7M*)), 7 S T , 0 € [ - T , O ] . (6.3) 

Given a continuous function x : 1R —*• V and t € M, define xt € CyT by 

xi(0) = x(t + 0), 0 e [ - r , O ] . (6.4) 

Consider an E-parametrized family of delayed differential equations 

x(t) = f(a,xt), teR, (6.5) 

where x : M —> V is a continuous function and / : M. © CyT —* V satisfies 
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(Al) / i s continuously differentiable. 
(A2) / is r-equivariant, where F acts trivially on R. 
(A3) f(a, 0) = 0 for all a E R. 

In addition, to prevent the steady-state bifurcation, we assume 

(A4) detDxf(a,Q)\v ^ 0 for all a E R, where Dxf stands for the partial 
derivative of / restricted to the space of constant functions x E V. 

Definition 6.1.1. A point (a7x0) G M © V is said to be a stationary point of 
(6.5), if f(a,x0) = 0. A stationary point (ot,x0) is called nonsingular if the 
restricted partial derivative Dxf(a, x0) : V —> V is a linear isomorphism. 

By (A3), (a, 0) is a stationary point of (6.5), for all a e l . 

Definition 6.1.2. Wc say that for a = a0, the system (6.5) has a Hopf bifurca­
tion occuring at (a0, 0) corresponding to the "limit period" |p, if there exists 
a family of ps-periodic non-constant solutions {(cxs,xs(t))}se/\ (for a proper 
index set A) of (6.5) satisfying the conditions: 

(1) The set K :— (Js€/1{(f(:s,a;8(i)) : i e l } contains a compact connected set 
C such that («„, 0) € C; 

(2) Ve > 0, 3 5 > 0 such that 

V ( a S l i s ( t ) ) e C sup ||xs(<)|| < 5 => ||a0 — as\\ < e and \\ps——||<e. 
I Po 

6.1.1 Characteristic Equation 

Let Vc be a complexification of V, i.e. Vc := C <g>M V (cf. Subsection 2.2.2). 
Then, Vc has a natural structure of a complex ^-representation defined by 
7(2 ® x) = z® 7.x, for z E C and x E V. Suppose that V allows the following 
-T-isotypieal decomposition (cf. Table 2.1 in Subsection 2.2.2 for conventions) 

V = VQ@VX® •••©K- (6.6) 

where Vt is modeled on the irreducible r~representation V;. Similarly, Vc has 
a complex isotypical decomposition 

K c = f / o ® f / , f f i - ® [/,, (6.7) 

where Uj is modeled on the complex irreducible r'-representation Uj. Notice 
that the number s of isotypical components in (6.7), may be different from 
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the number r of isotypical components in (6.6), depending on the type of the 
irreducible representations V,: (cf. [27]). 

Let (a, x0) be a stationary point of (6.5). The linearization of (6.5) at (a, x0) 
leads to the characteristic equation 

detc A(a,Xo) (A) = 0, (6.8) 

where 
A(alXo)(A) := Aid - Dxf(a:x0)(e

x--) 

is a complex linear operator from Vc to Vc, with (ex'-)(0,x) — exex and 
Dxf(a,x0)(z® x) = z® Dxf(a,x())x for z®xeVc (cf. [180]). For simplicity, 
we write 

Aa(A) := A(a)0)(A). 

Definition 6.1.3. A solution A0 to (6.8) is called a characteristic root of (6.8) 
at the stationary point (a, x0). A nonsingular stationary point (a, x0) is called 
a center, if (6.8) has a purely imaginary root. We will call (a,xG) an isolated 
center if it is the only center in some neighborhood of (a, x0) in R (£ V. 

It is clear that (a, x0) is a nonsingular stationary point if and only if 0 is not a 
characteristic root of (6.8) at the stationary point (a,x0). By (A2) and (A3), 
the operator Aa(A) : Vc —> Vc, a 6 R, A € C, is T-equivariant. Consequently, 
for each isotypical component Uj is invariant with respect to Aa(A). Wc put 

Aatj(X):=Aa(\)\Ur (6.9) 

6.1.2 Isotypical Crossing Numbers 

We assume that 

(A5) There is an isolated center (a0, 0) for system (6.5) such that (6.8) permits 
a purely imaginary root A = i(30 with j30 > 0. 

Let B := (0,5i) x (p0-52, /?o+<52) C C. By (A5), the constants 6t > 0, 52 > 0 
and e > 0 can be chosen so small that for every a. G [a0 — e,a0 + e\,ii there is 
a characteristic root u + iv E dB at (a, 0), then u + iv = i(30 and a = a0. 

Note that Aa(A) is analytic in A e C and continuous in a G [a0 — e,a0 + e] 
(see [85]). It follows that detc A«0±£(A) ^ 0 for all A e dB. Define for 0 < j < 
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ifr(a0, j30) := cleg(detc AQo±ej- (•), B), (6.10) 

where deg stands for the usual Brouwer degree. We can now introduce the 
following important concept (cf. [53, 114, 116, 118], see also [36, 37, 105, 143, 
144, 181]). 

Definition 6.1.4. The Uj-isatypical crossing number of (a0,0) corresponding 
to the characteristic root i(30 is defined as 

tj,i K , Pa) •= t,~] («o, Po) - tj,i («o, Po), (6-H) 

where Uj is the complex /"-irreducible representation on which is modeled the 
isotypical component Uj. 

Remark 6.1.5. The crossing number tJ;1 has a very simple interpretation. In 
the case detc(Aaj(?'/?0)) = 0, the number i~1 counts in the set B all the Uj-
characteristic roots (with Uj -multiplicity) before a crosses the value a0, and 
the number tji counts the U,-characteristic roots in B after a crosses a0. The 
difference, which is exactly the number t p , represents the net number of the 
[/7-characteristic roots which 'escaped' (if t p is positive) or 'entered' (if t p is 
negative) the set B when a was crossing a0. 

For any integer I > 1, put • 

tj,i{Q0, Po) •= tj,i(.cto, Wo)- (6.12) 

In order to establish the existence of small amplitude periodic solutions 
bifurcating from the stationary point (a0 ,0), i.e. the occurrence of the Hopf 
bifurcation at the stationary point (a0, 0), and to associate with (a0, 0) a local 
bifurcation invariant, we apply the standard steps for the degree-theoretical 
approach described in next two subsections. 

6.1.3 Normalization of the Period 

By making a change of variable u(t) = x(^~t), for t € M, the system (6.5) is 
transformed to 

« ( 0 = T - / ( « , ^ 2 2 T ) . (6-!3) 

where u 2* 6 CV>T is defined by 
' v 
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uf2n(0) = u{l+fe), 0G[- r ,O] . (6.14) 

Clearly, u(t) is a 27r-periodic solution of (6.13) if and only if x(t) is a ^periodic 
solution of (6.5). Put (3 :— — and write (6.13) as 

«(i) = ^ / ( a , «,,„)• (6.15) 

6.1.4 Set t ing in Functional Spaces 

We identify S1 ~ R/2-7rZ and introduce the operators 

L :H\S^: V) - • ^(S1; V), Lu(t) = u(t), (6.16) 

j -.H'iS1- V) - CiS1; V), j(u(t)) = u(t), (6.17) 

K :lf (S1; V) — L2(S}; V), Ku(t) = — / * u(.i) ds, (6.18) 

where H^(S]; V7) (rcsp. C(S^; K)) denotes the first Sobolev space of 27r-periodic 
V-valued functions (resp. the space of continuous 2-7r-periodic V-valued func­
tions equipped with the usual supremum norm). Put M̂_ := ffi x M+. It can be 
easily verified that (L + K)~] : L2(6"; V) - • H' (£"; V) exists. 

Define J": R* x J / 1 ^ 1 ; V) ->• / J 1 ^ 1 ; ^ ) bY 

:F(a, /?,«) = (L + i f ) - 1 [toi + I iV;(a, /?, j(u))l , (6.19) 

where iV, : K* x (7(51. y ) _, ^ ( S 1 ; V) is defined by 

Nf(a,P,v)(L) = f(a,vt,p). (6.20) 

Notice that by the compactness of the embedding map j , the map J7 is a 
compact field on any bounded domain. 

Put W := H1(Sl;V). The space W is an isometric Hilbert representation 
of the group r x S1 with the action given by 

(7, ei0)x{t) = 7(rr(t + 0)), (7, e") G J' x S \ 1 6 W. (6.21) 

The map J7 is clearly F x S^-equivariant. 
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Notice that, (a,P,u) G E^ x W is a 27r-periodic solution of (6.15) if and 
only if u — ^{a, (3,u). Consequently, the occurrence of a Hopf bifurcation 
at («0, 0) for the equation (6.5) is equivalent to a bifurcation of 27r-periodic 
solutions of (6.15) from (a0,(30l 0) for some (30 > 0. On the other hand, if a 
bifurcation at (a0jj30, 0) € lR2

h x W takes place in (6.15), then we necessarily 
have that the operator Id — DuJ

7(a0, (30, 0) : W —> W is not an isomorphism, 
or equivalently, il(30, for some I € N, is a purely imaginary characteristic root 
of (ao,0), i.e. detc Aao(iW0) = 0. 

6.1.5 Local r X ^-Invariant 

It is convenient to identify R2
h with a subset of C, i.e. an element (a, /?) e R2 

will be written as A = a + i/?, and put A0 = a0 + ifl0. By (A5), (a0, 0) is an 
isolated center, which implies that there exists 8 > 0 such that Id —DuJ

r(X, 0) : 
W —• VK is an isomorphism for 0 < |A — A0[ < 8. Consequently, by the implicit 
function theorem, there exists p, 0 < p < min{l, 5}, such that u — T(\, u) ^ 0 
for (A, w) with |A — A0| = 8 and 0 < \\u\\ < p. 

Define the subset Q C M2, x W by 

Q := {(A, u) e K2 x W : |A - A„| < S, \\u\\ < p\ (6.22) 

and put 

5b := Hn (E2
h x {0}) and dp := {(A,u) e H : ||u|| = /?}. 

Following the standard degree theory treatment of the bifurcation phe­
nomenon (see, for instance, [101, 96]), take an auxiliary function c : Q —> R, 
which is G-invariant and satisfies the conditions 

fs(\,u) > 0 for (A,w) € dp, 

|c(A,?i) < 0 for (A,?/) ed0. 

Such a function q can be easily constructed, for example, 

?(A,«) = | A - A 0 | ( | H | - / ? ) + | | U | | - | ; ( A , « ) G 7 2 . (6.23) 

Define the map &, : T? —• R © VK, 7r(A, it) = u, by 

&(A, u) = (c(A, u), w - J-(A,«)), (A, u) 6 7?, (6.24) 
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which is an Q-admissible /"" x S1-equivariant compact field. 

Following the standard lines, one can extend the equivariant degree theory 
to parametrized equivariant compact fields on Hilbert isometric G-represent-
ations (cf. [15] for more details). We use the same symbol to denote the ex­
tended equivariant degree. 

Definition 6.1.6. Let Q C R% x W be defined by (6.22) and & : ~tt ~> R®W 
be defined by (6.24). We call 

u;(X0) := G-Deg(&,n) € ^ ( G ) , (6.25) 

the local r x Sl-invariant for the /""-symmetric Hopf bifurcation of the system 
(6.5) at (Ao,0). 

6.1.6 Dominating Orbit Types 

The concept of dominating orbit types plays an important role in obtaining a 
lower estimate of bifurcating branches. 

Definition 6.1.7. An orbit type (//) in W is called dominating, if (/-/) is a 
maximal orbit type in the class of all (^-twisted 1-folded orbit types in W. 

Remark 6.1.8. Assume that there is a solution u0 E W to- (6.15) such that 
GUo D 1-10. If (110) is a dominating orbit type in W with the form H0 — K^ 
for K C r, then (GUo) = (K^1) for an integer I > 1. In this case, the G-orbit 
G(u0) is composed of exactly \G/GUo\gi different periodic functions, where 
\G/GUo\s± denotes the number of S^-orbits in G/GUo. In turn, |G/G„0 |si can 
be evaluated by \F/K\, where \X\ stands for the number of elements in X. 
Moreover, let x0 be a ^periodic solution to (6.5) canonically corresponding to 
u0 with GUo = Kv'1. It follows that x0 is also a f-periodic solution to (6.5). 
The pair (x0: | ) canonically determines an element u'a G W being a solution 
to (6.15) (for a = a0 and some /?') satisfying the condition Gu>o = H0. In this 
way, we obtain that (6.5) has at least [I1/K\ different periodic solutions with 
the orbit type precisely (H0). 
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6.1.7 Sufficient Condition for Symmetric Hopf Bifurcation 

Following the same lines as in the proof of Theorem 3.2 from [53] (sec also 
[114] and [12]), one can easily establish 

Theorem 6.1.9. Given system, (6.5), assume conditions (Al)—(A5) to be sat­
isfied. Take T defined by (6.19) and construct J? according to (6.22). Let 
c : fl —> R be a G-invariant auxiliary function (see (6.23)) and let fo be 
defined by (6.24). 

(i) Assume u0(X0) = G-Deg (&, Q) ^ 0, i.e. 

G-Deg (&, tt) = J2 nH(H), and nUo + 0 (6.26) 
Ui) 

for some (H0) £ $i(G). Then, there exists a branch of non-trivial solutions 
to (6.5) bifurcating from the point (a0, 0) (with the limit frequency lpQ for 
some I € N). More precisely, the closure of the set composed of all non-
trivial solutions (X,u) £ Q to (6.15), i.e. 

{(\u)e Q: 3(A,u) = 0, u^Q} 

contains a compact connected subset C such that 

(AQ, 0) £ C and C n dr ^ 0, C C R* x Wu°, 

(X0 = a0 + i(30) which, in particular, implies that for every (a, (3, u) £ C we 
have Gu D Ha. 

(ii) If, in addition, (IIQ) is a dominating orbit type in W, then there exist 
at least \G/H0\S^ different branches of periodic solutions to the equation 
(6.5) bifurcating from (a0, 0) (with the limit frequency l/30 for some I £ 
N). Moreover, for each (a, /?, u) belonging to these branches of (non-trivial) 
solutions one has (Gu) = (H0) (considered in the space W) (of. Remark 
6.1.8). 

Remark 6.1.10. It is usually the case that there are more than one domi­
nating orbit types in W contributing to the lower estimate of all bifurcating 
branches of solutions. An additional contribution may come from a nontrivial 
(-fif)-term f° r non-dominating orbit type, such that nn = 0 for all dominating 
orbit types (H) > (K). Then, we can also predict the existence of multiple 
branches by analyzing all the dominating orbit types (H) larger than (K). 
However, in such case, the exact symmetry of the branches can not be deter­
mined. 



6.2 Computation of the Local r x ^-invariant 155 

6.2 Computation of the Local r X ^-invariant 

We use a sequence of reductions based on the properties of the twisted primary 
degree (cf. Proposition 4.2.7), to establish an effective computational formula 
for u){\0). 

6.2.1 Linearization Procedure 

Let J? C 1R+ x W be given by (6.22). Define another auxiliary function <T: i? —> 
IR by ( which is a slight modification of (6.23)) 

?(A, u) = |A - \0\{\\u\\ - p) + H | + -p , (A, u) G 72. 

By direct verification, #<_- and ^ are G-homotopic on J? by a linear homo-
topy. Thus, we have 

G-Deg(£,/2) = G-Deg(&,tt), 

where 3? : J7 —> M 0 IV is defined by 

fc(A, u) = (V(A, u), U - ;F(A, u)) . (6.27) 

An advantage of <Tover <j seems to be that it is positive, for A very close to 
X0 in Q. More precisely, for |A — A0| < f and ||it|| < p, we have 

s(A, w) = ||u|| + - p - |A - A0|(p - ||«||) > - p - -p = - p > 0. 

Put 

J?i := {(A,u) e R+ x W : ||u|| < p, - < |A - A0| < 5}. (6.28) 

By excision property, we obtain 

<^Deg(&,fl) = G-Deg(fotfi). 

Define the operator 

a(X, 0) := Id - DUF{\, 0):W~^W, (6.29) 
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which is a linearization of the second component of 3? with respect to u at 
(A, 0) (cf. 6.27), and A? : 7?i -»• M 0 W by 

A?(A, u) := (?(A, M), Q,(A, 0 » (6.30) 

which is clearly ^-admissible. By homotopy property, we have 

(7-Deg (&, ^ ) = G-Deg (A?, Q,). 

6.2.2 Reduction Through Isotypical Decompositions 

To take advantage of the multiplicativity properties of both the primary degree 
without parameters (cf. Proposition 4.1.4) and the twisted primary degree (of. 
Proposition 4.2.6), we carry out a series of reduction based on the isotypical 
decompositions of W. 

Viewed as an 5"'-orthogonal representation, W admits an SA-isotypical de­
composition (cf. [15]) 

oc 

W = Wsi ®Q)WU (6.31) 

-s1 

where W ~ V is the subspace of the constant functions in W and each 
W'i ~ Vc is a complex /'-representation defined by 

Wi = {eM(xn + iyn) : xn, yn<EV], 1 = 1,2,... (6.32) 

Consider the linear operator a(X, 0) : W —>• W restricted to each isotypical 
component in (6.31). By direct verification, we have 

a ( A , 0 ) | w S i = - - D x / ( a , 0 ) , 
1 

fl(A>°)k = ^ A a («//?). (6.33) 

Put W0 := 0Wj . Define ftcR2® W0 by 

tt0 := Qx fl (K
2 © W0) 

5 
{(A,u) € M2, x W„ : \\u\\ < p, - < |A - A0| < 5} (6.34) 
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and a map Aa : f20 —• K © W0 by 

A>(A, w0) = (^(A, u0), a(A, 0)wo), (A, u0) e Q0, 

which is clearly a G-equivariant J?0-admissible compact field. Put 

A :=a(Xo,0)\wsi. 

By (A4), A is a (symmetric) linear isomorphism on V, thus is / ^ ( In ­
admissible. 

Notice that the map A^is homotopic to the product map A x A0 on B\{V) x 
Q0. By multiplicativity property of twisted primary degree (cf. Proposition 
4.2.6), we have 

G-Deg {A?, fh) = r-Deg(A D^V)) o G-Deg {A0, QQ), (6.35) 

where o is the multiplication taken in yl0(/
1)-niodule A\{G). 

Computations of F-Dcg(A, B\{V)) 

To compute P-Deg(A, B\{V)), we adopt the computational formula for the 
primary degree without parameters for linear isomorphisms (cf. Subsection 
4.1.3, (4.5)). Thus, we have 

r-Veg(A,Bx(V))= J] n ^ e g v j " ^ (6-36) 
nea-(A)i=0 

where the multiplication is taken in the Burnside ring Ao(r). 

Computations of G-Deg (A0, Q0) 

To evaluate G-Deg (/10,J?0), consider further isotypical decomposition of W0. 
Since each Wj ~ Vc, the isotypical decomposition (6.7) of Vc induces the 
corresponding G-isotypical decomposition of W\ 

wi = v r
0 ( ,©y1 , j©.. .ev; l i , (6.37) 

where each V^i is modeled on the irreducible representation Vjj (cf. Table 2.1 
for convention). The linear operator a(A, 0) defined by (6.33), when restricted 
on each V^i gives 
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a(X,0)\v3,-=-^AaAUfi), (6.38) 

where A a j is defined by (6.9). 

Define Ojj := Q„ n Vjti and AJJ : 72jtl -> K © V}j by 

A,-j(A,u) := (?(A,u),a(A,0)w), (A,u) G % . 

By the splitting lemma (cf. Lemma 3.3.4), we obtain 

G-Deg (A0, Q0) = Y, G-Deg (%, % ) 
a* 

= ^dcg(det coa( . ,0) |V ; r . t I ,5
1 ) - d e g ^ , (6.39) 

where a(-,0)(A) := a(A,0) (ef.(6.38)), 'deg' stands for the Brouwcr degree and 
degy is the twisted basic degree of Vjj (cf. Definition 4.2.8). Moreover, each 
coefficient in (6.39) can be evaluated by (cf. [15]) 

deg(detcoa{X,0)\Vi>l,S
1) = iji-

Therefore, we have 

G-Deg(A0,no) = X ^ . ' ( a o , AOdegy.,, (6.40) 
3,1 

where the summation is taken over only finitely many (j, /)'s. Indeed, t^ = 0 
for all / such that ilj30 is not a characteristic root of (6.8) at the stationary 
point (ao,0). 

Combining (6.35)—(6.36) and (6.40), we obtain 

G-Deg{A?, rtO = J ] I l ( d e S v , ; ) •Y.hi^o,^) degVjl. (6.41) 
/i€<r_(34) *=0 3,1 

6.3 Computational Example 

We consider the following system of delayed differential equations 
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jx(t) = -ax(t) + aH(x(t)) • C{G(x(t - 1))), (6.42) 

where x := (x^,x2,... ,xn)T, H(x) := {h{x}), h(x2),..., h(xn))T, G(x) : — 
(g(xi)1g(x2),... ,g{xn))T, and the product '•' is defined on the vectors by 
component-wise multiplication. 

Assume that 

(Gl) The functions h, g : M —> M. are continuously differentiable, h(t) / 0 for 
all i e l , g(Q) = 0, g'(0) > 0 and C is a symmetric n x n-matrix, which 
commutes with an orthogonal /'-representation. 

6.3.1 Characterist ic Values 

Consider the linearization of the system (6.42) at («, 0) by 

—x(l) = -ax(L) - ah(0)g'(0)G(x(L - 1)), (6.43) 

and put 

T] := h(0)g'(0). (6.44) 

Thus, the assumption (A4) amounts to 

n 

I | [ - a ~ aV^] + 0- (6-45) 
%=\ 

Moreover, 
AQ(A) = (A + a)Id + ar]e~xC, 

and a number A 6 C is a characteristic root of (6.8) at the stationary point 
(a0,0) if and only if 

n 

detc AQ (A) = \ \ [A + a + m ^ e " * = 0, (6.46) 

where £i, £2, • • •, £n arc the eigenvalues of the matrix C. 

For £0 e 0"(C), rewrite A + a + ar7^0e~A = 0 into the system 

u + a + arj^0e~u cos u — 0 

v — arj^0e~w sin -y = 0, 
(6.47) 
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where A = u + iv. Solving for A = i[30, we arrive at the following relations 
between a and /?• (of. [15]), 

W = *• (6.48) 

for a nonzero £0 G c(C). If A- < 1, then there exists f30 G (0,7r] such 

that eos/?0 = — r4-, and it is also possible to find a unique aa = —/?acot/?0. 
Therefore, we assume that 

(G2) | i | < 1 for all non-zero £ G <r(C). 

6.3.2 Isotypical Crossing Numbers 

To determine the value of the crossing number associated with a purely imag­
inary characteristic root X0 = ij30l we carry out an implicit differentiation to 
compute ~u(a), where u is viewed as a function of a (cf. (6.47)). By direct 
calculation, we obtain 

d 32 

daUl"^° = a 0 ( ( a 0 + l ) 2 + # ) ' ( 6 ' 4 9 ) 

thus 
d 

sign —u|Q = a o = sign a(}. (6.50) 

Therefore, we have (cf. [15]) 

if a0 > 0 then ijA{a0lf30) = -m.j{if30) 

if a0 < 0 then ^ ( a o ^ o j ^ m ^ ) , 

where m,j(i(30) is the multiplicity of 0 viewed as an eigenvalue of the charac­
teristic operator Aaoj(if30), i.e. 

m,j(ip0) = dim ker AaoJ(i/?0)/dimVj,i. (6.51) 

To have a definiteness of the sign of a0, we assume that 

(G3) h(0) > 0. 

Then, we have rj = h(0)g'(0) > 0 and thus from (6.48), it follows that 
signa0 = sign if0. Therefore, 

tj,i(a0, Po) = -sign (^rrijiipo). (6.52) 
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6.3.3 Computational Scheme 

The local bifurcation invariant u)(\0) denned by (6.25) provides a complete 
description of the symmetric Hopf bifurcation at (a0,0) (cf. Theorem 6.1.9(i)). 
However, instead of computing the entire value of UJ(\0) according to (6.41), 
for simplicity, we will restrict our computations to the coefficients njjo for the 
twisted 1-folded orbit types (H0), and denote the corresponding part of OJ(X0) 

by UJ(\0)\. Clearly, u)(\0)\ can be computed by 

^(A0)i= JJ l[(degvy
n'{ll) -J^h^^deg^. (6.53) 

Based on the discussion in Subsection 6.3.1 -6.3.2, we summarize a com­
putational scheme to conduct efficient computation of a>(A0)i. 

• Take a non-zero £0 6 c(C) and find a solution (a0, fi0) to the system (6.48). 
In this way, we obtain an isolated center (a0,0) and a purely imaginary root 
i(30 such that detc Aa<J (ij30) — 0. 

• Determine ker Aaoj(ip0) by taking kcr Aao{i(30) n Vjj and compute the 
multiplicity number mj(i(30) by (6.51). 

• Evaluate the isotypical crossing numbers by (6.52). 

• Identify a-(A) by <T_(A) = {/i : a - arj£, < 0, ( G v(C)}. For each /i € 
a-.(A), take the corresponding £ € c(C) and compute the ^-multiplicity of 
f by rriiifi) := dim (#(£) n K:)/dim V*. 

• Insert the numbers 7Bj(/v,) and tj;i (a0, /?0) into the formula (6.53), together 
with the basic degrees prepared in the catalogue (cf. Appendix A2). 

6.3.4 Usage of Maple© Routines 

We will briefly describe how to use the Maple® procedure to obtain immediate 
values of u/(A0)i, especially what data need to be prepared in advance for the 
input and in which format. 

In all the computational examples considered in this thesis, the following 
conditions verify automatically: 

(Rl) The decomposition (6.6) contains isotypical components modeled only 
on irreducible representations of real type. In particular, r = s in (6.6)— 
(6.7). 
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(R2) For each £0 <G a{C) there exists a single isotypical component, Vj in (6.6) 
which contains the eigenspace E(£0) completely. 

To simplify the input data for the computations of F~Deg(A,By(V)), ob­
serve that (degv)2 = (F) for any basic degrees degv without parameters. 
Therefore, we define the sequence (fio, £ i , . . . ,e r) by 

£i = y ^ m.,:(/i) (mod 2). 
/ue<7-(7f) 

Then, the formula (6.36) can be reduced to 

r-Deg(dtB) = i[(dcgVt 
i-0 

Si 

On the other hand, under the condition (R2), we have 
r 

(ao, Po)i = I I (de& H;) • ( - s i g n (to)) mj(iPo)deg Vjl, u[ 

where the notation £j = £„ is to emphasize the index j such that K(£0) C Vj 
(of. (R2)). For simplicity, we assume that £j < 0. Then, we have 

r 

a;(a0,/?o)i = J J (degv,;j • «^(^>)degV i i . (6.54) 

In this way, the input data for the Maple© procedure consists of the two 
sequences: 

{eo>£i, • • -,£r}, {to, t | , . . . , t r } , 

where tj = ij.i(a:0, A,), j = 0 , 1 , . . . , r. The command for the computation is 

•u(a0,p0)1 = showdegree[r](£o,£i, . . . ,£r, to,t1 , . . . , t r) . 

In Appendix A4.1, we present a table of computational results for an 5V 
symmetric Hopf bifurcation problem in the considered system (6.42), which is 
listed in a form of a matrix 

U\£h,£i2, • • • >eim\ ^(ao,Po)\ # Branches 

where in the sequence {eix, £ j 2 , . . . , eim} C {en, £ii • • •, £r}, we only list those 
£j which can realize the value 1, and the last colum lists a lower estimate of 
the number of branches of nonconstant periodic solutions to the system (6.42). 
More computational examples can be found in [6]. 
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6.4 Global Hopf Bifurcation in Symmetric Functional 
Differential Equations 

In this section, we apply the twisted primary degree method to a global Hopf 
bifurcation problem in a system of /'-symmetric functional differential equa­
tions, to analyze a continuation of symmetric branches of non-constant periodic 
solutions. 

6.4.1 Abstract Setting 

Let F : R2 © W —• W be a G-equivariant map satisfying the following assump­
tions 

(HI) F is a compact vector field of class C1 and F(\ 0) = 0 for all (A, 0) G 
E 2 ©H/ ; 

(H2) The set A := {A € K2 : DWF(X,Q) : W -»• W is not an isomorphism} is 
discrete in R2; 

(H3) DWoF\R2(SWsi(X,0). is an isomorphism from Ws>~ to Wsl for all A € E2 

and w0 G Ws>. 

We are interested in solutions to the equation 

F(X, w) = 0, (A, w) E R2 © W. (6.55) 

By (HI), the points (A, 0) are called trivial solutions to (6.55). All other so­
lutions will be called nontrivial. By implicit function theorem, (Ao,0) is a bi­
furcation point only if A0 G A. By (H2), we obtain that the set of bifurcation 
points is discrete in H.2. 

Let S be the closure of the set of all nontrivial solutions to (6.55). Notice 
that (Ao,0) is a bifurcation point of (6.55) iff (A0, 0) G S. Take a connected 
component C C <S. If C contains a bifurcation point (A, 0), C is clearly G-
invariant. Notice that, in general, C may be composed of several orbit types, 
i.e. C = U(#)C(#), and the global behavior of C(#) can be different for different 
orbit types (//), for example, some of the branches C^u) maY be bounded, while 
the others are unbounded. 

The following result can be proved in a standard way and considered as a 
global bifurcation theorem. 
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Theorem 6.4.1. Assume F : M2 © W —> W satisfies the assumptions (HI)-— 
(H3) and let C(H0) be a bounded connected component of S(H0) such thatC(H0)^ 
M2 x {0} = {(Ai, 0), (A2, 0 ) , . . . , (Ayy, 0)} 7̂  0, where (H0) is a dominating orbit 
type inW (cf. Definition 6.1.7). Suppose thatui(Xk) = ]Cn tf(^0' where to(X^) 

(H) 
N 

are the local T x Sl-invariants around A&. Then Ylnlii = 0-
fc=i 

Corollary 6.4.2. Assume F : R2 © W —» W satisfies the assumptions (HI) 
(H3) and let C(//0) be a connected component of S(H0) such that C(n0) D M2 x 
{0} = {(A],0)}7 where (H0) is a dominating orbit type in W. Suppose that 
^(^i) = Yln\i{H)i and n\i ¥" 0- Then C(u0) is unbounded. 

(IT) 

6.4.2 Computational Examples 

The results obtained above will be applied to a DN-symmetric and a /14-
symmetric system for the study of the symmetric Hopf bifurcation problems. 

Global Hopf Bifurcation in a DN~Symmetric System 

We consider here the system of equations (6.42) with the N x yV-matrix C (N 
an even number) of the type 

C = 

- 3 1 0 . . . 0 1 
1 - 3 1 . . . 0 0 

1 0 0 . . . 1 - 3 

(6.56) 

This system is symmetric with respect to the dihedral group F = ON acting 
on V — M.N by permuting the coordinates of vectors. 

Theorem 6.4.3. (i) Consider system (6.42) with C given by (6.56) and sup­
pose r) := h(0)g'(0) > 1. Assume: 

•(Al) M S > 0 /or all t ^ 0; lim ^ = oo. 1 J hit) ^ t-*oo h(t) 

Then the branch C^Dd ) of periodic solutions bifurcating from, ( a s j s , 0) is un­
bounded inW2 ®W. 

(ii) Assume, in addition, the following condition is satisfied: 
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(AS) There exist constants A, B > 0 and 5, 7 > 0 with 1 > 5 + 7 swc/i that 

\h{t)\ <A + B\t\5, \g(t)\ <A + Bit]1. (6.57) 

Then, 

k/2, j , 00) C J a : (a,fi,x) e C ( D d ) | . 

( W 
Proof: (i) Suppose that (a, /?, x) is a solution to (6.42) belonging to C{ 

Recall that 

D% = {(1,1), (7, - 1 ) , • • •, (7"-1 , - 1 ) , («, 1), («7, -1 ) , • • •, («7n _ 1 , - 1 ) } , 

where 7 is 2 x 2 matrix representing the complex multiplication by e~^ and 
1 0 1 

is the operator of complex conjugation. Then, the symmetry K 
0 - 1 

properties of x(t) can be translated as follows: x(t) = 

periodic solution such that 

x°{t) 
xl(t) 

xn~\t) 

2?r 

is a -5--

n 

and 

rcfc(i) = xkhi (t-^j (mod 

xfc(i) = xn-k~l (t - I J (mod n). 

(6.58) 

(6.59) 

Combining (6.58), (6.59) with condition (Al) and applying the same argument 
as in [117], one can easily show that the periods p = ^ of solutions (a, /?, x) € 

C(Da) satisfy the inequality 2 < p < 4. This fact immediately implies C^™) n 
E2

 x {0} = (aa+ i , /?aa+ 1 ,0) and w(aa+ 1 , /?aa+ i) = w(aH+ i , /?a |+ i) i . 

However, (D,f) is a dominating orbit type in W and degv„ = {Dd
n), 

2+ 1 ' 1 

hence u;(aii_|_i,/?ai2_|_i)i contains a nontrivial coefficient related to (D%), and 
Corollary 6.4.2 is applied. 

(ii) By construction and argument given in (i), Cm<t^ c R x (ir/2,iv) x 
147. Further, using assumption (A2), one can easily show that there exists a 
constant M > 0 such that for every periodic solution x(t) to (6.42) we have 
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sup{||rc(i)|| : < G 1 } < M. Indeed, assume that x{i) is a periodic solution of 
(6.42) and consider the function r(t) := ||x(i)||2. Since r(t) is periodic, we have 
that there exists t0 € M. such that 

r(t0) = sup{r(/;) : f G l } , and r'(t0) = 0, 

i.e. we have 

dr 

dt 

'2x{t0), -ax(Q + Q.H(X{Q) • C(G{x(t0 - 1))) 

0 = ^\t,to = (2x(to),x
f(io)) 

= -2a||a:(t0)||2 + (2ax(t0),H(x(t0)) • C(G(x(t0 - 1))}, 

where (•, •) stands for the inner product in V. Therefore, by (A2) we get 

IHUII 2 < \x{to) • (H(x(Q) • C(G(x(t0 - 1))^ 

< \\x{t0)\\ | |C | | (^ + B\\x(t0)\\
sj) (A + B\\x{t0+l)r)] 

< co + ci\\x(t0)\\
6+i + c2\\x(t0)\p

+1 + C 3 | | * (* 0 ) | | 5 + ^ \ 

for certain constants c0, cj, c2, c3 > 0. Since # + 7 + 1 < 2, it follows that there 
exists a constant M > 0 such that every solution s of the inequality 

s2 - c3\s\6+i+] - c2|sf+1 - Ci|s|6+1 - c0 < 0, 

satisfies the inequality \s\ < M. Consequently, 

sup{||z(i)|| : t G M} = ||x(t0)|| < M. 

Thus, C{D*N) C M x (7r/2,7r) x {x G W : \\x\\ < M}. Finally, system (6.42)' 
has no non-constant periodic solution for a = 0, from which it follows C,Dd •> C 
(0, 00) x (7r/2, 7T) x {x 6 W : \\x\\ < M}. However, by (i), the connected com­
ponent C(£)d) is unbounded, therefore [an/2,oo) C {a : (a, f3,x) 6 C(D<*)}-

D 

Global Hopf Bifurcation in a A4-Symmetr ic S y s t e m 

We consider here the system of equations (6.42) with the matrix C given by 
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c 

- 4 1 1 1 
1 - 4 1 1 
1 1 - 4 1 
1 1 1 - 4 

(6.60) 

This system is symmetric with respect to the tetrahedral group f — A4 acting 
on V = M4 by permuting the coordinates of vectors. We have o(C) = {£o = 
— 1, £i — —5}. The isotypical decomposition of V takes the form: V = Vo© V\, 
where Vo (spanned by the vector (1,1,1,1)) is the fixed-point subspace of the 
^-action, and V\ is equivalent to the natural three-dimensional representation 
of A4. These two subspaces are the eigenspaces of the matrix C: the subspace 
VQ corresponds to £o and V\ to £1. One can verify that the dominating orbit 
types in W are (Z31) , (Z32), and (V^-). Assuming 77 > 1, we are interested in the 
global behavior of the branch C,v-\ of periodic solutions to (6.42) bifurcating 
from («!,/?!,0) eAx {0}. 

Suppose that (a, /?, x) is a solution to (6.42) belonging to C,v-y Recall that 

Vf = {((1), 1), ((12)(34), 1), ((13)(24), - 1 ) , ((14)(23), - 1 ) } . 

Then the symmetry properties of x(L) can be translated as follows: x(t) = 

x\iy 
x\t) 
x\t) 
x\t) 

with 

At) 

**W = * ' ( * - | ) 

At) = 

At) x1- L-

(6.61) 

(6.62) 

Using (6.61), (6.62) and following the same lines as in the case of dihedral 
symmetries, one can easily establish 

Theorem 6.4.4. (i) Consider system (6.4.2) with C given by (6.60) and sup­
pose r) :— h(0)g'(0) > 1. Assume condition (Al) is satisfied. Then the branch 
C,v-\ of periodic solutions bifurcating from, (on, /?i, 0) is unbounded in M2©VK. 

(ii) Assume, in addition, condition (A2) is satisfied. Then 

[ai,oo) C \a : (a,/3,x) € C(y-)}-





7 

Hopf Bifurcation in Symmetric Systems of 
Neutral Functional Differential Equations 
In this chapter, wc present another application of the'(twisted) primary cquiv-
ariant degree method to a Asymmetric Hopf bifurcation problem for a system 
of neutral functional differential equations, motivated by a model of two types 
of symmetrically coupled configurations of the lossless transmission lines. The 
standard degree-theoretical treatment, which was introduced in Section 6.1, is 
adapted to this type of systems. We follow exactly the same steps as in Sec­
tion 6.1, namely, we inspect the characteristic equation for the occurrence of 
purely imaginary roots (to identify the isolated centers), analyze the equivari-
ant spectral properties of the characteristic operator to determine the isotypical 
crossing numbers and multiplicities of the negative eigenvalues (associated to 
the considered center). Then, the local bifurcation invariant can be computed 
according to a similar formula as (6.41) (cf. (7.9)). Finally, exact values of 
the bifurcation invariants can be evaluated with the assistance of the Maple© 
routines. Computational sample results for the local _T x ^-invariants can be 
found in Appendix A4.2, for F = D^ A5. 

The chapter is organized as follows. In Section 7.1, we state the symmetric 
Hopf bifurcation problem in a system of neutral functional differential equa­
tions and set up a framework for the standard degree-theoretical approach. A 
local bifurcation invariant is associated to an isolated center and we derive a 
computational formula (cf. (7.9)). In Section 7.2, we discuss models for two sys­
tems of symmetrically coupled (internally and externally) lossless transmission 
lines, based on the telegrapher's equation. Motivated by the two generic cou­
plings, we consider in Section 7.3, we consider a symmetric system of NFDEs, 
for which we carry out an analysis for the occurrence of the symmetric Hopf 
bifurcation. Th concrete computational results for F = D4, A5 are summarized 
in Appendix A4.2. 
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7.1 Hopf Bifurcation in Symmetric Systems of NFDEs 

Throughout this chapter, wc assume that G = F x S1, where 7' is a finite 
group. 

Suppose that V is a /"-orthogonal representation. For a given constant r > 
0, let Cv,T be an isometric Banach /'-representation defined by (6.1)—(6.3). We 
consider an K-parametrized system of neutral functional differential equations 

x(t)-b(a,xt)\=f(a,xt), (7.1) 

where x : M. —>• V is a continuous function* , xt G 6V,r is defined by (6.4), and 
b, f : M © CV,T ->• ^ satisfy the following assumptions 

(Al) 6, / are continuously differentiable; 
(A2) b, f are F-equivariant; 
(A3) b(a, 0) = 0, / ( a , 0) = 0 for all a e t 

Also, to prevent the occurrence of the steady-state bifurcation, assume 

(A4) dot Dxf(a,0)\v ^ 0 for all a e R. 

In addition, assume that 

(A5) b satisfies the Lipschitz condition with respect to the second variable, i.e. 

3K 0 < « < 1 , s.t. | |6(a,^)-6(a,V;) | |<K| |^-V; | |oc (7.2) 

for all f,i^E Cv,T, a eR. 

Similar as in Section 6.1, we call (a, x0) e IR© V a stationary point to (7.1), 
if f(a, x0) — 0. By assumption (A3), (a, 0) is a stationary point for all a £ i . 
A stationary point (a, x0) is said to be nonsingular if Dxf(a, x0) : V —> V is a 
linear isomorphism. 

7.1.1 Characteristic Equation 

Let (cx,x0) be a stationary point of (7.1). The linearization of (7.1) at (a,x0) 
leads to the characteristic equation 

detcA(a,So)(A) = 0, (7.3) 

* Formally speaking, we only need to require x(t) — b(a,xt) to be continuously differentiable. 
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where 
A(„,Xo)(A) := A [id - Dxb(a, x0)(e

x--)] - £>x/(a,x0)(eA--) (7.4) 

is a complex linear operator from Vc to Vc. 

Similar definitions of characteristic roots, centers and isolated centers will 
be adopted from Section 6.1. The same notations used in Subsection 6.1.1— 
6.1.2 concerning the characteristic operator and the isotypical decompositions 
will be kept without further notice. 

We will assume additionally that 

(A6) The system (7.1) has an isolated center (ao,0) for some a0 e M, with 
the corresponding purely imaginary characteristic root i/30, for (3Q > 0. 

Our interesting problem is to study the / '-symmetric Hopf bifurcation prob­
lem in the system (7.1) around an isolated center (a0,0), including the detec­
tion of nonconstant periodic solutions and the symmetric classification of the 
solution set according to different subsymmetries. We will follow the similar 
procedure described in Subsection 6.1.3— 6.1.5 and associate a local bifurca­
tion invariant in terms of a twisted P x S1 -primary equivariant degree, to the 
system (7.1) at the isolated center (a0, 0). 

7.1.2 Normalization of Period 

We transform the problem of finding a p-periodic solution to a problem of 
finding a 27r-periodic solution by making the change of variable x(t) == u(fit), 
where 8 := ^ is an additional parameter. Then, from the system (7.1), we 
obtain the following 

~dt 
u(t) - b(a,ut>0) = -f{a,ut,fi), (7.5) 

where uttp € Cy,r is defined by (6.14). Evidently, u(t) is a 27r-periodic solution 
of (7.5) if and only if x(t) is a p-periodic solution of (7.1). 

7.1.3 Setting in Functional Spaces 

We use the standard identification 6Yl ^ !R/27rZ and define W := Z / 1 ^ 1 ; V), 
which is naturally an isometric Hilbert representation of G (cf. (6.21)). 
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Put K2
f : = R x M |. .'Let the operations L, j , K and Nf be given by (6.16)— 

(6.18) and (6.20) respectively. For u e W, v e C(Sl;V), t e R, define Nb : 
M^ x C(Sl; V) -* L2(SU,V) by 

iV6(Q;,^,i;)(i) = 6(Q!,Ui^). 

Moreover, define the map T : M2
h x W —>• W by 

^•(a;/?,u) = (L+K)~* [ ^ ( a . ^ ^ + K C w - ^ a ^ . ^ l + T V ^ a , / ? , ! * ) , (7.6) 

which is a condensing map. Indeed, the map J7 is a sum of two maps, where 
the first map 

(a, /?,«) , - ( / , + ft:)"1 [ ^ ( a , /?, u) + K(u - Nh(a, (3, u))], 

IS -. completely continuous, and the second map (a,/3,u) t-> Nb(a,/3,u) is a 
Banach contraction with constant K (0 < K < 1) (cf. (Al) and (A5)). 

7.1.4 Sufficient Condition for Symmetric Hopf Bifurcation 

Following the same construction outlined in Subsection 6.1.5, we define a re­
gion Q C ~R\ x W by (6.22), an auxiliary function q by (6.23) and a map &, 
by (6.24), which is clearly an 17-admissible G-equivariant condensing field (cf. 
Section 2.7). By the standard Nussbaum-Sadovskii extension, one can define 
the equivariant degree theory to equivariant condensing fields on Hilbert iso­
metric G-representations (cf. [15] for more details). We use the same symbol 
to denote this extended equivariant degree. 

Definition 7.1.1. Let !?,?,& be defined by (6.22), (6.23) and (6.24) respec­
tively. We call 

u{\0) := G-Deg(&, Q) € Al{G), (7.7) 

the local G-invariant for the /'-symmetric Hopf bifurcation of the system (7.1) 
at (Ao,0). 

Similarly to Theorem 6.1.9, we have the following result for the symmetric 
Hopf bifurcation problem in (7.1). 

Theorem 7.1.2. Given system (7.1), assume conditions (Al) -(A6) to be sat­
isfied. Let T be defined by (7.6) and i?7 q, £s- given by (6.22)—(6.24) respec­
tively. 
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(i) Assum,e u(X0) / 0 (cf. (7.7)), i.e. 

"M = ^2nH{H) and nHo ^ 0 (7.8) 

for some (II0) G <I>\(G). Then, there exists a branch of non-trivial solutions 
to (7.1) bifurcating from, the point (a0, 0) (with the limit frequency l(30 for 
some I G N). More precisely, the closure of the set composed of all non-
trivial solutions (A,it) G i? to (7.5), i.e. 

~{(\,u) G nT$(\,u) = o^TjG) 

contains a compact connected subset C such that 

(A0,0) G G and C D dr / 0, C C R\ x H/7/", 

fA0 = ai0 + «/?0>) which, in particular, implies that for every (a, j3, u) G C we 
have Gu D H0. 

(ii) If, in addition, (H„) is a dominating orbit type in W, then there exist 
at least \G/Ha\si different branches of periodic solutions to the equation 
(7.1) bifurcating from (aOJ 0) (with the limit frequency lj30 for some I G 
N). Moreover, for each (a, (3, u) belonging to these branches of (non-trivial) 
solutions one has (Gu) = (Tl0) (considered in the space W). 

7.1.5 Computational Formula for the Local Invariant 

To apply Theorem 7.1.2, wc need to establish an effective computational for­
mula for u;(A0). Notice that the linearization procedure and the reduction 
through isotypical decompositions discussed in Section 6.2, do not wear spe­
cific restrictions from the functional setting and thus apply effectively to the 
current setting. 

Therefore, we have the following computational formula for u(X0) (cf. 
(6.41)) 

"M = J ] J ] (degH)"M/t) • Y,ij,i(a0,(3<})degv.t, (7.9) 
fi€<r-(A)*=0 j,l 

where m^) is the Vj-multiplicity of /i (cf. (4.4)), tj,/ are the isotypical cross­
ing numbers (cf. (6.10)-—(6.12)) and degVi, degy.j are the basic degrees (cf. 
Subsection 4.1.3 and 4.2.4). 
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7.2 Symmetric Configurations of Lossless Transmission 
Line Models 

In this section, we consider two simple generic types of symmetric configura­
tions for the lossless transmission line models, and derive symmetric systems 
of neutral functional differential equations, which give insight of reasonable 
symmetries one could expect in such models. 

7.2.1 Configuration 1: Internal Coupling 

Consider first a cube of symmetrically coupled lossless transmission line net­
works between two recipients (C) and two power stations (E). Assume all 
coupled networks are identical, each of which is a uniformly distributed loss­
less transmission line with the inductance Ls and parallel capacitance Cs per 
unit length. To derive the network equations, we place the x-axis in the direc­
tion of each line, with two ends of the normalized line at x = 0 and x — 1 (cf. 
Figure 7.1)*. 

-C-2 

Ax D, 

Fig. 7 .1 . Symmetric Model of Transmission Lines: Internal Coupling 

Denote by i^(x, t) the current flowing in the j'-th line at time t and distance x 
down the line and v^{x: t) the voltage across the line at t and x, for j = 1,2,3,4. 

* This example of internal coupling can be easily generalized for a coupling of N recipients and 
N power stations with an JV > 2. 
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It is well-known that (see, for instance, [129]) the functions P := P(x,l) and 
yj := vj(x,t) obey the following partial differential equations (Telegrapher's 
equation) 

dv* __ r dV 
dx s dt ' 

Cs^ = ~f 
(7.10) 

dl ~~ dx • 

When these networks are coupled symmetrically in the way shown in Figure 
7.1, the vertical lines have coupling terms from the preceding and succeeding 
lines at each end x = 0 and x = 1, thus it gives rise to the boundary conditions 

+ if = f(v*) + C 

E 

i\ + i\ 

ydv] 

idv\ 
dt ' /(«?) + c 

(7.11) 

v. 
,1 - , ,3 

V, V, 

vj = vl 

where i?6 = ij
s(t) := P{67L), v] = ir>5{l) := vi(6,t) for 8 e {0,1}, E is the 

constant direct current voltage and J(v{) is the current through the nonlinear 
resistor in the direction shown in Figure 7.1. 

For mathematical simplicity, we assume that 

(El) the boundary value problem (7.10)-(7.11) admits a unique solution 

(vl,ii) '•= {vi(x,L),ii{x,t)), for j = 1,2,3,4 such that f f = § J = 0 (the 
so-called equilibrium point). 

Tims, the equilibrium point (vl, i:{), j = 1,2,3,4 satisfies the following equilib­
rium equations: 

' E vl + (»J + 3)ft, 
il + i* = f(vl) + C dt ' 

E vl + (il + ii)R, 
(7.12) 

£ + £ = /(«.2) + C#-
Now, subtract the first four equations in (7.11) by (7.12), we obtain 

(0 = vi-vl + (ik-il 

i\ - *I + i\ 

il)R, 
.-3 ^_ / («?)"/(«i) + C i ( t ; i - t ; i ) , 

= t£ vt + (in *2 + «"8 #f l , 
(7.13) 

k'-i £ +3 - it = /(«?) - /(«2) + c £ K - «*). 
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By changing variables, letting X\ = vJ
6 - v'{, y'j = %\ - i{ (for 6 = 0,1) and 

setting 
g(xl) := f{X* + v{) - f(vi) = f(v{) - f(vi)y (7.14) 

we have the boundary conditions (7.11) reduce to 

di ' 

o = x* + (y* + y*)R, 

y l -y'l -y'i v 4 

•yl y'i v 2 y4 

For simplicity, we replace the symbols XJ
6 and yJ

8 with i^ and i^ respectively 
(for 5 = 0,1), 

i! + i? = 5(W) + ^ , 
- »,3 *8 + W 

2\ *f + «?=5(f?) + C^, 
(7.15) 

* ? , 
ly0> 

Our goal is to reduce the boundary value problem (7.10) and (7.15) to a 
system of symmetric NFDEs. To this end, recall that the general solution to 
(7.10) (the so-called d'Alembert solution) takes the form: 

v*(x, I) =\W(x - at) + ijP{x + at)}, 

ii{x,t) =U<j>j{x-at)-ip,J{x + at)}1 
(7.16) 

where 

>=4 yJ.jsC/s V W 

are respectively the propagation velocity of waves and the characteristic 
impedance of the line, and ft e C ^ - o o , 1];K), ij)j € (^([O.oo^R) (see, 
for instance, [169]). 

Next, we will essentially use the identity 



i3(x,t) + i3(x,t 
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2 
i3 ( x - l,t - -) + ij (x + l , t - -

a/ \ a 

supported by the following verification 

P(x, t) = —[(f>]{x - at) - tl)3\x + at)] 

+ 

1 
26 
1 

26 
1 

26 
1 

2b 
J_ 
26 
1 
25 
1 

26 

f (x-1- a{t - - ) ) - ^ (a + 1 + a{t - - ) ) 

J f.x - 1 - a(* - - ) ) - x\P (x-l + a(t - -)) 

rp3' (x - 1 + a(t - -j) -<fj(x + l - a(t - -) 

cp3 (x+1- a(t - - ) ) - xlr' (x+l + a(t - - ) ) 

(jP (x-1- a(t - -j) - iiP (x - 1 + a(t - -) 
L V a / \ a 

0J'fx - a(t - -)] - tjj3 (x + a(t ) 
V a / \ a 

^ f.x + 1 - a{t - -)) - V̂  ( W 1 + a(£ - -
V a / V a 

= ^ (x - 1. £ - - ) - i3 (x, t--)+ i3 (x + 1, i - -
a/ V a) \ a 

In particular, by substituting x == 1 in (7.18), we have 

mi- I^o + ^-H 4 c - - i . 

Return to the boundary conditions (7.15). Using (7.16), we obtain: 

V(-at) = ^{at)-%frl{t), 
n-at) = %fr*(at) - §§,4(t). 

Consequently, 

cd-§ = i\ + «5 - <K«i) 

01 (1 - ai) - v\ (/):Hl - at) - w? . u 

= 0 i ( - q ( t - i ) ) - ^ # ( - a ( ^ - i ) ) - ^ 

(7 

(7 

-<K« i ) 
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HUL^iat - I) - ^-i R+bip \ut I ; R+f)i K-^{at-l)-^l{l-l)-v\ 

b 

+ ^ — L__h±L2± «L 1 _ p ( v J ) (7.20) 

Similarly, we also have 

R-bdv{ 2 
R + bdt[ a> 

= B - » [ " ! ( ' - I ) - V ^ ( I + « ( ' - 1 ) ) 

+ J^J)Z^l+ij))_9(t,j(4_l))] 

\R-b\ . . 2, , , 2., 

= IfiT6["i(i-a>+^'-«>l 

" i ^ V - ! ) + *•(•«-Dl-^(«!(t-> ("I) 
Combining (7.20) and (7.21) results in 

r̂<*W , R~bdv\ 2-, 
C[~dT+RTbir{t~a^ 

R + blUK o/ uv a, 6 

+ \ir^^ ~ b+* - ! » ~ <*»?> - f r ^ « ^ !»• <7-22> 
On the other hand, since by (7.16), 

«o(*-^) = ^ 2 ( l - « * ) - ^ 2 ( « * - l ) ] 

= ^ [ 2 v i - V ' 2 ( l + o*)-V' 2 (o<- l ) ] 

^ ^ " 2 ^ [ 7 / ; 2 ( 1 + a i ) + V ; 2 ( a t _ 1 ) ] 

^ i - 4[V^2(1 + at) + 2v\(t -\)~ cf2(3 - at)} 

= 7 * 

6 x 26' 
2 1 „ 2 / y ~ \ , * [ i 2 / o „ + \ ^ , 2 / _„J _ _„;( , _ _) + ^ ( 3 - at) - ,/,Hl + at)] 

|»r-it,f(*-|) + *»(2,«-i). 
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it follows from (7.19) that 

« « - ; ) = ^ ? - ^ - ! > + 5 ^ + ^ - ! « - (7-23) 

Symmetrically, a similar statement is valid for ZQ, i.e. 

*«-;) = S"'-^(t-|) + 5 ^ + ^ - l w - (7'24) 

Using the boundary conditions (7.15) and (7.23) (7.24), we have 

1 , 1 , . 2N 

+ iWll?) + 6 . ^ + , („ f ( (_2 ) ) + c M ( ( _ ! ) 1 . (,25) 
Therefore, by substituting (7.25) into (7.22) and using the last equality from 

(7.15), we obtain: 

rtfoj li-bdvl 2 -• 
" L dt R + b dt,' an 

1R r l 2 1 „ 2,. ft . . .,. dv"\ 

k?\-T?\$--J-irrteW) + c- 1 
R + blb ' b iy a" R+b^y " dt 

. ,, 2NX dv? . 2N1 2 , 2R-b ,, 2, 

. ,. R-b , ,. 2.. „ R ,dv\ dvi. 2N1 

which, after rearrangement, yields 

rdv\ R dvj R-bdv\ 2 R dv\ 2 , 
" L"dT + R + b~dt + ~R~Tb~dI^ ~a> + R~Tb~dT^ ~ ~a)* 

2 1 2/ t — o i . 2. 2 xt r .-> o , 2 ^, 
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By the same argument, we obtain: 

.u,.,-, R dv\ R-bdv\ 2 

° \-lkt + R + b~dt + R~Tb~dT^ ~ a> 4 R + b dt 
-dv* R dv\ 2 

2 
— -v 

2R-b 

b--
 + bJu-bv*{t '-) 

a 

-«w)-£^>?c-;» 
In terms of matrices, the system (7.26) (7.27) can be rewritten as 

C 

= -S-ix(t) - Six(t - r) - SsG(x(l)) + S6G(x(L - r)), 

where 

' ,*, d , . „ d , 

r 
2 

a 

5i = 

S3 = 
- 2 2 

b b R 
2 fl 2 

.6R+b I 

(0 = 

r i - s - 1 

Ji. 1 
ft 1 
+6 = ¥ 

(0. 

7 

b 

, G(x(i)) = 

S2 = 

Oi\ = 

MV1 
r 6-ft R i 

K+6 ft+6 
ii b-R 

- R+b R+b -
- 2 R-b 

_ b R+b 

(0)" 
(0). 

) 

2 H ' 
b R+b 
2 R-b 
b R+b . ! * • 

55 
1 -£ -
1 JM-6 

_R_ 1 
6 i , 6fi 

b-R ft_ 
ilffc iM.6 

ft 6-ft R+b R+b 

(7.27) 

(7.28) 

Multiplying (7.28) by ST/1 (recall that 6 ^ 0 (see (7.17))), we arrive at 

I [x(t) - Qx(t - r)] 

= " ^ ( * ) - ^ < M * - r) - ±G(x{t)) + ±QG{x(t - r)), (7.29) 

where Q = 15f152. 

Notice that the system (7.28) embodies the symmetric situation, namely 
the internal coupling, in the following way: let F := D2 act on V := M2 by 

G 1/, then the system (7.28) is permuting the coordinates of vectors x = 

symmetric with respect to the F-action on V. 

file:///-lkt
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7.2.2 Configuration 2: External Coupling 

A second example of symmetric coupling was considered in [180] , where N 
recipients are mutually coupled via lossless transmission line network which 
are interconnected by a common resistor R0 between neighboring recipients, 
and extensively connected with N power stations. 

Fig. 7.2. Symmetric Model of Transmission Lines: External Coupling 

Denote by v>(x,t) the current flowing in the j>-th line at time t and dis­
tance x down the line and v^(x,t) the voltage across the line at t and x, for 
j = 1,...,N. The same Telegrapher's equation (7.10) holds for V(x,t) and 
t)i(x,t). However, the boundary conditions need to be modified for this exter­
nal coupling. For j = 1, • • • , N, we have 

(E = v3
0 + iiR, 

I i{ = f(v{) + Cd4 - (p-\t) - P(t)), (7.30) 
{v{-v{+1=:P(t)R0, 

where I°(t) :— IN(t), vN+1 := v1, JP'S are the so-called coupling terms (see 
[180]). 

For mathematical simplicity, we assume that (cf. (El)) 

(E2) the boundary value problem (7.10) and (7.30) admits a unique equilib­
rium point (vl, i{) := (v{{x, t), i{(x, t)), for j = 1, • • • , N. 
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By a change of variables provided by (7.14), the boundary conditions (7.30) 
can be translated to 

'Q = 4 + i?0R, 

A=M) + cd4 - wM+1 - M+v^y 
We are now in a position to reduce the boundary value problem (7.10) and 

(7.31) to a symmetric system of FDEs. By (7.31) and (7.16), we have 

and 

CM = *' " g(vr> + liM" ~ 2"'{ + "r,) 

= *<•-*-i»-A _ 9(l,j) + _L(„;+. _ M + ,;-•) 

^tbi(aL-l) -v{ l ._,_. • - , 

= ~h gin) + j ^ m - 2v{ + v\ ). 
Similarly, we get 

cR-h_<H _ 2 
^R + bdt{' a' 

R-b .-. 2 / R-b , if 2 , , 

Therefore, 

1 , IR-b j n 2, . ,. fi-6 , ,-,, 2N, 

+ i > ? + 1 - 2t^ + vf1) + ^ § ^ W + 1 " 2^" + <-*)- (7.32) 
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In terms of matrices, we rewrite (7.32) as 

— [x(t) - ax(t - r)] 

= ~hPx{t) ~ hoPx{t ~r)~ hG(x(t)) + haG{x{t _ r))' 
where 

r = - , x(t) 
a' 

G(x(t)) 

a — 
R-b 

"RTb" 

v](t) 

<(0 

g(v](t)) 

5(<(0). 
o —*-
0 0 

_6_ 
/to o o " . - £ ! + £ 

(7.33) 

Notice that the system (7.33) is a V :— /J/v-symmctric system in the fol­
lowing sense: consider F acting o n K : = WN by permuting the coordinates of 

vectors x = 
,N 

€ V, then the system (7.33) is symmetric with respect to 

the I "-action on V. 

7.3 Hopf Bifurcation Resul ts for Symmetr ic 
Configurations of Transmission Line Models 

Motivated by the two generic models of symmetric couplings (cf. (7.29), (7.33)), 
we present a general symmetric system of functional differential equations and 
provide details in obtaining several important elements in computations of the 
associated bifurcation invariant, which are the prerequisite for the usage of our 
Maple© package. 

7 . 3 . 1 S t a t e m e n t of t h e P r o b l e m 

We are interested in studying the Hopf bifurcation problem in the following 
R-parametrized system of symmetric functional differential equations 



184 7 Hopf Bifurcation in Symmetric Systems of Neutral Functional Differential Equations 

jt[x{t)-aQx{t~r)} 

= ~Pix(t) - aQP2x(t - r) - aG(x(t)) + aaQG(x{t - r)), (7.34) 

where a and r are positive constants, a is the bifurcation parameter and x(t) = 
[x\i),.. .,xn(t)]T e Rn, G{x{L)) = \g{xl{l)),.. .,g(xn(L))]T e Rn. In addition, 
we assume 

(HI) g : R -» R is continuously differentiable, g(0) = g'(0) = 0. 
(H2) V := W1 is a /'-orthogonal representation, where T acts by permuting 

the coordinates of vectors x € V. 
(H3) (i) Q, Pi, P'2 arc n x n-matrices, which commute pairwisely. 

(ii) Q, Py, P2 commute with the P-action on V. 

(H4)|a | . | |QII<l . 

Remark 7.3.1. By (H3), Q, P\, I\ are pairwisely commuting matrices, thus 
they can be diagonalizcd simultaneously. In other words, Q, P|, P2 share the 
same eigenspaces with respect to a certain choice of a basis of V. We will use 
the symbols £, ( and 7] to denote the eigenvalues of Q, Pi, and P-2 (respectively) 
corresponding to the same eigenvector v £ V. Further, assume that ( and r] 
satisfy the following 

(H5) In the case (r? > 0, s/Qq ̂  ^ W for any k 6 Z. 

By (H4), the system (7.34) satisfies (A5). It is clear that the system (7.34) 
is symmetric with respect to the P-action on V and (a, 0) is a stationary point 
for all a. In this way, we are dealing with a P-symmetric system of neutral 
functional differential equations. 

7.3.2 Isolated Centers 

By linearizing the system (7.34) at x = 0, we obtain 

— [x(t) - aQx{t - r)] = -Pxx{t) - aQP2x(t - r) . 

Substituting x = extv for A € C, 0 ^ v G V, we have 

Xextv - o.QXex^~r^v = ~Pxe
xtv - aQP2e

x{i-r)v, 

i.e. 
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[Aid - aQ\e~Xr + P{+ aQP2e~Xr] v = 0. 

Therefore, we have the following characteristic equation for the system (7.34) 

detc A (a i0) (A) = 0, (7.35) 

where 
A{(u))(A) := (Aid - aQXe~Xr) + A + aQP2e~Xr. 

To find isolated centers with their corresponding purely imaginary roots i/3 
for (3 > 0, we write (7.35) into algebraic equations using the eigenvalues of Q: 

Pi and P2. By Remark 7.3.1, when restricted to the same eigenspace of Q, P\ 
and P-2, the characteristic equation (7.35) reduces to the following algebraic 
equation 

(A + C)eAr - a£(A - rj) = 0. (7.36) 

By replacing in (7.36) A with ip for some (3 / 0, and separating the real and 
imaginary parts, we obtain 

C cos(/?r) - /?sin(/?r) = -na£, 

_<sin(/?r) + /?cos(/?r) = /?a£, ' ' 

which leads to 

tan(tfr) = I ^ " ^ ' P f ^ ' (7.38) 
\oo , if /92 - Ĉ ?-

However, it can be verified that by (H5), the second case in (7.38) can not 
occur. 

Hence, we have the following 

where 5 € {±1} depending on the range of j3r. Also, observe that in the case 
£ = 0, (7.37) does not permit any non-zero solution of /?. So we suppose £ ^ 0, 
then (7.37) yields: 

S_ K2 + P2 

Using (7.40), we simplify (7.39) to 

a = -;\lh~7n- (7-4°) 
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Clearly, the assumption (A6) is satisfied for the system (7.34). We summarize 
the corresponding information in the statement following below (the needed 
arguments can be easily deducted from graphing (7.38)). 

Lemma 7.3.2. Given system (7.34) satisfying (HI) and (H3), fix a triple of 
reals (,rj and £ as in Remark 7.3.1 satisfying (H5). Then the equation 

has infinitely many positive solutions /?*. 's (k £ N), such thai 

(a) 0 < [h < ft for k < I; 
(b) lim/?fc = oo; 

(c) for each [%, the point (ajt,0) is an isolated center for system (7.34), where 

2 

£ v v 2 + Pi 

Moreover, 

(1) In the case Cv > 0, we put k0 : = L^"2 + |J? where the symbol \_-\ stands 
for the greatest integer function, we have 
(ld)Ifk0 = ^,then 

0-Gf(*lT*>7*) fork<ko 
l ( ^ , ^ 7 r ) fork>k0 

(Id') Otherwise, 
(^•7T, £TT) for k<k0 

/?*€ 
' ^ 7 r , ^ V ) for k>k0 

(2) In the case (n < 0 and C + rj < 0, we have 
• (2d)/3k GC^TT,^) for fc£N. 

(3) In the case (n < 0 and Q + n > 0, we have 
(3d)If( + TJ < -(V, then j3k £ (JTT, ^ T T ) for k £ N; 
(3d') Otherwise, (3k £ ( ^ T T , ^ T T ) for keN. 
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7.3.3 Negative Spectrum 

To use the computational formula (7.9), we need the information on the neg­
ative spectrum cr_(/l) of the linear operator A = —~ Dxf(ao,0). 

By (HI), we have that 

- \ DJ{a0, 0) = y (P, + a0QP2) : V -^ V, 
Po Po 

for each isolated center (ao,0). 

To verify (A4), we will assume for a fixed triple of £,£,?? that. (of. Remark 
7.3.1) 
(H6) C + < * o £ ^ 0 . 

The negative spectrum o\_(/l) can be determined by 

<7_(A) = {fi = - (C + a^7}) : - (C + a0fr) < 0} 
Po Po 

= {/' = T, (C + <*£r,) • CvV + ft5 + <WC2 + ft < 0} 
P o 

= {n = -AC + aM • C + t>n < o}. (7.42) 
Po 

7.3.4 Isotypical Crossing Numbers 

To proceed with the computational formula (7.9), we need to obtain the iso­
typical crossing numbers tjti(a0,po), which can be computed by (cf. [15]) 

hi(aoi Po) = -sign (—u(a0))mj(ilp0). (7.43) 

To determine 'sign {j^u{a0))\ we substitute A = u + iv in (7.36) and sepa­
rating the real and imaginary parts. Thus, we obtain 

eur(u + () cos(vr) — eurv sin(-yr) = £a(u — r)), 

eur(u + C) sin(ur) + eurv cos(vr) = £av. 
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By implicit differentiation of (7.44) with respect to a at a0, u = 0, v = /30, we 
obtain 

*&M - B%(a0) = -tf, 

where 

A = r(Ccos(/?0r) - /?0sin(/?0r)) + (cos(/30r) - or0f), 

fi = r(Csin(/?0r) + p0co&{fl0r)) + sin(/?0r). 

Substituting (7.41) into (7.46) leads to 

^ = -#f^[r?r(C2 + ^ ) + C(C + r7)], CM i#! 

B r f fc [/%r((2 + # ) + Po(( + v)] 
e+p'i 

Thus, it follows from (7.47) and (7.45) that 

1 du . . 
A2 + £ 2 

A2 + B2 

(-rtA + &£2?) 
1 

HV2 + Pi) + ^jM + #)(C + »7) 

(7.45) 

(7.46) 

(7.47) 

(7.48) 

Lemma 7.3.3. Let (a0, 0) be an isolated center for system (7.34) and ifi ^he 
corresponding characteristic root. Assume that for a close to a0, the charac­
teristic roots have the form u(a) + iv(a). Assume, finally, 

(i) r>\; 
(a) p> l . 

Then, we have 
(111 

sign(—(a0)) = sign(a0). 

Proof: Directly from (7.48), it suffices to show 

1 
r (^C) :=r(77 2 + /?2) 

C2 + ft 

Put 

<P(r,,C):=V2 + P'o + 

(?7C + /?o2)(C + r/)>0. 

;(ri( + tf)(( + v). 
C2 + /?2 

By assumption (i), T(r], () > <P(ri, () for all rj, C, thus we only need to show 
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&{v, 0 > o. 

Case 1. If V = 0, <S>(0, C) = ft + <4^/?K = ^ ^ g f *> 0-
Case 2. If 77 ^ 0, then wc can write (77, Q — (77, £77) for a unique /, 6 R. Thus, 

^(77, iTy) = V2 + ft2 + -.oo1, q2(tV
2 + tt)(t + l)V-

Seeking a contradiction, assume 

<%o, taVo) < 0 (7.49) 

at some (rj0,t0r]0) and put 

V{l):=<P{rfoAr}o). 

Since lirn <£(£) = rfG + /?j + 770 > 0, it follows from (7.49) that W(t) has a 
(—>±oc 

non-positive minimum value at some tmin. An elementary calculus argument 
implies: 

~ * -J if Vo>0. 

Thus, 

^ + /^ + ̂ g ^ if % < 0 , 
^(<min) - { I0 , I J (^Q-£)2 

Clearly, in the case T70 < 0, W(tmin) > 0, and for f)„ > 0 

*(«- . ) --»i + ft2 - ^ 2 « ? 4 + 0 i . (5^«! = (*M£ > 0, 

and a contradiction arises, which asserts the conclusion. • 

Thus, by Lemma 7.3.3 and (7.43), we have that 

ij,i(a0, j30) = -sign (a0)m,j(il(30). 

Without loss of generality, we can assume a0 < 0. Therefore, we obtain 

tj,i(ao, Po) = rrijiiiPo). (7.50) 
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7.3.5 Computational Results 

Similarly to Subsection 6.3.3—6.3.4, wc keep the specific computational re­
straints, including only computing the first coefficient part o;(A0)i of the local 
invariant and the condition (Rl)—(R2). 

Following the computational scheme outlined in Subsection 6.3.3, we pre­
pare the input data sequence (cf. Subsection 6.3.4) 

{e0,£i,... 7er}, {lo,ti,.. . , t , .} . 

Then, using the computational formula 

r 

w(>o,/?o)i = J J (degv .J * •mj{ipo)d.cgViil, (7.51) 

is equivalent to calling the command 

v(a0, Po)\ = showdegree (e0, £i, • • •, £r, t0, t i , . . . , t r). 

In Appendix A4.2, we present quantative results for F = D^,A5. 
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Symmetric Hopf Bifurcation in Functional 
Partial Differential Equations 
As the primary equivariant degree method proves to be effective in studying 
Hopf bifurcation problems in symmetric systems of ODEs, FDEs and NFDEs 
(cf. Chapters 6—7), in this chapter, we adapt this method to a setting appro­
priate for studying parabolic partial differential equations with delays. 

Anticipating more potential applications, in Section 8.1, we establish a pro­
cedure for studying symmetric bifurcation in abstract parameterized coinci­
dence equations involving unbounded Fredholm operators (depending contin­
uously on a parameter). For technical reasons, it is convenient to consider such 
continuously parameterized family of Fredholm operators as a locally triv­
ial Banach vector bundle over the parameter space. Using the vector bundle 
structure one can construct the so-called equivariant resolvent, which allows a 
conversion (in a standard way) of the coincidence problem into a fixed-point 
problem. 

In Section 8.2, the standard abstract setting is adapted to a symmetric 
Hopf bifurcation problem in a system of functional parabolic partial differential 
equations. Section 8.3 is dealing with an application of the equivariant degree 
method to study the occurrence of symmetric Hopf bifurcation in the system 
of G.E. Hutchinson's parabolic equations with delay, modeling an interactive 
community ecosystem in a heterogeneous environment. A detailed analysis 
of equivariant spectral properties of the linearized system is presented, along 
with the important elements for the computational scheme. Using the Maple® 
routines, we establish quantative results in a format of the associated local 
bifurcation invariants, providing the lower estimate of bifurcating branches of 
solutions and their symmetries, for F — D3, A4, which are listed in Appendix 
A4.3. 
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8.1 Bifurcation in a Parametrized Equivariant 
Coincidence Problem 

Throughout this section, G = F x S1 with F being a compact Lie group. 

8.1.1 Functional Setting 

Let E and F be isometric Banach G-represcntations. Consider the space E © F 
equipped with the norm ||(rc, 2/)||]E©IF

 : = IMIE + ||2/||F, where || • ||E (resp. || • ||F) 

denotes the norm on E (resp. F), together with the diagonal G-action on E©F 
by g(x,y) := (gx,gy) for g e G. Then, E © F becomes an isometric Banach 
G-representation. 

For a (linear) operator L from E to F, denote by Dom (L) and Im (L) the 
domain and the range of L respectively. An operator L : Dom (L) C E - » F 
is called closed, if its graph Gr(L) := {(x,Lx) : x € Dom(L)} is a closed 
subspace of E © F. If L is additionally a G-equivariant (closed) operator, then 
the graph Gr (L) is G-invariant (closed) subspace of E © F, which naturally 
becomes an isometric Banach G-subrepresentation of E © F. 

Denote by OpG"(E;F) the set of all closed G-equivariant operators from E 
to F. Define a metric dist (•, •) on OpG(E; F) by 

dist (Li, L2) := dH (s{Gr{L,)), S(Gr(L2))), 

where U € OpG(E;F), S(GY(L,;)) denotes the unit sphere in Gr(U) (i = 1,2) 
and djj(-, •) is the Hausdorff metric on the space of all closed bounded subsets 
of E © F. More precisely, for two closed bounded subsets X, Y of E © F, define 

£>(X,Y) := in f{ r>0 : Y C X + Br(E © F)}. 

Then, the Hausdorff metric dn is given by 

dH(X, Y) := max{£>(X, Y), D(Y, X)}. 

Recall the definition of the Fredholm operator as follows. 

Definition 8.1.1. An operator L : Dom(/j) —*• F defined on a dense subspace 
Dom (L) C E, is called a Fredholm operator, if 

(i) L is a closed operator; 
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(ii) Im(L) is a closed subspace of F; 
(iii) dim ker L < oo and codimlmL := dim F/ImL < oo. 

The number ind(L) := dim ker L — codim L is called the index of L. 

Let FrG(E;F) C OpG"(E;F) be the set of all G-equivariant Fredholm operators 
of index zero from E to F. It can be verified that the set Fr£(E;F) of all G-
equivariant Fredholm operators of index zero is an open subset of OpG(E;F) 
with respect to the metric dist (.-,•) (cf. [15]). In particular, for any L\0 G 
Fr6"(E;F) and sufficiently small e > 0, we have that dist (L\, L\o) < e implies 
L\ G FrG(E;F). Moreover, if dist (L\,L\0) is sufficiently small, then there 
exists a G-equivariant linear isomorphism between Gr (L\) and Gr (L\0) (cf. 
[15]). 

Consider a continuous family of G-equivariant Fredholm operators of index 
zero, {L\]\ev C Fr6(E;F) parameterized by a topological space V. Define a 
triple (E,pi,V) as follows. Put 

E := {(X,x,y) 6 P x ( E ® F ) : (x,y) G Gr(LA)}, 

which is a G-invariant subset in P x ( E © F ) (with the trivial G-action on 
V). Define p, : E ->• V by pi(X,x,y) := A for (X,x,y) 6 E, which is G-
equivariant projection map onto V. Notice that each pJ1(X) c^ Gr (LA) has a 
structure of an isometric Banach G-representation, for A G V. Moreover, the 
continuity of the family {L\}\£-p implies that for any A0 G V, there exists an 
open neighborhood U0 of A0 such that for all A G U„, dist (L\, L\0) is sufficiently 
small, which, in turn, gives rise to a G-equivariant linear isomorphism between 
Gr(L\) and GI-(LA/). Indeed, it was shown in [54] that (E,pi,V) is a locally 
trivial G-vector bundle. 

Further, it turns out to be convenient to identify (E,pi,V) with yet another 
G-vector bundle defined as follows. For L e FrG(E;F), define the graph norm, 
on Dom (L) by 

\\X\\L := ||.X]|E + \\Lx\\*, x G Dom (L). 

Consequently, (Dom (L), || • \\L) is canonically G-isomorphic to (Gr (L), || • ||E®F)-

For convenience, we write 

EL := (Dom(L), |[ • [|L), 
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which is an isometric Banach G-representation, under the identification with 
(Gr(L),||-||E®F). 

Define a triple {£, p, V) by the following. Put 

£:={(X,x)eVxE : xeELx}, 

and define p : £ —> V by p(\,x) := A. Notice that each p~l(X) ~ E^A, for 
A 6 V. Through the identification between ELX and Gr (LA), one argues that 
(£,p,V) is indeed a locally trivial G-vector bundle. Moreover, the map ip : 
E —> £ given by y'j(X,x,y) := (A, re) provides a G-vector bundle isomorphism 
between [E,pi,V) and (£,p,V). 

We are now in a position to formulate a parameterized G-equivariant co­
incidence problem (cf. [113]). Define a G-vector bundle morphism L;. £ —> F 
by 

L(X,u)=Lxu, (\,u)e£, (8.1) 

where F is viewed as a trivial G-vector bundle over a singleton. Given a com­
pletely continuous G-equivariant map F : £ —> F, we are interested in finding 
solutions to the following parameterized G-equivariant coincidence problem 

LXU = F(A,V), (A,tt) G £UxDom(LA), (8-2) 

where X c V is an appropriately chosen subset on which it is possible to 
convert (8.2) to a G-equivariant fixed-point problem. 

The following notion of an equivariant resolvent is a key to convert (8.2) to 
a G-equivariant fixed-point problem. 

Definition 8.1.2. Let X C V be a subset and L be given by (8.1). An equiv­
ariant resolvent of L over X is a G-vector bundle morphism K : £\XXE —* F 
such that 

(i) for every A £ X, K\ : E^A —> F is a finite-dimensional operator; 
(ii) for every A € X, L\ + K\ : ELA —• F is a linear G-isomorphism. 

Denote by TZG(L,X) the set of all equivariant resolvents of L over X. In con­
trast to the non-equivariant case, it might happen that 72,(*(L, {A0}) = 0, for 
some A0 6 V. In general, even 1ZG(L, {A}) 7̂  0 for each A G X, it is possible 
that 1Z°(L, X) = 0. However, we have the following 
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Lemma 8.1.3. (cf. .[113]) Let X C'P be a compact contractible set containing 
a point X* such that Ka(L, {A*}) + 0. Then, Ka(L,X) ^ 0. 

Throughout this section, we assume that 

(HI) There exists a compact subset X cV such that KG(L,X) ^ 0. 

Fix an equivariant resolvent K e Ka(L,X). For each X e X, put 

Rx:=(Lx + Kx)-\ (8.3) 

which is a linear G-isomorphism. Therefore, (8.2) can be converted to a G-
equivariant fixed-point problem 

y = F(\,y), (X,y)eXxF, (8.4) 

where 
T{ A, y) = F (A, Rxy) + Kx (Rxy), {\y)eXx¥. 

By the compactness of X (cf. (Hi)), j F : X x F ^ F i s a completely continuous 
map. 

8.1.2 Bifurcation Invariant for the Equivariant Coincidence 
Problem 

Let P = l x E + and E, F isometric Banach G-representations. Suppose that 
{Lx}XeV is a continuous family of G-equivariant Fredholm operators of index 
zero satisfying (HI). Fix K G 1ZG(L,X) and let Rx be defined by (8.3), for 
Xe X. 

Motivated by the parametrized parabolic system to be discussed in the next 
section, we assume that 

(H2) (i) there exists another real isometric Banach G-representation E and an 
injective G-vector bundle morphism J : £ —> V x E such that Jx := J(A, •) 
is a compact linear operator for every A G V; 
(ii) there exists an equivariant G^map F : V x E —* F. 

Define 
F:=FoJ, (8.5) 

which is a G-equivariant completely continuous map by (H2)(i). Consider the 
coincidence problem (8.2) with F defined by (8.5). Assume, in addition, that 
there exists a two-dimensional submanifold M C V x EG satisfying: 
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(H3) M is a subset of the solution set of (8.2); 
(H4) for (X0,u0) G M, there exists an open neighborhood U\0 C X of A0 and 

UUo C EG of u0 and a C1-map \ '• U\0 —> EG such that 

Mn((/Aox(/,J = 6>(x). 

We call each (A, u) G M a trivial solution of (8.2). All the other solutions will 
be called nontrivial. A point (X0,u0) G M is called a bifurcation point, if in 
each neighborhood of (A0, u0), there exists a nontrivial solution of (8.2). We are 
interested in studying the bifurcation problem of (8.2), including establishing 
the existence of nontrivial solutions bifurcating from the surface M. 

Notice that (A, it) is a solution of the system (8.2) if and only if (X,y) is 
a solution of the system (8.4), for y — (L\ + K\)u. Moreover, the set of the 
trivial solutions to (8.4) can be expressed by 

M := {(X,y) € X x F : (A, Rx(y)) G M}. 

Thus, the assumption (H4) is equivalent to 

(H4)' if (X0,y0) G M, then there exists an open neighborhood U\0 C X of Xa 

and Uyo G FG of y0 and a C^-map x '• U\a -*• FG SU(;h that 

M n ( i / A o x ( / J = Gr(x). 

Define the projection map 7r : X x F —•> F by n(X,y) = y. Then, the system 
(8.4) can be reformulated as 

(7r-^)(A,y) = 0, (X,y)eXx¥, (8.6) 

By the assumption (H2), w ~ T is a G-equivariant completely continuous field 
of class C1. Consider the differential operator 

Dy(7r - r> = Id - (DUF(\, Rx(y))Rx + ^ A ^ A ) , 

which is a bounded G-equivariant Fredholm operator of index zero (cf. (H2)). 
Notice that, by implicit function theorem, if (X0,y0) G M is a bifurcation point, 
then DV(K — T) is not an isomorphism at (A0, y0). A point (X0,y0) G M is called 
L-singular, if Dy(ir — F) is not an isomorphism at (X0,y0). An L-singular point 
(X0,y0) is isolated, if it is the only L-singular point, in some neighborhood of 
(A0, y0) in M. 

We assume that 
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(H5) there exists an isolated L-singular point (A0,y0) € M. 

Given an isolated L-singular point (A0,?/0) e M, following the same construc­
tion as in Subsection 6.1.5, we define an isolating neighborhood U(r) C I x F 
around (A0,y0) and a G-equivariant auxiliary function <; : U(r) —>• R. Based 
on the auxiliary function, a completely continuous field ^ : U(r) —>• M © F is 
constructed to define a local bifurcation invariant uj(\0,y0) using the twisted 
primary equivariant degree. 

More precisely, take a neighborhood V\o of (A0,y0) in M such that (A„,y0) 
is the only L-singular point in VXo and VXo C M n (l/Ao x f/„o) (cf. (H4)'). 

For a small r > 0, define ( / ( r ) c I x F by 

U(r):={(X,y)eXx¥ : (A,x(A)) e D A o l ||y - x(A)|| < r } . (8.7) 

Put 
dU0 := {(A, y) e. t/(r) : (A, x(A)) € r9DAo} C r9l/(r). 

By (H5) and the implicit function theorem, we can choose r > 0 sufficiently 
small that 

y-T{\y)^Q, for (\,y)zdUQ\M. 

Let s : U(r) —* K be a G-invariant auxiliary function such that 

s'(A,?/)>0, if | | y - x ( A ) | | = r , 

?(A,y)<0. i f (A ,y )eP A o . 

Define the map fo : E/(r) -> M © F by 

^(A,y):=(?(A,i/) ,(7r-^)(A,2/)) , (8.9) 

which is clearly a [/(r)-admissible G-equivariant completely continuous vector 
field. 

Definition 8.1.4. Let £/(r),?,& be defined by (8.7), (8.8) and (8.9) respec­
tively. We call 

^(A0, y„) := G-Dcg'fo, <7(r)) € ^(C?) (8-10) 

the local bifurcation invariant for the parametrized equivariant coincidence 
problem (8.2) at (A„, y„). 
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The following theorem provides us with a sufficient condition for the exis­
tence of nontrivial solutions of (8.2) bifurcating from (X0,y0). For the ideas of 
the proof, we refer to [15]. 

Theorem 8.1.5. (LOCAL BIFURCATION THEOREM) Suppose that the assumptions 
(HI)—(H5) are satisfied, UJ(X0,U0) is given by (8.10) (with^^ defined by (8.9), 
U(r) by (8.7) and <; satisfying (8.8)). If 

uj(X0,y0) = ^2,nH(II).^ 0, 
(H) 

i.e., there is n#0 / 0 for some orbit type (H„), then there exists a branch of 
non-trivial solutions (X,y) to the equation (8.2) bifurcating from (X0,yo) such 
that Gy D H0. 

8.2 Hopf Bifurcation in Symmetric Systems of 
Functional Parabolic Differential Equations 

Let V := Mn be an orthogonal /"-representation and Q C Rm an open bounded 
set such that df2 is C2-smooth. The space L2(M x 7?; V) of LMntegrable V-
valued functions is an isometric Banach /'-representation with the /"-action 
given by 

{-yu)(L, x) = -y(u(t, x)), u € L2(M x O; V), 7 G F. 

8.2.1 Statement of the Problem 

Consider a system of functional parabolic differential equations on K x Q 

\u{t, x) + P(ct, x)u = f(a, ut)(x) (t, x) £ M x i7, 

B(a,x)u(t,x) = 0 (t,x)eRxdf2, 

where u e L2(R x j?; V) satisfies appropriate differentiability requirements,* 
ut(6,x) := u(t + 9,x) for 8 G [—r, 0] (r > 0 is a fixed constant), a e R is a 
(bifurcation) parameter, / : K x C([-T, Q]\L2(Q;V)) —> L2(Q;V) is a map of 
class C1, which is bounded on bounded sets, P(a,x) = [-Pj(<2, #)]"=! is a vector 
with components being second-order uniformly elliptic operators, i.e. 

* u is weakly differentiable with respect to t 6 R and has weak derivatives of order 2 with respect 
to x € fi. 
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Pi(a,x) = VTAi(a,x)V + ai(a,x), 

with ylj(o!,ar) being a continuously differentiable (with respect to a and x) 
n x n symmetric positive definite matrix satisfying 

3d , c2 > 0 V(a,z) e l x U V y e K ' Cl\\y\\ < ^ ( a ^ y < c2||y||, 

where V stands for the gradient operator, and a,i(a,x) is continuous. The 
boundary operator B{a,x) is defined by cither (Dirichlet conditions) 

B(a, x)u(L, x) = u(l, x) 

or (mixed Dirichlet/Neumann conditions) 

B(a, x)u(L, x) = b(a, x)u(t, x) + — (a, x) u(t, x), 

where b £ C^R x c\Q;R), ^(«, .x) = [I /T( .T)A, :(«, .X)V]^I and i/(z) is the 
outward normal vector to c)Q at x. 

We assume that 

(CI) the operators P, B and the map / are T^-equivariant. 

Use the standard identification S] ~ M/27rZ and introduce the following no­
tation 

H H ^ I ^ i / 1 ^ 1 x tf;K) : B(a,x)<p = Q}, (8.12) 

where Hk'i(S1 x i?; V) stands for the Sobolev space of l/-valued functions with 
weak L2-integrable derivatives of order k in Sl and of order I in Q. Put 

E = F:=:L 2 (S 1 x H-V), (8.13) 

V:=Rx M+, 

where E is equipped with the usual supremum norm. 

i 
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8.2.2 Normalization of the Period 

Let /? := — and v(t,x) \— u(-| t,x). Then, the problem (8.11) of finding a 
p-periodic solution is equivalent to finding a 27r-periodic solution (a, j3, v) of 
the system 

(8.14) 

where 
vtt0(d, x) := v(t + 130, x) for (0, x) G [-r, 0] x Q. 

8.2.3 Setting in Functional Spaces 

Following the discussion in Section 8.1.1, we reformulate the system. (8.14) as 
a parameterized equivariant coincidence problem. 

1 
§iv(t,x) + -P(a,x)v = 

B(a,x)v(t,x) = 0 

v(t,x) = v(t + 2n,x) 

=-f(a,vt!0)(x) (t,x)eRxf2, 

(t,x) GK x on, 

(t, x) e M x O, 

For A := (a, (5) £ V, define the subspace 

Dom(Lx) :={uGE : « e £ a ) } , 

and the operator L\ : Dom(LA) C E —> E by 

d 1 
L\v(t, x) := — v(t, x) + - P(a, x)v, 

(cf. (8.12), (8.13) and (8.14)). 

Notice that E, i?1 '2(S1 x J?; V) and E are isometric Banach (7-represent-
ations, where S1 acts in a standard way by shifting the time argument t. It 
is also clear (cf. [127]) that each (unbounded) linear operator L\, for A E V, 
is a closed G-equivariant Fredholm operator of index zero. Moreover, the or­
thogonal projection on the (finite-dimensional) kernel of L\ is a G-equivariant 
resolvent K of L\. Therefore, RG{L, {A}) ^ 0 for any A E V. Thus, by Lemma 
8.1.3, the condition (HI) is satisfied for every compact subset X C V. 

On the other hand, since ~f(a,vt,p) E L2(Q;V) for vt,p E C([—r,0]; 

L2(f2; V)), we have the continuous map Nf : V x E —>• L2(J2, V) with 
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Nf(a,(3,v)(t) :=-f(a,vt,p). 
P 

Define F : P x E - » F b y 

F(X,v)(t,x) := j o Nf(a,/3,v)(t)(x) = 1 f{a,vtt/3){x), A = (a,p), 

where j denotes the natural embedding E -̂> F. The continuous differentia­
bility of / implies that F is continuously differentiable. Since the following 
composition of the embeddings 

tf-'^S1 xQ-V)^ H^°{Sl x D- V) ^ C(Sl; L\Q] V)) = E 

is compact (cf. [127]), we have the following embedding 

J : f — » P x E 

where J\ : ELA —• E is a compact operator for all A G P . Thus F and J satisfy 
the condition (H2) from Section 8.1.2. In particular, F : S —> F defined by 
F = F o J is a G-equivariant completely continuous map of class Cl. 

As a consequence, we obtain that finding a periodic solution v G Hi'2(S1 x 
J2; V) for the system (8.14) is equivalent to solving the following parameterized 
coincidence problem (cf. (8.2)) 

Lxv = F(X,v), XeX, (8.15) 

where X is a given compact subset of V. 

8.2.4 JH-Symmetric Steady-State Solutions 

Observe that the constant (with respect to t) functions u(t,x) £ HL'2(S1 x 
i?; V) can be identified with functions u(x) G H2({2; V), which is the space of 
V-valued functions with weak L2-integrable derivatives of order 2 in Q. Clearly, 
for u(x) G H2(Q; V), we have ut(e, x) = u(6, x) for t G M. 

To describe the set of trivial solutions to (8.11), we introduce the following 

Definit ion 8 .2 .1 . A solution (a0 , u0) of (8.11) is called a r-symmetric steady-
state solution, if it satisfies 

(i) u0eH2(£2,V); 
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(ii) -yu0 — UQ for all 7 e i'; 

(in) \p{ao,x)u0 = f(a0,u0)(x) in fi, 

)B(a„,x)u0 = Q on dQ. 

Denote the following spaces by 

<Bao := {u e //2(i2; V) : B{a0, x)u = 0}, 

95^o := {a; G H2{Q; Vc) : B{a0) x)u = 0}, 

^ :=(7( [ - r ,0 ] ;L 2 ( r2 ;y c ) ) -

Notice that we can view L2(i7; V) C £ r is the subspace of constant L2(J7; V")-
valued functions. Similarly, L2(,f2; Vc) C <££ is the subspace of constant 
l}(Q\ Vc)-valued functions. 

Put / : = /|RX/.2(«;K) and 

CQo := / > o , ar) - A ( / ( a , , ue) : 95ao - £ 2 ( ^ ; V). (8.16) 

We will use the same symbols to denote the complexified operators P(a,x), 
Duf(a0,u0) and B(a0,x). 

Definition 8.2.2. A Asymmetric steady-state solution (a0,u0) of (8.11) is 
called nonsingular, if 0 ^ a(Cao), where a(£(a0)) is the spectrum of £ao. 

Assume that 

(C2) there exists a nonsingular Asymmetric steady-state solution (a0, u0) of 
(8.11). 

Thus, by implicit function theorem, there exists a small r) > 0 and a Cl-
function u(a) for \a—a0\ < r/ such that (a, u(a)) is a ^-symmetric steady-state 
solution to (8.11) for each a. 

Throughout the rest of this section, we assume that 

{(a,u(a)) : |a - a0\ < 77} C V x EG, 

is a fixed family of steady-state Asymmetric solutions through (a0,u0), and 
each (a,(3,u(a)) is called a trivial solution of (8.11). Moreover, we can define 
the map x : (ot0 — r],a0 + r]) xK —• EG by %(«,/?) = (a,/3,u(a)). Consequently, 
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the set of /'-symmetric steady-state solutions to (8.11) gives rise to a manifold 
M c P x E°, which is defined locally by 

M := {(a, p, u(a)) : a e {a0 ~ rj, a0 + 77), /3 € R} 

and M satisfies (H3) and (H4). 

8.2.5 Characteristic Equation 

Let (a,u(a)) be a nonsingular F-symmetric steady-state solution of (8.11) 
near (a0, u0). The linearization of (8.11) at (a, u(a)) leads to the characteristic 
equation 

Aa;u(a)(A)w := Xw + P(a, x)w - D,J(a, u(a)){ex'w) = 0, A e C, (8.17) 

where the characteristic operator A„;,,(a)( A) : 93 £, —» L2(i2; Vc) is defined using 
the complexifications of P(a,x) and Duf(a,u(a)). 

Notice that Aa.,((a)(A) is a closed (unbounded) Fredholm operator of in­
dex zero from L2(J?;VC) to itself. Indeed, the embedding 03£ <—> L2{Q\ Vc) 
is compact with respect to the //2-norm on 93£. The operator P(a,x) be­
ing elliptic self-adjoint, is a (bounded) Fredholm operator of index zero, and 
Duf(a,u(a))(ex'') is a bounded linear operator. Therefore, Aa;„(a)(A) is a 
(bounded) Fredholm operator of index zero from 93'; (equipped with the H2-
norm) to L2(0; Vc). Consequently, Aa;ra(a)(A) is a closed (unbounded) Fred­
holm operator of index zero from L2(Q\ Vc) to itself. 

Similar as in Subsection 6.1.1, we define the characteristic root, center and 
isolated center. 

Definition 8.2.3. A number A € C is called a characteristic root of the system 
(8.11) at a /"-symmetric steady-state solution (a, u(a)), if ker Aa;u(a)(A) 7̂  {0}. 
A nonsingular /"-symmetric steady-state solution (a0,u0) is a center, if it has 
a purely imaginary characteristic root i(30 for (30 > 0. A center (a0, u0) is called 
isolated, if it is the only center in some neighborhood of (a0, u0) in M©L2(i7; V). 

We assume that 

(C3) there exists an isolated center (a0, u0) £ R © L2(i?; V) such that i(30 is 
a characteristic root of (8.11) for (30 > 0, i.e. ker Aao;Uo(i/3„) ^ {0}. 
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By (C3), the condition (H5) from Subsection 8.1.2 is satisfied. Also, (C3) 
provides a necessary condition for the occurrence of the Hopf bifurcation at 
(a0,u0). The condition (C2) excludes the appearance of the "steady-state" 
bifurcation. 

Denote by aa C R the spectrum of P(a, x) : <B« -> L2(0; Vc). Since P(a, x) 
is a uniformly elliptic differential operator, the spectrum aa is discrete and each 
eigenvalues fx". £ aa is real and of finite multiplicity. Suppose that 

$ < //? < • • • < nl < ... . 

For any fixed r > 0, observe that ir ^ aa. Thus, we define an auxiliary 
operator S : L2(n;Vc) - • J2{Q]VC) by 

Sw = irw, w £ L2(J?; Vc), 

which is a jT-equivariant resolvent of P(a,x). In particular, inverse map 

Ra,r:=[P(a,x) + S]-i 

is a bounded r-equivariant operator from L2((2; Vc) to Vd^ (equipped with the 
//2-norm). Moreover, since the embedding 53^ •—-> l?(Q\Vc) is compact, we 
obtain that Raj. is a compact T-equivariant operator from L2(Q; Vc) to itself. 

Using the inverse operator lia,r, (8.17) can be re-written as 

KMa)(^ •= w + (A - ir)Ra,rH ~ A,./(«, u(a))(ex-7?Q. r(w)) = 0. (8.18) 

It is clear that A € C is a characteristic root of the system (8.11) at 
the steady-state solution (a,u(a)) if and only if ker A' ,a)(A) ^ {0}. Since 

A ^ . - J A ) is an analytic function in A (cf. [180]), all the characteristic roots A 

are isolated. Moreover, A' ,a-.(A) is a T-equivariant compact field, thus it is 

a bounded T-equivariant Fredholm operator of index zero. 

Denote by E% C L2(£2; Vc) the eigenspaee of P(a, x) corresponding to y% € 
aa. Let p£ : L2(J?; Vc) —» E% be the orthogonal projection map. Consequently, 

for every w e L2{Q; Vc) we can write w — YlPk(w)- Then, (8.18) is equivalent 

to 
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£ ]**(*>) + ^~~ P?H - J^~ Dj(aM^))(eX-ptM) 
Jt=0 

= 0. (8.19) 

Let Fg be the subspace of CT spanned by functions of the type t —> <fi(t)w, 
where <p € C([-T, 0]; C) and w e Ek\ We assume additionally (cf. [113, 139]) 

(C4) Duf(a,u(a))(Fg) C F% for all steady-state solutions (a,u(a)) and 
k = 0 ,1 ,2 , . . . . 

Remark 8.2.4. The assumption (C4) is required mainly to simplify the com­
putation of the characteristic roots through a reduction to isotypical com­
ponents of L2(£2,VC) (see also [137, 138]). One can check that the reaction-
diffusion systems with delay of the type considered in [35, 36, 37] satisfy (C4). 
In the case of a parabolic system of /"-symmetric PDEs without delay, or the 
reaction-diffusion logistic equation with delay , (C4) is automatically satisfied 
(cf. [95]). 

Under the assumption (C4), the equation (8.19) can be reduced to 

fik + ir nk -t- ir 

for k = 0 , 1 , . . . . The equation (8.20) can be re-written as 

((4 + X)pi(w) + Dj(a,u(a))(e*-pa
kM) = 0, k = 0 ,1 , . . . . (8.21) 

8.2.6 Local Bifurcation Invariant and Its Computation 

Under the assumptions (CI)—(C4), for any compact subset X C V, the system 
(8.11) leads to a parameterized equivariant coincidence problem of the type 
(8.2) satisfying (HI)—(H5). Following the construction outlined in Section 
8.1.2, given an isolated center (a0,u0) with the corresponding characteristic 
root i{30, we associate to (a0, (30,

 uo) a local bifurcation invariant uj(a0, (30, u0) <E 
A\{T x 51) (cf. Definition 8.1.4). 

To establish an effective computational formula for u(a0,(30,u0), we need 
to obtain information about the negative spectrum and the isotypical crossing 
numbers. 



206 8 Symmetric Hopf Bifurcation in Functional Partial Differential Equations 

Negative Spectrum 

Assume that V is a finite group. Suppose that V (resp. Vc) takes the isotypical 
decomposition (6.6) (resp. (6.7)). Then, it induces the 7'-isotypical decompo­
sitions 

r s 

L2(tf;V) = 0 2 J ( , L2(fl;Vc) = 0 % , (8.22) 

where 93* := L2(fi; ty (resp. % := L2(J?; f/,-)) is modeled on V,; (resp. ty). 

Consider the operator P(a0,.x) : *8Uo —> L2(i7; V) and let 7C be the orthog­
onal projection on its kernel. Then, K is a 7'-equivariant resolvent of P(a0,x). 
Put Rao :— \P(a0,x) + K}~1 and define 

A := Id - i - 7 U o D u / (a 0 , «0) - RaoK : 7,2(fl; V) - /,2(f2; K). (8.23) 

Denote by a-{A) the set of all negative eigenvalues of the operator A. Since 
A is a compact field, the set <J-(A) is finite and each eigenvalue is of finite 
multiplicity. Thus, for /i € a-(A), define 

E(fi) := | J ker[A-fiId]k
1 

oc 

l fc 7ij(/i) := | J ke r^©. - / x l d ^ 

mi(/x) — d i m E ^ V d i m V i , (8.24) 

where the subspace E{(j) refers to a generalized eigenspace of the operator .4 
and the integer mj(/i) will be called the Vi-multiplicity of fi,. 

In all the examples considered in the next section, the condition (Rl) from 
Subsection 6.3.4 is satisfied, as well as the following 

(R2)' For each /i G cr-(A), there exists a single isotypical component 3J; for 
i — in in (8.22), which contains E([i) completely. 

Therefore, the formula (8.24) of the Vj-multiplicity m^jj) reduces to 

m ^ ) = ( d i m £ W d i m V * l = l»> (8.25) 
o ? ; ^ v 
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Crossing Numbers 

Put A£;tt(a)iJ.(A) := A ^ ^ A ) ) ^ . For a characteristic root A of the system 
(8.11) at the /'-symmetric steady-state solution (a,«(«)), we use the following 
notations 

oo 

E^X) := | J ker[A^(a)J(A)]fc, 
fc=a 

rrijiX) := dim Ej(A)/dimU3, (8.26) 

where the subspace Ej(X) is referred to as a generalized kernel of the operator 

^Q-u(a) j(ty anc^ *n e integer rrij(X) will be called the Uj-multiplicity of the 

characteristic root A. Since Ar' , , .(A) is a Fredholm operator of index 0, 
f.X fill \Cx} j / . ' 

m.j(A) < oo for each A. 

Let (a0,u0) £ R<3) L2(f2\V) be an isolated center with i/30 {j30 > 0) being 
a corresponding characteristic root as assumed in (C3) from Subsection 8.2.5. 
Define the set 

S = {T + ij3 : 0 < r < 8, \f3 - p0\ < e] C C, 

where 8 > 0 and e > 0 are so small numbers that for all r + i/3 € 5*5 and 
a G [a.0 — e,a0 + e], ker Aa;„(0)(r + ip) ^ {0} implies a = a0 and r + ip — %P„. 
Put a ± := a0±e and denote by s± the set of all characteristic roots A e 5 for 
a = a±, i.e. 

5 ± : = {A e S : ker Aa± ;u (a±)(A) ^ {0}}. 

Since ker Aa±;u(a±)(A) = ker Aa± ;u (a±)(A) and Aa±;u(a±)(A) is an analytic func­
tion in A, the sets s± are finite. 

For j = 0 ,1 ,2 , . . . , s, put 

tf(a0, p0, u0) := J2 rrtjiX), (8.27) 
Aes± 

(cf. (8.26). 

Definition 8.2.5. The Uj-isotypical crossing number of (a0,po,u0) is defined 
as 

tj:i(a0,j30,u0) := tj(a0,/?0,u0) - t+(a0,/?0,u0), (8.28) 

where t n a „ , /9„, ?/„) are given by (8.27). In the case l(30 is also a characteristic 
root of (8.11) at (a0,u0) for some integer I > 1, put (cf. [15, 6]) 

tjti(a0, p0, u0) := t^i (a0, J/30, it0). 
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Similar as in Subsection 6.3.2, we have cf. [15] 

tj,i(a0, Po, u0) = -sign —w(a)\a^aomj(iipo), (8.29) 

where vs(a) stands for the real part of the characteristic root of (8.11) at 
(a,u(a)). 

By (R2'), each E{ij30) is completely contained in a single isotypical compo­
nent it,- for some j = jp0 in (8.22). Thus, 

t-o\_ J d i m c E(ip0)/dim c Uh j = jPo 

Based on (8.25) and (8.29), using further homotopy and multiplicativity 
properties of the twisted primary degree (cf. Section 4.2), following a similar 
derivation in Section 6.2, one can establish the following computational formula 

u(a0,p0,u0): = 

( \ d 
I I ( d e g v J ^ ^ M -^(-n&^wWU^m^liiPoVdeg^. (8.30) 

For simplicity, we will restrict our computations for the first coefficient part 
of uj(a0iP0, u0) (cf. Subsection 6.3.3), i.e. 

u(a0,p0,u0)i : 

da 
I I (deg v , r " ( / , ) )-(-sign~w(a)\a=aomjJip0))degVjl. (8.31) 

Kli€a-{A) 

Combining the concept of the dominating orbit types with Theorem 8.1.5, 
one can easily establish a similar result stated in Theorem 6.1.9 

Theorem 8.2.6. Suppose that the system (8.11) satisfies the assumption (Gl) 
and (C4), °nd suppose that (a0, u0) is a E -symmetric steady-state solution to 
(8.11) (cf. Definition 8.2.1) satisfying (CS)—(C3), u:(a0,po,u0) is given by 
(8.10) (with X0 = (a0,po), & defined by (8.9), U(r) by (8.7) and q satisfying 
(8.8)). Assume (cf. (8.30)) u(a0,p0,u0) ^ 0, i.e. 
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u(a0,p0,u0) = ^2niT(H) and nHo ^ 0 (8.32) 
(») 

for some (II0) e $\ (C). 

(i) Then, there exists a branch of non-trivial solutions to (8.11) with sym­
metries at least H0 (considered in the space ¥) bifurcating from, the point 
(a0, u0) (with the limit frequency l(30 for some I € N). 

(ii) If in addition, (II0) is a dominating orbit type in ¥, then there exist 
at least \G/H0\si different branches of periodic solutions to the equation 
(8.11) bifurcating from, (ao,u0). Moreover, for each (a,/3,u) belonging to 
these branches of (non-trivial) solutions one has (Gu) = (H0) (considered 
in the space ¥). 

Remark 8.2.7. The setting presented in this section for the functional para­
bolic differential equations can be extended to a more general situation when 
r = F\ x F<i, where F\ and I\ are finite groups acting orthogonally on V 
and V respectively, and Q C V is an open bounded 7~i-invariant set with C2-
smooth boundary. Then, the Banach space L'2(R x Q; V) is again an isometric 
1 '-representation with the /'-action given by 

(ru)(t,x) = 72(u(*,7ia;)), 7 = (71,72) € Ti x r2 . 

8.3 Symmetric System of Hutchinson Model in 
Population Dynamics 

8.3.1 A Hutchinson Model of an n Species Ecosystem 

We start with the standard model for the dynamics of a simple (single) 
population* in terms of its density — the Verhulst equation (cf. [93, 84]) 

which is based on the idea that the population grows exponentially at low 
densities and saturates towards the carrying capacity K (of resources) at high 
densities. By taking into account a delayed response to the remaining resources, 
the Hutchinson's model (of a single species) is obtained 

* For population ecology background, we refer to [93, 162, 66]. 
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v(t-Ty 
v(t) = av(t) 1 

K 
(8.33) 

where r > 0 is a presumed delay constant and a refers to the intrinsic growth 
rate. 

Now, we consider an ecosystem composed of n species interacting with 
each other (according to a certain symmetry) by competing (or cooperating) 
over shared resources such as food and habitats, while maintaining a self-
inhibiting nature (meaning self-limiting in respond to rare resources and self-
reproducing to abundant resources). A mathematical treatment for such a 
community model was developed by Levins in [126], where one attaches a loop 
diagram in order to carry out a loop analysis for this community type situation 
(cf. Figure8.1). 

ajjQ$j 

'•'•Vn-ia-n-\,n V, 

an—l,n—l 

Fig. 8 .1 . System with dihedral symmetries 

In Figure 8.1, ctjj describes the self-inhibiting nature of the j-th species, and 
a,ij < 0 (resp. a,ij > 0) is the competing (resp. cooperating) coefficient between 
species i and j . Also, observe that We introduce 

C = 
&21 &22 

U"nn 

(8.34) 

and call it the community matrix. We describe this community ecosystem by 
the following equations, 
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v(t) = aCv(t) • (l - V-^j^\ , (8-35) 

where ' - ' i s the component-wise multiplication u • v :— [uiVy,... ,unvn]
rl for 

u = [w l 7 . . . , un\
T and v = [vu ..., vn\

T. 

By applying the standard transformation 

v(L) = K(l + u(t)), (8.36) 

to the system (8.35), one obtains the equivalent system 

u{t) = -a Cu{t- T) • [1 + u(t)}, (8.37) 

where u(t) = ^ — 1 is, in fact, a population saturation index with respect to 
the available resources. 

Finally, to study the system (8.37) in a heterogeneous environment, we add 
to (8.37) a spatial diffusion term, which leads to the following reaction-diffusion 
equations 

d d2 

—u(x,i) = d-—-zu(x,t) — aCu(x,t— 1)[1 + u(x,i)}, (8.38) 
at ox1 

where d > 0 is a spatial diffusion coefficient. 

8.3.2 A Symmetric System of the Hutchinson Model 

We consider a symmetric system of n species Hutchinson model of the form 
(8.38) (for £ > 0 and x € (0,TT)) 

§u(x,t) = d£su(x,t) -aCu(x,t - 1) • [1 + u(x,i)], 3 g . 

^«(ar,*) = 0, X = Q,TT, 

where u : [0, n] x M —+ Mn is a population saturation index (cf. (8.37)), '•' 
is the component-wise multiplication, d > 0 is a spatial diffusion coefficient 
and a ^ 0 is the intrinsic growth rate (cf. (8.33)), which is considered as a 
bifurcation parameter, and C is a (symmetric) community matrix describing 
the interaction among the species. 

Assume that 
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(Al) The geometrical configuration described by the system (8.39) has a sym­
metry group F. The group F permutes the vertices of the related polygon or 
polyhedron, which means it acts on W1 by permuting the coordinates of the 
vectors x £ Wl. The matrix C commutes with this /"-action and 0 ^ cr(C). 

Under the assumption (Al), the space V :— W' becomes an orthogonal 
/""-representation and the condition (CI) from Subsection 8.2.1 is satisfied by 
the system (8.39). 

8.3.3 Characteristic Equation and Isolated Centers 

At a /""-symmetric steady-state solution (a, 0), the system (8.39) has the lin­
earization 

-ju(x, t) — d-^u(x, I) — a Cu(x, I — 1), 

diu(x,t) = 0, X = 0,7T. 
% 7',; U ^ - V " Y -~-v~,» ^ ( g 4 0 ) 

Since the matrix C is symmetric, it is completely diagonalizable with re­
spect to a basis composed of its eigenvectors. Consider the spectrum cr(C) — 
{£i, £2, • • -, 6 J of the matrix C and denote by E(£k) C V the eigenspace of &. 
Then, 

i;([0,,];V)4i2(M;«, (8-41) 

and w € L'2([0,-K];V) can be represented as w(x) = \ Wk(x), where Wk € 
k 

L'2([0,Tr];E(£k)). Similarly, we have 

L2([0,7r];y
c) = 0L2([O,7r];£; c(a)) , (8.42) 

where Ec(^k) denotes the complexification of the eigenspace £(&). 

Notice that (a0,0) is a /"-symmetric steady-state solution to (8.39) for all 
a 7̂  0. Thus, we can take the set {(a,/?, 0) : a •=£ 0}, for the manifold 
M C V x EG described in Subsection 8.1.2. Moreover, (a0,0) is nonsingular if 
0 £ cr(£ao), where 
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with HQ([0, 7r]; V) being the subspace of H2([0,7r]; V) consisting of functions u 
satisfying u(0) — u(n) — 0. One can easily verify that if 

d 
^ m for all k = 1,2,... ,q, and m = 0 ,1 ,2 , . . . , 

then (ao,0) is a nonsingular /"-symmetric steady-state solution, i.e. (ao,0) 
satisfies the condition (C2) from Subsection 8.1.2. 

A number A G C is a characteristic root of the system (8.39) at a F-
symmetric steady-state solution (a, 0) G R. © V if there exists a nonzero func­
tion v G L2([0,7r]; Vc) such that 

r)2 

Aa(X)v(x) := Xv(x) - d—v(x) + ae~xCv{x) = 0, (8.43) 

where we put Aa := Art;o (cf. (8.17)). 

By using the decomposition (8.42), v can be written as v(x) — Ylvk(x)i fc>r 

k 

vk{x) e £"(6:)- Consequently, (8.43) yields 

Aa(X)v(x) = J2 U^(x) - d-^Vkix) + a e~^k vk(x)\ = 0. (8.44) 
k \ c x / 

Next, by using the point spectrum {Cm := dm2}™=0 of the (scalar-valued) 
Laplace operator L := —d-^ and the corresponding eigenspaces E((m) , we 
can write vk(x) = 5>*>m(a:), for vk,m G E((m)7 thus 

m 

Aa(X)v(x) = ^jT (Xvkttn(x) + dm2vk,m(x) + ae~x£k vk,m(x)) = 0. (8.45) 
k, rn, 

Therefore, one obtains that A G C is a characteristic root of (8.40) at the 
/""-symmetric steady-state solution (a,0), if 

,2 , „ . t . „ - A X + dmz + aXke = 0, for k = 1 , . . . ,q and m = 0,1, . . . (8.46) 

8.3.4 Computations for the Local Bifurcation JT X S^-Invariant 

In order to find the values a0 for which the condition (C3) from Subsection 8.2.5 
holds, we need to find purely imaginary roots X — ift (ft > 0) of (8.46). Assume 
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that (a, 0) is a nonsingular steady-state solution to (8.39) (in particular, a ^ 
0). 

• Computation for purely imaginary roots X = ifj (/? > 0) 

By substituting A = i/3 into (8.46), we obtain 

R c . q n for k = l,...,q. (8.47) 
p — a^smp = 0. 

In the case m, = 0, we have 

P •= Pv,0,k = f + 1/7T, 

for & = 1 , . . . , <7 and u = 0,1, Consequently, 

sign avfi,k = ( - l)"sign &. (8.48) 

In the case m ^ 0 (thus cos/3 / 0 by the first equation in (8.47)), we obtain 

tan/? = — - ^ , (8.49) 

dm2 

a = — - , 8.50 
6 cos /? 

The equation (8.49) has infinitely many positive solutions, which will be de­
noted by {Pu.m,k}^Li ( see Figure 8.2). The corresponding solution a of (8.50) 
will be denoted by av,m^-

Also, we notice that sign cosp\,;m,fc = (—1)", thus by (8.50), 

sigim^fc = (-l)v+1sign£fc- (8.51) 

• Computation for s ign^w(a) | 

Put a0 := a^m^ and /30 := pV,m,fc- In order to determine the value of the 
crossing n u m b e r tjmi (a0, f30, 0), we need t o compu te y - w ( a ? ) | a = a o by implici t 

differentiation. 

By substituting X — w + iv into (8.46), 
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y 

Fig. 8.2. Purely imaginary roots of the characteristic equation. 

w + dm2 + a^ke
 wcost) = 0, 

v — a£ke~w sinf = 0, 

then, differentiating (8.52) with respect to a, we obtain 

f - a^er^cosv + g sin?;) = -^e—cosu, 
<fo . f + a 6 e - w ( ^ s i n u - ^cosv) =a-e-u,sinv, 

which is equivalent to 

g s i n V + f ( c o s t ; - a a e - w ) = 0. 
cosu )+gs inu = 6 e - u 

Thus, we obtain 

rfw ^ e '"(cost; — a ^ e '"') 
da ~~ a2^2

ke~2w - 2a^ke~w cos v + 1' 

By substituting a = a0, w = 0 and v = {30, we have 

_ &(cos/? 0 -a 0 &) dw; 
da a ^ - 2 a 0 £ f c c o s / ? 0 + 1 

£ f c cos /? 0 -a 0 ^ 
a^2_2o;0^ f ccos/?0+ 1' 

(8.52) 

(8.53) 

(8.54) 

(8.55) 

Replacing ^cos/?0 with — ̂ p- in the last equality (cf. (8.50)), we obtain 

dw 
da 

2t2 1 dm2 + a2£f. 
a0 a2

0^l + 2dm2 + 1' 
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Consequently, 
dw 
da 

Hence, by (8.48) and (8.51), we obtain 

mgn~da.a^a° = sl&na°-

. dw J ( - l )"8ign&, if m = 0, 
S i g n — \a=ao=av,m>k = < + 1 . (8.5b) 

da I (—l)"1 ^ l g n ^ if m = l , 2 , . . . 

Therefore, combining (8.56) with (8.29), we have for m / 0 * 

t (n as ) (-^"sign (k dime Ec(i(]0)/dimcUj: j = jPo , , 

0, J / J/v 

8.4 Usage of Maple© Package and Computational 
Results 

In this section, assuming the conditions (CI) (C4) to be satisfied by the 
system (8.39), we prepare the input data for using the Maple© routines. The 
qualitative results will be presented in Appendix A4.3, for f1 being the dihedral 
group D*} and the tetrahedral group A\. 

Recall that (cf. (8.31)) 

u(ao,po,0)t = ujr -UJC, 

where 

and 

uG = (-sign ~w{a)\a=aom.Uo (ipo))deg Vj>1, 

with A being defined for (a0,f30) = {oLv,m,k, I3v,m,k) (cf. Subsection 8.2.6). 

By formula (8.25), we have 

* Throughout the rest of this section, we carry out the computation of the local r x 6"1-invariant 
u(ao,Po, Uo)i = w{av,m,k,/3v,m,k, 0)i for m / 0. In the case m = 0, one only needs to change the 
formula for sign —̂ \a=a0 according to (8.56). 
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i=0 
n^gV,;)^-^ • (8-58) 

,2 
Since (degv.) = (/') for i = 0 ,1 , . . . , r , we can associate with <T-(A) the 
sequence (EQ, ey,..., er) defined by 

£,; := 2_\ rni{iJ) (mod 2), i = 0,1, • • • , r. 
neo-(A) 

Then, the formula (8.58) can be reduced to 

^=n( d e sv i ) '• 

Clearly, the sequence {eo,£i,... ,e r} permits only possibly finitely many dif­
ferent values. 

By formula (8.57), 

uG = (-l)"dimci?
c(^>m1fc)/ciimcWj^m_ib d e g v , ^ ^ y 

We will use the notation m.,-, := dim c Ec(i8v mk)l dim (rU*,, , which 
stands for the Uj-multiplicity of v% m jt. Thus m,-„ also permits only possibly 
finitely many different values. 

Therefore, we have the following formula for the first coefficients of the local 
bifurcation invariant 

r 

wK,m,k, / W > °)i = ( - 1 ) " I I ( d egv,) * • %„„„, , • degv (8.59) 
4—0 

The input data for the computation of the local invariant thus consists of 
two finite sequences: 

{e0,ei,. • • ,£r}, {m0 ,mi,. . . ,m r } , 

which are forwarded to the following command from the Maple® package 

^(ai/,m,fc, A/,m,fc,0)i := (- l^showdegree [ r ] (e 0 ,e i , • • • ,£r ,m 0 ,mi , . . . ,m r). 
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Remark and Notation 8.4.1 Given £0 € a(C) and assuming (R2)' to be 
satisfied, in what follows we will use the notation £* to indicate that E(£0) C V» 
and J£0, when E(£0) C Uj (here we consider the matrix C acting on Vc). In such 
a case we will also write •?£*. Since the value of rtv^ , by the condition (R), is 
equal to the ZY,-, -multiplicity dime (Ec(£k) (1 [L,, )/dimcZY7\, , of the 

eigenvalue 3p"'m-k£k of the complexified matrix C, and E{ipVtmtk) C ilj0 , it 
is convenient to present our quantitative results in a form of a matrix 

u,m,h 

JLSsu , e < 2 , . . . , eH u{\)i # Branches 

where we only list { e ^ e ^ , . . . ,£*,} C {eo,ei,... ,&,-} for those e i t) which can 
realize the value 1. 

Remark 8.4.2. Although we are dealing with infinitely many isolated centers 

(ao,/?o,0) e {(<Xv,m,k,Pv,m,k,0)} v,-m,ki 

only finitely many different values of UJ(CX0, 00,0)i may occur, which is related 
to the fact that the value of u(a0, j30, 0)i is determined by only possibly finitely 
many different choices of the values of the two sequences {eo,£i, . . . ,er} and 
{ m c t t i ! , . . . , ^ } . 
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Existence of Periodic Solutions to Symmetric 
Lotka-Volterra Type Systems 
In the previous chapters (cf. Chapters 6—8), the primary cquivariant degree 
method was adapted to study the Hopf bifurcation problem in the symmet­
ric (neutral) functional differential equations and parabolic partial differential 
equations. In this chapter, we extend the scope of the applications of the pri­
mary degree to the existence problem of nonstationary periodic solutions in a 
symmetric system of functional differential equations. In particular, we discuss 
the existence of periodic solutions to a symmetric Lotka-Volterra system with 
delays, which falls out of the category of symmetric variational problems. It 
should be pointed out that while a large variety of effective topological meth­
ods and techniques can be applied to symmetric variational problems (cf. [19] 
and references therein), in the case of symmetric non-variational problems, 
there are only few topological methods which are traditionally used. Unfortu­
nately, some of those methods (eg. Leray-Schauder degree) are ineffective for 
detecting nonstationary periodic solutions. 

The Lotka-Volterra equation, being the simplest model of predator-prey 
interactions, plays an important role in the population dynamics. In this 
chapter, we are interested in exploring the symmetric aspect of such model 
by considering a symmetrically configured community of iV-species compet­
ing/cooperating for the shared resources, described by a symmetric Lotka-
Volterra type system (cf. (9.1)). Following the original idea in [90], we intro­
duce additional (homotopy) parameters to the system and establish a priori 
bounds for the parametrized systems (9.2tt) and (9.2ap). Based on a priori 
bounds, using a standard homotopy argument, we define a topological invari­
ant ' 0 ' (cf. Definition 9.1.1), which contains information about the existence 
of multiple nonstationary periodic solutions of (9.1). 

Although hardly anything in biological systems is exactly symmetric, when 
dealing with models of limited accuracy, one can place the considered models in 
a symmetric setting, which allows us to explore and better understand certain 
symmetric impact on the dynamics of such systems. Being able to establish 
the existence of multiple periodic solutions in such a system provides us with 
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a third eye in observing the complexity of its dynamics, including explaining 
the appearance of patterns in synchronized fluctuations of populations. 

This chapter is organized as follows. In Section 9.1, we present a general 
framework for studying the existence of nonstationary periodic solutions to 
a I "-symmetric system of delayed differential equations. Based on a priori 
bounds assumed for parametrized (by additional parameters) systems (which 
are applied to construct an appropriate admissible homotopy), we define a 
F x S^-equivariant topological invariant' 0 ' containing structural information 
about the solution set of our considered system. The existence and multiplic­
ity results can be easily extracted from ' 0 ' . Computational formula is derived 
based on the multiplicativity and homotopy property of the twisted primary 
degree. In Section 9.2, we apply the general framework to a /'-symmetric Lotka-
Volterra system. Especially, the required a priori bounds are established step 
by step using specific properties of the parametrized systems. Consequently, the 
equivariant topological invariant is associated to the symmetric Lotka-Volterra 
system and evaluated according to the computational formula discussed pre­
viously. In Section 9.3, we briefly explain the usage of the Maple© routines. 
The sample computations are included in Appendix A4.4, for F = QSl D8, 5V 

9.1 Existence Problem in Symmetric Delayed 
Differential Equations 

We present a general framework for studying the existence of nonstationary 
periodic solutions to a system of symmetric delayed differential equations. 
Throughout this section, assume that / ' is a compact Lie group and V is 
an orthogonal /"-representation. 

9.1.1 Statement of the Problem 

For a given constant r > 0 , consider the Banach space CytT defined by (6.1) 
equipped with the norm given by (6.2), which is a natural isometric Banach 
representation of F (cf. (6.3)). For a continuous function x : R —> V and t 6 M, 
define xt <E CV,T by (6.4). 

Assume t h a t 

(Al) A : Cv,T —* y is a bounded jT-equivariant linear operator. Moreover, 
2$ := A\V is a linear isomorphism from V to V. 
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(A2) %, : Cv,T —• V is a continuously differentiablc 7-equi variant map, such 
that ^,(0) = 0 and £>^(0) = 0. 

We are interested in finding a continuously differentiablc function u : M. —» V 
satisfying the following autonomous functional differential equation 

«(0) = u(p), 

where p > 0 is the unknown period of u. 

9.1.2 Normalization of Period 

By normalization of the period in (9.1), we understand the following change 
of variable x{t) — u(\t), where A = - ~ is considered to be a new parameter. 
We obtain the following equation, which is equivalent to (9.1) 

x(0) = X(2TT), ' 

where x : R —> V, xt,\ € CV,T
 i s defined by xux(6) := x (t + | ) , 0 € [-r, 0]. 

9.1.3 Setting in Functional Spaces 

By using the standard identification of M/27rZ with S1, we consider the first 
Sobolev space of 27r-periodic functions 

H - i / ' ^ j V ) , (9.3) 

which is equipped with the inner product 

{u,v)Hi:= / u(t)v(t)dt + / u(t)v(t)dt, 
Jo • Jo 

and the induced norm will be denoted by || • \\Hi. Nqtice that HI is a natural 
isometric Hilbert (^-representation for G = F x Sl (cf. (6.21)). 

The existence result for the equation (9.1) under the assumptions (Al) and 
(A2), can be obtained by the means the twisted primary (7-equivariant degree 
using the standard homotopy argument and a priori bounds for the following 
two equations 
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' x{t) = a\[A{xtiX) + HL{xtiX)] 

x(0) = .X(2TT), { " ° 

and 
x{t) = a\[fL(xt,\) + p'Kixt.x)} 

x{0) = X{2TT), [ ' ap) 

where p £ [0,1], a € (0,1] and A £ [Ai, A2] for fixed constants 0 < Ai < A2. 

More precisely, we rewrite the equation (9.2ap) in functional spaces as 

Lx = aXiN^XJix)) + pN^XJix))], (9.4) 

where L, j are defined by (6.16)—(6.17) and 

NA : K+ x CiS^V) - I?{Sl;V), NA(X,x)(t) = A{xt,x), (9.5) 
N,A : K+ x CX51; V) -+ L2(Sl- V), N^(X, x)(t) = H(xt,x). (9.6) 

Using the (finite-dimensional) operator K : EI —• L 2 ^ 1 ; V) defined by (6.18), 
the equation (9.2ap) is equivalent to 

x - aX{L + Ky'lN^XJix)) + pN^(XJ(x)) + Kx] = 0, xE ML (9.7) 

9.1.4 A Priori Bounds 

To define a G-equivariant topological invariant for (9.2ap) which is valid for 
any p £ [0,1] using admissible homotopy argument, we need to establish the a 
priori bounds for (9.2Q) and (9.2ap). As it turns out, the a priori bounds are 
closely related to the properties of A and %, In this general setting, we only 
describe the required properties of the a priori bounds (cf. (PI)—(P5)), and 
define the region of the admissible homotopy based on the a priori bounds. 

We assume 

(P0) There exists an open G-invariant set C C H such that 0 £ C and for 
every solution x £ C to (9.2a), we have 

/•2TT 

/ x(t)dt = 0. 
Jo 

We also assume that the following a prion bounds for (9.2a) and (9.2Q/0). 
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(PI) There exists aQ G (0,1) such that for all 0 < a < a0, p G [0,1] and 
AG [Ai, A2] the system (9.2ap) has no nontrivial solution in C. 

(P2) There exist an open bounded (^-invariant set U C C such that for a small 
e > 0 and _ 

U:={xeM:dist(x,U) < £>, 

the following inclusion is satisfied 

OeU CUCC. 

Moreover, every nontrivial solution in C to (9.2a/9) belongs to U, for a G (0,1] 
and Ae [ Ai, A2]. 

Since we do not specify here exactly what is the set U, we should explain that 
we expect that it is of "good" type, for example a star-shaped open set around 
the origin in H. 

In order to control the solutions near the origin, we assume that 

(P3) There exists m\ > 0 such that (9.2ftp) for a = 1 and p G [0,1], has no 
nontrivial solution in B := {x e H : ||.X||J/I < mi} C U. 

Finally, we also need 

(P4) The system (9.2„p), for a — 1 and p = 0, does not have nontrivial 
solutions in H. 

(P5) For A = A», i = 1,2, the system (9.2ap) has no nontrivial solution in U. 

Let Ai,A2 be given by (P5) and the sets U, B be given by (P2), (P3) 
respectively. Define 

n^M •= {{\ x):\l<\<\2, XGU\ iJ}. (9.8) 

9.1.5 Control Function (3 

Choose a\ with 0 < a.\ < a0, to be sufficiently small and take a continuous 
function £ : [0,00) —*• [«i, 1] such that (see Figure 9.1) 

(l, if 4 = 0, 

f (i) = < strictly decreasing if 0 < t < e, (9.9) 

I cci, if t > e. 
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**(*) 

<*i 

Fig. 9 .1 . Bump function £ : [0, +oo) —» [on, 1] 

Define (3 : M -> M+ by 

/%)=£(dis t (x ,W)) . (9.10) 

Next replace a in (9.2ap) by /?(x), i.e. consider the equation 

'ir(t) = /?(o;)A|^(xf)A) + p^(s t,A)] 

x(0) = x(2?r). 
(9-2/JP) 

Notice that for p = 1, (9.2^) has exactly the same solution set in i?Ai,A2
 a s 

(9.2). The considered sets and the function (3 are illustrated on Figure 9.2. 

H \ C 

SW 

/3(a;) = en -$$l=x 
^83 

a i < /3(x) < 1 

Fig. 9.2. The sets U\B,dU and dB. 

9.1.6 Admissible Homotopy 

Define for p e [0,1], 
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$„{\,x) := x - P{x)\(L + K)-l[NA(\,j(x)) + pNx(\j(x)) + Kx], (9.11) 

which is an /2A,.A2-admissible homotopy by (PI)—(P5). Indeed, observe that 
for x G dU, j3(x) = ax < a0, thus by (PI), $p(\,x) ^ 0 for A G [Ai,A2]. On 
the other hand, by (P3), 3>(A, #) ^ 0 for x G dB. Therefore, one only needs 
to show that for A = \ , i = 1, 2, #p(Aj, x) ^ 0 for i G W and p G [0,1], which 
is guaranteed by (P5). 

9.1.7 Existence Result 

Under the assumptions (P0)—(P5), the twisted primary G-equivariant degree 
G-Deg($p,f2\u\2) is well defined and does not depend on the homotopy pa­
rameter p G [0,1]. 

Definition 9.1.1. We introduce the following notation 

0:=G-Deg(&a2Al!A2), 

we will call 0 the G-equivariant topological invariant* for the system (9.2). 

We have the following result 

Theorem 9.1.2. Under the assumptions (PI)—(P5), if the G-equivariant 
topological invariant 

0 = £>#(//) 

is nonzero, i.e. there exist a coefficient n^ ^ 0 with H — K^'1, then there 
exists (X,x) G î Ai.Aa such that #i(A, x) = 0 with Gx D II. In other words, 
there exists a nonconstant 2ir-periodic solution to (9.2) for some A G [Ai, A2], 
and consequently, there is a p-periodic solution to (9.1) with p — 27rA. In 
addition, if II = K^'1 is such that Kv is a dominating type in M, then there 
exists a nontrivial periodic solution x = x(t) to (9.1) (and consequently a whole 
G-orbit of solutions) with the exact symmetries, K^. 

* We use here the Chinese symbol 0 (hut), which means 'return', i.e. it returns the topological 
information about the solution set. 
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9.1.8 Computations of the Equi variant Topological Invariant 

Since $p is a G-equivariant ^-admissible homotopy, we have that 

0 - G-Deg(di,nXlM) = C-Deg(&>, ^ . A , ) , 

where #o is a linearized map given by 

&>(A, x) := x - p{x)\{L + K)-1 \N*{\j{x)) + Kx], 

on ft\u\2. To compute G-Deg(3ro,i?A],A2)) we apply a series of reduction 
through isotypical decompositions and homotopy deformations. For simplic­
ity, assume F is a finite group. 

Isotypical Decomposition and Related Transformations 

Consider the S^-isotypieal decomposition of the space H 

JH = Ms' 0 H* 

where Ms ~ V is composed of constant V-valued functions and W is the 
orthogonal complement of Ms . 

Put Q*XiM = QXlM n ((Al7 A2) x H*). For A € [Xh A2], define 

3 * O ( V ) : = S O ( V ) | H . . 

Recall that « = Sl\v (cf. (Al)). For (X,x) e (A1; A2) x V, we have 

$0(\,X)ZE-P(x)$(x). 

Taking into account j3(x) € [ai,l] (CKI > 0), we have that Zulus' is G-
homotopic to — "3. Therefore, the map #o can be viewed as a product map 
- S x 5J on B\(Msl) x ^XI,A2- By multiplieativity property of twisted primary 
degree (cf. Proposition 4.2.6), we obtain 

G - D e g ^ c ^ A . ) = r -Deg( -« , ^ ( H 5 1 ) ) • G-Deg(#*, tf^J. 

Moreover, r-Deg(-!B, Bi(Hs1)) can be evaluated by (cf. Subsection 4.1.3) 

r - D e g ( - S , 5 1 ( H s l ) ) = J ] n ( d e g V i )
W i ( M ) , (9.12) 

H^a-i-V) i-0 
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where mi(fj) is the Vj-multiplicity of \i (cf. (4.4)) and degv. is the basic degree 
without parameters associated with V% (cf. Definition 4.1.5). 

In order to compute G-Deg(3o, ^\ \ )•> w e m a ke convenient modifications 
of the involved maps under admissible homotopies and the sets using excision 
property. We can assume that 

^ J > A a = ( A i , A 2 ) x ( B 2 ( i r ) \ B i ( i r ) ) 

and the function /? is given by 

[l if W « i < l , 
P{x) = I 2 - Q.X - (1 - a,.)||:r|Ui if 1 < \\x\\m < 2, (9.13) 

[«i if \\A\w >2-

Consider the further isotypical decomposition 

tt* = 0 M i , (9.14) 
i=i 

where each Hj consists of the functions of form elltz, z £ Vc (cf. (6.32)). 
Since 3o(A, •) is ^'-equivariant, we have 3o(A, -)(HJ) C Mt for each I > 0. For 
A 6 [Ai, A2], define Ai(X) : H; -> H? by 

•Ai(A):=3o(A,-)k-

Let x(t) = etltz for z e K c , then 

A(A)(e"̂ ) - A - P{z)\L~xJZ(eil^z) 

= eW(z-^~*(efz))- (9.15) 

Based on a similar argument of the splitting lemma (cf. Lemma 3.3.4), we 
have 

G-Deg (3S, STXlM) = ] T G-Deg (A, ^1 > A a n H,). 
2>0 

Using the identification H; ~ Vc, define the linear operator #i(\, •) : Vc —-> 
Vfi by 

i%(A,2) :=A{eTz), zeVc. 

To simplify the computations, we assume that 

file:////A/w
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(Bl) For each I > 0, the operator %i(X) is completely diagonalizable. Ev­
ery eigenvalue fj<i,k(\) £ CT(J^(A)), for k = 1 , . . . , k0, the corresponding 
cigenspacc E(^ijk(X)) docs not depend on A € [Ai, A2]. 

Denote by Ei;k '•= E(fj,itk(X)). Then, Hz allows a G-isotypical decomposition 

k 

and we can write 
*i(A) = 0 W l * ( A ) I d . 

k 

Put 

A,k(\z) :=z- ^fj,lk{X)z, z G h\kl (9.16) 

and define the sets 

Ui,k := {z e Ei,k : - < \\z\\ < 2} , Qlik := (Ai, A2) x U[)k. 

Based on a splitting lemma argument (cf. Lemma 3.3.4), we have 

ko 

Reduction to Basic Maps 

To compute G-Deg(Ai>k, A,fc), introduce the function 

/ , N , 2 — « i — (1 — a.i)t 
m ( A , i ) := 1 ^ —W,*(A), 

Then, . 4 ^ can be rewritten as 

.A,,fc(A, 2) = ipi,k(X, \\z\\)z, z e Ehk. (9.18) 

Using homotopy property of the twisted primary degree, we may assume 
that the functions <pijr : (Ai,A2) x ( | , 2) —• C are continuously differentiable 
and the sets ĉ ~? (0) are composed of a finite number of regular points. 

We need the following lemma for the computation of (7-Deg (Ai>k, Qi,k)-
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Lemma 9.1.3. Let ( / C R x R( be an open bounded set and <p : M2 —» C 
a continuously differentiable and U-admissible map such that the set A := 
<£>~~1(0) n (/ is composed of regular points of if. Put 

T := max{|i| : 3A (X,t) e A} + 1, r := -max{| i | : 3A (A,t) G /I}. 

Consider a G-representation Vjj, modeled on Vjt\, I > 0, and define the set 

Q := {(X,v) e R 8 K,y : (A, M) e ( / , r < \\v\\ < T}, 

and the G-equivariant map A : M © V /̂ —> V}j 6y 

.A(A,v) = v?(A,||t;||)-i/. 

T/iten .4 is Q-admissible G-equivariant m,a,p and 

G-Deg{A,n)= J2 signdetD^(A,t)degV7;. 
(A,/.)€/1 

Proof: For every point (A0, t0) € /l we define a small neighborhood fi0 of 
the /,ero set {(X0,v) : \\v\\ = l()} in the space M © Vjj by 

J7,: := {(A,^) : |A - A0| < eh 0 < t0 - 5 < \\v\\ < t0 + <5}, 

where S is chosen to be sufficiently small. Then 

G-Deg(A,n)= ] T G-Dcg(A,na), 
(\o,to)£A 

and since for every (A0, t0), the map A can be approximated on fi0 by (A, v) H-> 
D(p(X0, t0)(X — X0, \\v\\ — t0)

T • z, which is clearly homotopic to 

(A, v) *-> Jii±(X - A0, ||v|| - toy • v 

where 

Ji,+ — 

A- = 

so t h e result follows. 

0 - 1 
1 0 

0 - 1 
- 1 0 

if sign det D(p(Xi,U) — 1, 

if sign det D<p(Xi,ti) = — 1, 

• 
Combining Lemma 9.1.3 with (9.12) and (9.17), we obtain the following 

computational formula for 0 . 
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Theorem 9.1.4. Under the above assumptions, we have 

T T T T / \™i(M) 0- n n(desvO • 
fiea-(-'S) i=0 

iio s 

S Z ) S Y. mJ-(W,A(A))signdetD<p,,jfc(A,<)-degv.1, (9.19) 
J>0 fc=l j^O (A,t)e^,fc 

w/iere m.j{jj,i)k{\)) — dim ( E ^ n UA/dSmUj is the U,j-multiplicity o//i;^(A). 

9.2 Symmetric Lotka-Volterra Systems 

Throughout this section, we assume that f is a finite group and V := K" 
is an orthogonal /'-representation such that f acts on V by permuting the 
coordinates of vectors x € V. 

Consider the following /""-symmetric Lotka-Volterra type system 

u{t) = u(t) • (r - Au(t - r ) ) , (9.20) 

where u : K —» V, r > 0, r — [n , . . • , r n ] T , Y4 is an n x n-matrix and '•' 
is the component-wise multiplication, i.e. u • v = \u\V\,...,unvn]

T, for tx = 
[ t t i , . . . , un}

T, v=[vi,..., vn]
T G V. 

By an appropriate transformation, the problem (9.20) is equivalent to 

u(t) = -Au(t-T)-(b + u(t)), (9.21) 

where b = A~xr. Let p be the unknown period of a solution u to (9.21). By a 
change of variable, letting A = ^ , rr(i) = u(\t), we have that x is a 27r-periodic 
solution of the problem 

x(t) = -XAx(t-^)-(b + x(t)). (9.22) 
A 

In what follows we assume that the following conditions hold: 

(HO) A and 6 have positive entries, i.e. ai;j, fy > 0, for 1 < i,j < n. 

file:///u/V/
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(HI) A is symmetric, positive definite (i.e. A = A1 and (Ax,x) > 0 for all 
x G Wl \ {0}) and A is T-equivariant. In particular, the matrix 

B := disLg(b)A, 

(i.e. Bx = Ax • 6), where diag(fr) denotes the diagonal matrix [d,j] with 
djj = b-j, j = 1, . . . ,n, has only real positive eigenvalues /ii, • • • , fin (

n°t 
necessarily distinct). 

(H2) The vector b = [61, . . . , bv]
T G V is /"-invariant, i.e. 76 = 6 for all 7 G T. 

We make also the following assumption 

(H3) For every \x G a(B) 

[iT^2mr + -, for all n G Z. (9.23) 

We are interested in finding a nonstationary periodic solutions of (9.20), which 
is equivalent to finding a nontrivial 27r-periodic solution of (9.22) for some 
A > 0 . 

Define A, ^ : C\T -»• V by 

A{ut) := -Au(£ - r) • 6 = - £ « ( £ - r ) , (9.24) 

m(ut):=-Au(t-T)-u(Q), (9.25) 

where -u G 6V,T- Notice that, under the assumption (HI), A and î , satisfy 
(Al)—(A2). Also, the equation (9.20) is /"-symmetric by (H0)-(H2). Therefore, 
we are in the setting discussed in Section 9.1. 

9.2.1 Reformulation in Functional Spaces 

Following the functional setting presented in Subsection 9.1.3, we take M de­
fined by (9.3) and the operators L, j , K, NA and N^ given by (6.16)—(6.18) 
and (9.5)—(9.6) respectively. 

Consider the parameterized systems 

(x(t) = -a\Ax{t - I) • (b + *(*)), 

lx(0) = x(27r), 

and 
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'x(t) = -a\Ax(t-z)-(b + px(t)), 

x{0) = z(27r), ' ap) 

where a G (0,1] and p e [0,1]. 

Then, (9.22p) is equivalent to (cf. (9.7)) 

x - aX(L + A')"1 [JYa(A, j(x)) + pN^X, j{x)) + Kx\ = 0, i e H , 

where J? and %. are given by (9.24)—(9.25). 

9.2.2 Establishing A Priori Bounds 

Define a partial order in V = Mn by 

x y y 4=^ xt > iji, for all 1 < i < n, 

where x — [#] , . . . , xn]7 and y = [yi,• • • ,yv}7 axe two vectors from R". Intro­
duce the following set 

C = {xeM:-b^ x(t) for all t e [0, 2TT]}. 

We show that C verifies the property (P0) in Subsection 9.1.4. 

Lemma 9.2.1. For X, a. > 0, every periodic solution x € C of (9.22a) satisfies 

-2-K 

x(l)dL = 0. (9.26) 

In particular, the equation (9.22a) has no nonzero constant solutions. 

Proof: Let x € C be a solution to (9.22Q), x(t) = [xi(t),... ,xn(l)]
T. Then 

for k = 1,2,... ,n 

xk(t) = -aXj^akjXjit - r/X) • {bk + xk{t)), (9.27) 
i 

which leads to 
xk{t) -aA ^2 akjXj{t - rfX). (9.28) 

h + xk(t) 
J 

By integrating (9.28) from 0 to 27r, we obtain (by periodicity of x(i)) that 
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/•2-K f'2lt 

y j o,kj / Xj(t — r/X)dt = YJ akj / Xj(t)dt = 0, fc = 1,2 , n. 

Since the matrix A is invertible, one can easily deduce (9.26). • 

The following lemma provides a basis establishing (P2) and also indicates 
a positive number a0 € (0,1) satisfying (PI). 

Lemma 9.2.2. (i) For Ai, A2 € R'1' with A1 < A2, there exist a positive number 
R, and positive F-invariant vectors d\, d>2 y 0 such that for each A e 
[Ai,A2], a. G (0,1], T > 1, eac/i solution x G C of the problem, (9.22a) 
satisfies \\x\\Hi < R and 

-b -< -di -< x(t) -< d2, I € [0, 2TT]. 

In addition, there exists m,0 > 0 such that ||:r||oo < m0 and ||.T||OC < «io-
fn,) There exists a0 G (0,1) .9«,e/t t/ioi t/tere is no nontrivial solution in C to 

(9.22ap) for a G (0, a0], p G [0,1] and A G [A1; A2]. 

Proof: (i) Let x e C be a solution to (9.22a), x(i) = [x : l(0, . . . ,x n (0] T . 
Then for A: = 1, 2 , . . . ,n we have the relations (9.27) and (9.28) which lead to 

ln(6jfc + xk(t)) - ln(6fc + xk(s)) = -aX / ] P akjXj(w - r/\)dw, 
J s 3 

where we assume s <t. Consequently, if s is such that Xk(s) = 0 then 

bk + Xk(t) = bk exp —(2A2 / /_ a,kjXj(w — r/X)dw j , for all t e l . 

By the assumptions (HO) and (HI), 

Xk(t) < d\ := bk exp I 27raA2 ] P akjbj J - bk for all t 6 R, (9.29) 

and (by (H2)) the vector d2 :— [d\, • • •, <i"]T is .F-invariant. On the other hand, 

—bk < —d'l := bk exp —27raAi 2 a>kjd>i ) ~ bk < Xk(t), for all i e l , 
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and (by (H2)) the vector d\ := [d[,..., d"}T is /"-invariant. By differentiating 
(9.22„) we obtain 

x(t) = -aX (Ax(t - r/A) • (b + x(t)) + Ax(t - r/A) • x(t)) . (9.30) 

By using the above obtained upper and lower bounds for Xk(t) in (9.27) and 
(9.30), it is easy to show that there exists m0 > 0 such that 

\xk(l)\<m0 and \xk(t)\<m,0, 

for all k — 1 , . . . , n and i e l . Consequently, 

\\x\\oo < ™>o and || 

Therefore, 

p'2ir r'2-K _ " 

\\xfHi = / x{t)x(t)dt + / x(t)x{t)dt < 27r||.x||^ + 2TT V d\ =: R2. 
Jo Jo k==1 

ii) Suppose for contradiction that there exist sequences {«„} C (0,cy.o] and 
{xm} £ C such that xm is a non-trivial solution to (9.22a) for a = am, A = 
Am £ [A|, A2] and lim.,,,-^ am = 0. Then (9.29) holds for xk(t) = xf(k) with 
m = 1,2,..., and therefore, 

lim ||.xm||oo = 0. 
m—>oo 

Since 
zm(t) = -amAAxm(£ - r/Xm) • (b + pxm(t)), (9.31) 

we have 
||*m||oo < amA2|A|||a;m||00(|6|00 + p|d2U), (9.32) 

where \A\ = Y^naij an<^ M = m a x{|%l : J — \ • • • >n} f° r V £ ^ n - Define 
«m(i) by 

\-h | |00 

Clearly, wm e H and by (9.32), 

||«m||oo < armA2|>l|(|6|oo + P|4|oo), 

which implies that l i n v ^ ^ ||?im||oo = 0. Since 
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[«mIL < 27r||uml 0 0 j 

A = 

a = 

kr 
2-Kn\ir/2 
k 

it follows that lim^^co ||wm||oo = 0, which is a contradiction with ||fm||oo — 1-
D 

We show that (9.22a/>) satisfies (P4) for a = 1, p = 0. 

Lemma 9.2.3. (i) Assume that for a fixed values A £ R+ em<i a e (0,1], the 
linearized equation 

x(t) = -a\Ax(t -~)-b (9.33) 
A 

has a nontrivial solution in H. Then, there exist k, n e Z. n > 0, k > 0 

= : 'A*'n ' (9.34) 

where \i is an eigenvalue of the matrix B := diag(6),4. 
(ii) For a — I, p = 0; the equation (9.22ap) has no nontrivial solution in H. 

Proof: (i) The equation (9.34) can be written as 

±{t) = -a\Bx(t - T/X). (9.35) 

Clearly, (9.35) allows a nontrivial solution u in H if and only if, there is k G M 
such that x = elM • z, for some z G Vc, is a solution to (9.35), which leads to 
the equation 

ik + a\p,e~%1^ = 0, 

for some p € o-(B). One can easily verify that such a case is possible if and 
only if, the relations (9.34) are satisfied for some n e Z. • 

(ii) If a = 1, then (9.22ap) reduces to (9.34). By (i), a nontrivial solution to 
(9.34) implies that pr = 2irn + 7r/2, which contradicts the assumption (H3). 
• 

The lemma below provides a positive number m\ satisfying (P3). 

Lemma 9.2.4. Assume that A £ M+
; p £ [0,1] and a £ (0,1] are fixed. 

(i) If zero is not an isolated solution in M to the equation (9.22(Xf)), then there 

exist integers k > 0 and n < 0 such that A and a satisfy the relations (9.34) 
for an eigenvalue p of the matrix B. 
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(ii) If \\, \'i £ M+ with \\ < X'z, then there exists m\ > 0 such that for all 
A £ [Ai,A2], the equation (9.22p) has no non-trivial solution x G H such 
that \\x\\ui < rri\. 

Proof: (i) Define &» : [A,, A2] x H - • H by 

$a(p, A, x) := x - a\(L + K)~lN(p, A, x), xe M. 

By implicit function theorem, if (A, 0) is not an isolated solution to (9.22ap) 
for some p e [0,1], then D.x$a(p,\,Q) : H —> H is not an isomorphism, which 
implies that the equation (9.33) has a nontrivial solution. Consequently, by 
Lemma 9.2.3, a and A satisfy the relations (9.34). 

(ii) The equation (9.22p) is a special case of (9.22ap) for a = 1. Assume such 
mi > 0 does not exist, then zero is not an isolated solution in HI. By (i), then 
the relations (9.34) have solutions for an eigenvalue // G &(B). Since a = 1, we 
have p,r = 2irn + 7r/2, which contradicts the assumption (H3). D 

The following fact shows that (P5) can be achieved for specific choices of At, 
A2 (cf. (9.38)). For the sake of completeness, we include its elementary proof. 

Lemma 9.2.5. For any p G [0,1] and A > 0, the following equation 

'x(t) = -\Ax(t).(b + px(t))7 ( 9 3 f j ) 

has no nontrivial solution. 

Proof: Assume first that p € (0,1]. Suppose that £ is a non-zero 27r-periodic 
solution to (9.36). By integrating (9.2.5) from 0 to 2n, we obtain 

/•27T " 1-2-K 

I Ax(t) • x(t)dt = 0 4=4> V akj / Xj(t)xk(t)dt = 0, k = 1, 2 , . . . ,n. 
Jo j=i Jo 

(9.37) 
On the other hand, A is positively definite, i.e. Ax(t) • x(t) > 0 for x(t) ^ 0, 
which implies that 

(•27T 

Ax(t) • x(t)dt > 0. 
/o 

But this is a contradiction, because by summing up the equations in (9.37), 
we obtain 

/ : 
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I Ax(t) •x(t)dt = S^y^dkj Xj(t)xk(t)dt = 0. 
Jo kJ i_1 Jo 

Suppose now that p = 0, then the equation (9.36) becomes x(t) = —XBx(i). 
Consequently, if x is a 2-7r-periodic solution to (9.36) for p = 0, then it also 
satisfies the equation 

^-{x(t) • x(t)) = 2x(t) • x(t) = -2XBx(t) • x(L), 
(Jit* 

which leads to 
p'2-K 

I Bx(t) • x(t)dt = 0. 
Jo 

Be a similar argument as above, we obtain again that x(t) = 0. D 

Therefore, by Lemmas 9.2.1 9.2.5, we established the a priori bounds for 
(9.22a) and (9.22ap) which satisfy properties (P0)—(PI), (P3)—(P4). 

9.2.3 Sets and Deformations 

For fixed Ai,A2 € M + wi th Aj < A2 and assume d2 y h^fL. We define t he 

following r x x91-invariant sets 

V:={x€M: ^ - - -< x(t) -< 2d2, t 6 [0 ,2TT]} , 

V 

~B 

BR 

= {x € H : -dx -< x(l) -< d2) t G [0, 2TT]}, 

= {x G H : \\x\\Hi < m , } , 

= { i £ i : \\x\\Hi < R], 

where R, di and d2 are specified in Lemma 9.2.2 and my in Lemma 9.2.4. We 
can choose m,\ > 0 to be sufficiently small so that 

B C P C P C C . 

and define 
U:=(VnBR). 

Choose e > 0 to sufficiently small such that the set 

U:={xell: dist(x, W) < e}, 

satisfies U C V. Thus, the sets U, U satisfy (P2) by Lemma 9.2.2(i). 
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Next, we choose Aj and A2 to be 

A i : = — , A2 : = ; — - , h > j-2, j i , h € N. (9.38) 

Then, by Lemma 9.2.5, Ab A2 satisfy (P5). Define the set QXl A2 C R+ x M by 
(9.8). 

Based on the above discussion, we established the a priori bounds for (9.22a) 
and (9.22ap) which verify (PO)—(P5). Thus, $p defined by (9.11) is indeed an 
^j^2-admissible homotopy. Therefore, the equivariant topological invariant 
0 is well-defined (cf. Definition 9.1.1) and the computational formula (9.19) 
is valid. 

9.2.4 Computation of the Equivariant Topological Invariant 

To determine the negative spectrum of —S, observe that "B — n\y — —B (cf. 
(9.24)). By (HI), the matrix B has only positive eigenvalues. Thus, 

<7_(-0) = a-(B) = 0. 

Therefore, the computational formula (9.19) reduces to 

ka s 

0 = ( r ) " E E E E ^(^A:(A))signdet JD^ f c(A,0-de g v . ; 

;>o fe=i j=o (A,t)e/i(,k 

ko s 

= E E E E ^(w,*(A))signdet JD^ ) f c(A,0-degv . | . (9.39) 
i>0 fc=l j = 0 (A,t)6^l>fe 

By direct computation, we have (cf. (9.15)) 

ilt .A _t<J .A,(A)(e*".z) = e 
/? (Z) «T „ 

2i 
, ^n 

Take fiitk e a(B), we write (cf. (9.16)) 

/ , w x l3(z)u,i k »'T ~ 

^>fc(A)(z) = z + tlirAe~~z> z e Ew, 
where (3 is defined by (9.13). To determine the function ipitk according to (9.18), 
we express Ai u as 
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^ ( A ) W = (l + «^e-¥ 
il 

= 1 + 
( 2 - a 1 - ( l - g 1 ) P | | ) / / t [ f c % ~ 

il 

Then, (p^ : K2 —> C is defined by 

/ W N , , (2 - ai - (1 - ai)<)/4,* _«r 
pJ)fc(A, i) := 1 + - ~^^e A • 

To simplify notations, put £(i) := 2 — a i — (1 — ax)t for all f € (1,2). Notice 
that /3(z) = £(||z||) for 1 < \\z\\ < 2. To compute 0 according to (9.39), we 
need to differentiate <p^k at the point (\0)t0) satisfying ((;f. (9.34) 

'£(««) 
\> '•— \ . m — 

AoW.i <1, 
IT 

'2irm |-7r/2 
J, for some m € N. 

(9.40) 

We have that 

/ \ +\ 1 , £ ( ' ' V u -itn 
il 

1 _ s l n T - . — r - c o s T 

Then, we obtain 

Diphk(\t) = 

J(t)Vi,k nrso IT_(_ W_\ (l~«i)w,fc • lr_ 
I A f^cosf(-g) 

~~1 M n x i ~ A 5 ) i C 0 S T 

which evaluated at (X0,t0) gives (notice that cos j - = 0 and sin ^ = 1) 

r o ^ 
Dipiik(\0,t0) = 

u J 

-— n 
A2 U 

Clearly, sign detD(p l>k(\0,t0) > 0. Thus (cf. (9.39)), 

fZo * 

l>0 fc=l j = 0 (A,t)6/li,j: 
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Finally, to determine A^k, for fj,^ € cr(B), denote by n(^,fc) a positive 
integer such that 

71" 7f 

- + 2n(fj.iik)ir < fnikr < - + 2(n((iitk) + l)n. 

Then, we have (cf. (9.40)) 

IT I 
Ai,k :={(A0,f0) : A„ = • —, £(/.„) = , 

27rm + 7r/2 Kfr,k 

lj2 <m<lju n(fjLitk) >m}. 

T h e o r e m 9.2.6. Under the assumptions (HO) ~(H3), if the G-equivariant 
topological invariant 

0=J>7/(//) 

is nonzero, i.e. there exist a coefficient n^ ^ 0 with H = Kv'1, then there 
exists (X,x) £ if?Ai.A2

 su°h that #i(A, x) = 0 with Gx D H. In other words, 
there exists a nonconstant 2i\-periodic solution to (9.22) for som,e A € [Ai, A2], 
and consequently, there is a p-periodic solution to (9.20) with p -- 2irA. In 
addition, if H = K9,1 is a dominating type in M, then there exists a nontrivial 
periodic solution x(t) to (9.20) (and consequently a whole G-orbit of solutions) 
with the exact symmetries K^. 

As an immediate consequence, we obtain the following generalization of the 
result obtained in [90] (without assumption of simplicity on the eigenvalues of 
the matrix B) 

Corollary 9.2.7. Suppose that r = {e}. Under the assumptions (HO)—(H3), 
if there exist an eigenvalue fi e o~(B) and n £ N U {0} such that 

- + 2mr < fir < - + 2(n + 1)TT, 

then the G-equivariant topological invariant 

0=X>H(#) 

'is nonzero, and consequently, there exists a p-periodic solution to (9.20). 
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9.3 Usage of Maple© Routines and Computational 
Examples 

In the computational examples, we consider the system (9.21) symmetric with 
respect to F being Q8, D$ and S4. In addition, we assume that b = [ 1 , 1 , . . . , I]7 . 
For each considered matrix A = B, we choose concrete numerical values of its 
entries, as well we also specify the numerical value of the delay r > 0. The 
spectrum of A will be denoted by {p,k : 1 < k < k0}, and the corresponding 
to /.ik eigenspace E(fik) will turn out to be of a single F-isotypical type, i.e. 
E(fik) = m,i(k)(Hk) • Vj(fc), where mi{k)(ii,k) denotes the ^(^-multiplicity of the 
eigenvalue of [ik. In all considered cases, we always have m,i(fj,k) = 1. Similarly, 
the for the matrix A : Vc —• Vc we will denote by E(fik) the (complex) 
eigenspace, which in our cases will be E(f.ik) = rnj^di^-Uj^), where rrij^){^k) 
is the Wj^-multiplieity of /.ik. The number r%(A-)(/./*) will be always one, except 
for one eigenvalue in the case F = Q8, where the considered (real) eigenspace 
will be of quaternionic type, so this number is equal 2. 

We choose the values of j \ — 1 and yi = 1, and put 

mi,j :==: mm(Hk)\Ai,k\, where E(fik) = mj{k)(fik) • Um, 

and \X\ denotes the number of elements in the set X. Then, using this notation, 
our computational formula for the associated equivariant twisted degree can 
be simplified as follows 

,s 
B=X] £ Z) Zm^-)degv,, 

ft 

= EE m ^ d e gv , ( - (9-41) 
l>0 j = l 

For the computation of the numbers n(fji), we use Table 9.1. The final 

n 

f + 2ri7r 

1 

7.9 

2 

14.1 

3 

20.4 

4 

26.7 

5 

33.0 

6 

39.27 

7 

45.6 

8 

51.8 

9 

58.1 

10 

64.4 

T a b l e 9 . 1 . Values of § + 2mr. 

results are formulated in basic degrees deg.v. . For the values of basic degrees 
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degy-i> w e r e^e r ^° Appendix A2.3. The degrees degv can be determined by 
taking the /-folding homomorphism of degv. t, i.e. degv — ^ ( d e g v , , ) , for 
«Pj : A\(G) - • A\(G) defined (on generators) by (H^k) ^(H^kl). 

For each non-zero coefficient in 0 of (H^'1), where (H^) is a dominating 
orbit type, there exist at least \FfH\ different non-constant p-periodic solutions 
with the least symmetry (H'p,k) for some integer k > 1. However, the fc-folding 
in the isotropy group (H'p'k) of x G HP means that a: is a p/fc-periodic solution 
with symmetries exactly (H^). In this way we are able to predict the exact 
symmetries of certain periodic solutions. 

In Appendix A4.4, we list existence results for the /"-symmetric Lotka-
Volterra type systems, for F being the quaternionic group Qs, the dihedral 
group D8 and the octahedral group S4. 



10 

Existence of Periodic Solutions to Symmetric 
Variational Problems 

In this chapter, we study the existence of periodic solutions to symmetric vari­
ational problems. More precisely, we first investigate the existence of nonsta-
tionary periodic solutions to an autonomous Newtonian system of describing 
trajectories of finitely many particles, governed by the Newton's laws of mo­
tion. As sufficient differentiability of the force function is stipulated, the New­
tonian system of our consideration is energy conserving, thus all variational 
techniques apply. 

Wc consider an autonomous Newtonian system symmetric with respect to 
a compact Lie group /'/which acts on the phase space V. The .T-equivariant 
nature of the force function-leads to a F x £1-equivariant variational problem, 
where periodic solutions to a / '-symmetric autonomous Newtonian system cor­
respond naturally to critical points of the associated F x S'-invariant total 
energy functional W. 

To the gradient map of the energy functional, which is assumed to be asymp­
totically linear at oo, we associate two topological invariants deg0 and deg^, 
representing the gradient F x ^-degrees of V ^ on a small ball B£ and a large 
ball BR, respectively. The difference deg^ — deg0 is the topological invariant 
capturing the existence of nonstationary periodic solutions to the system in 
BR \ Be. 

Then, we study an 0(2)-symmetric elliptic problem with periodic-Dirichlet 
mixed boundary conditions. By a similar procedure, we obtain the existence 
result. 

The chapter is organized as follows. In Section 10.1, we discuss a symmet­
ric autonomous Newtonian system having 0 and oo as non-degenerate critical 
points of the energy functional. In this case, the standard linearization tech­
nique applies. Consequently, the computations of the topological invariants 
degp (p £ {0, oo}) reduce to the computations of gradient linear isomor­
phisms, which adopt the effective computational formulae discussed in Sub-
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section 5.2.2. The computational examples are provided in Appendix A4.5 for 
r = DQ,S4,A5. In Section 10.2, we extend our discussion to the symmetric 
autonomous Newtonian system allowing degenerate critical points at 0 and/or 
co. Applying a result of splitting lemmas (cf. [69]), we obtain a product type 
of formula for each degp (p e {0, oo}), which is only computable up to an 
unknown factor (due to the degeneracy of the system). Under certain assump­
tions, the invariant deg^ — deg0 still contains enough information about the 
symmetric structure of the solution set. Numerical illustrations will be pro­
vided in Appendix A4.6 for F being dihedral groups D6, Dg, D\Q and D\2- In 
Section 10.3, we study an 0(2)-symmetric asymptotically linear elliptic equa­
tion with periodic-Dirichlet mixed boundary conditions. By applying a similar 
degree-theoretical procedure, we obtain the existence result of at least two 
different types of periodic solutions. Computational example is provided in 
Example 10.3.3. 

10.1 Symmetric Autonomous Newtonian System 

Throughout this section, F is a finite group, V is an orthogonal /-represen-
tation and if : V —>• K is a C2-differentiable /"-invariant function. Then, the 
gradient map V<f : V —> V is a C]-differentiable I '-equivariant map. 

We are interested in finding nonzero solutions to the following 1 '-symmetric 
autonomous Newtonian system 

x = -Vf(x), x(t)ev, 
x(0) = X(2TT), X(0) = .X(2TT), 

where x : M —> V is twice weakly differentiable with respect to t and Vip 
satisfies that 

(Al) Vip(x)^0 ^^ x^0. 

In addition, there exist two symmetric /"-equivariant linear isomorphisms 
A, B :V ^V such that 

(A2) VV(0) = A. 
(A3) Vip(x) = Bx + o(||rr||) as ||rr|| —•» oo, i.e. 

Urn 1V^) - fl'll = p. 
Ilzll-oo re 
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Notice that the conditions (Al)—(A3) imply that 

F-De,g(-A,B,(V)) = r-Deg(-£,i? : 1(V)). (10.2) 

Indeed, by the standard linearization argument and (A2), there exists e > 0 
such that 

r - D e g ( - A B(V)) = r-Deg(--A D£{V)) = r-Deg(-V<p, Be{V)). 

Similarly, using (A3), for R > 0 being sufficiently large number, we have 

r-Deg(-B,B(V)) = r-Deg(-B,BR(V)) = r-Deg(-V(p,BR(Y)). 

However, (Al) forces -V(/:_1(0) = {0}, by excision property of the f-
equivariant degree, we have 

r-Deg(-V<p,Be(V)) = r-Dcg(-V<p,BR(V)). 

Therefore, (10.2) follows. 

The following assumption allows the system (10.1) having non-degenerate 
linearization at 0 and oo. 

(A4) {a {A) U (j{B)) n {k2 : k = 0,1, 2 , . . . } = 0, 

where a{A) (resp. o{B)) denotes the spectrum of A (resp. the spectrum of B). 

Remark 10.1.1. Suppose that C : V —> V is a symmetric linear operator 
such that a(C) n {k2 : k = 0,1, 2,-... } = 0, then the system 

-x = Cx, x(t) e V, 
x(0) = .x(2vr), i(0) = i(2?r) 

has no non-zero solutions. Therefore, the condition (A4) implies that, the lin­
earization of (10.1) at x — 0 and x = oo have no non-zero solutions. 

Example 10.1.2. One can easily construct an example of a /"-invariant func­
tion ip : V —> R satisfying the assumptions (Al)—(A4). For instance, let 
r): R —• R be a C2-differentiable function such that rf(t) > 0 for all t G R and 
lim?/(/) = b > 0. Also, assume that 2r/(0), 26 g {A;2 : k = 0 ,1 ,2, . . . }. Then, 

t—*OQ 

ip(x) := ?7(||x||2) is /-invariant and the gradient Vtp(x) = 2r)'(\\x\\2)x, satisfies 
(Al) and clearly Vtp(0)h = 2rj'(0)h. 
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On the other hand, 

l i m llVyfr) - 2bx\\ _ ^ \\(2V>(\\xf)- 2b)x\ 

\x\\ MH°o ||£|| 
= lim |2r/(IM|2)-26| = 0, 

||z:||->oo 

so (A2) and (A3) are clearly satisfied with A = 27/'(0) Id , B = 2b Id . 

10.1.1 Functional Setting 

The system (10.1) can be reformulated as a variational problem in the Sobolev 
space W :— ii/"1^1; V), which is a natural isometric Hilbert G-representation 
for G = r x Sl, with the G-action given by (cf. 6.21) and the inner product 
defined by 

(«,v)jP : = / (u(t)J>(l)} + (u(t),v(i))dt, u, v G W. 
Jo 

We will denote by || • ||^i the induced norm by (•, •)#) on W. 

Define & : W ->• R by 

*(«) := J ' (^\\u(t)\\2 ~ ¥>(«(*))) *, (10-3) 

(where || • || stands for the L2-norm). Clearly, the functional & is G-invariant 
and G'2-differentiable. Indeed, one can easily verify that 

(u(t),v(t))-(V<pWt)),v(t))dt. 

Notice that if DW(u) = 0 for some u G W, then u G H2{Sl;V) and u is a 
solution to (10.1). Consequently, the problem (10.1) can be reformulated as 

V&(u) = 0. (10.4) 

To determine an explicit formula for VW, we represent W as 

*(«) = ^ 1 1 * - * ( « ) , *ew> 

where 



10.1 Symmetric Autonomous Newtonian System 247 

£(«)= / '(p{u(t))dt, ${h) = (p{h) +-\\h\\\ he V. 
Jo * 

Clearly, V # ( M ) = u - W ( M ) . 
Introduce the following maps: 

L : II2{SU,V) -> L\S'; V), Lu = -u + u, (10.5) 

j : H2(SU, V) -> H1 (Sl; V), ju = u, 

Nv? : C ^ 1 ; F) ~> L2(Sl; V), Nv^{u) = V^(«) = V(p(u) + Id . 

Since the equation 

<W( W ) ,^=I )^ )H 

translates to 

i T ( ( 1 V ^ U ) ( 0 . * ( * ) ) + <W(u)(0,t/(t)>) dt = j( \v(p(u(t)),v(t))dl, 

for all v e Hi(Si;V), we obtain that \7<P(u) is a weak solution y to the system 

(-y + y = Vlp(u), 

\y(0) = y(2ir),y{0) = y(2ir). 

Therefore, one obtains 

V<%) = j o L_ 1 o Nv$(u), u e W, 

which leads to 

W(u) = u-jo L'1 o iVv^(u), ueW. 

Therefore, 

a: is a solution to (10.1) ^=4> V#(:r) = 0, x € W. 

Notice that since j is a compact inclusion, the gradient G-map V\P is indeed a 
completely continuous G-equivariant field on W, and the gradient equivariant 
degree method applies. 

By (A2)—(A4), for sufficiently small e > 0 (resp. sufficiently large R > 0), 
the map V ^ is f?£(V^)-admissible (resp. 5fl(M/)-admissible). Thus, one can 
define the following gradient G-equivariant degrees 
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deg0:=VG-deg(W,Be(W)), 

deg(X^Va-deg(V^Bn(W)). 

By the excision property of the gradient degree, if deg ̂  — deg 0 ^ 0, then 
there exists a solution to (10.4) and equivalently, to the system (10.1), in 
BR(W) \ Be(W) (cf. [69]). 

10.1.2 Existence Result 

Define the G-orthogonal isomorphisms A, B : W —>• W by 

.4:= Id - j o L " 1 o(A + ld), B:=ld - j o L~] o(B + ld). (10.6) 

By (A2)- (A4) and the linearization argument, we have 

deg0 = VG-deg(A,Bi(W)), (10.7) 

degoc = VG-deg(B,Bi(W)), (10.8) 

which leads to the following existence result for the system (10.1). 

Theorem 10.1.3. Let G = F x S1 for F being finite. Consider a r-orthogonal 
representation V and a F-equivariant C'2 -differ entiable function <p : V —> M. 
satisfying verifying (Al) — (A4)- Suppose that the maps A and B are given by 
(10.6) with 

deg o o - deg0 = (deg0, -deg4) e A(F) © A\(G) ~ U{G). (10.9) 

Then, deg° = 0 and if 

degL = J2nH-{U)¥:Q 
(H) 

i.e. UH0 7̂  0, for some orbit type (II0) in W, then there exists a non-constant 
periodic solution x0 to (10.1) satisfying GXo D H0. In addition, if H0 = Kf,k 

is such that (Kf'1) is a dominating orbit type in W, then there exist at least 
\r/K0\ different non-constant periodic solutions with the orbit type at least 

« ' * ) • 

Proof: By definition of the gradient equivariant degree (cf. (5.24)-(5.25)), 

deg0 = r-Deg(B\w3i, By(Ws1)) - F-Beg(A\wSr, B^W8')). 
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Observe that Wsl ~ V and A\wSi = -A, B\w,si = -B (cf. (10.6)). Thus, 

deg° = r-Tteg{-B,B^{V)) - r-Deg(-AJh(V))-

Combined with (10.2), we conclude dcgf = 0. 

By (10.7)—(10.8) and the excision property of gradient equivariant degree, 
if 

VG-deg(A B{W)) - VG-deg {B, B{W)) ^ 0, 

then there exists a solution to the system (10.1) in Bn(W)\Be(W). Moreover, 
by (Al), x = 0 is the only constant solution to (10.1). Therefore, there exists 
a non-constant solution to the system (10.1) in BJI(W) \ Be(W). 

Suppose that nut> ^ 0, where (H0) = (Kf'k) and {Kf'x) is a dominating 
orbit type in W. Then, by the existence property of gradient equivariant de­
gree, there exists a solution u £ Bn(W) \ Be(W) to the system (10.1) such 
that Gu D II0. Due to (Al), we have that (Gu) = (K^)JOT some K with 
K0 C K C r and a homomorphism ip : K —> S1 with II)\K0 = V;> k > k. 
Since {Kf'1) is a maximal orbit type in the set of all 1-folded twisted orbit 
types in W, thus (K$,k) is a maximal orbit type in the set of all fc-folded 
twisted orbit types in W. Consequently, (IC^k) = (Kf'k). Therefore, there ex­
ist at least \r/K0\ different non-constant periodic solutions with the exact orbit 
type {Kpk). In other words, there exist at least \r/K0\ different non-constant 
periodic solutions with the orbit type at least (Kf>k). D 

10.1.3 Computat ion of deg* 

For simplicity, assume that* 

(A5) the operators A and B have only positive eigenvalues. 

Consider the complexification Vc of V and the F-isotypieal decomposition 
of Vc given by (6.7). Each operator A on V can be extended to a "complexified" 
operator A : Vc —* Vc given by A{z®v) :— z®Av (for which the same notation 
is used). For each fi G cr(A), denote by E(f-i) the eigenspace of /u, considered in 
Vc and call 

dim [E(IJ) n Uj 

™>M = \ m l l . ' . ( lo io) 

* In the case A and B have negative eigenvalues, the argument remains valid for the "positive" 
parts of <J{A) and a(B). 
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the Uj-multiplicity of \i. 

Put A3 :— A\Vi and 

akj{A) := {fj, € a(Aj) : k2 < fj, < (k + l)2}, 

thus by the assumption (A4), 

oo 

<r{A*) = | J <r*(A). 

Recall A' := A\w, W := (M/5 ')±. The definition of A (cf. (10.6)) clearly 
implies that 

<7(-4')={l-j^j : l^a(A), * = 1,2,...} 

= {1-^T : P€<7*(yl), j = 0 , l , . . . , s , Ar = 0 , l , . . . , Z = l , 2 , . . . J . 

Consequently, the negative spectrum CT_ (.A') of .4' can be described by 

M^') = { i - ^ j : fie^(A), j = o,i,...,s, fc = o,i,...,/ = i,...,fc| 

(10.11) 

Moreover, for an eigenvalue 1 — |qjj of A'\wt '• Wi —> Wj, we have 

m i . ' ( 2 " ^ y ) = ^ ( ^ ' = 1,2,... (10.12) 

Therefore, by (10.11)—(10.12), the second component degp of deg0 equals 
to 

s oo k 1 

=*«s*EEE Z"*v-£&«*» 
8 OO ft 

= deSo*EE E ™»X>gv„. (10-13) 
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On the other hand, Aj : Uj —>• Uj is completely diagonalizablc, thus 

oo 

™J= H ™ » = ]C J2 ™M- (10-14) 

Now, by putting 
m){A):= Y, "W> (10.15) 

we can simplify (10.13) to the following form: 

s oo k 

deg*0 = dcgj} * Y^LftM)SdeSvy,,-

Notice that (cf. (10.14)) 
oc 

fc-1 

Following the same lines for the operator £>, by assumption (A5), one obtains 

s oc k 

degL = deg^ * £!>}(fl)£degViil, 

and 
oc 

mj = E ^ X 5 ) ' (10.17) 
fc-i 

where 

»j€**(B) 

with rhj{rj) being the ZYj-isotypical multiplicity of 77 (cf. (10.10)). 

By Theorem 10.1.3, deg° = 0, thus degg = deg^. Put 

deg 0 :=deg° = deg^. (10.18) 

Therefore, by (10.9), 
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deg1 = deg^ - degf, 
s oc / k \ 

= dego * E E K(^) - ™Jw)I>sv,, 
j=0k=l \ 1=1 / 

r s oo / fc \ 

= n IT^gv . r^^EE (mJEdesvw . (l0-19) 

where 
mj := m)(/?) - m)(/1). (10.20) 

Definition 10.1.4. Wc call the number mj: given by (10.20) the k-th Uj-
isotypical compartmental defect number for the map V<̂ , for j = 0 ,1, . . . , s 
and k = 1,1, — 

The following lemma describes the possible combinations of the Zij-isotypical 
compartmental defect numbers m*', k = 1,2,..., subject to conditions (10.16)— 
(10.17): 

Lemma 10.1.5. Let a, N be positive integers, (nk)'k^l and (w.fc)ĵ _j be two 
N-part partitions of a, i.e. 

a = m + n2 + h nN = mj + m2 + h mjy, 

where nk
 !s and mk 's are non-negative integers. Put 

bk:=nk-mk, k = 1, 2 , . . . , N, 

bk>0 bk<0 

where a sum over the empty set is assumed to be 0. 
Then (6fe)̂ =i is a partition ofO with 0 < b+ < a and —a <b~<0. 

Proof: Assume that {nk)^=1 and (mk)^=1 are partitions of a, i.e. 

a = n1+n2-\ V nN = m^ + m2 H h mw . 

Then, clearly, (bk)k
v_1 — (nk — rn,k)^=l is a partition of 0 and, by definition, 

b+ >0,b~< 0. Moreover, since nk > 0 and mk > 0 for all fc, 
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N 

b+ = Y^h = E (nk ~ m*) - E n k - Enfc = a 

bk>0 nk>mk nk>mk k-\ 
N 

b~ = E6* = E (n*- mt) - E (~m*) ^ ~Yjnk = ~a' 
6*<0 nj.<mfc nk<mk k~\ 

which concludes the proof. D 

10.1.4 Concrete Existence Results for Selected Symmetries 

We present here the computational results for several /'-representations, where 
F — D4,Ds,D(i; 64 and A$. Similarly to Subsection 6.3.4, we assume the 
conditions (Rl)—(R2) hold. 

By condition (R2), 

Mfj) = l d i m R m / d i m R V t i = i"' (10.21) 

Also notice that (degv<)2 = (G) for all i. Put 

£i = E mv(/-*) m o d 2-

Thus, 

Deg?. = n ( d e g V i ) e i . 

Consequently, the computational formula (10.19) reduces to 

r s 00 / k \ 

de g l = J ] (d<*v,)£< * E E m J E d e g v w • (10-22) 
i=0 j = 0 k = l \ Z=l / 

Consider the system (10.1) assuming that (Al)—(A5). As the symmetry 
group r, take the dihedral groups DA, D5, DQ, the octahedral group S4 and 
the icosahedral group A$. We list the computational results in Appendix A4.5. 
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10.2 Symmetric Autonomous Newtonian System with 
Degeneracy 

In this section, we study the symmetric autonomous Newtonian system (10.1) 
without assuming the nondegeneracy assumption (A4). In this case, the lin­
earized operator A (resp. B) at 0 (resp. oo) may have nontrivial kernel, i.e. the 
energy functional 9 defined by (10.3) has degenerate critical points at 0 and/or 
oc. As the standard linearization argument fails, the formulae (10.7) (10.8) 
are no more valid for the computation of d e g ^ — deg0 . To proceed with this 
degenerate situation, we need the result called splitting .lemma proved in [69]. 

10.2.1 Spl i t t ing L e m m a 

Let G be a compact Lie group and W an (infinite-dimensional) isomet­
ric Hilbert G-representation. Consider a C2-differentiable G-invariant map 
<£ : W —» M, which has the following form 

${x) = ^(x,x)w-g(x), _ (10.23) 

where (•, -)w denotes the G-invariant inner product on W and g : W —» K is a 
G-invariant function satisfying 

(Bl) V.9 : W —> W is a G-cquivariant compact map. 
(B2) For p G {0, oo}, there exists a G-equivariant symmetric compact operator 

Lp : W -> W and a G-invariant r} : W -»• K such that <P(x) = r2{(ld -
Lp)x, x)w + Vp(x) with Vr/p : W —>• W being a compact map and 

| | V \ ( : r ) | | - • 0, as ||x|| -» p. 

(B3) 0 G cr(Id — Lp), i.e. p G {0, oo} is a degenerate critical point of <P. 
(B4) p G {0, oo} is isolated as critical point of <P. 

Notice that (B3) implies that p = 0 is a critical point of <P. We also treat 
p = oo as a critical point, with Hesse matrix Id — L^. We call oo an isolated 
critical point if V # _ 1 ( 0 ) is bounded. 

Nota t ion 10.2.1 Denote by Zp := Ker (Id - Lp) and Wp := Im (Id - Lp). 
Since Lp is a compact operator, we have that Id — Lp is a Fredholm operator of 
index zero. Thus, Zp and Wp are finite and infinite dimensional G-orthogonal 
representations, respectively. Also, Id — Lp being a symmetric linear operator, 
implies that W = Zp © Wp and the operator Qp := (Id — Lp)\yVp is a G-
isomorphism. 
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The following splitting lemma, which is a simplified version of the theorem 
proved in [69], is essential for computations of the equivariant degree of V<P at 
0 and oo. 

Lemma 10.2.2. (Splitting Lemma) Supposed is of the form (10.23) satisfying 
(Bl)—(E>4)- Then, for eachp € {0, oo}; there exist ep > 0 and a G-equivariant 
gradient homotopy VHP : [0,1] x W ' —» W such that 

(i) V//0-1(0)n(ri(fieo(W)) x [0,1]) = {0}x[0,1], andVH-\0) C d(BSoB{W)) 
x[0,l]. 

(%%) VHp{t, •) = Id - Vgp(t, •) for t € [0,1], where Vgp : [0,1] x W -»• W is a 
compact map. 

(Hi) VHp(0, •) = V<P; and 
(iv) there exists a G-equivariant gradient mapping Vtpp : Zp —» Zp such that 

V//P(l, (v, w)) = (V(pp{v), Qp(w)), for (v, w) e Zp © W„. 

Therefore, by the multiplicativity property of gradient equivariant degree, we 
have (cf. Theorem 5.2.5) 

Corollary 10.2.3. Suppose <P is of the form (10.23) satisfying (Bl) (B4)-
Then, for p G {0, oo}; there exist ev > 0 and a G-equivariant gradient map 
V(/?p : Zp —> Zp such that 

VG-deg {V$, B£p(W)) = VG-deg(V(pp, B£p(Zp)) * VG-deg(Qp, B(WP)), 

where Zp, Wp and Qp are given by Notation 10.2.1. 

Remark 10.2.4. Notice that in the case G = T x S[ (as usual, we assume V1 

is finite), the computational formula (5.28) in Subsection 5.2.2 can be easily 
extended to the class of G-equivariant gradient compact fields. Indeed, it is 
well-known that each compact operator has a spectrum either composed of 0 
and a finite number of eigenvalues, or it is an infinite sequence of eigenvalues 
convergent to 0 (which is also in the spectrum). Moreover, every non-zero 
eigenvalue has a finite multiplicity. Consequently, by compactness assumption 
(A2), there are only finitely many eigenvalues fj, of Lp such that fj, > 1, which 
implies that the negative spectrum of Qp = Id — Lp consists of only finitely 
many eigenvalues, each of which has a finite multiplicity. Therefore, by the 
suspension property of the gradient degree in the infinite-dimensional case, 
we have the following analog of formula (5.28), which can be used for the 
computations of Vc-deg (Qp, B(\Vp,p)). 
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Proposition 10.2.5. Let G = F x Sl for a finite group F and let W be an 
isometric Hilbert G-representation. Suppose that Q : W —>• W is a linear 
isomorphic G-equivariant gradient compact field. Then, 

VG-deg(Q,£(W)) = VG-deg(Q, B(W f i 1))-

Cea-(Q') j,l 

where VG-deg(Q, B(WS )) is given % 

r 

vG-deg(Q,B(wsi))= n n ^ v . r ^ -
/ie<r-(Q)»-o 

10.2.2 Symmetric Autonomous Newtonian Systems with 
Degeneracy 

Consider the symmetric autonomous Newtonian system (10.1) satisfying (Al) 
(A3) and the degeneracy assumption 

(A4') (a(A) U a{B)) n {I2 : I = 0,1, 2 , . . . } / 0. 

For simplicity, assume that cr(/l) (resp. o-(B)) has a nontrivial intersection with 
{/2 : / = 0,1,2, . . . }, which contains only one element, namely 

m)U(A)n{t* : Z = 0,1,2,... } = {!§}, 
1 ,\a{B)n{fi : Z = 0 , l , 2 , . . . } = { ^ } . 

10.2.3 Reformulation in Functional Spaces 

Following the same lines as in Subsection 10.1.1, we reformulate the problem 
of finding nonstationary periodic solutions of (10.1) to a variational problem of 
finding nontrivial critical points to the energy functional W defined by (10.3). 

By (Al)—(A3) and (D), we are in the setting of Section 10.2.1. Indeed, 

1 /"27r „ 
<P(u) = -(u,u)m - / <p(u(t))dt 

z Jo 

satisfies (Bl)—(B3) for 
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L0 = joL-io(A + ld), (10.24) 

L00=joL~1o-(B + ld). (10.25) 

Also, by (Al) , the functional <P satisfies (B4) in the ease l0 = l^ = 0 in (D) 

(cf. Lemma 5.2.1. in [69]). In the case lp ^ 0 for some p G {0, oo}, we assume 

that 

(A5) p E {0, oo} is an isolated critical point of <£ whenever lp / 0. 

Remark 10.2.6. In general, it is possible that (A5) fails for some p G {0, oo} 

with lp 7̂  0. However, by an cquivariant implicit function theorem argument, it 

is shown in [69] that in the case (A5) fails, there already exist infinitely many 

solutions of (10.1) and the minimal period of any solution sufficiently close 

to the point p is equal to j 1 (cf. Theorem 5.2.2 in [69]). In particular, (10.1) 

allows infinitely many nonstationary y^-periodie solutions automatically. In 

this section, we exclude such possibility by assuming (A5). 

Therefore, by (Al)—(A3), (D) and (A5), there exist a sufficiently small 
e > 0 and large R > 0 such that deg 0 and d e g ^ are well-defined by (10.7)— 
(10.8). Consequently, Theorem 10.1.3 holds with the assumptions (Al)—(A4) 
replaced by (Al)—(A3), (D) and (A5). This statement will be referred as 
Theorem 10.1.3d. 

10.2.4 Computat ions of d e g ^ — deg 0 

To apply Theorem 10.1.3,2 for the existence and multiplicity result for the 
system (10.1) allowing degeneracy assumption, we extend the computations 
of d e g ^ and deg 0 using Lemma 10.2.2. Especially, we analyze several pos­
sible cases where a nontrivial (//^' ')-terin occurs in d e g ^ — deg0 , for some 
dominating orbit type (Hv). Due to the degeneracy assumption, the value of 
deg 0 (resp. d e g ^ ) is only computable up to an unknown factor. However, to 
take advantage of Theorem 10.1.3^ (ii), we only need to determine a nontrivial 
(J/^ '^-term in d e g ^ —deg0, i.e. to find a nontrivial ( i J ^ ) - t e r m in d e g ^ (resp. 
dego) which does not appear in deg 0 (resp. d e g ^ ) . 

Consider the SMsotypical decomposition of W given by (6.31) and take A 
and B defined by (10.6). Then, we have 
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1 
;2 + i 

A\WSL=-A, A\Wl=ld-w-r^(A + Id), (10.26) 

B\wsi=-B, B\Wl=ld-w~r^(B + M). 
1 

Z2Tl ' 

We distinguish two degenerate cases for lp = 0 and for lp > 0. 

(DA) a(A)n{l2 : I = 0,1,2,...} = {0}, 
(V'A)a(A)n{P : l = 0,l,2r..} = {^0}, 
(DB) a(B) n {I2 : I = 0,1 ,2 , . . .} = {0}, 
(D'B)a(B)n{l2 : 1 = 0,1,2,...} = {11^0}. 

Notice that (cf. (10.26)) 

A is a ̂ -isomorphism on W5'1 44> 0 ^ cr(y4) 

4̂ is a G-isomorphism on W\ <=> I2 $. (J (A) 

and similar relation holds for B. 

(10.27) 

Since the computations of deg^ and dcg0 are completely analogous, we 
only discuss in details the computations of deg0 assuming (DA) or (D^). A 
table summarizing the existence/nonexistence of a nontrivial (H'^-l)-tevm. in 
dcgp, is presented in Theorem 10.2.9, for p e {0, oo}. For completeness, we 
also include the nondegenerate conditions: 

(ND^) a(A) n {I2 : I = 0,1,2, . . . } = 0, 
(NDB)a(B)n{l2 : I = 0,1, 2 , . . . } = 0. 

By Corollary 10.2.3, there exists e > 0 and a G-equivariant gradient map 

Vy?o • Z0 -+ Z0 such that 

dego = VG-deg (V<p0, B£(Z0)) * VG-deg (*4|Wo, B(WQ)), 

where VG-deg(^4|w0, B(Wo)) can be computed by (cf. Proposition 10.2.5) 

\7G-deg(AU,B(Wo)) 
r 

= n ri(desv,r(M) 
/*€<M^lw£i)<=0 

r 

- II II(de8v,rM * £ E^(0degV3ir 
/*6a-(>l | w S i ) i=0 £€a_(.4|w , ) j,J 
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To simplify the notations, put 

r d e s ^ n ri(degv,r ( , t ), (10.28) 
degl

A:=deg°A* £ I > ^ ) d e g V j i . (10-29) 

iec-(A\w,o) j,i 

Then, we have 

dcg0 = VG-deg(VVo, Be(Z0)) * (deg^ - dcg^). (10.30) 

We simplify the formulae (10.28)—(10.29), under different assumptions 
(D^), (D^) and (ND^) respectively. 

Case (D^): Under the assumption (DA), A\wt is a linear G-isomorphism of Wi 
for each / G {1 ,2 , . . .} , and Z0 = KevA = KevA C Ws* (cf. (10.27)). Thus, 

VG-deg (V<A>, Be(Z0)) G A0(G). (10.31) 

Therefore, 

deg0 = VG-deg(V<p0, BS(Z0)) * (deg^ - deg^) 

= VG-deg(V<A), Be(Z())) * deg°A - VG-deg(V</?0, B£(Z0)) * dcg^, 
^ i n | •> v -J 

eA0(G) €Aj(G) 

where — VG-deg(V</?o, B£(Z0)) * deg^ is the part that may contribute a non-
trivial (/Jp,()-term to deg0. 

Since Wf = Im(A), we have that a_(.A| s i ) = a+(A) (cf. (10.26)). To 
interpret the formula (10.29), it is sufficient to observe that 

f G a-(A\Wo) . ^ { = 1 - ^ - ^ , M>/ 2 , for/xGcT(^l), / G { 1 , 2 , . . . } , 

and 
mj,i(0 = ™j(/*)> 

where fhj(fj,) is the ^-multiplicity of [i. 

Let fhj(A) by defined by (10.15). It can be directly verified that (cf. (10.13)) 
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s oo k 

E X>^)desv,,, = EE^^)Edegv„r 
Therefore, the formulae (10.28)—(10.29) reduce to 

r dc%A= n n^sv.r0^ 
/j£(7+(A) *=0 

S CX) fc 

deg^ = deg^ * E E r " K A ) E d e § v , , r 
j=0 k-r\ 1=1 

Let (//v,() be such that (HLp) is a dominating orbit type in W. We introduce 
the following conditions: 

(Yl) deg^ contains a nontrivial (/7^)-term, and ZQ = Ker A is such that 

(Zo)r = {0} 

(11 x S]) i J(Z0) for any (H) s.t. (11) < (11) < (/'). 

(Nl) deg^ does not contain a nontrivial ( f f^- term. 

Proposition 10.2.7. Let <p : V —> M be a r-invariant C2-differentiate map 
satisfying (Al)—(A3) and (DA). Let (H^'1) be such that (H^) is a dominating 
orbit type in W. Then, 

(i) Under the assumption (Yl), there exists a (11^,l)-term with a non-zero 
coefficient in deg 0; 

(ii) Under the assumption (Nl), there is no (Hv^)-term, with non-zero coeffi­
cient in deg0. 

Proof: (i). By (Z0)
r = {0} and Z0 C Ws\ we have that (Z0)

G = {0}, and 

VG-deg(Vcp, Be(Z0)) = (G) + aQe A0(G), (10.32) 

for some ao € AQ(G), which does not contain nontrivial (G)-term. Substituting 
(10.32) in (10.30), we obtain 

deg0 = VG-deg(Vipo,Be(Z0)) * V G-deg( A\m,B(W0)) 

= {(G) + a0)*(dcgA-deg1
A) 

= APSA - deg^ + a0 * deg^ - a0 * deg^ 

= deg^ + a0 * deg^ - d e g ^ - a0 * deg^, 
V ^ ,S v , 

eA0(G) eAx{G) 
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Since dcg^ contains a nontrivial ( i / ^ - t e r m , to conclude that deg0 also con­
tains this (Hip'l)-teTm (with an opposite sign), it suffices to eliminate the pos­
sibility that 

a „ * d e g ^ = - ( / / ^ ) + rest. 

By the maximality of (Z/^), this would only happen if a^ contains a nontrivial 
(H x S^-term for some (H) > (H). Also notice that (HJ < (i1), since CIQ does 
not contain (G)-terrn. By the assumption that such a (H x S1) does not occur 
in J(Z0), it is impossible for a0 to contain such a nontrivial (H x S^-term, 
so the statement follows. 

(ii). It is clear that if deg^ has no nontrivial ( / / ^ - t e rm, deg0 docs not permit 
one. • 

Case (D^): Under the assumption (D'4), A is a linear G-isomorphism when 
restricted to the SMsotypical components Ws and each W^ for I ^ IQ (of. 
(10.26)). Indeed, 

ZQ - KcrA C Wh. 

In particular, (ZQ)S — {0} and 

VG-deg (V<A), B£(Z0)) = (G) + au for ax e At(G). (10.33) 

Substituting (10.33) in (10.30), we obtain 

deg0 = VG-deg(V^0, B£(Z0)) * WG-deg(A\m,B{W0)) 

= ((G) + o 1 )*(deg° l -deg* l ) 

= deg^ - deg^ + ax * deg°A - a, * deg^ 

= d?%A - d e g ^ + a i*deg^ , 

GAo{G) e,4i (G) 

where the last equality uses the fact that ax *deg^ = 0, since ax, deg^ G AX(G) 
(cf. Proposition 5.1.14). 

Moreover, we have 
s oo 

deĝ  = deĝ * ^ E E ^ ^ S ^ 
£€o-(A') 3=0.1=1 

s oo k 8 Jo—1 

= deg^ * ( E E ^ ( A ) E d e g v , , + E^ ( Z o)E d e Sv M ) , (10-34) 
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where it is clear that 
r 

de^A= n Hi^svj"^- ' (10.35) 

We introduce the following conditions: 

(Y2) deg^ contains a nontrivial ( i / ^ - t e r m , and (H^1) <£ J(Z0). 
(N2) deg^ does not contain a nontrivial (H^-term and (H**1) g J(Z0). 

Proposition 10.2.8. Let <p : V —> M be a F-invariant C2 -differentiable map 
satisfying (Al) (A3), (LfA) and (A5). Let (H*-1) be such that (Hv) is a dom­
inating orbit type in W. 

(i) Under the assumption (Y2), there exists a (Hv,l)-term with non-zero co­
efficient in deg0; 

(ii) Under the assumption (N2), there is no (HV:l)-term with non-zero coeffi­
cient in deg0. 

Proof: (i). By (Y2), deg^ contains a nontrivial (H^-term. It is sufficient 
to show that a\ *deg^ does not contain any — (//p!*)-term so that a cancelation 
does not occur. But (H9,1) $ J'(ZQ), which implies that o,i has no nontrivial 
(Htp'l)-term. Thus, by maximality of (Hv'1), ax *deg^ contains no ( f /^ - t e rm. 
Therefore, it follows that there exists a ( / / ^ - t c r m with non-zero coefficient 
in deg0. 

(ii). Similar proof as in (i). By (N2), deg^ contains no nontrivial (J/^^-term. 
It is sufficient to show that a.\ *deg^ does not contain any — (iT^-term, which 
is again the case by the condition (H^'1) §t J(ZQ). D 

Case (ND^): Under the nondegeneracy assumption (ND^), A is a linear G-
isomorphism of W. Thus, the complete value of deg0 can be obtained (cf. 
Subsection 10.1.3). Then, it makes sense to formulate the following conditions: 

(Y) deg0 contains a nontrivial ( i / ^ - t e r m , 
(N) deg0 does not contain any nontrivial (Hv'l)-tevm. 

Theorem 10.2.9. Let <p : V —> E be a r-invariant C2-differentiable m,ap 
satisfying (Al)—(A3) and (A5). Let (H^'1) be such that (H'p) is a dominating 
orbit type in W. Then, we have the Table 10.2.9 summarizing the sufficient 
conditions of existence and nonexistence of a nontrivial (H^'^-term in degp, 
forpe {0,oo} (where the conditions (YV), (Y'); (NV), (N2') and (W) of B 
are the counterparts of those of A). 
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Existence 

of (HVtl) 

Nonexistence 

of(Hv'1) 

deg0 

(ru)+(Yi) 

(D^)+(Y2) 

(ND„)+(Y) 

(D„)+(N1) 

(D'j4)+(N2) 

(ND^)+(N) 

degoo 

(DB)+(Y1') 

( D B ) + ( Y 2 ' ) 

( N D B ) + ( Y ' ) 

( H 4 O ) + ( N 1 ; ) 

(D'D)+(N2') 

( N D B ) + ( N ' ) 

Table 10.1 . Existence and Nonexistence of (Hv' )-term in degp . 

Proof: This is an immediate consequence of Propositions 10.2.7-10.2.8. • 

Corollary 10.2.10. Let ip : V —> M be a F-invariant C'2- differ entiable map 
satisfying (A1)—(A3) and (A5). Let (H^1) be such that (W) is a dominating 
orbit type in W. Then, we have a nontnvial {Hv>l)-term in deg^ — deg0; if the 
conditions in the Table 10.2.9 are satisfied diagonally, i.e. one of the existence 
conditions for deg0 with one of the nonexistence conditions for deg ^ or vice 
versa. 

10.2.5 Computational Examples 

We present the computational examples for V = Dn and V for n 
6,8,10,12. Consider the potential <p : V 
matrices A and B being of the type 

satisfying (Al)—(A3) with the 

C 

cdO 0 ...0d 
dcd 0 . . . 0 0 
Ode d . . . 0 0 

rfOO 0 ...dc 

To obtain ip satisfying the above properties, one can define for example ip : 
by (p(x) := \{Bx,x) --, for certain a > 0. A similar V ' r IL^ Uy \±J\JLJ ] . ^ \ 1-J.AJ , JLJ / """""" -------- 7 - -------

y/((A-B)x,x)+a' 

computational example can be found in [69]. We also assume (A5) in all the 
computational examples. The degeneracy assumptions are listed in Table 10.2. 
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r 
D6 

D8 

D10 

D12 

deg0 

( D A ) + ( Y 1 ) 

(DA)+(Y1) 

(D'A)+(N2) 

(D'A)+(N2) 

degoc 

(DB)+(N1') 

(D'B)+(N2') 

(DB)+(Y1') 

(D'B)+(Y2') 

Table 10.2. Summary of the assumptions in the computational examples. 

10.3 0(2)-Symmetrie Elliptic Equation with 
Periodic-Dirichlet Mixed Boundaries 

Suppose that O C E2 ~ C is a unite disc and take i? := (0,2n) x O. Consider 
the following elliptic periodic-Dirichlet BVP 

d2U 

at2 Axu(x) = f(u(t,x)), x G Q 

u(l, x) = 0 a.e. for x G dO, I G (0, 2TT), 

u(0, x) = u(2ir, x) a.e. for x G O, 

I f (0,x) = f(27r,.x) a.e. for x G O, 

where (t,x) G (0,27r) x O, u G f/i!(X2;M); and ./ : 
satisfying the conditions: 

(10.36) 

is a C1-function 

(Bl) /(0) = 0 and /'(0) = a > 0; 
(B2) / is asymptotically linear at infinity, i.e. there exists 6 e M such that 

Urn ^^ = 0. 
|(|—>00 t 

(10.37) 

Consider the Laplace operator — Ax on O with the Dirichlet boundary condi­
tion. Then, the operator — Ax has the spectrum 

o-(- Ax) := {fj,ktj : fikd = z\p k = 1,2,..., j = 0,1,2,. . . , J , - ^ ) = 0}, 

where Zkj denotes the fc-th zero of the j-th Bessel function Jj. The correspond­
ing to fijfi eigenfunctions (expressed in polar coordinates) are; for j = 0 

Vkfi{r) := Jo(VTi^r), 
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and for j> 0, 

Vtjr, 0) := My/jUTjr) cos(j0), ipljr, 0) := J^rfU^r) sm(jO). 

The space span{</?£ •, <Pk,j} is equivalent to the j - th irreducible <9(2)-represent-
ation Vj (j > 0), and the space span{<p/;.o} i equivalent to the trivial irreducible 
0(2)-representation V0. We need additional assumptions 

(B3) a, hi {I2 + fikil, tikJ e a ( - A x ) , / = 0,1, 2 , . . . }. 
(B4) The system 

-Axu = / («) , 
(10.38) 

u\do = 0, 

has a unique solution u = 0. 

10.3.1 Setting in Functional Spaces 

By using the standard identification M/27T ~ S1 we can assume that Q := 
S1 x O and that dQ = Sl x S1. We put W := H%(tt) := {u e H^.Q^R) : 
U\QQ = 0}, which is a Hilbert G-representation for G = 0(2) x S1, with the 
inner product 

(u,v) := / Vu(L)-Vv(i)dt. 
Jn 

Associate to the problem (10.36) a functional <// : M © W —> M given by 

#(u) :=- [ \Wu{x)\2dx - f F(u(x))dx, 

where F(y) := JJy f(t)dt, and define J : W -> R by 

J(«) := / F(«(a;))da;. 

Since / is a C1-function satisfying (Bl), J is of class C1 and for h G W, 

DJ(u)h = [ f(u(x))h(x)dx. 
Jn 

Thus, XP is also C^-differentiable with respect to u and 

DuV(u)h = / Vu(x)Wh(x)dx - DJ(u)h, heW. 
J a 
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Consequently, by the standard argument, if Du&(\, u) = 0, then u is a solution 
to (10.36). In particular, 

VuW(u) = 0 u is a solution to (10.36), 

where 
V„!f(u) = u- VJ(u). (10.39) 

To determine VJ, we introduce the following operators (cf. Figure 10.1) 

Nf : U'{Q) - L&(n), Nf(u)(x) = /(«(*)), 

and rewrite DJ{u) : W —>• R as 

DJ(u)h= / Nf(j(u))(x)h{x)dx. (10.40) 

J#(/2) 
v./ 

J7(j?) 
JV/ 

-*• z , " - 1 (/?) 

^ ( i ? ) 

Fig. 10 .1 . Composition diagram for V J 

It is known that the inclusion j is a compact operator (since / is asymp­
totically linear, it satisfies \f(t)\ < A + B\t\ for some constants A and B7 thus 
the usual condition p < ^T>, with p = 1 and n — 3 is satisfied) and Nf is 
C^-differentiable. Thus, 

VJV/(0) = / ' (0)Id . (10.41) 

Denote by (_H,J(J7))* the dual space of H^{i2) and t : (//£(/?))* -> /f^(J2) 
the isomorphism given by the Riesz representation theorem. Let r : Lf-i (i?) —> 
(JTQ (/?))* be a (continuous) map defined by 
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r{ip)(v) := f ij}(x)v(x)dx, ip G L^(ft), v G H^(ft), 
in 

and R : L"-1 (ft) —*• HQ(ft) defined by R : = t o r . Then, R is the inverse of the 
Laplaeian —A, i.e. Rip is the weak solution to the problem 

-Au(t,x) = <p, (t,x)eft 

u\an = 0, 

where A := Jp + Ax , or equivalently, 

{Rip, h)HL{iJ) = / ip(x)h(x)dx, Vft G H{\(ft). 
J n 

In particular, if </? = Nj o j(^), then 

(RoNfoj(u),h)H,im= / ^ - ( j ^ ) ) ^ ) ^ ) ^ . 
./A 

Taking into account (10.40), we obtain 

(H o yv; o j{u), h)uy = DJ(u)h, h E W, 

i.e. 

VJ(u) = RoNfoj(u). 
Therefore (cf. (10.39)), 

$(u) := V&(u) = u- RoNfo j(u), u e W, 

is a completely continuous 0(2) x S^-equivariant gradient field on W. Then 
the problem (10.36) is equivalent to the equation 

$(u) = 0. (10.42) 

10.3.2 Example of a Function / Satisfying (Bl )— (B4) 

A similar functional setting can be established for the boundary problem 
(10.38), namely we can reformulate it as the equation 

$x(u) = 0, u G Hl(0), 
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where 
&(«) := V%(u) ==u- Rx oNfo j(u), 

with Rx being the inverse of the Laplacian —Ax. It s possible to construct a 
function / : K —> R satisfying the conditions (Bl)—(B4). We can choose two 
numbers 0 < a < b such that [a, b] n a(—Ax) = 0 and 

b— a < , := max{ : Hk <E a(-Ax)}, 

and put 

f(u) = bu - (b - a) U , , u € K. w v ' l + u2 

More generally, assume that / is an asymptotically linear function satisfying 
the conditions (Bl)—(B3) and such that 77 := max{|/'(?x)| : u 6 K} is such 
that 

77 < , := max < : uk £ cr(—AT) > . (10.43) 
fJ-k0 fiko I l*k ' J 

Then, clearly, b — a < 77. 

Proposition 10.3.1. Under the above assumptions the boundary problem, 
(10.38) has a unique solution u = 0. 

Proof: Let us observe that under the condition (10.43), the derivative D^x : 
HQ(0) ->• Hl(0) is an isomorphism for all u e HQ{0). Indeed, 

D$x(u)(v) = v-bllxj(vyRx[Nr{u)~bld]j(v), Nriu)J(v)(x) := f(u(x))v(x). 

Put 
A := Id - bRsOJ, B := Rx[Nr{u) - bld]oj. 

Then % ( « ) = A - 5 , and we have (by (B3) that A is invertible with H^"11| = 
^f^- and ||B|| < v\\Rx\\ = HiV- Then the operator 

D$x(u) = A-B = A{\& - A~\B) 

is invertible if H/l"1/^! < 1. But, 

| | y l - 1 i ? | | < | | | K 1 | | | | i ? i | < l ^ ^ / i 1 7 7 < l . 
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Consequently, every solution u £ HQ(0) to the problem (10.38) (i.e. $x(u) — 0) 
is a regular point of $x and consequently, it has to be an isolated solution. Since 
(10.38) is 0(2)-symmetric, it follows that the isotropy of u is 0(2), i.e. u is 
a radial function on O (which can be detected using Leray-Schauder degree). 
Since D$x(0), D$x(oc) : H&(0) ~> H&(0) are isomorphisms and &. is a 
completely continuous vector field on HQ(O), there can only be finitely many 
solutions to the equation (10.38), and for every solution u the Leray-Schauder 
degree Deg(&T,i?u) is well defined on an isolating neighborhood Bu of u. By 
using the linearization of $x on Bu, by the condition (10.43), 

Deg(&,/?«) = Deg(y^(0), /?i(0)) = D e g ( / ^ ( o o ) , #,(<>)) ^ 0. 

Therefore, by the additivity property of the Leray-Schauder degree, there can 
only be one solution u = 0. • 

10.3.3 Equivariant Invariant and Isotypical Decomposition of W 

By assumption (B3), there exists R, e > 0 such that u — 0 is the only solution 
to the equation (10.42) in Be(0) C W, and (10.42) has no solutions u € W such 
hat ||«|| > R. We define the equivariant invariant UJ for the problem (10.36) 
by 

c j : = d c g 0 - d e g o o , (10.44) 

where 

deg0 := V0(2)x^-deg (£, B£(Q)), deg o o := V0(2)xsi-deg (ff, BR(0)). 

The spectrum a of —A on i? (with the boundary conditions (10.36)) is 

o- = {Xk,j,i '• \j,i := I2 + Hk,j, Vkj e a(-Ax), 1 = 0,1,2,...}. 

Denote by Ekj,i the eigenspace of —A in W corresponding to the eigenvalue 
Xk,j,i- Observe that E^i, for j , I > 0 is equivalent to the irreducible orthogonal 
0(2) x ^-representation V^ and 

Ek,j,i = span{cosZi • cpc
k>l(x), cos It • <ps

kd(x),sinlt • ipc
kij(x),sinlt • ip%4{x)}. 

If j = 0 and I > 0, t h e n 

Ekfi.i = span{cosft • <pk,o(x),smlt • (pk,o(x)}, 
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and it is equivalent to the irreducible orthogonal 0(2) x Sl-representation Vo,i-
If j > Oand 1 = 0, 

Ekj,Q = span{<p^(ar), (fil/x)} ~ Vi? 

and for j = 1 — 0, we have that 

Ek,o,o = span{ipkfi(x)}, 

is equivalent to the trivial 0(2) x ^-representation W The 0(2) xSn-isotypical 
components of the space W are 

^j,i-=®Ekijih j,I = 0,1,2,... 
k 

10.3.4 Computation of the Equivariant Invariant 

Assume that 0 < a < b and that the following condition holds: 

(B5) there exists (k0,j0,l0), l0 > 1, such that 

<7(-A)n(a,6) = {Aw-0)io.} 

Put p = 0 or oo and denote by o~ the negative spectrum of D$(p), i.e. 

a - : = {A e a ( /^ (0 ) ) : A < 0} 

= {A = 1 - : Xk,j.i < a}. 

Similarly, 

o- := {A G a(D3(oc)) : A < 0} 

= {A = 1 - : XkJti < b}. 
Ak,j,l • 

By assumption (B5), a^ = er^~U{A0}, A0 := Xkoj0,i0- The linear operator D$(p) 
is G-homotopic (in the class of gradient maps) to 

Ap = (-Id ) x Id : Ep © E$ -> Ep e E^, £ p := 0 / ? ^ , 

and consequently 
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de g p = VG -deg(^ p ,S 1 (0))= JJ VG-deg(-Id, B^E^i)) 

= II De^,r 
Aecrp 

Therefore, 

u = deg0 - deg o o = Y[ DegViiI * ((G) - DcgV w o) 
A€CT(7 

= I I D e g ^ ^ ^ ^ - ^ + ^ O - f Z ^ ) ) - (10-45) 

Notice that by Remark 5.2.22, the element o := f[x . £(T- Degv.( is invertible, 
therefore UJ ^ 0. Moreover, by using the multiplication table for (7(0(2) x S1) 
and the list of basic gradient degrees for irreducible 0(2) x ^'-representations, 
one can easily conclude that 

a * ( S 0 ( 2 ) ^ ° ) = (SO(2)^>'°) + x\ and a * (D%) = ±{Dd£) + y\ 

where x* and y* denotes the other terms in U(G), which do not contain 
(SO(2)<""'») and (D^). 

Consequently, we can formulate the following existence result 

Theorem 10.3.2. Under the assumptions (Bl)—(BJ,.) the equation (10.36) 
has at least two 0(2) x S1 -orbits of non-trivial t-periodic solutions with the 
orbit types at least (SO{2Yio'lo) and {D^°) respectively. 

Let us point out that the periodic solutions corresponding to the orbit types 
(<.90(2)J') are commonly called rotating waves or spiral vortices while those with 
he orbit type (-DfL) a r e ca-hed ribbons or stationary waves. Therefore, it seems 
appropriate to call the (-periodic solutions with the orbit type {SO{2Yio'l°) 
the Z0-folded rotating waves or spiral vortices and those with the orbit type 
(7?2j0°) the Z0-folded ribbons or stationary waves. 

Example 10.3.3. To supply the numbers a and b satisfying (B5), we need to 
have an increasing ordered sequence of the values \k,j,i on the real line JR.. Recall 
that Xk,j,i = I2 + z\,p where Zk,j is the A;-th zero of the j-th Bessel function . 
By calling the Maple© command evalf ((BesselJZeros(j,k))A 2), we obtain 
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ft = l k 

5.78 
14.68 
26.37 
40.71 
57.58 
76.94 
98.73 

fc = 3 k 

30.47 
49.22 
70.85 
95.28 

74.88 

122.43 
152.24 
184.67 

103.50 
135.02 
169.40 
206.57 
246.50 
289.13 

139.04 
177.52 
218.92 
263.20 
310.32 
360.25 
412.93 

Table 10.3. Approximate values of z£ 1z where the zigzag line indicates the first 12 smallest values. 

(k,j) 

(1,0) 

(1,1) 
(1,2) 
(2,0) 
(1,3) 
(2,1) 
(1,4) 
(2,2) 
(3,0) 

(1,5) 
(2, 3) 
(1,6) 

zk,j 

5.78 

14. G8 
20.37 

30.47 
40.71 

49.22 

57.58 

70.85 

74.88 
76.94 
95.28 
98.73 

1 = 1 

6.78 

15.68 

27.37 

31.47 

41.71 

50.22 

58.58 

1 = 2 

9.78 

18.08 

30.37 

34.47 

44.71 

53.22 

01.58 

1 = 3 

14.78 
23.68 

35.37 

39.47 

49.71 

58.22 

66.58 

71.85 74.85 79.85 
75.88 78.88 83.88 
77.94 80.94 85.94 
96.28 99.28 104.28 
99.73 102.73 107.73 

1 = 4 

21.78 

30.08 

42.37 

46.47 

56.71 

65.22 

73.58 
86.85 
90.88 
92.94 
111.28 
114.73 

1 = 5 

30.78 

39.68 

51.37 

55.47 

65.71 

74.22 
82.58 
95.85 
99.88 
101.94 
120.28 
13.73 

/, = 6 

41.78 
50.68 

62.37 

66.47 

76.71 
85.22 
93.58 
106.85 
110.88 
112.94 
131.28 
134.73 

1 = 7 1 = 8 ... 

54.78 

63.68 

75.37 
79.47 

69.78 

78.68 
90.37 
94.47 

89.71 104.71 
98.22 113.22 
106.58 121.58 
119.85 134.85 

123.88 
125.94 
144.28 
147.73 

138.88 
140.94 
159.28 
162.73 

Table 10.4. Approximate values of \k,j,i, where the zigzag line indicates the first 47 smallest values. 
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an approximate value of zf,, (cf. Table 10.3). Then, we rearrange the values 
z\j in an increasing order and list approximate values of Xk,j,i accordingly (cf 
Table 10.4). 

Choose a = 66.5 and b = 69.5. Then, by Table 10.4, one verifies that 

a(-£)n(a,b) = {\iA3}. 

Thus, the formula (10.45) reduces to 

I ] Dcgv„ * ((SOW**) + (Df) - ( Z f ) ) 

= I I D e g v i J * ( ( 5 0 ( 2 r ' 3 ) + ( J D f 3 ) - ( Z f ) ) , 

(k,j,0ez-

where the index set X can be determined by the blue part of Table 10.4. 

Therefore, we have 

^ = D e S v0 *
 D e g vo * D e S v, * D e S v, * D e S v2 '*

 D e S vs *
 D e § vA 

* DegVoi * DegVOii * DegVl>1 * DegVlil * DegV2jl * DegVril * Degy41 

* DcSv„,2 * DegVoa * Dcg Vl2 * DegVl2 * DegVa_2 * Deg Va 2 * Deg V4 2 

* DeS'v0,3 * De8'v0,s * Degvj.a * Degv!,3 * DeSv2,3 * Degva,3 

* Deg Vo 4 * Deg VOA * Deg V] 4 * Deg Vl 4 * Deg v.2 4 * Deg Va 4 

* DegVo5 * DegVo5 * DegV|>5 * DegV2>5 * DegV35 * DegVo6 

* Degv0)6 * Degv,,6 * Degv2,6 * DegVo>6 * DegVl>6 

* ((SOW**) + (Df) - ( Z f ) . ) 

Notice that 

D e g V i * ( S O ( 2 ) ^ ) 

and for I — 1,2,.. .,7, 

Vl,^_ {(sow**), ifj = 0) 
\(SO(2)^s)~(Zf*'s), ifi = 1,2,3,4, 

Degv *(SO(2) V4,3> 

f ( 5 0 ( 2 r - 3 ) - 2 ( Z 4 ) , if J = 0, 

(SO(2)***) - (Z£ f ) - (Z*#) , if J = 1,2,3, 

{(SO(2)^s)-2(zf), if J = 4 , 
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where V = gcd(4,1). Consequently, u> contains a nontrivial (S,0(2)¥'4,3)-tcrm. 

Similarly, we have 

(W), 
V*,3 ,3> 

Degy, * W 3 ) = < (Dr) - (A x Z3) - (/^) 
(Df)-2(i?f) + (zf), 
-(Df) + (Zf), 

if i = 0, 

(Zi x Z3), if? = 1,3, 

ifz = 2, 

if i = 4. 

YW Moreover, Degv, * (D$6) = (Df), for 0 < j < 4 and 1 < I < 7. Therefore, a; 
dJi, also contains a nontrivial (D8'' )-term. 

Conclusion: The equation (10.36) has at least two 0(2) x S^-orbits of non-
trivial /.-periodic solutions: one of them is a 3-folded rotating wave (or spiral 
vortex) and the other is a 3-folded ribbon (or stationary wave). 



Part III 

Appendix 





A l 

Sobolev Spaces and Properties of Nemitsky 
Operator 

A l . l Sobolev Spaces on a domain ^ C l ^ 

Let i? C M.N be an open set, 1 < p < oo. We denote by C™{Q) the space of 
all smooth functions ip : Q —> R with compact support. 

Definit ion A l . 1 . 1 . The Sobolev space WX,P{Q) is defined by 

J nudxt -!n9i¥-

We put II1 (0) := W^2{Q) and will denote by 
so-called weak derivatives of u. 

du 
dx.i := gtl i = l , . . . , i V , the 

The space W1,V{Q) is equipped with the norm 

N 

\\u\\hP:= \\U\\P+J2 
•i^i 

du 

where || • ||p is the p-norm in IJ'{Q). The space Hl(Q) has the inner product 

A' 

(u,v)h2 := (u,v)2 + ^2(-
du dv 

i=\ 
XdxS dxJ 2 

where (•, -)2 denotes the L2-inner product in L2(£2), and the associated norm 

i 
N 

\u 1,2 := u + £ 
du 

dx-. 

We have following properties of the Sobolev spaces (cf. [26, 127, 164]): 

Propos i t ion A l . l . 2 . The space Wi,p{Q) is a separable Banach space for 1 < 
p < oo, which is also reflexive for 1 < p < oo. 
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Proposition Al .1 .3 . (FRIEDRICH) Let u e Wl'p(fi), 1 < p < oo. Then there 
exists a sequence {un} e C^°(M.N) such that 

(a,)un\n -»• u ^ V{^); 
(b)Vun\u —* Vw|a, in /7(w;l ] V) for every open set UJ <E Q (i.e. U is compact 

and & C Q), where Vu := du du 
dxi ' ' ' ' ' i9:i'iv 

Proposition Al .1 .4 . Let w, G Lp(ft), 1 < p < oo. The following conditions 
are equivalent 

(i) u e Wl*(Q); 
(ii) There exists a constant C such that 

dip 
< C\\(p\\g, - + - = 1. 

P 9 

(Hi) There exists a constant G such that for every open sets UJ <& Q we have 

Wnu- U\\LP(U,) < G\h\ 

for \h\ < dist (UJ, dQ), where (rhu)(x) := u(x + h). 

Moreover, in the conditions (ii) and (in) one can take C to be equal ||Vw||p. 

Al.1 .1 Sobolev Space Wm^(Q) 

Definition Al .1 .5 . The Sobolev space Wrn'p(Q), 1 < p < oo, is defined for 
m > 2 by 

Wm'p(Q) -.= lu e Wm~l'p(n): Vi=i,...,jv | ^ e Wm-]*(n)X , 

or equivalently 

where a = ( a i , . . . , a/v) are multi-indices (a, > 0), \a\ = 52;=i a j a n d Daip := 

fe4'.°.^«iv • We put Hm(Q) := Wm>2(/?) and will denote by Dau := ga, the 
so-called a-weafc derivatives of it. 
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A l . 1 . 2 Embeddings of Sobolev Spaces 

Definit ion A l . l . 6 . Let Q C R^ be an open subset. Then, Q is called regular 

of class Cp for some p e [1, oc], if dQ is a Cp-submanifold of \ sJV 

Theorem A l . l . 7 . (SOBOLEV EMBEDDING THEOREM) Let Q C MN be an open 

regular set of class C1, where N > 2. Then, 

(i) if p < N and - + - = 1, then for all q' G [1,<?), we have the compact 

embedding Wl>p(f2) C T/(Q); 

(ii) if p = N, then for every q e [ l ,oo), we have the compact embedding 

WX>P{Q) C Lq{Q); _ 

(Hi) if p > N, then we have the compact embedding Wl-V(Q) C C(Q). 

A l . 1 . 3 Space W^p(f2) 

Definit ion A l . l . 8 . Let 1 < p < oc. The space WQ,P(Q) is defined as the 
closure of C f (LO) in W(]'p(n). We put H^Q) := WQ'2(Q). 

Propos i t ion A l . 1 . 9 . Assume that i? C M.N is an open set of class Cl. Let 

u € Lp(n) with 1 < p < oc. The following properties are equivalent 

(i) u£Wl*(Q); 
(ii) There exists a constant c such that 

dip 

Q dxi 

1 1 
< q M ? i - + - = l. 

p q 

Corollary A l . l . 10. (POINCARE INEQUALITY) Let Q C WLN be an open bounded 
set and 1 < p < oc. Then there exists a constant c (depending only on Q and 
p) such that 

V«ew0
1,p(«) I ^ ' I P - C H V M H P -

In particular, \\u\\wi,P := | |Vu||p is a norm, in Wl'p{£2) which is equivalent to 

the norm ||u||i)P in WQ'P(Q). Moreover, the expression 

{u,v)Hi := / Vu • Vr/, 
Jo 

defines a scalar product on HQ(Q) and the associated norm ||w||_yi which is 

equivalent to the norm ||ii[|i,2-
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Al.1 .4 Sobolev Spaces Hs(fl), s 6 l + 

If u G I/2(Mn), the Fourier transform u G L2(Rn) is denned by 

u{v) •= 777V / u{x)e~ix-ydx, y G Kn. 
(2-7T)2 , / K „ 

The linear operator T : L2(M2) —> L2(R2), T(u) := M is a symmetric isomor­
phism and its inverse is 

F-\v){x) := — ^ r / v(y)etx-ydy, x e Mn. 
(27TJ2 J R n 

Definition Al .1 .11 . Let a = (a\, a 2 , . . . , an), /? = (/?i, / ? 2 , . . . , /?w) G (Z+)n 

be multi-indices. The Schwartz space S is defined by 

S :={ue C°°(Wl) : xaDpu G L2(Rn), for ah multi-indices a, /?} 

where .T = (x\, .x2, -. •, xn) G K", a:''5 = x/^x^2 • • • x^n. The space S is also called 
the space of rapidly decreasing functions. 

One can easily verify the following properties of the Fourier transform T 

T{Dav)(y) = {i,y)aT{v), lfT{u){x) = P{{-ixfu), uGS. (Al.l) 

Using the properties (Al.l), the Sobolev space //m(Mn), m G N, can be equiv-
alently defined by 

Hm(Rn) := {u G L2(Rn) : (1 + \y\2)^u G L2(Rn)}, (Al.2) 

equipped with the norm 

iwi2,m:=ll(i + |y |2)^| |2 , ueHm(Rn). 

Definition A l . l . 1 2 . The fractional Sobolev spaces, for s > 0, is defined as 
follows 

Hs(Rn) := {u G L2(Kn) : (1 + \y\2f>u G L2(En)}, (Al.3) 

with the norm 

| n | 2 ) S : = | | ( l + M2)i«| |2 , ueHs(Rn). 
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The space Hs(Wl) is in fact a Hilbert space. Let O C Rn be an open set 
with regular boundary. Then, the space HS(Q), for 5 > 0, is defined by 

HS{Q) := {u\n : u € H*{Rn)}. 

The following facts are well-known (cf. [127]) 

Proposition Al .1 .13. Let Q C Rn be an open set with regular boundary and 
s > 77. Then there exists a continuous injection 

ii*(n) ^ c(n). 

Proposi t ion Al .1.14. Let Q c R" be an open bounded set with regular bound­
ary and s > s' > 0. Then the injection 

HS{Q) ^ Hs'(n) 

is compact. 

Consider the product space R"©Rn '. Denote by y = (y, y') the elements y € Wl 

and y' G Rn . Then, we can introduce 

Definition Al.1.15. The partial Sobolev space / / • / ( I " © Rm) is defined by 

# s ' s ' (R n 0R n ' ) := {u e L2(Rn©Rn ') : (l + \yf)Hl + \y'\2)^u e L2(Rn©Rn ').} 

For two open sets with regular boundaries £2 c Rn and Q' C Rn', we define 

I-P>°\n x Q') := {u\f2xS2> : u e IIs'*'(W ©R"')}-

The space Hs's'(fi x Q') is again a Hilbert space. Moreover, we have similar 
compact injections to those described in Proposition Al.1.14. 

A1.2 Properties of The Nemitsky Operator 

Definition Al .2 .1 . Let Q C R^ be an open set. A function / : Q x Rk -» Rm 

is said to satisfy the Caratheodory conditions, if 

(i) the function y (-»• f(x,y) is continuous for a.e. x e O; 
(ii) the function x >—• / (x, y) is measurable for all y E Rfe. 
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A function satisfying (i)—(ii) is called a GaratModory function. 

Definition Al .2 .2 . Let / : Q x Rk -+ Rm be a Caratheodory function. Define 
an operator Nf on the set of functions u : Q —>• Rk by 

Nj(u)(x) = f(x,u(x)) for x e i?, 

and call it the Nemitsky operator. 

If u is measurable, then Nf(u)(x) is clearly measurable. 

Some important properties of the Nemitsky operator are listed in the fol­
lowing result (cf. [110], Theorem 1.2.1). 

Theorem Al .2 .3 . Lei / : Q xRk ->• Rm be a Caratheodory function. If 
Nf : Lp(n-,mh) -f IJ(f2;Rm) 1 < p,q < oc, then Nf is continuous, takes 
bounded sets into bounded sets a/ad there is a constant c > 0 and a function 
a e Lq(Q) such that 

\f(x,y)\ < a(x) + b\y\p/" for a.e. x, for ally e Rk. (Al.4) 

Moreover, if the condition (Al.4) is satisfied, then Nj defines a continuous 
operator from Lp(n;Rk) to L'i(f2;Rm). 

Proposition Al .2 .4 . Let f : Q x Rk —> Rm be a Caratheodory function. 
Assume that for every bounded set A C C(fi, Rk) there exists a function ifiA £ 
Lp(f2), 1 < p < 00 ,such that for all u £ A we have 

\f(x7u(x)\<ipA(x) a.e. x £ Q (A1.5) 

Then, the Nemitsky operator Nf : C(72;R*) -> IJP(n,«m) is well defined, 
continuous and takes bounded sets into bounded sets. 

Proof: First we check that Nf(u) is well defined. Indeed, if u e C(/?;Mfc), 
then the function x •->• f(x,u(x)) is measurable, and, by the condition (A1.5) 
applied to A — {w}, there is a function if A £ LP(Q) such that \f(x,u(x))\ < 
(PA(X) a.e. x G Q. T h u s , ||iV/(M)||P <= \\^PA\\P < 00. 

Now, we verify that Nf takes bounded sets into bounded sets. For, let 
A C C((2;Rk) be a bounded set and let WA{X) be a function given by (A1.5). 
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Then, for every u G A, we have ||A/(w)||j, < | | ^ | | P . Thus, Nf(A) is bounded 
in TJ'(f2,W"). 

To show that Nf is continuous, assume that {un} C C(Q;Mk) is a conver­
gent sequence to a function u. We put A := {un}%Li U {«}• By (A1.5), there is 
a function ip& G //( i?) such that |/(.-r,w(a;))| < ^ ( x ) a.e. x e O for all v G /l, 
thus 

\f(x,u(x)) - f(x,un(x))\p < 2p\ipA{x)\p a.e. x G Q. 

Since the function f(x, •) is continuous for a.e. x thus 

Ve>0 3yv£ Vn>/Ve |/(a;,«„(.«)) - f(x,u(x))\ < e. 

This implies that the sequence {\f(x,un(x)) — f{x,u(x))\p}<£L1 converges to 
zero for a.e. x. Now, by the Lebesgue's dominated convergence theorem, the 
sequence \\Nf(n) - Nf(un)\\

p -»• ° i n L\ t h u s \\Nf{n) - Nf{un)\\P -> 0 as 
n —> oc•. • • 

In order to establish differentiability conditions for the Nemitsky operator 
Nf, assume that / : i? x Rk —» Wn is a Caretheodory function satisfying the 
growth condition 

\f(x,y)\ < a(x) + h\y\v for a.e. x G i? and for all ?/G KA:, (AI.6) 

where a G //(J?) and b > 0. Then the Nemitsky operator AT/ : ^(/?;R*) -> 
L1(/2;Mm) is continuous. Assume that f(x,y) is differentiable with respect 
to y and denote its derivative by f(x,y). Assume that fy(x,y) is also a 
Caratheodory function. Then, the Nemitsky operator Nf> : Lp(,f2;Rfc) —>• 

Lp-L(n; Km) is well defined if the following growth condition is satisfied: 

\fy(x,y)\ <'ai(ar) + friM""1 for a.e. a; G J2 and for all y G Kfc, (A1.7) 

where 0,1 G LP- 1 (f?) and &i > 0 is a constant. Let u, h G /^(i^; IK./i;). By the 
Holder Inequality, 

f \ry(xMx))h(x)\dx < [ / \fy{x,u{x))\~^dA^[ [ \h(x)fdx}^. 
J Q JQ JQ 

We have the following 
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Proposition Al .2 .5 . Assume that f satisfies the conditions (Al.4) and (A1.7). 
Then, the Nemitsky operator Nf : Lp(/?;Rfc) -»• I^OjR™) is Frechet C1-
differentiable and 

[DNf(u)h](x) = /J(x,u(x))h(x), for a.e. x e Q, h e Lp(fl;Rk) 

for allue IJ>(n;mk). 

Proof: Remark that for a.e. x € J? 

f(x, u{x) + h{x)) - f(x,u(x)) = / f'{x, u(x) + th(x))h(x)dt, 
Jo 

thus 

\\Nf(u + h)-Nf(u)-Nf,(u)h\U 

\f(x,u(x) + h(x)) — f(x,u(x)) — f'(x,u(x))h(x)\dx 
a 

Q Jo 
1 

< 
in JO 

By Holder inequality 

U'y{x,u{x) + th(x)) - f'y{x1u{x)))h{x)dt\dx 

\f'y{x,u(x) + th(x)) - fy(x,u(x))\ \Verth(x)\didx. 

\\Nf(u + h)-Nf(u)-Nf,(u)h\\ 

< \f'Jx, u{x) + th(x)) — f'y(x, w(ar))|p-1 dx 
JQ 

v 
dt \h(x)\pdx 

n 
Since, by Theorem Al.2.3, Nf, is continuous from 77(i?;R*:) into / ,^ ( J? ;M m ) , 

V, e>0 ^S>0 ^heL-P{ii-M.k \h\L<5 => \\N f{i{u + h)-Nf^u + h)\\^<e. 

Therefore, if 0 < \\h\\p < 5, 

\\Nf(u + h) - Nf(u) - N^hh < I \\Nf,(u + h)- Nf,(u)\\dt \\h\\p 
Jo 

< e 

This least inequality means that Nf is Frechet differentiable at u and its deriva­
tive at u is exactly the operator h —> Nji(u)h. Notice, that the operator the 
Nemitsky operator Nf is of class Cl. • 

Let us point out that a more general result is true (cf. [109, 111, 112]). 
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Proposition Al .2 .6 . Suppose that f : ft x Rk —>• Wn is a Caretheodory func­
tion, differentiable with respect to y, such that the. following growth conditions 
are satisfied: 

\f(x,y)\<a(x)+ b\y\« for a.e. x G ft, and all y G Mfc, (A1.8) 

where a G Lq(ft); 

\fy(x, y)\ < ai(x) + bx k^ 2 ? for a.e. xe ft and all y e KA:,, (A1.9) 

where a, G L^(ft) and p > q > 1. Then Nf : IJ'(ft;Rk) -+ L"{Q\Wi) is 
Frechet C1-differentiable and [DNj(u)}h = Nji{u)h. 

Assume for simplicity that k = m — 1. Then the Nemitsky operator Nf : 
J?(ft) —> L2(ft) is continuous if and only if 

\f(x,y)\ < aix) + b\y\ for a.e. x G ft and all y G K. 

On the other hand, in order to assure that Nf is Frechet C'-differentiable, the 
condition (A1.9) implies that f(x, y) = a(x) + ft -y for some a G l.?(ft) and a 
constant ft > 0. Therefore, there is no nonlinear with respect to y Caratheodory 
functions f(x,y) such that Nf : L2(ft) —> L2(ft) is Frechet C^-differentiable. 
In order to overcome this difficulty, assume that if there is a constant M > 0 
such that 

\fy(x,y)\ < M for a.e. x e ft and all y eR. 

Then, Nf is Gateaux differentiable on l?(ft). 

Proposition Al.2.7. Let f : ft x Mfc —> Wm be a Caratheodory function, dif­
ferentiable with respect to y such that f'y(x,y) is also a Caratheodory function. 
Suppose that the following conditions are satisfied: 

(%) there is a function a, G L2(ft) and a constant b > 0 such that 

\f{x,y)\ < a(x) + b\y\ for a.e. x G ft and all y G Mfe; 

(ii) there is a constant M > 0 such that 

\f'y(x,y)\ < M for a.e. xe ft and all y G Rk. 

Then, the Nemitsky operator Nf : L2(ft;Rk) —>• L2(i?;Mm) is Gateaux differ­
entiable and 

[DNf(u)h}(x) = fy(x,u(x))h(x). 
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Proof: Let u, h e L2(/2; Rk). We have 

1 

a 
(f(x,u(x) + th(x)) - f(x,u(x))) - f'(x,u(x))h(x) dx\ 

< 

Q 

a 

f'(x, u(x) + sth(x))ih(x)ds — fy(x, u(x))h(x) dx 

(\fy(x,u(x) + sth(x)) - fy(x,u{x))h(x)\ds dx 

Notice that —» lim \f'(x,u(x) + sth(x)) — f'(x,u(x))\ = 0 for a.e. x, thus by 

• O i ) , 

(\f'(x,u(x) + sth(x)) — f'(x,u(x))h(x)\ds 
uo 

< 4M2 / \h(x)\2dx < oc 

and by the Lebesgue's Dominated Convergence Theorem, 

lim 
t - t O Q 

(f(x, u(x) + th(x)) - fix, u(x))) - J'Jx, u{x))h(x) dx 

1/2 

= 0. 

Consequently, Gateaux derivative of Nj at u is the operator h —• Nj* (u)h. D 

A l . 3 Differentiability of Functionals on Sobolev Space 

Assume that Q c MA', N > 3, is an open bounded regular of class C1 set, 
/ : Q x M.k —>• Wm is a twice differentiable function with respect to y such 
that f(x,y), f(x,y) and fy(x,y) are Caratheodory functions for which the 
following conditions are satisfied 

| / ( s , V)\ < a(x) + % |* for a.e. x G i? and for all y 6 Kfe (ALIO) 

\fy{x,y)\<c(x) + d\y\efl for a.e. a; € O and for all y eRk (ALU) 

l/y (z,2/)| < e(a;) + g\y\ « for a.e. x e O and for all y e R* (A1.12) 
VQ PQ 

where p > 2q > 2, a e L?(J?), c C LP-« (12), e G hv-^o (j?), and 6, d, g > 0 are 
constants. 

We have the following 
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Corollary Al .3 .1 . Under the conditions (ALIO)—(A1.12), the Nemitsky op­
erator Nf : U'(n;Rk) —>• Lq(n,Rm) is twice differentiable of class C2 and 

D2Nf(<p)(h,g)(x) = h{x)%{xM*))9{*)\ <P,Kg € L"(n). 

For simplicity, assume that m = k — 1. The same results hold for more 
general case. The inclusion Hl{fi) <--* Lp(f2) is well defined, continuous and 
compact whenever (cf. Theorem A 1.1.7) 

2N 
1 N-2 

By Theorem Al.2.3, the operator Nf : U'{f2) -»• I}{H) is well defined if / 
satisfies the Caratheodory conditions and 

\f(x,y)\ < a(x) + b\y\p for a.c. x G Q and for all y G R, 

where a G Ll(Q). 

Consider a functional ^ : /^( i?) —> R defined as the following composition 

H\Q) ^ LP{Q) -% L1 (Q) ^X R 

where (l,u) := jnu(x)dx, and / is a function. Clearly, the functional ty : 
H\(Q) —> R is given by 

&(u) = I f{x,u{x))dx, u G H1^}). 
.In 

Assume that the function / is twice differentiable with respect to the vari­
able y and that / , / ' , / " are Caratheodory functions and that the following 
conditions are satisfied 

\f(x, y)\ < a(x) + c\y\v for a.e. x G Q and for all y eR (A1.13) 

\f'y(x, y)\ < b{x) + % | p _ 1 for a.e. x G n and for all j / e R (A1.14) 

where a G LX{Q), b G L^(H), c, d > 0. The condition (A 1.14) implies that 
Nf is Frechet differentiable of class C1 and that 

[DNf(u)h}(x) = (Nf,(u) • h)(x) = fy{x,u{x))h{x). 
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Therefore, ^ is a differentiable functional of class C1 and 

IM{u)h= / fy{x,u(x))h(x)dx. 
JQ 

The condition (A 1.14) can be rewritten as follows 

\f'!J{x,y)\<b(x) + c\yf for a.e. xeO and for all t /GR, (A1.15) 

where 6 e L^ (J?) and /? < f g . 

Similarly, in order to have that >// is of class C2 we need assure differentia­
bility of Nft, for which we need that / ' ' satisfies the Caratheodory conditions 
and 

\fyix, y)\ < e(x) + QVJV f°r a-e- x G £1 and for all i /eM, 

where e e L~ (Q) and 7 < — (i.e. p — 2 = 7 and p < jj^). 

Now, we define the functional J : II(\(f}) —• R by 

J(u) = ~ JjVu\2-V(u), ueHl
0{Q) 

where ^(w) = J f(x,u(x))dx, / and /^ satisfy the Caratheodory conditions 
and the conditions (A1.13) and (A1.15), with 3 < ^ | . Consequently, J is of 
class C] and 

DJ(u)/i = / VuVh - I f'{x,u{x)) • h(x)dx 
JQ JQ 

= f VuVh - DV(u)h. 
JQ 

Let r : L^{Q) -* (#<}(tf))* =: /T^J? ) be defined by r(h)(u) = jahu, 

where /i € L"-' (/2), u € H^{Q). The operator r is well defined and continuous. 

Indeed, if p > 2, then by applying the Holder inequality, the Poincare 
inequality and Theorem A 1.1.7, we obtain 

/ hu 
JQ 

< IHIP/(P-U • Hip < c\\h\\p/<v-i) • INUi 

< 4h\\P/(P~i) • hhq-
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If p < 2, then - ^ > 2 and L^(H) C L2(J2), thus 

/lit 

r? 
< c||/i|l2 | |«||/fi. 

Let R : Lp/p~1(f2) —>• HQ{Q) be the composition of r with the isomorphism 
(HQ({2))* = HQ(O) given by Riesz theorem. This means that /2/i is the unique 
solution to the problem 

i.e. /?/?, is a weak solution to the problem 

—Au = h, u\on = 0. 

Using the operator /?., we can calculate S7$(u). Since 

JM(u)h= / ffa,u(x))h(x)dx, 

where Nf(u) G L P - ^ J ? ) , we have 

VS'(u) = RNfi)(u) 

which means the VW is the following composition 

W{Q) 
Nf, 

Jy 

R 

•* Lr>-l(0) 

Consequently, we have the following result 

Proposition Al .3 .2 . Let Q C RN be an open bounded regular of class C1 set. 
If P — V ~ 1 < jj~2> then VP : Hl(Q) —> HQ{Q) is a completely continuous 
operator. 

Proof: By Theorem Al.1.7, the inclusion i : IL]{Q) -̂> / /(J?) is a compact 
operator, thus V ^ is completely continuous. • 
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Catalogue of Groups 

A2.1 Groups and Their Subgroups 

In this section, we classify and catalog a list of the subgroups in F and F x S[, 
up to their conjugacy classes, where F takes values of the quaternionic units 
group Q&, the dihedral group F>N, the tetrahedral group A A, the octahedral 
group S4, the icosahedral group A$, the orthogonal group 0(2) and the tori 
group TN. 

There are two types of subgroups in F x S1, 

(i) K x S1, for a subgroup K C F; 
(ii) the <p-twisted /-folded subgroups K^'1, for a homomorphism ip : K —>• S1 

and l G { 0 } U N (cf. Subsection 4.2.1), 

where in (ii), notice that Kv'° = K x {1}, and K^1 (for I > 1) can be easily 
obtained from Kv by 

Kv,i = | ( 7 ) / 2 ) e K x 5 i . (7> zt) e A ^ } 

Therefore, in what follows, we only provide a catalogue of the subgroups 
in F and the twisted one-folded subgroups in F x 51 , up to their conjugacy 
classes. 

A2.1.1 Quaternionic Units Group Q$ 

Denote by HI := {z\ + JZ2] z\, Z2 € C} the algebra of quaternions, with the 
multiplication rules i2 = j 2 = —1, ji = —ij. Define 

Q8:={±l,±i,±j,±ji}cM 

to be the quaternionic units group. There are six subgroups in Q», namely 

z 1 = {i}, z2 = {i,-i}, z\ = {i,-i,i,-i], 

Z2
4 = {1,-1, j,-j], Z3

4 = {l,-l,ij,-ij}, Q8 = {±l,±i,±j,±ji}, 
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Fig. A2.1 . The lattice of conjugacy classes of subgroups in QH-

which represent distinct conjugacy classes. The lattice of their conjugacy 
classes is shown in Figure A2.1. 

There are ten twisted one-folded subgroups in Q% x 6'1, namely 

{(1.1) 

- = {(1,1) 

zr = {(M) 
z r = {(i, i) 

ill 
4 -{ (1 ,1 ) 

4+ = { ( M ) 
ZJ+ = {(1,1) 

Q8 - = {(1,1) 
2 -
8 Q 

Qt 
{(i , i ) 

{( i , i ) 

1,-1)}, 
- i ) , ( - i , i ) , ( - i , - i ) } , 

; . 7 , - i ) , ( - i , i ) , ( - j , - i ) } , 

«,i), ( - 1 , - 1 ) , (-«,-«')}, 
j , * ) , ( - l , - l ) , ( - j , - ? ; ) } , 

*J,0 . ( - I , - I ) ,HJ, -«)}» 
«, I ) , ( - i , I ) , (-?;, i), 0", - l ) , 0«, - l ) , (~j, - i ) , ( - i * , - i )> , 

i, - 1 ) , (-1,1), (-«, - 1 ) , (i, 1), (ji, - 1 ) , ( - j , 1), ( - j i , - 1 ) } , 

i, - l ) , ( - i , i), (-*, - i ) , (j, - l ) , o-*, i), ( - i , - i ) , (-.?*, i )}, 

The lattice of the conjugacy classes of the twisted subgroups is shown in 
Figure A2.2. 

(Qs) (Qt) 

(Z*+) 

Fig. A2.2. The lattice of conjugacy classes of twisted subgroups in Qa x S1. 
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A2.1.2 Dihedral Group DN 

Represent the dihedral group Dpi of order 2N as the group of rotations 1, £, 
£2, . . . , £JV~1 of the complex plane (where £ is the multiplication by e ~ ) plus 
the reflections K, K£, K£2, . . . , K^'"1 with K being the operator of complex 

conjugation described by the matrix 

' For an integer k\N and 7 := e*~r, the dihedral group DN has the subgroups 

Zfc = { l , 7 , 7 2 , - - - , 7 f e - 1 } , 

Dk = {l,7,l\ • • • ,7* - 1 , «, «7, • • -, K7fc_1}, 

where j = 1 , . . . , y — 1. The subgroup Z^ is normal in JDJV . While the subgroups 
Dk.j for j = 0 , 1 , . . . , y — 1, are all conjugate if ~ is odd, but split into two 
conjugacy classes (Dk) and (Dfc), where D^ : = Au> if y is even. 

The twisted subgroups of D^ x 5 1 are listed as follows, for k\N, 

ZjT = {( l , l ) , (7 ,7 r ) , (7 2 ,7 2 p ) , . - . , (7*- 1 ,7 ( *- 1 ) r )} , 

D^ = { ( l , l ) , ( 7 , l ) , . . . , ( 7 f c - 1 , l ) , ( « , - l ) , ( « 7 , - l ) , . - . , ( « 7 f c " 1 , - l ) } , 

^ . = { ( l , l ) , ( 7 , l ) , . . . , ( 7 f e ~ M ) , ( ^ ^ 

where r € { 1 , . . . , k - 1} and j = 1 , . . . , f - 1. For 0 < r < §, «ZJJTK = Z^- r , 
i.e. Jl{. and Zfe

fc_r are conjugate. The conjugacy relations among Dz
k • are similar 

toD f c j 7 forj = 0 , l , . . . , f - 1 . 

In the case k = 2m, we have additional twisted subgroups 

Z i n = { ( l , l ) , ( 7 , - l ) , . . . , ( 7 a m - 1 , - l ) } , 

Dd
2m = {(1,1), (7 , -1 ) , •. •, (7*-1, - 1 ) , («, 1), (*7, - 1 ) , • • •, (KT* - 1 , - 1 ) } , 

5 L = {(1,1), (7, - 1 ) , . . . , (7"-1, - i ) , («e, 1), ( ^ 7 , - 1 ) , • • •, « 7 " " 1 , - 1 ) } , 

£>L = { ( l , l ) , ( 7 , - l ) , . . . , ( 7 * - 1 , - l ) , ( « , - l ) , ( « 7 , l ) , . . . , ( « 7 f c ~ 1 , l ) } , 
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where ZjjT is a normal subgroup, D%m is conjugate to U^m iff -^ is odd, while 

D\m and U\m are conjugate iff ~-t is even. 

Example A2.1.1. As an example, we provide a list of subgroups in DQ, and 
the twisted subgroups in Dfi x S1 (cf. [15]). Put fi := e*"s~, then we have the 
following subgroups in Dp, 

ZT = {1}, Z2 = {1 , -1} , Z3 = { 1 , A A / A } , 

Z6 = { l , / i , /A/A/AM 5 } , DI = {1,K}, D1 = {l,Kfi}, 

#2 = {1, - 1 , K, -f t} , D3 = {1, /A /A K, ft/A KfJ4}, 

i.̂ 3 = {1, / A /A KfJ,, ft/i3, ft/i5 }, 

DQ = { 1 , /J, / i 2 , ft?, / i 4 , / / ' , ft, Kfi, KfJ2, ft/i3, ft//, ft//5 } . 

The twisted subgroups of l\ x £ ' arc listed below. 

Z> = {(1,1), ( - 1 , - 1 ) } , Z* = {(1,1), (/A/A>, (/A /i4)}, 
Z ^ i l l , ! ) , ^ , / , ) , ^ 2 , ^ ) , ^ / , ^ ) , ^ 4 , ^ ) , ^ 5 , ^ ) } , 

Z62 = {(1, 1)» (K (^ ( ^ V% (/A 1), (/A / A (/A M4)}> 

z^ = {(1,1), {n, - 1 ) , 0 / 4 ) , (/A -1 ) , (//, 1), (/x5, - 1 ) } , 

yjf = {(1 ,1) , (« , - i )} , A>f = {(1,1),(K/i,-1)}, 
£>* = {(1 ,1) , ( -1 ,1) , (K, -1) , ( -K, -1)} , 
^ = { ( i , i ) , ( - i , - i ) , ( K , i ) , ( - « , - i ) } , 

D̂ " = {(1,1), ( - 1 , - 1 ) , (ft,-1), (-ft, 1)}, 

Dl = {(1,1), (/A 1), (/A1), (ft, - 1 ) , (ft/A - 1 ) , (ft//, - 1 ) } , 

5* = {(1,1), (/A i), (/A1), (K^ - 1 ) , (K/i3, - 1 ) , (ft/A - i ) } , 

Dl = {(1,1), (fx, 1), (/A1), (/A1), (//, 1), (/A 1), (ft, - 1 ) , 

(KfJ,, - 1 ) , (ft/A - 1 ) , (KfJ,*, - 1 ) , (ft/A - 1 ) , (ft/A - 1 ) } , 

D* = {(1, 1), (//, - 1 ) , (/A 1), (/A - 1 ) , (//, 1), ( / / , -1 ) , (ft, 1), 

(Kfl,-l), (Kfi2, 1), (ft/A - 1 ) , (ft/A 1), (ft//, - 1 ) } , 

Di = {(1,1), (/i, - 1 ) , (/i2,1), (/A - 1 ) , (/A 1), (//, - 1 ) , (K, - 1 ) , 

(Kfi, 1), (ft/i2, - 1 ) , (ft^3, 1), (Kfi4, - 1 ) , (ft//, 1)}. 

The lattice of conjugacy classes of the twisted subgroups in D6 x Sl is illus­
trated in Figure A2.3. 
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(AO (Dt) (Di) (D'6) 

Fig. A2.3 . Lattice of conjugacy classes of twisted subgroups in Do x S . 

A2.1.3 Tetrahedral Group A4 

It is well known that there are only five regular polyhedra: the tetrahedron, 
the hexahedron, the octahedron, the dodecahedron, and the icosahedron. The 
groups of motions of regular polyhedra are called regular polyhedral groups. 
Two regular polyhedra are called dual to each other, if one can be obtained 
from the other by taking as vertices the centers of all the faces of the other 
polyhedron. The hexahedron and octahedron are dual to each other, as are the 
dodecahedron and icosahedron. The tetrahedron is dual to itself. Accordingly, 
the groups of motions of dually corresponding regular polyhedra are isomor­
phic. Hence, we speak of the tetrahedral group A4, the octahedral group S4 
and the icosahedral group A$. 

Consider the tetrahedral group A4, which consists of even permutations of 
four symbols {1,2,3,4}. We have the following subgroups in A4, up to their 
conjugacy classes 
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Z1 = {(1)}, Z2 = {(1), (12)(34)}, Zs = {(1), (123), (132)}, 

V4 = {(1),(12)(34),(13)(24),(14)(23)}, 

A, = {(1),(12)(34), (123), (132),(13)(24), (142), 

(124),(14)(23), (134), (143), (243),(234)}. 

The lattice of the eonjugacy classes of the subgroups in A4 is shown in Figure 
A2.4. 

(A,) 

(z3) 

(Zi) 

Fig. A2.4 . Lattice of eonjugacy classes of subgroups in A\ 

The twisted subgroups in A4 x S1 are listed as follows 

Z2- = {((1),1),((12)(34),-1)}, 

Z31 = {((1),1), ((123), 7), ((132), T 2 ) } , 

^ = {((1),1),((123) | 7
2),((132)>7)}, 

Vf = {((1), 1), ((12)(34), 1), ((13)(24), - 1 ) , ((14)(23), - 1 ) } , 

A*j = {((1), 1), ((12)(34), 1), ((13)(24), 1), ((14)(23), 1), ((123), 7), 

((132),72),((142),7),((124),72),((134),7),((143),7
2), 

((243),7), ((234), 7
2 ) } , 

A2 = {((1), 1), ((12)(34), 1), ((13)(24), 1), ((14)(23), 1), ((123),7
2), 

((132),7),((142),72),((124),7),((134),72),((143),7), 

((243), 7
2 ) , ((234), 7)}, 

where 7 = el~. The lattice of the eonjugacy classes of subgroups in A4 x S1 

is shown on Figure A2.5. 

A 2 . 1 . 4 O c t a h e d r a l G r o u p S4 

Consider the octahedral group £4, which consists of permutations of four sym­
bols {1,2,3,4}. Since A4 is a subgroup of £4, it is clear that all the subgroups 
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«k) (A4) 

04) (v4~) 

(Zi) 

Fig. A2.5 . Lattice of conjugacy classes of twisted subgroups in AA X S 

of At, namely Aj, V,\, Z3, Z2, and Z1 ; are also subgroups of S4 (cf. Subsec­
tion A2.1.3). In addition, there are the following subgroups in 64, up to their 
conjugacy classes 

A = {(1),(12)}, 

D2 = {(1),(12)(34),(12),(34)}> 

D, = {(1), (123), (132), (12), (23), (13)}, 

Z4 = {(1), (1324), (12)(34), (1423)}, 

D4 = {(1), (1324), (12)(34), (1423),(34),(14)(23), (12), (13)(24)}. 

The twisted subgroups of A4 x S1 as listed in Subsection A2.1.3, represent 
four conjugacy classes of twisted subgroups in S4, x S1, namely (Z^~), (Z3) := 
(Z3

fe) (for /c = 1,2), (VT), and (At) := (4*) (for k = 1,2). Besides, we have 
.additional twisted subgroups in S4 x S4, namely 

D? = {((1),1),((12),-1)}, 

^ = {((1), 1), ((12)(34), 1), ((12), - 1 ) , ((34), - 1 ) } , 

Dd
2 = {((1), 1), ((12)(34), - 1 ) , ((12), 1), ((34), - 1 ) } , 

ZC
A = {((1), 1), ((1324), i), ((12)(34), - 1 ) , ((1423), -i)}, 

Z4~ = {((1), 1), ((1324), -1)., ((12)(34), 1), ((1423), - 1 ) } , 

Dt = {((1), 1), ((123), 1), ((132), 1), ((12), -1 ) , ((23), - 1 ) , ((13), - 1 ) } , 

Di = {((1), 1), ((1324), -1 ) , ((12)(34), 1), ((1423), - 1 ) , ((34), 1), 

((14)(23),-1),((12),1),((13)(24),-1)}, 
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Di = {((1), 1), ((1324), -1 ) , ((12)(34), 1), ((1423), - 1 ) , ((34), -1 ) , 

((14)(23), 1), ((12), - 1 ) , ((13)(24), 1)}, 

D\ = {((1), 1), ((1324), 1), ((12)(34), 1), ((1423), 1), ((34), - 1 ) , 

((14)(23),-1),((12),-1),((13)(24),-1)}, 

S4 = {((1), 1), ((12), - 1 ) , ((12)(34), 1), ((123), 1), ((1234), -1 ) , ((13), - 1 ) , 

((13)(24), 1), ((132), 1), ((1342), -1 ) , ((14), - 1 ) , ((14)(23), 1), ((142), 1), 

((1324), -1 ) , ((23), -1 ) , ((124), 1), ((1243), -1 ) , ((24), - 1 ) , ((134), 1), 

((1423), -1 ) , ((34), - 1 ) , ((143), 1), ((1432), -1 ) , ((243), 1), ((234), 1)}. 

The lattice of the conjugacy classes of subgroups in 64 is shown in Figure A2.6 
and the lattice of the conjugacy classes of the twisted subgroups in S4 x 51 is 
shown on Figure A2.7. 

(64) 

(Zi) 

Fig. A2.6. Lattice of conjugacy classes in 54 

A2.1.5 Icosahedral Group A 5 

Consider the icosahedral group, which consists of even permutations of five 
symbols {1,2,3,4,5}. Besides /I5 and Zi, there are seven subgroups in As, 
namely 
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Fig. A2.7. Lattice of conjugacy classes of twisted subgroups in S4 x S1 .• 

Z2 = {(1), (12)(34)}, 

Z3 = {(1),(123), (132)}, 

V4 = {(1), (12)(34), (13)(24), (23)(14)}, 

Z5 = {(1), (12345), (13524), (14253), (15432)}, 

D3 = {(1), (123), (132), (12)(45), (13)(45), (23)(45)}, 

A4 = {(1), (12)(34), (13)(24), (14)(23), (123), (132), (124), (142), (134), 

(143), (234), (243)}, 

£>5 - {(1), (12345), (13524), (14253), (15432), (12)(35), (13)(45), (14)(23), 

(15)(24), (25)(34)}. 

The lattice of the conjugacy classes of the subgroups in A$ is shown in Figure 
A2.8. The twisted subgroups in As x S1 are listed as follows. 
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(Zi) 

Fig. A2.8 . Lattice of conjugacy classes for A$ 

22- = {((l) , l) ,((12)(34),-l)}, 

VT = {((1).1)» ((12)(34),-1), ((13)(24),-1), ((23)(14),l)}, 

Z£ = {((1),1), ((12345),^), ((13524),e2), ((14253), f ) , ((15432), C4)}, 

Hi - {((1),1), ((12345),£2), ((13524),C4), ((14253),^), ((15432),^)}, 

4 = {((l) . l) , ((123),7), ((132),72)}, 

D ^ { ( ( 1 ) , 1 ) , ((123), 1), ((132), 1), ((12)(45),-1), ((13)(45),-l), 

((23)(45),-l)}, 

4 1 = {((!).!), ((12)(34), 1) , ((13)(24), l ) , ((14)(23), l) , ((123), 7), ((132), 

7
2 ) , ((124),7

2), ((142),7), ((134),7), ((143),7
2), ((234),7

2), ((243),7)}, 

Ali = { ((1), 1), ((12)(34), 1), ((13)(24), l ) , ((14)(23), l), ((123), 7
2 ) , ((132), 

7 ) , ((124),7), ((142),7
2), ((134),7

2), ((143),7), ((234),7), ((243),7
2)}, 

^ = {((1),1), ((12345), 1), ((13524), 1), (14253), l) , ((15432), l ) , 

((12)(35),-l), ((13)(45),-l), ((14)(23),-l), ((15)(24),-l) , 

((25)(34),-l)}, 
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where £ = e^\ 7 = e^. The lattice of the eonjugacy classes of the twisted 
subgroups in A5 x Sl is shown in Figure A2.9. 

Fig. A2.9 . Conjugacy classes of twisted subgroups in As x 5'1 

A2.1.6 Orthogonal Group 0 ( 2 ) 

Denote by 0(2) be the orthogonal group of degree 2 over reals, which is defined 
as a subgroup in the general linear group GL(2; R) by 

0(2) = {A £ GL(2;R) : AAT = I}, 

where AT is the transpose of A. 

The subgroups in 0(2) include 0(2), SO(2), Dn (for n e N), and Zm (for 
m 6 N ) . Moreover, we have that 

#0(O(2)) = {(0(2)), (50(2)), (A,), n € N}, 

0i(O(2)) = {Zm, m e N } . 

The twisted one-folded subgroups in 0(2) x S1 are 
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0(2)~ := 0(2)r, if : 0(2) -> Z2, (f{ei0) = 1 and tp(Keie) = - 1 , 

SO(2)*\ cp, : 50(2) -+5>, <pfc(e^) = e"*, keN, 

D*k:=Dt, i>:Dk^Z2, k e r^ = Z f c , 

Ddn-=Dik, <t>:D2k^Z2, ker</> = Dk. 

The lattice of the conjugacy classes of twisted subgroups in 0(2) x 6Yl is 
shown on Figure A2.10. 

(0(2)) (0(2)") (£&,) (50(2)') 

(A,.) 

Fig. A2.10. Lattice of conjugacy classes of twisted subgroups in 0(2) x 5 1 

Furthermore, 

<2>o(0(2) x 51) = (0(2) x S1,SO(2) x S\Dn x 51 , n <E N}, 

#i(0(2) x 51) = {Zm x 5 \ 0 ( 2 ) x Z;,50(2) x Z,,£>n x Z* 

O ( 2 ) - ^ S 0 ( 2 ) ^ Z ^ Z 4 ' , m,n, / 6 N}, 

<Z>2(0(2) x 51) = {Zm x Z ; , Z ^ , Z ' ^ , m,le N}, 

A2.1.7 Tori Group T™ 

We write T w = TN~l x 51 . There are two types of subgroups in TN: 

(i) those of the form H x K, for H C T^" 1 and K C S1; 
(ii) the twisted subgroups #«>•', for / / C T^"1 , ip : H ^ S1 and Z € N. 

Thus, the set of all subgroups in TN can be obtained inductively from the set 
of all subgroups in TN~1. For simplicity, we assume N — 2 and list all the 
subgroups in T2 ~ 50(2) x 5 \ namely 

(a) (Zn x 51), 50(2) x Zm , Zfc x Z,, where n,m,k,le N; 
(b) ( 5 0 ( 2 ) ^ ) , (Z^»>'a), where <pn : 50(2) -y 5 1 , * H^ zn, h,l2e N. 
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A2.2 Irreducible Representations of Groups 

A2.2.1 Irreducible Representations of S 1 

We list the irreducible representations of S1 in Table A2.1. 

V* 

Vo 

'V 

Space 

K 

C 

Group Actions 

-yx:= X, 7 € S1, x € K 

jz := j l • z, 7 € S1 , z <E C 

Remarks 

Trivial 

I 6 N 

Table A2.1 . Irreducible representations of 5i 

A2.2.2 Irreducible Representations of Tn 

Notice that all the nontrivial irreducible representations of an abelian group 
have a complex dimension 1. Thus, an irreducible Tn-representation V is a 
copy C, with the Tn-action given by 

(7i,72, ••• ,7n)* = 7i' -72
2---7n'-2, 

where 7.; e S1, k E N and " • " stands for the complex multiplication. Denote 
this irreducible representation by (zi'->My. 

A2.2.3 Irreducible Representations of Q8 and Qs X S1 

Let us list all the irreducible representations of Q$ in Table A2.2 and all the 
1-folded irreducible representations of Q& x S1 in Table A2.3. 

Vi 

Vo 

Vk 

V4 

Space 

R 

M 

M4 

Group Actions 

Trivial 

Induced by (fk : Qs —> %2, ker <pk = Z4 

Natural 

Remarks 

k = 1, 2, 3 

Table A2.2. Irreducible representations of Qs 
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Vj,i 

Vo,x 

Vfc.i 

V 4 , i 

Space 

C 

C 

c4 

Group Actions 

Trivial 

Induced by ipk : Qs —> Z<2, ker ipk = Z4 

Natural 

Remarks 

k= 1,2,3 

T a b l e A 2 . 3 . Irreducible representat ions of Qg x 6' 

A2.2.4 Irreducible Representations of U^v and DN X S 1 

We list all the irreducible representations of DN in Table A2.4 and all the 
1-folded irreducible representations of DN X 61' in Table A2.5. 

V, 

Vo 

V; 

V-m 

VJJV + 1 

Vj jv+2 

Space 

R 

C 

K 

M 

K 

Group Actions 

Trivial 

J 7 2 := 7 J • 2, • 
< 7 € Zjv, 2 € <L 
1 KZ := z, 

Induced by tp : DJV —> ^2, ker 9? = Zw 

Induced by 92 : DN —* Z 2 , ker 9? = Z?jv/2 

Induced by ip : DN —> ^2. ker 93 = DN/2 

Remarks 

1 < j < N/2 

JN:=[(N+l)/2\ 

N even 

N even 

T a b l e A 2 . 4 . Irreducible representat ions of DN 

V „ I 

Vo.i 

Vj.i 

V?;v,i 

V j N + i , i 

V?JV+2,1 

Space 

C 

c2 

c 
c 
c 

Group Actions 

Trivial 

f'y(zi,Z2):=('y:>-zi,"/-3 -Z2, 

< , , , , 7 e 2 N , z i , z 2 e C 
[ K ( Z I , 2 2 ) : = (22 ,21 ) , 

Induced by 95: DN —> Z2, ker 97 = Zjv 

Induced by 97 : JDJV —>• Z2, ker 9? = Djv/2 

Induced by 93 : £>N —> Z2, ker 93 = D/v/2 

Remarks 

1 < J < N/2 

j > : = [ ( i V + l ) / 2 ] 

TV even 

AT even 

T a b l e A 2 . 5 . Irreducible representat ions of DN X S 
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A2.2.5 Irreducible Representations of A4 and A4 X S 1 

Let us list all the irreducible representations of A4 in Table A2.6 and all the 
1-folded irreducible representations of A4 x S1 in Table A2.7. 

vt 

Vo 

V2 

Vs 

Space 

R 

C 

K3 

Group Actions 

Trivial 

Induced by tp : Aj —> Z3, kery? = V4 

Natural 

Remarks 

Table A2.6. Irreducible representations of A4 

V,,i 

Vo,i 

Vj,i 

V3 , i 

Space 

C 

c2 

c3 

Group Actions 

Trivial 

Induced by tp, : A4 ^ Zs ^ ^ Z 3 

Natural 

Remarks 

J = 1,2 

Table A2.7. Irreducible representations of A» X S1 

A2.2.6 Irreducible Representations of S 4 and 54 X S 1 

We list all the irreducible representations of 54 in Table A2.8 and all the 1-
folded irreducible representations of S4 x S1 in Table A2.9. 

Vi 

Vo 

Vi 

V2 

v3 

V4 

Space 

R 

R 

C 

M3 

V i ® V 3 

Group Actions 

Trivial 

Induced by <p : S4 —> Z2, ker <p = A4 

Induced by <p : S4 —* S3 — £>3, ker <p = V4 

Natural 

Natural 3-dim rep. with nontrivial 1-dim rep. 

Remarks 

Table A2.8. Irreducible representations of 54 
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Vi.i 

Vo,i 

Vi.i 

V2,i 

V3,i 

V4,i 

Space 

C 

c 
c2 

c3 

Vi,i <8) V34 

Group Actions 

Trivial 

Induced by <p : £4 —+ Z2, ker <£> = A4 

Induced by cp : 64 —> S3 ~ Ds, ker<p = V4 

Natural 

Natural 3-dim rep. with nontrivial 1-dim rep. 

Remarks 

Table A2.9. Irreducible representations of S^ x 5'1 

A2.2.7 Irreducible Representat ions of A5 and A$ x S11 

Let us list all the irreducible representations of A$ in Table A2.10 and all the 
1-folded irreducible representations of A§ x S1 in Table A2.ll. 

V,. 

Vo 

Vi 

v2 

v3 

V4 

Space 

R 

R4 

K5 

R 3 

R 3 

Group Actions 

Trivial 

Natural 

Spherical harmonics of 3 variables 

Character x(( 12345)) = l±^-

Character x((12345)) = ±=fi 

Remarks 

A5 c 5 0 ( 3 ) 

Table A2.10. Irreducible representations of A5 

V,,i 

Vo,i 

Vi,i 

V2,i 

V34 

V4,i 

Space 

C 

c4 

c5 

c3 

c3 

Group Actions 

Trivial 

Complexification Vf of Vi 

Complexification V2 of Vi 

Complexification Vf of V3 

Complexification VJ of V4 

Remarks 

Table A 2 . l l . Irreducible representations of A5 x S1 

http://A2.ll
http://A2.ll


A2.3 Basic Degrees for Groups 307 

A2.2.8 Irreducible Representations of 0 ( 2 ) and 0 ( 2 ) X S1 

Let us list all the irreducible representations of 0(2) in Table A2.12 and all 
the 1-folded irreducible representations of 0(2) x S1 in Table A2.13. 

Vi 

Vo 

Vi 
2 

Vm 

Space 

R 

R 

C 

Group Actions 

Trivial 

Induced by tp : 0 ( 2 ) -> Z 2 , temp = SO{2) 

1 uz := u™ • z. , s „ 
{ ' u E 0 ( 2 ) , Z G C 
1 KZ : = 2 . 

Remarks 

m = 1 , 2 , 3 , . . . 

Table A2.12. Irreducible representations of 0(2) 

V,M 

Vo,i 

V * . i 

Vm,l 

Space 

C 

C 

c2 

Group Actions 

Trivial 

Induced by ip : 0 (2 ) -»• Z 2 , kery> = SO(2) 

f uz := u m - z, ^ . . _ { ueO(2),zeC 
1 KZ := z, 

Remarks 

m = 1 . 2 , 3 , . . . 

Table A2.13. Irreducible representations of 0(2) x S1 

A2.3 Basic Degrees for Groups 

The concept of basic degrees plays an important role in the effective compu­
tations of F x 51-equivariant degrees. In this section, we catalog the values of 
all the basic degrees in the case F — Q$, DN, AJ , S4, A5, and 0(2). For more 
details, we refer to [15]. 

A2.3.1 Basic Degrees for Q8 

For convenience, we present the lattice of twisted orbit types in V o in Figure 
A2.ll. Based on the lattices of orbit types occured in the irreducible represen­
tations, we obtain the basic degrees of the irreducible representations of Qs 
and 0,8 x S1 respectively. 

http://A2.ll
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(ZD 12] 

Fig. A 2 . l l . Lattice of twisted orbit types in V44 

degVo = - (Q 8 ) , 
degVk = (Qs)-(Zk

4), 
d eSv, = (Qs)-

(degvo.i = (<58), 

\degVks = (Qt), 
UegV4il=(Zj+)-) + (Zf) + (Z»+) - (Z^), 

where k — 1,2,3. 

A2.3.2 Basic Degrees for JD JV 

The lattices of twisted orbit types for VJA are listed in Figure A2.12— Figure 
A2.14. Based on the lattices of orbit types, we obtain the basic degrees of 
irreducible representations for Dpj and DN X S1 respectively. 

(m [2j 

[4] 

Fig. A2.12. Lattice of twisted orbit types for m Odd 

(DL) (Dlh) [2] 

ID 14] 

Fig. A2.13. Lattice of twisted orbit types for rn = 2 (mod 4) 

http://A2.ll
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(Z») (DL) (Dd
2h) [2] 

« ) [4] 

Fig. A2.14. Lattice of twisted orbit types for m = 0 (mod 4) 

deSv0 

degVj. 

degy,, 

Vi w + i 

;(Av), 
(DJV) - 2(D,„) + (Zft) if m is odd, 

(Av) - (A,) - (5/0 + (Zh) if m is even, 

(DJV) - (ZJV), 

= (DN) - (DK), if /V is even, deg 

, deg V . N + 2 = (DN) - (D^), if TV is even, 

where 1 < j < N/2, h = gcd(j, N) and m := N/h. 

'degV o i =(DN), 

((7%) + (Dh) + (Df,) - (Zfc) if m is odd, 

deg v,-., = { (^4) + W + ( 4 > ) - (2&) if ™ = 2 (mod 4), 
l (Z%) + (D*h) + ( i & ) - (Z*fc) if m = 0 (mod 4) 

M), 
= (D%), if N is even, 

= (Dd
N), if AT is even, 

degv 

deg 

deg 
VjjV + M 

JJV+2,1 

where 1 < j < N/2, h := gcd(j, Ar) and m := N/h. 

A2.3.3 Basic Degrees for A4 

We list the lattices of the twisted orbit types in V3 and V34 in Figure A2.15. 
Based on the lattices of orbit types, we obtain the basic degrees of irreducible 
representations for A4 and A4 x S1 respectively. 

-(A4), 
(A4), 

(A4) - 2(Z3) - (Z2) + (Zx). 
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[2] 

W 

I«I 

Fig. A2.15. Representation V3 and representation V34 

fdeSvo,i 
deSv, ;1 
deSv2>1 

l d e gv 3 . 

(An 

(Z^) + (Z|a) + (V4-) + ( Z 3 ) - ( Z , ) . 

A2.3.4 Basic Degrees for S4 

We list the lattices of the twisted orbit types in V24, V34 and VAA in Figure 
A2.16 — Figure A2.18. Based on the lattices of orbit types, we obtain the 
basic degrees of irreducible representations for S4 and S4 x Sl respectively. 

(D'l) [2] 

(V4) • [4] 

Fig. A2.16. Lattice of twisted orbit types for V2,i 

< 

degv„ 
degVl 

degV2 

degV3 

degy4 

"(S4 ) , 

( & ) - ( ^ 4 ) , 

(54) - 2(D4) + (V4), 
(S4) - 2(D3) - (D2) + 3 ( A ) - (Z1), 

(S4) - (Z4) - ( A ) - (Z3) + (Zi). 
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(Dt) (Dt) (Da) 
[2] 

[4] 

Si) [6] 

Fig. A2.17. Lattice of twisted orbit types for V3,i 

[2] 

[4] 

[6] 

Fig. A2.18. Lattice of twisted orbit types for V4 

d e SVo. i 
d e Sv M 
degv2,, 
degv. 
deg 

3,1 

V4, 

(sz), 
(A\) + (D4) + (Df) - (V4), 

(Z$) + (Df) + (D*) + (D3) + ( 4 ) - (Z^) - (Di), 
(ZJ) + (Df) + (Df) + (Df) + (Z|) - (Z2") - (Df). 

A2.3.5 Basic Degrees for A& 

We list the lattices of the twisted orbit types in Vfe and Vfc,i for k = 1,2, 3,4 
respectively in Figure A2.19 — Figure A2.23. Based on the lattices of orbit 
types, we obtain the basic degrees of irreducible representations for As and 
As x S1 respectively. 
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(A.) 

(A,) (£>a) 1 X i 
(Z 2 ) ^ ^ (Z3) 

(Z i ) 

Vi 

[0] 

[1] 

[2] 

[4] 

(As) 

(Ds) 

(Za) 

1 
(Zi ) 

1 
1̂2 

(-D3) 

/ 

[0] 

[1] 

[2] 

[3] 

[5] 

(A) [0] 

fc) (Z3) (Z-,) [1] 

V3 and V4 

Fig. A2.19. Lattice of orbit types for Vi, V2; V3 and V4 

(^4) (Z3s) (£>S) (V~) (Z| ) (Z|>) • (Z^2) [2] 

[4] 

Fig. A2.20. Lattice of twisted orbit types for Vi,i 

# ) Z£*) (V,-) (^') (4a) {Ds) (D») [2] 

[41 

[6] 

[10] 

Fig. A2.21. Lattice of twisted orbit types for V24 
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(D§) (V-) (Dl) S) [2] 

[4] 

[6] 

Fig. A2.22. Lattice of twisted orbit types for V34 

(Dl) (V4-) (D.|) ) [2| 

[4] 

[«] 

Fig. A2.23. Lattice of twisted orbit types for V4,] 

degV(3 = - ( A ) , 
degVl = (As) - 2(A4) - 2(D3) + 3(Z2) + 3(Z3) - 2(Z0, 
degV2 = (A«>) - 2(D5) - 2(£>3) + 3(Z2) - (Zi), 

Uegvs, = degV4 = (>45).- (Z6) - (Z3) - (Z2) + (Z^. 

degVoi = (^5), 
degVM = (A,) + (D,) + (D$ + (V4~) + (Z\) 

+ (2#) + (Z£) - (Z2) - (Z3) - (Z^), 

d ^ ^ i ^ + CAO + ̂  + W) 
+(V4-) + (Z<

5
1) + (^52)-2(Z2), 

degV31 = (Pf) + (VT) + (Dl) + (Z|>) + (Z!) - 2(ZJ), 
[degV4i = (D«) + (V4-) + (D*) + (Z<2) + (Z*) - 2(Z2"). 
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A2.3.6 Basic Degrees for 0 ( 2 ) 

We list the basic degrees of irreducible representations for 0(2) and 0(2) x 5"1 

respectively. 

"degvb = (0(2)), 

d e g ^ = (0(2)) - (S0(2))y 

degZ = (0(2))-(/?m)t m= 1,2,3,.. . 

'degVoi = (0(2)), 

d e g V i i i = ( 0 ( 2 ) - ) , 

dogJm , = (50(2)"*) + (7^m), m = 1,2, 3, . 

A2.3.7 Basic Gradient Degrees for 0 ( 2 ) x S 1 

DegVo = (0(2) x S1), s1; 
D c g ^ = ( 0 ( 2 ) x S 1 ) - ( S O ( 2 ) x S 1 ) , 

Degv,l = (0(2) x 51) - (Dm x 51), 
Degvbi l = ( 0 ( 2 ) x 5 1 ) - ( 0 ( 2 ) ) , 

DcgVii i = ( 0 ( 2 ) x S ' ) - ( 0 ( 2 ) - ) , 

.DcgvL = (0(2) x 5 J) - (S '0(2)^) - (D^m) + (ZgJ , 

where m = 1,2,.... 



A3 

Multiplication Tables 

For convenience, we present the multiplication tables for the Burnside ring 
A{r), the yl(r)-module A\(r x S1), for F = Q8, Dn (for n = 3,4,5,6), AA, 
S4l Ar„ and 0(2). In addition, we include the multiplication tables for the 
Eulcr ring U(T2) and (7(0(2) x S[). 

A3.1 Multiplication Tables for the Burnside Ring A(r) 

(<&) 

(zi) 
(zi) 
(zt) 
(Z2) 

(Zi) 

(<&) 

(zi) 
2(Zi) 

(Z2) 

(Z2) 

2(Z2) 

2(Zi) 

(zi) 

(Z2) 
(Z2) 

2(Zi) 

(Z2) 

2(Z2) 

2(Zi) 

(z2) 
(zi) 
(Z2) 

(z2) 
2(Zf) 

2(Z2) 

2(Zi) 

(Zf) 

(Z2) 

2(Z2) 

2(Z2) 

2(Z2) 

4(Z2) 

4 (Zi ) 

(Z2) 

(Zi) 

2(Zi) 

2(Zi) 

2(Zi) 

4(Zi) 

8(Zi) 

(Zi) 

(Qs) 

(zi) 
(z!) 
(zi) 
(Z2) 

(Zi) 

Table A 3 . 1 . Multiplication table for the Burnside ring A(Qa) 

(D3) 

(Di) 

(Z3) 

(Zi) 

( ^ 3 ) 

(Di) 

( i?i) + (Zi) 

(Zi) 

3(Zi) 

P i ) 

(Zs) 

(Zi) 

2(Z3) 

2(Zi) 

(Zs) 

(Zi) 

3(Zi) 

2(Zi) 

6(Zi) 

(Zi) 

(Ds) 

(Di) 

(Za) 

(Zi) 

Table A3.2. Multiplication tabic for the Burnside ring A(D3) 
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(A4) 

(A>) 

(A.) 
( A i ) 

(A,) 
(Z4) 

(Za) 

(Z i ) 

(A4) 

(A,) 
2(D2) 

(Za) 

2(D0 

(Z i ) 

(Z2) 
2(Z2) 

2 (Z i ) 

(O2) 

(A.) 
(Z2) 

2(Z?2) 

(Z i ) 

2(A) 
(Z2) 

2(Z2) 

2(Z i ) 

(A2) 

( A ) 
2(A) 
(Z i ) 

2(£>i) + (Z i ) 

2 (Z i ) 

(ZO 
2(Zi ) 

4(Z, ) 

( A ) 

( A ) 
(Z . ) 

2 ( A ) 

2 (Z i ) 

2 (D i ) + (Z i ) 

(Z i ) 
2(Z,) 

4 (Z i ) 

( A ) 

(Z*) ' 
(Za) 

(Z2) 

(Z i ) 

(Z i ) 
2(Z4) 

2(Za) 
2(Z,) 

(Z4) 

(Z2) 

2(Z2) 

2(Z2) 

2 (Z i ) 

2(Z,) 

2(Z2) 

4(Za) 

4 (Z i ) 

(Z2) 

(Zx) 

2(Z i ) 

2(Z i ) 

4 (Z i ) 

4 (Z i ) 

2(Z i ) 

4(Z, ) 

8(Z i ) 

(Z i ) 

(£4) 

(A,) 
(A.) 
( A ) 
( A ) 
(Z4) 

(Za) 

(Z i ) 

Table A3.3. Multiplication table for the Burnside ring A(D4) 

(As) 

(Di) 

(ZB) 

( Z I ) 

(As) 

( A ) 
(Di) + 2(Zi) 

(Zi) 
5(Zi) 

( A ) 

(Z5) 

( Z I ) 

2(Z5) 

2(Zi) 

(Zs) 

(Zi) 
5(Zj) 

2(Zi) 

10(Zi) 

(Zi) 

(As) 
( A ) 

(Zs) 

(Zi) 

Table A3.4. Multiplication table for the Burnside ring A(Da) 

(ft) 

(D3) 

(ft) 

(Z6) 

(Ba) 

(Zs) 

(5.) 

(A) 

(Z») 

(Zi) 

( f t ) 

( f t ) 

2(/33) 

(Zs) 

(Zs) 

(ft) 

2(Z3) 

2 (A ) 

(Z.) 

(Zi) 

2(Zi) 

(A) 

(%) 

(Zs) 

2(D3) 

(Zs) 

(ft) 

2(Z3) 

(Z.) 

2 (A ) 

(Zi) 

2(Z,) 

( ^ 3 ) 

(Zs) 

(Z3) 

(Zs) 

2(Z6) 

(Za) 

2(Z3) 

(Zi) 

( Z I ) 

2(Z2) 

2(Zi) 

(Za) 

(ft) 

(A) 

(A) 

(Za) 

(«2) 1- (Z2) 

(Zi) 

(A) + (Z,) 

(A) + (ZO 

3(Z2) 

3(Z,) 

(A) 

(Zs) 

3(Z3) 

2(Z3) 

2(Z3) 

(Zi) 

4(Z3) 

2(Z,) 

2(ZO 

2(Z,) 

4(Zi) 

(Z3) 

(ft) 

2(A) 

(Zi) 

(Z.) 

( A ) + (Zi) 

2(Zj) 

2 ( A ) + (Zi) 

3(Z,) 

3(Z,) 

6(Zj) 

(A) 

(A) 

(Zi) 

2 (A) 

(Zi) 

(A) -1- (zo 

2(Zj) 

3(Z,) 

2(A)+ (Z,) 

3(Z,) 

6(Zi) 

(A) 

(Za) 

(Zi) 

(Zi) 

2(Z2) 

3(Z2) 

2(Zj) 

3(Z,) 

3(Zi) 

6(Z2) 

6(Zi) 

(Za) 

(Z.) 

2(Zi) 

2(Zt) 

2(Z,) 

3(Z0 

4(Z,) 

6(Zi) 

6(Zj) 

6(Z,) 

12(Z,) 

(Zi) 

(ft) 

(ft) 

( f t ) 

(Zs) 

(ft) 

(Zs) 

(ft) 

(ft) 

(Za) 

(Zi) 

Table A3.5. Multiplication table for the Burnside ring A(De) 
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(M) 
( ^ 4 ) 

(Zs) 
(Z2) 

(Zi) 

044) 

(V4) 

•S(V4) 

( Z i ) 

3(Z2) 

3(Zi) 

(Vi) 

(Z3) 
( Z i ) 

(Z3) + (Zi) 

2(Zi) 

4(Zi) 

(Zs) 

(Z2) 

3(Za) 
2(Zi) 

2(Z2) + 2(Zi) 

6(Zi) 

(Z2) 

( Z i ) 

3(Zi) 

4(Zi) 

6(Zi) 

12(Zi) 

(Zi) 

( ^ 4 ) 

(Vi) 
(Za) 
(Z2) 

(Zi) 

Table A3.6. Multiplication tabic for the Burnside ring A{A\) 

2(/14) 

(H) 

(Zs) 

(Z2) 

2(V4) 

(Z2) 

2(Z3) 

2(Z2) 

( Z i ) 

2(2,) 

( 1 4 ) 

TO 

(ftO + TO 
(ft) 

( ft) "I (Z3) 

3(V4) 

(Z4) + (Z2) 

( Z i ) 

3(Z2) 

(ft) 1 (Z.) 

3(Z,) 

(ft) 
(Zs) 

(ft) 

(ft) I- (ft) 

2(D,) 

(Z i ) 

( Z i ) 

(Zs) 1 (ZO 

2(Zi) 

2 ( f t ) 1 (Zj) 

4(Z,) 

(ft) 
(Z2) 

(ft) + (Z,) 

2{D1) 

2 ( f t ) H ( Z i ) 

3 ( Z , ) 

( Z J ) + ( Z I ) 

2(Zi) 

2(Z2) + 2(Z,) 

2 ( f t ) -| 2(2:) 

B(Z.) 

(ft) 
2(V4) 

3(V4) 

(Z.) 

3(Z2) 

6(V4) 

3(Z2) 

2 ( Z i ) 

C(Zj) 

3 ( Z 0 

6 ( Z i ) 

TO 
(Z2) 

(Z4) + (Z2) 

( Z i ) 

(Z2) + (Z,) 

3(Z2) 

2 (Z 4 ) + ( Z i ) 

2 ( Z i ) 

2 ( Z 2 ) - t - 2 ( Z 0 

3 ( Z i ) 

6 ( 2 , ) 

(Z4) 

2(Z3) 

(Z.) 

(Zs) + (Zi ) 

2 ( Z i ) 

2 ( Z i ) 

2 ( Z i ) 

2(Z 3 ) I 2 ( Z i ) 

4 ( Z , ) 

4 ( Z , ) 

8 ( Z , ) 

(Zs) 

2 (Z 2 ) 

3 (Z 2 ) 

2 ( 2 , ) 

2 (Z 2 ) | - 2 ( Z i ) 

6 (Z 2 ) 

2 ( Z 2 ) + 2 ( Z , ) 

4 (Z! ) 

4 ( Z 2 ) + 4 ( Z , ) 

6 ( Z i ) 

12(Zi) 

(Z 2 ) 

( Z i ) 

(ft) + (Z,) 

2 ( f t ) 1 (Z,) 

2 ( f t ) | - 2 ( Z i ) 

3 (Z j ) 

3 ( Z , ) 

4(Zx) 

G(Z,) 

2 ( f t ) 1 5 ( Z , ) 

] 2 ( Z , ) 

(DO 

2(Z,) 

3(2,) 

4 ( Z , ) 

G(Zi) 

6(20 

6 ( Z i ) 

8 ( 2 , ) 

12 (Z i ) 

12 (Z i ) 

2 4 ( Z . ) 

( Z i ) 

(A,) 

(ft) 

(ft) 

(ft) 

TO 

(Z4) 

(Zs) 

(Z2) 

(ft) 

(Z.) 

Table A3.7. Multiplication table for the Burnside ring A(S4) 

(Ar.) 

(A*) 

(ft) 

(ft) 

(ZB ) 

(V4) 

(Zs) 

(Z 2 ) 

( Z , ) 

( A . ) 

( A , ) 

( A , ) + (Z 3) 

(Z 2 ) 

(Z 3 ) + ( Z , ) 

( Z i ) 

(V4) + (Zi) 

2(Z3) + (Zi) 

(Z-2) + 2(Z,) 

5(Z,) 

(-4-) 

(ft) 

(Z2) 

( f t ) -1- (Z2) 

2 (Z 2 ) 

(Z5) + (Z0 

3(Z 2 ) 

2 ( Z i ) 

2 (Z 2 ) + 2 ( Z , ) 

6 ( Z . ) 

(ft) 
(ft) 

(Zs) + (Z2) 

2(Z2) 

(ft>) + (Z2) + (Z,) 

2 ( Z i ) 

3(Z2) + (Zi) 

(ZsJ + SCZj) 

2(Z2) + 4(Z,) 

10(2,) 

(ft) 
( Z s ) 

. (z.) 
(Z 5 ) 1 (Zj ) 

2 ( Z , ) 

2 (Z j ) + 2 ( Z j ) 

3 ( Z i ) 

4 ( Z i ) 

6 ( Z , ) 

12 (Z i ) 

(Zr.) 

(V4) 

(V4) + (Z,) 

3(Z2) 

3 (Z 2 ) + ( Z i ) 

3 ( 2 , ) 

3(V4) + 3 ( Z i ) 

B(Zi) 

3 (Z 2 ) + 6 ( Z i ) 

15(Zi) 

(V4) 

(Zs) 

2(Zs) + ( Z , ) 

2 ( Z , ) 

(Z 3 ) + 3 ( Z i ) 

4 ( 2 0 

5 ( Z , ) 

2(Z») + 6 ( Z i ) 

10(Zi ) 

2 0 ( Z i ) 

(Zs) 

( 2 2 ) 

(Z 2 ) + 2 ( Z , ) 

2 (Z 2 ) 4 2 ( 2 , ) 

2 (Z 2 ) + 4 ( Z , ) 

6 ( 2 , ) 

3 (Z 2 ) + 6 ( Z i ) 

10(Z!) 

2 (Z 2 )+14(Z, ) 

30(Z,) 

(Z,.) 

(Z.) 

s(z.) 
6 ( 2 , ) 

1 0 ( 2 ! ) 

12 (Z i ) 

1 5 ( Z i ) 

2 0 ( Z i ) 

3 0 ( Z , ) 

6 0 ( Z i ) 

( Z . ) 

Ms) 

(A.) 

(ft) 

(ft) 

(Zs) 

(V4) 

(Zs) 

(Z2) 

( Z i ) 

Table A3.8. Multiplication table for the Burnside ring A(As) 
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(0(2)) 
(SO(2)) 

(Dn) 

(0(2)) 

(SO(2)) 

2(50(2)) 

0 

(SO(2)) 

(Dm) 

0 

2(1);), where / = gcd(n,m) 

(£>m) 

(0(2)) 
(S0(2)) 

(Dn) 

Table A3.9. Multiplication table for the Burnside ring A(0(2)) 

A3.2 Multiplication Tables for the A(r ) -Module 
A\(r x s1) 

(Ql~) 
(Qt) 
(Qt) 
(z^+) 
(zj+) 
(Z3

4
+) 

(zi~) 
i^T) 
(z2_) 
(Z 2 ) 

(Qs) 

(zi) 
(zi~) 
(zi_) 

2(Zi+) 

(Z 2 ) 

(Z2) 
2(Zi~) 

(Z2) 

(Z2) 

2(Za) 

(zi) 
(zn 
(z|) 
(zr) 
(Z2~) 

2(Z*+) 

(Z2) 
(Z2) 

2(Z^-) 

(Z2) 
2(Z2") 

(z!) 
(Z|") 
(zr) 
(z!) 
(Z2) 

(Z2~) 
2(Z^+) 

(Z2) 

(Z2) 

2(Zl") 
2(Z2~) 

(z!) 
(Z2) 

(Z2) 

(Z2) 

2(Z~) 

2(Z2") 

2(Z2") 

2(Z2) 

2(Z2) 

2(Z2) 

4(Z2") 

(Z2) 

(Zr) 

(Zi) 

(Zi) 

2(Zi) 

2(ZX) 

2(Zi) 

2(Zi) 

2(Zi) 

2(Zi) 

4(Zi) 

(Zr) 

(Ql~) 
(Ql~) 
(Q't) 
(zl+) 
(z2+) 
(z2+) 
(zi") 
(z -̂) 
(zl~) 
(Z2") 

Table A3.10. Multiplication table for the J4(Q8)-module A\(QS x S1) 

(Z3) 
(tff) 
P i ) 

( £ 3 ) 

(Zr) 

(Dl) 
(£>?) + ( Z i ) 

P i ) 

2(Z | ) 

(Za) 

(Zr) 

(Zs) 

2(Zi) 

(Zr) 

3(Zi) 

(Zr) 

(ZI) 
Pf) 
P i ) 

Table A3. l l . Multiplication table for the .4(£>3)-module A\(D3 x S1) 

http://A3.ll


(Of) 

(Di) 

(D'i) 
(Di) 

(Di) 
(DI) 

(W) 
(Of) 

(Dl) 
(Z\) 

&i) 
(z-) 

(D4) 

(Di) 

(Dl) 

(D-2) 
2{Di) 

(Z2") 
2(Of) 

(Z2) 

2(D?) 

(Zi ) 

(ZJ) 
(Z2) 

2(Z.J) 

(D-2) 

(Dl) 

(O2). 

(m) 
(ZJ) 

2(Of} 

(Z2) 

2(£>5) 

(Z i ) 

2(i?f) 
(Z2) 
(Z2) 

2(ZJ) 

(02) 

(Of) 

(Of) 

(Ox) 

(•Di) + (Df) 

(Z i ) 

2(Of) 

(Z i ) 

2(£>f) + (Zi) 

2(Z i ) 

(Z . ) 

(Z . ) 

2 (Zi ) 

( O i ) 

(Of) 

(OO 
(Of) 

(Z i ) 

(Oi) + (Pf) 

(Z i ) 

2(Of) 

2(Zi) 

2(Df)+(Z1) 

(Z,) 

(Z i ) 

2(Z,) 

( O i ) 

(Z4) 

'(Zg) 

(Z$) 

(ZJ) 

(ZJ) 

(Za) 

(z2) 
(Zi ) 

(Z i ) 

2(ZJ) 

2(Zlf) 

2(Z") 

(Z4) 

(Z2) 

(Z2) 

(Z2) 

2(ZJ) 

2(ZJ) 
2(Z 2 ) 

2 (Z 2 ) 

2 (Z i ) 

2 (Z i ) 

2(Z.J) 

2(Z2) 

4(Z2~) 

(Z2) 

(Zi ) 

(Z i ) 

(Z i ) 

2 (Z i ) 

2 (Z , ) 

2(Zi) 

2(Zx) 

4 (Z i ) 

4 (Z i ) 

2 (Z , ) 

2(Zi) 

4 (Z i ) 

(Z i ) 

(£>i) 

(£>4) 

(Of) 

(o2
d) 

(Dt) 
(OI) 

(Of) 

(Of) 

(Of) 

(ZJ) 
(Z?) 
(Z-J) 

Table A3.12. Multiplication table for the v4(Z)4)-mo(lule A\(D4 x S1) 

(Z5
J) 

(zB
a) 

(Di) 
(Dl) 

(DB) 

(Zi ) 

(Zi) 

(Dl) 
(Df) + 2(Zi) 

P i ) 

2 ( Z ^ ) 

2(Z<2) 

(Z5) 

(Zi) 

( Z B ) 

2 ( Z I ) 

2(Z0 
(Zi) 

5(Zi) 

(Zi) 

(ZB 1 ) 

(Z?) 
(Di) 
(Dl) 

Table A3.13. Multiplication table for the ^(Z?5)-module A\{D^ x S1) 
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( 0 ? ) 

(i4) 

(Di) 

CK) 

(41) 

(K?) 

01) 

( 0 1 ) 

m) 
wi) 
(oi) 

(z3) 

01) 

W) 

(Z.J) 

(De) 

01) 

0s) 

01) 

(Zs) 

(Z | ) 

(ZS) 

2(Bi) 

(Zs) 

( 0 f ) 

( 0 ? ) 

( 6 i ) 

2 (Z | ) 

2(£>J) 

(Zi) 

(Zi) 

( 0 3 ) 

(Dl) 

(Di) 

(Ds) 

(Z3) 

(Z | ) 

(Z | ) 

(Zs) 

2(i>3) 

( 0 f ) 

( 0 i ) 

( « ) 

2(Z'3) 

(Z . ) 

2 (Df) 

(Zi) 

Ch) 

(Ze) 

(Zif) 

(Ze) 

2(Zf) 

2(Z'6
1) 

2{Zg") 

(Zs) 

(S3) 

•(Z2) 

(Z2~) 

( Z 2 ) 

2 ( Z | ) 

(Z . ) 

(Zi) 

2(2-1) 

(Zs) 

( £ 3 ) 

(D|) 

(#2) 

(Z.J) 

(Z.J) 

(Z2) 

( 0 ? ) 

( 0 ? ) 

(W) + (Z2) 

(02") + (Z2 ) 

( « a ) 1 ( Z j ) 

(Z,) 

( 0 f ) + ( Z , ) 

( 0 ? ) + (Zi) 

3(Z.J) 

( »2 ) 

(Zs) 

(Z3) 

(Zs) 

3(Z3) 

2(Z3) 

2(ZfO 

2(Z3) 

2(Z3) 

(Zi) 

(Zi) 

(Zi) 

4(ZS) 

2(Z,) 

2(Z;,) 

2(Z,) 

(Zj) 

( 0 ? ) 

( 5 i ) 

01) 

(Zi) 

(Zi) 

(Zi) 

2 ( 0 ? ) 

(Zi) 

(Df) + (Zi) 

(0f) + (zo 

dh) 1 (ZO 

2(Z]) 

2 ( 5 n + 2(Z, ) 

3(Zi) 

D(Zt) 

( 0 1 ) 

( 0 ? ) 

( 0 f ) 

(0>) 

(Zi) 

(Zi) 

(Z . ) 

(ZO 

2(i>i) 

(0f) + (z») 

(Oi ) + (Zi ) 

( 0 1 ) + (Zi) 

2(Z;,) 

3 (Z, ) 

2 ( f i f ) + 2 ( Z 1 ) 

3(Zi) 

( 0 1 ) 

(Z2) 

( Z 2 ) 

( Z J ) 

2 ( Z 2 ) 

2 ( Z J ) 

2(Z2) 

(Zi) 

(Zi) 

3(Z2) 

3 ( Z J ) 

3(Z2 ) 

2(Zj) 

3 (Z . ) 

3(Zi) 

6(Z-J) 

(Zs) 

(Zi) 

(Zi) 

(ZO 

2(Zi) 

2(Zi) 

2(Z,) 

2(Zi) 

2(Zi) 

3(Z,) 

3(Z,) 

3 ( Z 0 

4(Z,) 

6 (Z, ) 

6(Zi) 

6(Zj) 

(Zi) 

( 0 1 ) 

(0lb 

(0g) 

(Zrl) 

(K) 

(Z?) 

( 0 1 ) 

( 0 3 ) 

( 0 2 ) 

(DSf) 

(0-J) 

(Z3) 

( 0 f ) 

( 0 f ) 

(Z.J) 

Table A3.14. Multiplication table for the A(L>6)-module A\(D6 x 5'1) 

{A\k) 
wn 
(Kk) 
(z2") 

• W 

(Vk) 

3(VT) 

( Z i ) 

3(ZJ) 

(Vi) 

(%lk) 
( Z i ) 

(Z^) + (Z0 

2(Zi) 

(Zs) 

(Z2) 

(Z2)+2(Z2") 

.2(Zi) 

2(ZJ) + 2(Zi) 

(Z2) 

( Z i ) 

3(Zi) 

4(Zi) 

6(Zi) 

( Z i ) 

( ^ ) 

(vr) 
(Z s

k ) 

(Z2") 

Table A3.15. Multiplication table for the ^ ( ^ - m o d u l e A\(A4 x S1) 
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(/U) 

2U5) 

(Kf) 

(VD 

(Vi) 

(Zs) 

(Z2) 

(ZJ) 

2(17) 

(Z2) 

2 ( Z J ) 

2(ZJ) 

2 ( Z 2 ) 

(Z , ) 

(A*) 

pi) 
(v-4) 

PD-KKT) 

(£>') +(KT) 

(Di)+{vt) 

(Di) 

( D | ) 4 ( Z 2 ) 

( ^ ) + (Z2") 

3(Kf) 

( Z 4 ) 4 ( Z 2 ) 

(z;) + (zj) 

(Zi) 

3 ( Z 2 ) 

P?)4(Z, ) 

(0* ) 

( D | ) 

(Zf,) 

(Df) 

PO 

PI) 

P I ) + (Di) 

2(Di) 

P,) + P5) 

(Zi ) 

(Z , ) 

(Z i ) 

(Z . ! , )4 (Z , ) 

2(Z, ) 

2 ( £ > f ) 4 ( Z , ) 

P») 
P 2 ) 

(Z2) 

C f l t K ) 

(-i>2) + (ZJ) 

(I>2) + (Z2) 

•2(Di) 

2 ( / « ) + (Z,) 

2(17?) + ( Z , ) 

( Z 2 ) 4 2 ( Z J ) 

( Z 2 ) + ( Z , ) 

( Z 2 ) + ( Z , ) 

2(Zi) 

2 ( Z 2 ) + 2(Z1) 

2 (£>r)4 2(Z, ) 

(lh) 

(V>) 

2(1'4) 

3(KT) 

3(KT) 

30'.,) 

(Z . ) 

3(Z 2) 

3(2-7) 

W ) 
3(Z 2) 

3 ( Z J ) 

2(Z, ) 

fi(z-y) 

3(Z , ) 

(K.) 

( Z 4 ) 

(Z2) 

(Z4) + ( Z 2 ) 

(Z7) + (ZJ) 

( Z j ) - t (Z 2) 

(Zi) 

( Z 2 ) 4 ( Z , ) 

( Z J ) + ( Z j ) 

( Z 2 ) l 2(Z,-) 

2(Z4-) + (Z, ) 

2 ( Z 4 ) + ( Z , ) 

2(Zi) 

2 ( Z 2 ) 4 2 (Z , ) 

3(Z, ) 

(Z4) 

(Z3) 

2(Z | ) 

(Z , ) 

(Zi) 

(Zi) 

(z3) + (z,) 

2(Z,) 

2(Z. ) 

2(Z, ) 

2(Z, ) 

2(Zi) 

2(Z! , )4 2(Zi) 

4(7.,) 

4(Z, ) 

(Z3) 

(Z2) 

2(Z2) 

( Z 2 ) 4 2(Z.J) 

( Z 2 ) 4 2 ( Z 2 ) 

3(Z 2) 

2(Z, ) 

2 ( Z 2 ) 4 2(Z, ) 

2 ( Z 2 ) 4 2(Zi ) 

2 ( Z 2 ) 4 4 ( Z 2 ) 

2 ( Z 2 ) 4 2(Zi) 

2 ( Z 2 ) + 2(Z, ) 

4(Z, ) 

4 ( Z 2 ) 4 4 (Z , ) 

6(Z, ) 

(Z2) 

Pf) 

(Z.) 

(Of) 1 (Zi) 

P , ) 4 ( Z , ) 

P f )4 (Z , ) 

2(15,) 4 (Z , ) 

2 ( D , ' ) 4 2 ( 2 , ) 

(I?,) 4 P f ) 4 2(2-,) 

3(Zi ) 

3 (Z , ) 

3 (Z , ) 

4(Z, ) 

fi(Z,) 

2(D{) + 5(Z, ) 

P i ) 

(Z , ) 

2(Z,) 

3 (Z , ) 

3 ( 2 , ) 

3 (Z , ) 

4(Zi) 

6(Z,) 

6(Z, ) 

6(Z,) 

6(Zi) 

6(Z, ) 

8(Z, ) 

12(2 , ) 

12(Z,) 

(Z . ) 

( S 4 ) 

M 
P i ) 

P?) 

P?) 

P I ) 

P I ) 

( ^ a ) 

0T) 

(ZJ) 

(ZS) 

(Zi) 

( Z 2 ) 

P i ) 

Table A3.16. Multiplication table for the i4(54)-module ^ i ( 5 4 x S1) 

(/l-,1) 

(42) 
PS) 

P?D 

(Z^1) 

(A2) 
K) 

d\) 

(&) 

• (As) 

(4')4(Z'3) 

(42) -1 (zl) 

(z2-) 

(Z3) + ( Z - ) 

(Zi) 

(Zi) 

W ) + (Zi) 

2 ( Z | ) 4 ( Z , ) 

(Z2-) + 2(Z, ) 

(A, ) 

(Z2) 

(Z2) 

( D I ) - I - ( Z J ) 

2 ^ ) 

, ( Z ^ ) + (Z,) 

( Z ^ ) 4 ( Z , ) 

2(Z2 ) + (Z9) 

2(Z, ) 

2(Z2") + 2(Z, ) 

P&) 
(Z | ) + (K2) 

(Zi) 1 (Z 2) 

2 ( Z 2 ) 

( A » - i (Z.j) i ( z , ) 

2(Z, ) 

2(Z, ) 

2 ( Z , ) 4 ( Z 2 ) 4 ( Z i ) 

(Z3) + 3 (Z , ) 

2 ( Z 2 ) 4 4 ( Z , ) 

Ps) 
(z,) 

(Z.) 

(Z6) + (Z, ) 

2 (Z , ) 

2 ( 2 ^ ) 4 2 ( 2 , ) 

2 ( Z ? ) + 2(Z1) 

3 (Z , ) 

4 (Z , ) 

6 (Z , ) 

(Z5) 

(V4) 1 • (Z , ) 

(V4) 1 (Z , ) 

3 ( Z 2 ) 

3 ( Z . J ) 4 ( Z , ) 

3 (Z , ) 

3 (Z , ) 

3(v4; ) + 3(z,) 

5(Z,) 

3 ( Z 2 ) 4 6 (Z , ) 

TO 
2 ( Z | ) 4 ( Z , ) 

2(Z',) 1 (Z,) 

2(Z, ) 

(Zs) 4 3(Z, ) 

4(Z, ) 

4(Z, ) 

5(Z, ) 

2{Z|) + 6(Z, ) 

10(Z.) 

(Zs) 

( Z 2 ) 4 2(Z, ) 

(Z2) 4 2(Z, ) 

2 ( Z - ) 4 2(Z, ) 

2 ( Z 2 ) 4 4(Z, ) 

6 ( 2 , ) 

6 (2 , ) 

2 ( 2 2 ) 4 ( 2 2 ) 4 6 ( 2 , ) 

10(Z,) 

2 ( Z 2 ) 4 14(Z,) 

(Zi) 

5(Z,) 

5 (2 . ) 

fi(Z,) 

10(2, ) 

12(Z,) 

12(2 , ) 

15(Z,) 

20(2 , ) 

30(Z,) 

(Z,) 

(A'n 

« ) 

(Ol) 

(A?) 

(Z^1) 

(A7) 
(v.-) 
(Z | ) 

(Z2-) 

Table A3.17. Multiplication table for the A(A5)-module A\(As x 51) 
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(0(2)) 
(SO(2)) 

(Dn) 

(0(2)~) 

(SO(2)fe) 

TO 

(0(2)) 

(SO(2)) 

2(50(2)) 

0 

(SO(2)). 

2(SO(2)fe) 
0 

0 

(50(2)) 

(An) 
0 

2(Z)j), where / = gcd(n,m) 

i where 1 = gcd 

0 

where / = gcd(n 

(A2)+ 2 f i ­

lm, 2fc) 

rn 

k 

I 

) 

) (Df) 

(Dm) 

(0(2)) 
(SO(2)) 

(A,) 

(0(2)") 

(50(2)fc) 

TO 
(£>2*) 

Table A3.18. Multiplication tabic for the A(0(2))-module ^ ( 0 ( 2 ) x S1) 

(Z„ x S1) 

(50(2) x Z,3) 

(Z„XZ | 2 ) 

(5C(2)¥""'2) 

(5 ,0(2)v""'2) 

(Z£fc"'a) 

(Z,„ x S1) 

0 

(Z,» x Zj2) 

0 

(Z&*''2) 
(Zm x Z/2) 

0 

(50(2) X Z / J 

(Z„ x Z t l ) 

0 

0 

(Z„ x Zj) 

(Z.m x Zj) 

0 

(Zm xZiJ 

0 

0 

0 

0 

0 

0 

{SO{2)Vm'h) 

(ifrM) 
(ZmXZl) 

0 

\^Jm — 7i) 

{%ID 
0 

(zsH1) 
0 

0 

0 

0 

0 

0 

where I = gcd(Zi, h) arid TO > n. 

Table A3.19. Multiplication Table for the U(T2) 
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(SO(2) x S1) 

( P n X S 1 ) 

(Z„ x S 1 ) 

(0(2) x Zj) 

(SO(2) x Zj) 

(A, x Zj) 

(Z„ x Zj) 

(0(2)- ' ' ) 

( S O ( 2 ) ^ ) 

(£>*•') 

1 TO even 

W) 
| m odd 

(zx-') 
(z&!) 

(50(2)v«-'1) 

(50(2) x S 1 ) 

2(SO(2) x S1) 

( Z n X S 1 ) 

2(Z„ x 5") 

(50(2) x Zj) 

2(SO(2) x Zj) 

(Zn X Zj) 

2 ( Z „ X Zj) 

(£'0(2) x Zj 

2 ( 5 0 ( 2 ) ^ ' ' ) 

(Z„ X Zj) 

(Z&) 

(Z&) 

2(Z£fc>l) 

2(Z&) 

( 0 ( 2 ) x Z j a ) 

2 ( Z „ X Zj) 

(^ 

(Dm x 6'1) 

(Zm x S1) 

j 2 ( D t x 5 1 ) - ( 2 f c x S 1 ) 

1 fc = gcd (m,n) 

("(ZfcxS1) 

1 fc = gcd (TO. n) 

( D m ) X Zj ) 

( Z m X Z j ) 

f 2(£>fc x Zj) - (Zfc x Z,), 

1 k = gcjl[iii, r« ) 

0 

(D'm
l) 

(Z^ ' ( ) 

J 2 ( D * / ) - ( Z J £ X Z J ) , 

| A; = gcd(m, n) 

| 2 ( ^ ) - ( Z ^ ) , 

1 k = gcd (m, n) 

f(£>fc xZj) + (L>A: i i)-(ZfexZj), 

[fe = gcd (TO, 2n) 

0 

0 

0(2) xZj 2 ) 

2(Zn x Zi) 

(0(2)- ' ' ) 

2 (Z„ X Zj) 

(50(2)^'" 

(Z£"m) + (2 

(ZmXS 1 ) 

2(Zm x S1) 

[(ZfexS'1) 
1 fc = gcd (TO, n) 

0 

( Z m X Zj) 

2(Z„,. X Zj) 

0 

0 

( Z m X Zj) 

2(Z£,fc'') 

0 

0 

o 

0 

0 

,*2) 

J n f-m/ 

( S O ( 2 ) ^ 2 ) 

2(Z&) 

where Z = gcd(Zi, Z2)- All other products (except for (0(2) X S1), wliich is the unit element in 
U(0{2) x S1)) are zero. 

Table A3.20. Multiplication Table for U{0{2) X S1) 





A4 

Tables of Computational Results 

A4.1 Results for Section 6.3 

A4.1.1 Hopf Bifurcation in a FDE-System with £?5-Symmetry 

Consider the system (6.42) with the matrix C of the type 

cdOOd 
dcdOO 

C= Ode dO , (A4.1) 
OOdcd 
dOOdc 

which is symmetric; with respect to the dihedral group r = D$ acting on 
V = Md. Let p :— e%~ be the generator of Z5 and K be the operator of complex 
conjugation. Notice that p acts on a vector x = {x°,xx,... ,x4) by sending the 
k7th coordinate of x to the k + I (mod 5) coordinate and K acts by reversing 
the order of the components of x. 

We have the following isotypical decomposition of V (cf. [15, 5] for details) 

v = v0 © Vi e v2, 
where V, are explained in Appendix A2.2.4. 

The spectrum of C is given by 

V5-cr(c) = {eQ = c+2d,e1 2d-
1 f2 

> S 2 
c-2d 

Vb + 1 
4 — - — 4 } 

The dominating orbit types in W are (D5), (Z5
T), (Z5

2) and (Df) (cf. Appendix 
A2.1.2 for definitions). 

Using the command 

v(a0,(3o)i ~ s h o w d e g r e e ( £ ( ) , £ ! , . . . , e r , t 0 , t i , . . . , t r ) , 

we obtain the results for the Ds-symmetric Hopf bifurcation problem of the 
system (6.42) and organize them in Tables A4.1. 
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a 
£ 
£ 
£ 
£ 
£ 
£ 
£ 
£ 
£ 
£ 
£ 
£ 
£ 
£ 
£ 
£ 
£ ' 
£ 

eo. £i,£2 

000 

100 

001 

110 

Oil 

111 

000 

100 

001 

110 

Oil 

111 

000 

100 

001 

110 

011 

111 

<"'(«;>, ft )l 

(Ds) 

-(Ds) 
(£>5)-2(Z>i) + (Zi) 

-(£>(>)+ 2(£>i)-(Z0 

(A,) 

-(Or,) 

(Z*i) + Pf) + (i?i)-(Zi) 

-(Zj')-(I>i)-(i?i)+(Zi) 

(Z^)-(£>f)-(£>i) + (Zi) 

-(Z^J + P ^ + CPO-CZ,) 

(Z.|1)~(JDI)-(JD1) + (Z1) 

-(Z*«)-(£>f)-(D1) + (Zi) 

(Z*2) + (Z?f) + (Z>,)-(Z,) 

-(Z.^)-(£>f)-(£>i) + (Zi) 

(Z^a)-(£>f)-(Di) + (Zi) 

-(Z^) + (Z>f) + (£>])-(Z,) 

(Z,̂ ) + (Df) + (D1)-(Z1) 

-(Z^)-(Df)-(D:1) + (Zi) 

# Branches 

1 

1 

1 

1 

1 

1 

8 

8 

8 

8 

8 

8 

8 

8 

8 

8 

8 

8 

Table A4.1 . .Equivarlant. classification of the Hopf bifurcation with D5 symmetries 

A4.1.2 Hopf Bifurcation in a FDE-System with ^ -Symmetry 

Consider the system (6.42) with the matrix C of the type 

cdOdOdOO' 

dcdQOOdO 

OdcdQOQd 

dOdcdOOO 

OOOdcdOd 

dOOOdcdO 

OdOOOdcd 

OOdOdOdc 

C = (A4.2) 

which is symmetric with respect to the octahedral group F = 64, where S4 
acts on the space V := M8 by permuting the coordinates of the vectors in 
the same way as the symmetries of a cube in M3 permute its eight vertices. 
It can be verified that the representation V has the following S^-isotypical 
decomposition (cf. [15, 5] for details) 
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V =V 0 ©Vi©V3©V 4 , 

where V* are explained in Appendix A2.2.6. The spectrum of C is given by 

°{C) = {£0° = c + 3<UJ = c - 3d,f| =c + d,g = c-d}. 

The dominating orbit types in W arc (S4), (S7), (D?), (Dg), (ZJ) := (Z*1), 
(Z*3) := (Z^1), (Df) and (Df) (ef. Appendix A2.1.4 for definitions). 

Using the command 

w(«a, fio)\ = showdegree (e0, £i, • • •, £r, to, ti, • • •, t r), 

we obtain the results for the ^-symmetric Hopf bifurcation problem of the 
system (6.42) and organize them in Tables A4.2. 

A4.2 Results for Section 7.3 

A4.2.1 Hopf Bifurcation in a NFDE-System with ^ - S y m m e t r y 

Consider the system (7.34) with the matrix Q, Pi and P2 of the type 

C 

c dO d 
dcdO 
Odcd 
dO d c 

(A4.3) 

which is symmetric with respect to the dihedral group F = D4 acting on 
V = M.4. Let £ := e1^ be the generator of Z4 and rt be the operator of complex 
conjugation. Notice that £ acts on a vector x — (x°, x1, x2, xs) by sending the 
fc-th coordinate of x to the k + 1 (mod 4) coordinate and K acts by reversing 
the order of the components of x. 

We have the Z?4-isotypical decompositions 

V = V 0 © V i © V 3 , Vc = U0®Ui(Blk, 

thus {ei^e^,... ,£im} = {eo,£i,ez}, and there are three types of bifurcation 
points (a0, (30) correspondingly. Since getting the complete list of the bifurca­
tion invariants OJ{\0)\ for the system (7.34) is a simple task of applying the 
Maple© package for the group F — D4 by 

<^(A0)i = showdegree(e0, £1, 0, £3, 0, t0, t i , 0, t3 ,0), 

we present in Table A4.3 only some selected results for the group /J4. 
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a 
Co 
<0 
CO 
CO 

So 

Co 

Co 

Co 

«s 
«} 
4! 
«f 
cO1 

«J 
«; 
ei 
cl 
el 
4? 
«! 
f3 

C2 
C2 

f3 

C2 
/=3 
C2 

«! 
d 
d 
cl 
d 
«l 
C-t 

a 
a 

£o , e i , £» , £4 

0000 

1000 

0100 
1010 

0101 
1011 

0111 
1111 

0000 
1000 

0100 

1010 

0101 

1011 

0111 

1111 

0000 

1000 

0100 

1010 

0101 

1011 

0111 

1111 

0000 

1000 

0100 

1010 

010! 

1011 

0111 

m i 

"(«.)'. 0i)i 

(&) 
-{&) 

(&) - (A,) 
- ( S 4 ) + 2(D3) + (D2) - 3(D0 + (Z,) 

(S4) - (A) - (Z„) + (Z3) - (D,) + (ZO 
-(.S4) -1 2(D3) 1 (D2) 1- (Z4) - (Z3) - 2(£>0 - (Z2) 1 (ZO 

-(S4) - (^4) - 2(D3) - (D2) - (Z4) 1 (Z3) f 2(Z?0 1 (Z2) - (ZO 
(S4) i (AD 1 2(D3) 1 (DO + (Z4) - (Z3) - 2(Z>0 - (ZO + (ZO 

($4) 

-(SI) 
(S4~)-(AI) 

-(SI) + 2(D|) + (Di) - 3(DJ) + (ZO 

( ^ ) - ( ^ ) " ( Z 4 ) + ( Z 0 - ( ^ ) + (Z2) 
-(S7) + 2(Df) + (D|) + (ZJ) - (Z3) - 2(D?) - (Z-0 + (ZO 

(S-) - (AD - 2{Di) - (Ui) - (Z-) + (Z3) + 2(1)1) + (ZO - (ZO 
-(SI) + (AD + 2(D?t) -!- (Di) -\ (ZJ) - (Z3) - 2(D?) - (Z2) + (ZO 

(D?) H (DO -1- (Di) + (ZO + (Z|) - (DO - (ZJ) 
-(D4') - (D3) - (Di) - (ZO - (Z3) -I- (DO 1 (Z3 ) 

(D|) + (D3) + (Df) + (ZO - (V-) - (ZI) - (Zs) - (DO - (Z-) + (ZO 
-(Dt) + (DO + (Di) - (ZO + (ZO - (DO - 3(D,) + (ZJ) + (ZO 

(D41) I (D3) 1 (Dif)-t (D2) - (ZO - (Z, ) - (V, ) \ (Zi)-(Dl)--i(D1)\ (Z, ) 1 (Z2) ( (ZO 

-(Di) + (DO + (DO + (DO + (ZO + (z,7) - (ZO - (ZO - (A) - (zj) - (zo + (zo 
(Df) ~ (D-D - (Di) - (DO - (ZO - (ZJ) - (V4-) - (ZO ! (DO 1- (Zj) f (Z2) 

-(D4) + (D-D 1- (D20 + (DO + (ZO + (ZJ) + (V,-) f (ZO - (DO ~ (ZJ) - (Z2) 
• (Di) 1 (DO 1 (Di) 1 (ZO 1 (Z! , ) - (Di ) - (Zj) 
-(DJ) - (Di) - (D«) - (ZO - (ZO + ( » 0 + (ZJ) 

(DI) + (DO + (D|) + (ZO - (V4~) - (ZO - (ZO - (DO - (ZJ) + (ZO 
-(DI) + (DO + (Dd

2) + (D|) - (ZO + (ZO - 3(DI) - (DO + (ZJ) + (ZO 
(Di) + (DO + (Di) - (ZO - (ZO - (VI) + (ZO - 3(D?) - (DO + (ZJ) + (Z2) + (ZO 
-(£>!) + ( D O + (#2) + (Di) + (20 + (z4) - (ZO - (z3) - (Dt) - (zj) - (z3) + (zo 

(Di) - (DO - (Di) - (Di) - (ZO - (ZO - (V-) - (ZO + (DO + (ZJ) + (ZO 
-(DO + (DO + (Di) + (DO + (ZS) + (ZO + (VI) + (ZO - (Df) - (ZJ) - (Z2) 

// Branches 

1 
1 

1 

1 

1 
1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 
24 

24 

24 

24 

24 

24 

24 

24 

24 

24 

24 

24 

24 

24 

24 

24 

Table A4.2. Equivariant classification of the Hopf bifurcation with S4 symmetries 

A4.2.2 Hopf Bifurcation in a NFDE-System with A5-Symmetry 

Consider the system (7.34) with the matrix Q, Pt and P2 of the type (A4.4) 
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Ei 

Eo 

Eo 

Eo 

Ei 

Eh 

Ei 

Ei 

Ei 

E:i 

E-, 

E3 

£3 

£0, £1,£3 

0,1,1 

1,1,0 

1,1,1 

0,0,1 

0,1,0 

0,1,1 

1,1,0 

1,1,1 

0,1,1 

1,0,1 

1,1,0 

1,1,1 

w(a„,p0)i 

{DA) - (Z4) - (Di) - (Di) + (ZO 

-(D4) + (D1) + (Di)-(Zi) 

-{D4) + {Zi) + (Di) + {D1)-{Z1) 

-(z$) + {Di) + (bi) - (z2~) 

(zS) + (z>2) + (bij) - (z2-) - (z>?) - (5o - (£>o - (5,) + 2(z5) 

-(Zj) + (£>£) + (52) - (ZJ) - (Of) - {Di) - {Di) - {Di) + 2(Zi) 

-(Zi) - {Di) - (Di) + (Zj) + (£>f) + (Of) + {Dx) + (Di) - 2(Zi) 

(ZJ) - (Z#) - 02) + (Z2") + (£>f) + (5f) + (Di) + (Di) - 2(Zi) 

(£>?)-(Z2)-(3f)-(Z?i) + (Zi) 

-(£»?)+(Z?) 

-(Z3|)+(.Df) + (A)-(Z:1) 

-(£>J)+(Zj) + (£>f) + (I>i)-(Z,) 

# Branches 

1 

1 

1 

6 

6 

6 

6 

6 

2 

2 

2 

2 

Table A4.3 . Examples of the equivariant classification of the Hopf bifurcation with DA symmetries 

c = 

cdOOd 
dcdOO 
0 d c d 0 
0 0 d c.d 
d 0 0 d c 
0 0 0 0 d 
0 0 0 0 0 
d 0 0 0 0 
0 0 0 00 
0 ei 0 0 0 
0 0 0 0 0 
0 0 d 0 0 
00 000 
0 0 0 d 0 
0 0 0 00 
0 0 000 
0 0 0 0 0 
0 0 0 0 0 
00 000 
00000 

OOrfO 
0 0 0 0 
0 0 0 0 
0 0 0 0 
do 0 0 
c d 0 0 
d c. d 0 
Odcd 
00 dc 
000 d 
0000 
0 0 0 0 
00 0 0 
0 0 0 0 
d 0 0 0 
0 00 0 
0 dO 0 
OOOd 
0 0 0 0 
0 00 0 

0 0 0 
do 0 
0 0 d 
0 0 0 
0 0 0 
0 0 0 
000 
0 0 0 
dO 0 
c dO 
d c d 
0 dc 
0 0 d 
0 0 0 
000 
0 0 0 
00 0 
00 0 
OdO 
00 0 

00 0 
0 0 0 
00 0 
OdO 
00 0 
0 0 d 
00 0 
00 0 
00 0 
00 0 
00 0 
dOO 
cdO 
d c d 
Ode 
00 d 
00 0 
00 0 
00 0 
dOO 

00 000 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 d 0 0 0 
0 0 0 0 0 
OO d O O 
0 0 0 0 0 
0 0 0 d 0 
0 0 0 0 0 
0 0 0 0 d 
00 000 
d 0 0 0 0 
c d 0 0 d 
dcdO 0 
Ode dO 
0 0 d c d 
dO Ode. 

(A4.4) 

We have the following ^45-isotypical decompositions 

V = V0 © [Vi © Vi] © V2 © V3 © V4, 

Vc = % ©'[Wi © Z4] © W2 © W3 © W4, 

thus {£^,£43,... ,£.jm} = {eo,£i,£2,£3,£4}, and there are five types of bifurca­
tion points (a0, (30) correspondingly. A partial list of the bifurcation invariants 
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u{\0)i for the system (7.34) is presented in Table A4.4, which was established 
by using the Maple© package for the group r = A&, 

v{K)i = showdegree(£0,£1,£r2,e3,£4,to,ti,t2,t3,t4). 

3. 
E0 

F0 

Ex 

Ei 

Et 

Ei 

En 

E2 

Fa 

E2 

E-2 

E3 

E3 

E3 

E3 

E;> 

Ez 

FM 

F^ 

E4 

E* 

Ei 

Ei 

£0,ffl!£2,t3, £4 

10101 

11101 

0000 

00100 

00110 

10001 

10101 

00000 

00110 

01010 

10100 

00010 

00100 

01010 

10011 

10100 

11110 

00010 

00100 

01010 

loon 
10100 

11110 

(j(X0)l 

-(/15) + 2{Db) + 2(D3) - (Z5) - (Z3) - 4(Z2) + 2(Zi) 

-(As) + 2(A4) + 2(D5) - (Z5) - 2(Z3) - 3(Z2) + 2(Zj) 

(At) + (Di) I- (Ih) + (2£) 1- (Z<2) + (Vf) + (Z3) - (Z3) - (Z2") - (S2) 

(/U) - m) - (Ds) - (Zs*) ~ (Z5
a) + (V4") - (Z3) - (Z3) 

-(Zj)-(Za)-h2(Z,) 

(yl4) - (A?) - (Co) -1- (Kl) i (Z'5
2) 1 (VD + (Z8) 1 (Z3) 

KS2-) + (Z2) 

-(/t4) - (AD - (/?») + (4
1) + (zr,2) " (vi) + (zs) + 3(Z3) 

+3(Z.J) + 3(Za)-4(Z1) 

-(/14) •!• (A?) 1- (Ih) - (Z*>) - (Z*5
2) - ( W ) - (Z3) - (Zs) 

-(Za)-(Z2) l'2(Zi) 

(/14>) 1 « ) 1 (A,) 1 (Ds) \ (Z**) 1 (Z$«) 1 (Vf) ^ 2(Z2) 

MJ1) + « ) - (Th) - (D3) + (Z<>) + (Z<2) + (ZS) + (Vf) 

+ (Z3) + 2(Z2)-2(Z,) 

- K ' ) " (4-') -1 (As) - (A,) - (Z<>) - (Z<2) - (ZB) - (Vf) I (Zi) 

-(>#) - (A%) + (D5) + (AH) + (Z*») + (Zg1) - (V4-) + 4(Z3) 

+ 2(Z2-) •[ (Z2)-3(Z,) 

(DI) + (Af) - (Zt,1) - (Z5) + (Vf) - (Z3) " (Z3) - 4(ZJ) - (Z2) + 3(Z,) 

-(A!) - (A!) - (z*») i (v4-) - (z3) - (z2) 1- (Zi) 

(A?) - (A?) - (Z*>) - (V-) - (Z3) + (Z,) 

-(»s) " (A?) - (Z;,1) - (V7) - (Zs) + 2(Z.J) 

(A?) + (A?) + (Zs') - (Kf) + (Zl) + (Za) - (Z,) 

(AS) - (Di) - (Z6«) - (ZB) + (Kf ) - (ZJ) - 2(Z2") - (Za) + 2(Zi) 

(AD + (D!) - (Z?) - (Zs) + (V4-) - (Z») - (Zs) - 4(Z2 ) - (Z2) + 3(Z,) 

-(£>g) - (At) - (Z*2) + (Vf) - (Zs) - (Za) + (ZO 

(A§) - (A!) - (Z|2) - (V4~) - (Z|) + (Z,) 

-(A§) - (Di) - (Z*2) - (Vf) - (ZS) + 2(Z-) 

(Di) + (A!) + (Z;2) - (Vf) + (ZS) + (Za) - (Zi) 

(A!) - (Di) - (%li) - (Z5) + (Kf) - (Z|) - 2(ZJ) - (Za) + 2(Zj) 

#' Brandies 

1 

1 

55 

55 

55 

55 

55 

50 

50 

50 

50 

44 

44 

44 

44 

44 

44 

44 

44 

44 

44 

44 

44 

Table A4.4. Examples of the equivariant classification of the Hopf bifurcation with A?, symmetries 

A4.3 Results for Section 8.3 

A4.3.1 Hopf Bifurcation in a FPDE-Sys tem with £>3-Symmetry 

We assume here that the matrix C is of type 
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c 
c d d 
d c d 
d d c 

oco with c = —3 and d = —1. In this case we have o(C) — {°£0 = —5, i{ — —2}, 
ra(£0) = ?n(£i) = 1. The bifurcation invariants uj(a^mjk, ^^,0)1 in this case 
are listed in Table A4.5, which was; established by using the Maple routines 
for the group r = D-j, in the following way: 

w(ai/,m,fc,^,m,fc,0)i = (-l)I/showdegree[D3](£0,£i,0,m0(CA;),m,1(CA:),0). 

"Co 

CO 

% 

: 6 

% 

% 

Hi 

£ ( ) , £ ] 

00 

01 

10 

11 

00 

01 

10 

11 

<jj(0tv,m,k ; (3v,m,k ,0)\ 

( - 1 ) " ( ( ^ 3 ) ) 

( -1 ) " ( (£> 3 ) - (Z 3 ) ) 

(-ir+i((i>3)) 
( - l ) " 1 ^ ) - ^ ) ) 

( - i ) " t o + (z?n + (£>i)-(Zi)^ 
( - 1 ) " ( ( Z § ) - ( £ > ? ) - ( A ) + (Z0) 

(-ir+ir(Z§)+(£>f) + (£>0-(Zi^ 

(-iy+i((ZZ)-{D?)-&) + &)) 

# 

1 

1 

1 

1 

6 

6 

6 

6 

Table A4.5 . Equivariant classification of the Hopf bifurcation with D$ symmetries 

A4.3.2 Hopf Bifurcation in a FPDE-System with .4.4-Symmetry 

We assume here that the matrix C is of type 

C = 

c ddd 
d c d d 
d d c d 
d d d c 

with c = —4 and d = 1. Clearly, C is ^-equivariant. In this case we have 
cr{C) = {—1,-5}. We classify the eigenvalues of C as °£0 = — l,3£'i = ~~5 
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and we have the following multiplicities m(£0) = ^(£1) = 1- Sample invariants 
w(ai,}Tn,k, Pv,m,k,tyi m this case are listed in Table A4.6. To obtain the other 
invariants, use the Maple routines for the group F = A4: 

w{av,m,k, Pv,m,k, 0)i = (-l)"showdegree [A4] (e0,0, e3, m0(Ck), 0,0, m3(0b)). 

'Co 

Of 

Co 
Of 

Co 

% 
s 0 
36 
36 
3fr 

£0,63 

00 

or 
10 

11 

00 

01 

10 

11 

U{0tv,m.,k , Pv,m,k , 0)l 

(-1)"((A4)) 

( - i r ( ( ^ 4 ) ~ 2 ( Z 3 ) - ( Z 2 ) + (Zi)) 

( - I ) - ! 1 ((A,)) 

( -1 )"+ 1 ( (^ 4 ) -2 (Z 3 ) - (Z 2 ) + (Z1)) 

(-i)"((v4-) + (4') + (z?) + (Zs) - (Zi)) 
(-1)"((VT)-(Z31)-(z3

2)- (z3)- (z j ) - (z2) + 2(zo) 
(-1)"-1' ((v4~) + (z*1) + (z3

2) + (za) - (zo) 
(-1)"+1 ((VT) - (Z3>) - (Z«a) - (Z3) - (Zj) - (Z2) + 2(Z0) 

# 

1 

1 

1 

1 

.12 

12 

12 

12 

Table A4.6. Equivariant classification of the Hopf bifurcation with AA symmetries 

A4.4 Results for Section 9.3 

A4.4.1 Existence in Q8-Symmtetric Lotka-Volterra Type System 

The quaternionic group <Q8 can be described as a subgroup of S& generated by 

i := (1324)(5867), j := (1526)(3748). 

We consider the space V := M8 on which Qg acts by permuting the coordinates 
of vectors x G V. Consider the matrix 

acbbddee 
cabbddee 
b b a c e e dd 

. bbcaeedd 
ddeea ebb 
ddeecabb 
eeddbbac 
e e d db b c a 
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The matrix A commutes with the Qs-siction on V. The matrix A has the 
following eigenvalues and eigenspaees: 

Ms 

IM 

= a-2e + c-2b + 2d, E(fi1)^V2 

= a-2e + c+2b-2d, /?(//2) ^ Vi, 

= a- c, E(fj,s) ~ V4 (quaternionic type), 

= a + 2e + c - 2 f o - 2 d , /?(JU.4) ^ V3, 

= a + 2e + c + 2& + 2d, 7?(/i5) ^ V0. 

For definiteness, we choose the positive entries of A being a — 8, b = 1, c = 3, 
rf = 2, e = 1.5 and r = 4, so 

T/Xi = 40, r/i2 = 24, r//3 = 20, T(M = 32, T/J5 = 80, 

so we can easily determine (from Table 9.1 the values n(//»), i.e. 

n(/ii) = 6, n(/z2) = 3, rx(/i3) = 2, n(//4) = 4, n(//5) = 12. 

Then we have 

m0,i = 1, m0,2 = 2, m0,3 = 3, m0,4 = 4, m0,5 = 5, m0,6 = 6, 

m0,7 = 7, m0,8 = 5, m0,9 = 4, m0,io = 3, m0,n = 2, m ^ = 1, 

nu,i = 1, mi |2 = 2, mi,3 = 1, m2,i = 1, m2>2 = 2, m2>3 = 3, 

m2)4 = 3, m2,5 = 2, m2,6 = 1, m3j, = 1, m3j2 = 2, m3;3 = 2, 

m3i4 = 1, m4i] = 2, m4;i = 2. 

By applying formula (9.41) we obtain 

0 = degv0l l + 2degVo2 + 3degV0i3 + 4degVo4 + 5degVo>5 + 6degVo>6 + 7degVo>7 

+ 5degVo8 + 4degVo9 + 3degVo>10 + 2degVon + degVo_12 + degVl>1 + 2deg Vl 2 

+ degVl 3 + degVa>1 + 2degV22 + 3degV23 + 3degVa4 + 2degV25 + degVa6 

+ degv3,i + 2deSv3,2 + 2degv3,3 + deSv3,4 + 2degv4,i + 2 d e g v y . 

where 

degVoi = (Q8), degVM = (Q | - ) , A; = 1 , 2 , 3 

degV4il = (Zi+) + (Z*+) + (Z*+) + (Z«+) + -(Z2~) 

The dominating orbit types in W are (Qg), (<5|~) and (Z4
+) for k = 1,2,3. 

Consequently, we obtain 
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• there is at least 1 nonstationary periodic solution with symmetry (Qs) , 
• there is at least 1 nonstationary periodic solution with symmetry (Qg~), 
• there are at least 1 nonstationary periodic solution with symmetries (Ql~), 
• there are at least 1 nonstationary periodic solution with symmetries (Qg~), 
• there are at least 2 nonstationary periodic solutions with symmetries 

• there are at least 2 nonstationary periodic solutions with symmetries 

• there are at least 2 nonstationary periodic solutions with symmetries 

(^4 + ) -

In summary, there exist at least 10 nonconstant periodic solutions of (9.20). 

A4.4.2 Existence in £>8-Symmetric Lotka-Vblterra Type System 

e i z) and K :— 

Consider the dihedral group D$ = {1,7, J2, • - •, 77, AC, KJ, J2, ..., K77} C 0(2), 
where 7 can be identified with e2^ (i.e. 7 is a complex linear operator 7(2) — 

. We consider the space V := M8, where 7 £ Ds acts on 

a vector [xy) x2,..., x8) by sending the k-th. coordinate of x to the k -\- 1 (mod 
n) coordinate and K € D$ acts by reversing the order of the components of x. 
Consider the following /Jg-equivariant matrix A 

'dcdOOOOO' 
OdcdOOOQ 

OOdcdOOO 

A:= OOOdcdOO 
OOQOdcdO 

OOOOOdcd 

dOOOOOdc 

The matrix A has the following eigenvalues and the corresponding eigenspaces 

Mi 

M2 

Ms 

m 

A*5 

= c + 2d, EfaJ-Vo 
= c+V2d , £ ( / i 2 ) ~ V i , 

= c, £(/i3) ~ V2, 

= c - V r̂f, E{fM) ~ V3, 

= c - 2d, £(/x5) ^ V5. 
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For definiteness, we choose the positive entries of A by letting c = 9, d = 3 
and r — 4, so 

T\i\ = 60, rfi'2 f« 52.97, r^3 = 36, r/i4 ~ 19.03, T/J^ = 12. 

To determine the numbers n(fii)1 for « = 0,1,2,3,5, we list the approximate 
values of | + 2nn we use Table 9.1 so, we have 

n(fii) = 9, n(/y,2) = 8, n(/i3) = 5, n(/i4) = 2, n(/j5) = 1. 

Let j i = 2 and j 2 = 1- Then, 

mo,i = 1, mo,2 = 2, mo,3 = 3, m()j4 = 4, m0,5 = 5, m()i6 = 4, 

moj = 3, m0,8 = 2, mo,g = 1, w\,i = 1, rni,2 = 2, mi>3 = 3, 

m1;3 = 4, mt,5 = 4, m1)G = 3, mlj7 = 2, m1;8 = 1, m2,i = 1, 

m2i2 = 2, m2,3 = 3, m2)4 = 2, m2,5 = 1, TTI:M = 1, m3>2 = 2, 

m3)3 = 1, m5jJ = 1. 

By applying formula (9.41) we obtain 

0 = degVo] + 2degVo2 + 3degVo3 + 4dcgVb>4 + 5degVo5 + 4degVo6 + 3degVf)T 

+ 2deSvo,8 +
 degv0,9 + d e gv i a + 2 d e S vll2 + 3 d egv l l 3 + 4 d e g v M + 4degv1>5 

+ 3degVl>6 + 2degVl_7 + degVl>8 + degy21 + 2degV22 + 3degVa3 + 2degV2/j 

+ de8v2,5 + d«Sv3.i + 2degv3,2 + de§v3,3 + d egv5 l l ' 

where 

degvfe,, = (D8), 

degVii^(^) + (Dd
2) + (Dd

2)-(^), 

degV2i = (62) + {Dp + (Z*») - (Zjft, 

degV3i = (Zt
8
3) + (5^) + (^)-(Z2-) , 

degV5i = (Dg). 

_ T h e dominating orbit types in H* are (Ds), (£>§), (Z%), (Zfg), (Zf) and 
[Df). Consequently, we obtain 

• there is at least 1 nonstationary periodic solution with symmetry (Ds), 
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• there is at least 1 nonstationary periodic solution with symmetry (D$), 
• there are at least 2 nonstationary periodic solutions with symmetries (Df), 
• there are at least 2 nonstationary periodic solutions with symmetries (Zg1), 
• there are at least2 nonstationary periodic solutions with least symmetries 

042), 
• there are at least 2 nonstationary periodic solutions with least symmetries 

(4s)-
In summary, there exist at least 10 nonconstant periodic solutions of (9.20). 

A4.4.3 Existence in S4-Symmetric Lotka-Volterra Type System 

Assume that the octahedral group S4 acts on V := R8 by permuting the 
coordinates in such a way that (1234) e S4 corresponds to the permutation 
(1234)(5678) G Ss and (12) e S4 corresponds to (17) (28)34) (56) € Ss (i.e. 
S4 acts on V in the same way as it permutes the vertices of a regular cube). 
Consider the matrix 

abebbede 
babecbed 
cbabdebe 
bebacdeb 
bedcabeb 
cbedbabe 
debecbab 
edebbeba 

The matrix A commutes with the £4-action on V. The matrix A has the 
following eigenvalues and cigenspaces: 

A:= 

/ i ! 

M2 

m 
(J-4 

= 3b + a + 3c+d, 

= —36 + a + 3c — d, 

= —b+ a — c+ d, 

~b + a — c — d, 

E((J,i) ~ V0 

EM^Vi, 
E(fis) ^ V4, 

E(fJL4.) ~ V3. 

For definiteness, we choose the positive entries of A being a — 6, b — 1, c 
d = 2.5 and r = 4, so 

Tfii - 70, T\li = 26, TfXz = 22, Tfl4 = 10, 

so we can easily determine (from Table 9.1 the values n(/ij), i.e. 

2, 
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n(/ii) = 10, n(/j,2) — 3, n(fj,s) — 3, n(nA) = 1. 

As before, we choose J2 = 1 and j \ := 2. Then we have 

mo,i = 1, mo,2 = 2, m0,3 — 3, mo;4 = 4, m0;5 = 5, m0;6 = 5, 

™o,7 = 4, m0>8 = 3, m0,9 = 2, m0)to = 1, m0jn = 2, m0ji2 =: 1, 

mi4 = 1, mi,2 = 2, mi,3 = 1, m3|1 = 1, m3?2 = 2, m3j3 = 1, 

m4ji = 1. 

By applying formula (9.41) we obtain 

0 = <iegV(U + 2deSv0., + 3dcSv„,s + 4deSv0,4 + 5deSv0,5 + 5degv0,c + 4degv0,7 

+ 3degVo8 + 2degV0i9 + degVf)K) + degVl>1 + 2dcgVl2 + degVl 3 + degV3] 

+ 2degV32 + degVS|3 + degVA X , 

where 

degVOiJ = (S4), 
d e g V i , i = ( S 4 ) , 
degy3,1 = (K) + (Dj) + (Pt) + (D3) + (4) - (2̂ -) - (A), 
degV4>1 = (Z°) + (D5) + (Dl) + (D*) + (Z|) - (ZJ) - (Df). 

The dominating orbit types in H* are (.94), (S4~), (Z^), (Dg), (Z$), (Z|) 
and (Df). Consequently, we obtain 

• there is at least 1 nonstationary periodic solution with symmetry (S4), 
• there is at least 1 nonstationary periodic solution with symmetry (S^), 
• there are at least 3 nonstationary periodic solutions with symmetries {Df), 
• there are at least 6 nonstationary periodic solutions with symmetries (D*), 
• there are at least 6 nonstationary periodic solutions with least symmetries 

(Z$), 
• there are at least 8 nonstationary periodic solutions with least symmetries 

04), 
• there are at least 3 nonstationary periodic solutions with least symmetries 

[Dl). 
In summary, there exist at least 28 nonconstant periodic solutions of (9.20). 
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Remark A4.4.1. One can consider other symmetry groups in (9.20), such 
as D3, DA, I>S, A>, DJ, DQ, D10, D\\, D12, A4 or As, for which there exists 
already developed computational database (including Maple® routines for the 
twisted equivariant degree). As it is clear from the formula (9.41) and the 
above examples, the similar existence results for all these groups can be easily 
obtained. 

A4.5 Results for Section 10.1 

Consider the system (10.1) assuming that (Al)—(A5). As the symmetry group 
r, take the dihedral groups D4, D5, D6, the octahedral group S4 and the icosa-
hedral group /1 5 . Assume that V := Mn is an orthogonal /'-representation, 
where F acts on u = («1,«2, • • • ,un) ^ ^ by permuting its coordinates. More­
over, for r = Dn, assume that C is of the type 

C 

For V = S4, C is of the type 

C 

cd0...0d 
d c d ... 0 0 

d0 0...dc 

cdOdOdOO' 
dcdOOOdO 
OdcdQOOd 
dOdcdOOO 
OQOdcdOd 
dOOOdcdO 
OdOOOdcd 
OOdOdOdc 

For r — A^ C is of the type 
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" c d 0 0 d 0 0 d 0 0 0 0 0 0 0 0 0 0 0 0" 
d e d O O O O O O d O O O O O O O O O O 
0 d c dO0000 0 0 d 0 0 0 0 0 0 0 0 
0 0 d c d 0 0 0 0 0 0 0 0 d 0 0 0 0 0 0 
d0 0 dcd000000 0 00 0 0 0 0 0 
O O O O d c d O O O O O O O d O O O O O 
0 0 0 0 0 d c d 0 0 0 0 0 00 0 d 0 0 0 
d O O O O O d c d O O O O O O O O O O O 
0 0 0 0 0 0 0 d c d 0 0 0 0 0 0 0 d 0 0 

/-i_ OiiO 0 0 0 0 O d c d O O 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 d c d 0 0 0 0 0 0 d 0 ' 
0 0 d 0 0 0 0 0 0 0 d c d 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 d c d 0 0 0 0 0 d 
O O O d O O O O O O O O d c d O O O 0 0 
0 0 0 0 0 d 0 0 0 0 0 0 0 d c d 0 0 0 0 
O O O O O O O O O O O O O O d c d O O d 
0 0 0 0 0 0 d 0 0 0 0 0 0 0 0 d c d 0 0 
0 0 0 0 0 0 0 0 d 0 0 0 0 0 0 0 d c d 0 
O O O O O O O O O O d O O O O O O d c d 
,0000 0 0 0 0 0 0 0 0 d 0 0 d 0 0 d c. 

For definitcness, let c = 4.5, d = 1 for the matrix A, and c = 9.5, d = 1 for 
the matrix 5 . 

A4.5.1 Existence in jD4-Symmetric Auto . Newtonian System 

In the case F — D4, we have V — Vo © Vi © V3, to which we associate the 
sequence (e0,ei,e3) = (1,1,1) and a(A) = {fg = 6.5,f} = 4 . 5 , ^ = 2.5}, 
<r(B) = {̂ Q = 11.5,^J = 9.5, £.f = 7.5}. Thus, we have the following non-zero 
mj''s for A and B: 

m&A) = l, m g ( « ) = l , 

m?(A) - 1, m\(B)= 1, 

m3(/l) = 1, m\{B)= 1. 

Consequently, we have the non-zero isotypical defect numbers 

rrio = —1, mf, = 1, m\ = —1, rrij = 1, trig = —1, m| = 1. 

Hence, 
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s oo / k \ 

E E KE*sv„ • 

= (-1) • (degVo>1 + degVo2) + 1 • (degVo>1 + degVo2 + degVo3) 

+ (-1) • (degVl>1 + degVl,2) + 1 • (degVlil + degVl2 + degV l 3) 

+ ( - ! ) • degV3il + 1 • (degV3>1 + degV32 j 

= d egVo,3+d egv l l 3 + degv3,2-

Finally, 

deg* = e3 [showdegree[D4] (1,1,0,1,0,1,1, 0, 0, 0)] 

+ 0 2 [showdegree [D4] (1,1, 0,1,0, 0, 0, 0,1,0)] . 

The dominating orbit types in W are (D4), (ZJ) := (Z^1), (D'*), (Dj) arid 
(Dj). The value of deg'' is listed in Table A4.7. 

A4.5.2 Existence in Z>5-Symmetric Auto. Newtonian System 

In the case f = D5, we have V = Vo © Vi © V2, to which we associate the 
sequence (e0,eue2) = (1,1,1) and a {A) = {$ = 6.5, £ = 4.5 + ^ , $ = 

4.5 - ^ t l } , <r(B) = { $ = 11.5, Cl = 9.5 + 4 ^ 1 = 9.5 - A^-}. Thus, we 
have the following non-zero m*'s for /I and B: 

ml(A) = l, fn*(B)=l, 

m\(A) = 1, mi(B)= 1, 

m ^ 4 ) = l, m\{B)=l. 

Consequently, we have the non-zero isotypical defect numbers 

mjj = - l , mj j= l , m? = - l , m? = 1, m^ = - 1 , m| = 1. 

Hence, 
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E E KEdegv"< 
j=0k=l \ U l 

= (-1) • (deSvo,i + degv0l2) + ! • (degv0.i + deSv„,2 + degVo,3) 

+ (-1) • (degVl>1 + degVl>a) + 1 • (degVli i + degVli2 + degVl>3) 

+ ( - ! ) • degV2iJ + 1 • (degV21 + degV2>2J 

= degVo>3 + degVl>3 + degv-22. 

Finally, 

deg* = <93 [showdegree [D5] (1,1,1,0,1,1, 0, 0)] 

+ 0 2 [showdegree [D5] (1,1,1,0, 0, 0,1, 0)] . 

The dominating orbit types in W arc (Ih), ffi$), (Z^2) a n ( i (-D? )• The value 
of deg l is listed in- Table A4.7. 

A4.5.3 Existence in I?6-Symmetric Auto . Newtonian System 

In the case F = £><;, we have V = Vo ® Vi © V2 © V4, to which we associate 
the sequence (eo,£i,£2,£4) = (1,1,1,1) a n d °"(̂ 4) = {£0 = 6.5, £f = 5.5,£f = 
3.5, f| = 2.5}, a(D) = {$ = 11.5, £} = 10.5,^1 = 8.5,$ = 7.5}. Thus, we 
have the following non-zero m| 's for A and /?: 

m*(A) = 1, mg(£)= 1, 

mft4) = l, mj ( f i )= l , 

mt(A) = l, fn2
2(B)=l, 

m\{A) = l, m4
2(.F)=l. 

Consequently, we have the non-zero isotypical defect numbers 

m* = - 1 , m* = 1, m* = - 1 , m? = 1, 
m2 — —1, m^ = 1, m\ = —1, ml = 1. 

Hence, 
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s oo / k 

E E m*Edesvw 

= (-1) • (degVo>1 + degVo2) + 1 • (degVo>1 + degVo2 + degVo3) 

+ (-1) • (degVM + degV i 2) + 1 • (degVl>1 + degVl>2 + degVl_3) 

+ ( - ! ) • degV2i] + (-1) • (degV2, + degV22J 

+ (-1) • degV41 + (-1) • (degV4i + degV4>2) 

= d c S Vo,3 + d e S v, ,3 + deg V2 2 I dcg V/i 2. 

Finally, 

deg* = 0 3 [showdegree [D6] (1,1,1,0,1,0,1,1,0,0,0,0)] 

+ 6>2 [showdegree [D6] (1,1, 1, 0, 1, 0, 0, 0,1, 0,1, 0)] . 

The dominating orbit types in W are (D6), (Dg), (Z*,1), (Z*6
2), {D'l) and 

(Dz
2). The value of deg/: is listed in Table A4.7. 

A4.5.4 Existence in ^ - S y m m e t r i c Auto. Newtonian System 

For the octahedral group 54 we consider the representation V — K8, which has 
the isotypical decomposition V = VQ © V\ © V3 © V4, to which we associate 
the sequence (e{heue3,e4) = (1,1,1,1), and a {A) = {$ = 7.5, ̂ J = 1.5, £f = 
5.5,$ = 3.5}, (j(B) = {$ = 12.5, # = 6.5,C| = 10-5>d = 8.5}. Thus, we 
have the following non-zero ra*:'s for A and B: 

mg(>l) = l, r?ig(B)=l, 

ml(A) = l, m?(B)=l , 

ml(A) = 1, mjj(£)= 1, 

m\{A) = 1, m*(B)= 1. 

Consequently, we have the non-zero isotypical defect numbers 

m0 = 
•v.2 

m3 = 

- 1 , 
- 1 , 

m0 = 1, 
mjj = l, 

m, = 

m\ = 
- 1 , 

- 1 , 

m? = 1 

m» = l 

Hence, 



A4.5 Results for Section 10.1 343 

r 
DA 

DB 

D6 

s4 

A5 

deg4 

-(Dl) - (Zf) + (D'f) - (Ddf) + (£>§} 
+ (Z.J'3) - (Dzf) + (5f) - 2(1??) + 2(5?) 

-(Ddf) + (D2) + {Dl-2) - {Dl) 

-(£>!)-(Z*1 '3)-(£>f'3)-( JD?) + (Z!) 
- ( Z ^ 2 ) - (D*'2) - (£>?) + (Z\) 

-(i>^3) - (z;;-
3) + (z>:t)+3(£>2*

3j + ( B ^ ) 

+ (Zf) - 2(5«-3) - (£>?) - (£>?) - 2(Z2-
3) 

+2(Z?) - (D*'2) - (Z^'2) + (Dl) + (Df) 
+2(Ddf) + {Dl) + (Zf) - 2(D*'2) - (Dl) 

-(D?)-(Z2-V(Z|)+2(Z?) 

-(S|) + (A3) - (Af!) + 3(DI) + (Ddf) 
+2(D§) + (Zf) + (Z4--

3) + (Z3) + (V4~-3) 
+ (Zf) - (Z§) - 3(1??) - (Z2--

3) - 2(Zi) 
+ (Z?) - (S7-2) + (A2) - (Z?-2) + 3(Z^2) 
+ ( I ^ 2 ) + 2(Dff) + (Zf) + (Zf2) + (Z\) 
+ (VA-'2) + (Zf) - (Z2) - 3(Df) - (Zf2) 

-2(Zi) + (Z?) 

-(Af) - (A*-3) - (A!,-3) - (A3) + (D;r<3) 

+3(I?3) + 2(D|'3) + 4{D$) + 3(Z^'3) + 2(Z*2'3) 
-HV4-'

3) + 6(Zf) + (Zl) + 3(Z2™'3) - 5(Z?) 
- (A|) + (D*'2) + 2(D :f) + (Dl) + (Z<"2) 

+2(Z*2'2) - 2(V4"<
2) + 2(Zf) + (Zl) + (Z"'2) 

+2(Zi) - 3(Z?) 

#Sols 

8 

10 

11 

32 

66 

Table A4.7. Existence results for the system (10.1) with symmetry group F. 

s oo / k \ 

EENE*«vJ 
i=ofe=i \ /=i / 

= (-1) • (degVoi + degVo>2) + 1 • (degVo>1 + degVo2 + degVo3) 

+ (-1) • degVlil + 1 • (degVljl + degVl>2J 

+ (-1) • (degV3il + degV3_2) + 1 • (degV s i + degVs2 + degV33) 

+ ( - ! ) • degv4,, + 1 • (degy,,, + degV42) 

= deg V o 3 + deg Vl 2 + deg V33 + deg V4>2. 
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Finally, 

cleg'' = 6>3 [showdegree [S4] (1,1,0,1,1,1, 0,0,1, 0)] 

+ 02 [showdegree [S4] (1,1, 0,1,1, 0,1,0, 0,1)] . 

The dominating orbit types in W are (S4), (5^), {Dj), (D*), (Zc
4) := (Z^), 

(Z|) := (Z^1) and (D*). The value of deg* is listed in Table A4.7. 

A4.5.5 Existence in As-Symmetric Auto. Newtonian System 

Finally, we consider the system (10.1) with the group of symmetries G = A5 x 
Sl, where A5 denotes the icosahedral group. The /^-representation V = M20 

has the following isotypical decomposition 

v = Voe(v1eVi)ev2©V3©v4, 

to which we associate the sequence (CQ, £y, £2, £3, £4) = (1, 0,1,1,1), and cr(A) = 
{$ = 7-5,£{ = 4.5,$ = 2.5,e? = 5.5,$ = 4.5+ V$,$'= 4.5 - v ^ } , a(B) = 
{{£<> = 12.5, e| = 9.5, & = 7.5, £f = H).5,£f - 9.5 + v ^ - 9.5 - A/5}}. 

Thus, we have the following non-zero mi's for A and B: 

ml(A) = 
m\(A) = 

m\{A) = 

rni(A) -
m\(A) = 

m\{A) = 

= 1, 

= 1, 

= 1, 

= 1, 

= 1, 

= 1, 

7nj|(fl)= 

m\(B)= 

mi(B)= 
n%(B)= 

ml{B)= 
m2

4(B)= 

• - 1 , 

= 1, 

= 1, 

= 1, 

= 1, 
= 1. 

Consequently, we have the non-zero isotypical defect numbers 

mg = - 1 , mg = l, mj = - l , m? = i, m2, = - 1 , 

m^ = l, m§ = - l , m| = l, m£ = - 1 , m| = 1. 

Hence, 
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s oo 

EE KEdesv„, 
= (-1) • (degVoi + degVo>2) + 1 • (degVo-1 + degV()2 + degVo_3) 

+ (-1) • degVl4 + 1 • (degVl>1 + degVi2 + degVl_3) 

+ (-1) • (degV21 + degV22) + 1 • (degV2] + degy22 + degV23J 

+ ( - ! ) • (degv3>1 + degv3.2) + 1 • (degV3il + degV32 + degV33J 

+ (-1) • degVAI + 1 • (degV4>] + dcgv„2) 

= dcSvol3 +
 d°gv,,, + dcgv,,;( +.dcSva,s + dcSv3.3 + deSu,,a-

Finally, 

dcgf = 03[showdegree[A5] (1,0,1,1,1,1,1,1,1,0)] 

+ 6>2 [showdegree [A5] (1,0,1,1,1, 0,1, 0, 0,1)] . 

The dominating orbit types: (A5), (/)£), (Vf), (Z51), (z£>), (A'j), (A^) and 
(Dl). The value of deg* is listed in Table A4.7. 

A4.6 Results for Section 10.2 

We present the computational examples for F = Dn and V = En for n — 
6,8,10,12. Consider the potential tp:V -*R satisfying (Al) (A3) and (A5). 
The degeneracy assumptions are listed in Table A4.8. 

r 
De 

D8 

Dw 

£>12 

deg0 

(D„)+(Y1) 

(D.4)+(Y1) 

(D^)+(N2) 

(D'yl)+(N2) 

d e 8 ' o o ' 

(DB)+(N1') 

(D'B)+(N2') 

( D B ) + ( Y 1 ' ) 

(D'B)+(Y2') 

T a b l e A4-8 - Summary of ti le assumpt ions in t h e computa t ional example 



346 A4 Tables of Computational Results 

A4.6.1 Existence in £>e-Symmetric Auto. Degen. Newtonian Sys. 

Let r = D6 and V = V0 0 V\ 0 V2 8 V4. Consider the potential <p : V -* R 
satisfying (Al) (A3) and (A5) with the matrices A and B being of" the type 

"edOOOd" 
dcdOOO 
OdcdOO 

0 0 d c d 0 ' 
OOOdcd 
_dO 00 dc_ 

It can be easily obtained that o(C) = {/io = c+ 2d, /ii = c+d, /i2 = c — d, //4 = 
c — 2d}, where each ^ has its eigenspace E(/j,i) ~ V,;. Take c = 8.8, d = 4.4 
for A and c = d = 1.1 for YJ, and list eigenvalues of A and B in Table A4.9. 
Notice that the assumptions (H3o) and (H40) are satisfied in this case. The 
dominating orbit types in W are (D6), (£>g), (Z^1), (Z&8), (7)|) and (/}g). 

/I 

£ 

c 

8.8 

1.1 

d 

4.4 

1.1 

Mo 

17.6 

3.3 

IM 

13.2 

2.2 

/ i 2 

4.4 

0 

fJ-4 

0 

-1.1 

Table A4.9. Eigenvalues of A and B, T = Da 

Using the Table A4.9, we compute the numbers 

m*(A) = l1 ml(A) = l, m2
2(A) = l, 

ml(B) = l, m\{B) = l. 

The value of deg^ is 

deg^ 
r 8 oo k 

= II n(desvlr
(/j')*EE^^)Edesv,i 

H&<r+(A)i^O j=Ok=0 1=1 
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[ J d e g n * (1 • ^ d e g v 0 , ( + 1 • X^ d e Sv u + 1 • ]Cd eSv2 , ) 
i=0 ;=:l l=i / = ] 

2 2 

J ] d e g H * (degVo>1 + degVll + degV2i) + Y[de&vt * (degv0>, + degv1|2 

i-0 i-0 
2 2 

+ degV22) + JJdegV i * (degVo3 + degv, J + J]degV i * degV()4 

= 0i [showdegree [D6] (1,1, 1, 0, 0, 0,1,1, 1,0, 0,0)] 

+ 02 [showdegree [D6] (1, 1,1,0,0,0,1,1,1,0, 0,0)] 

+ 0 3 [showdegree [D6] (1,1,1,0, 0, 0,1,1,0,0, 0,0)] 

+ 04 [showdegree [D6] (1,1,1,0,0,0,1,0,0,0,0,0)] 

= "(Dg) - (Z#) - (Z£) + (Dz
2) + 3(D() + (Dj) + (D2) - 3(Df) - 2{DX) 

- 2(D?) - 3(D,) - 2(ZJ) - (Z2) + 5(Z,) - (D«>2) - (Z^2) - (Z^>2) 

+ (DJ2) + 3(Df) + (D*'2) + (D2) - 3(/)f) - 2(D2) - 2(Df2) - 3(D2) 

- 2(Zf2) - (Z2) + 5(Z2) - (D^3) - (Z*1'8) + 3(Df) + ( D f ) - 2(Df) 

- (D3) - (Df) - 2(D3) - 2(Z2'
3) + 3(Z3) - (D^4) + 2(Df) 

- « ) - p f ) - ( Z 2 - 4 ) + (Zf). 

Since ZQ — Kcr /I ~ V4, we have the set of all orbit types is J{V*i) = {(Da x 
Sl),(i:h x S1)}. By (Yl) and Proposition 10.2.7(i), there exist the following 
nontrivial (if^!')-terms in deg0 (as shown using the above bold symbols): 

(Dii (41), (z«?). m), (»b, (^f)> (41,2)> (z^f'2), 
(Df) , (Df) , (Df) , (Z?-3), (Df) , (flf4). (A4.5) 

On the other hand, 
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d e S B 
r s co k 

= n II(degv,)m*;(M)*EE^(^Edcgv,, 
/je(7+(B) *=4) j=0 Ar=0 i=l 

= I I deSv, * (1 • degvo,i + l • degv,,,) 

= ©i [showdegree [D6] (1,1, 0, 0, 0, 0,1,1, 0, 0, 0, 0)] 

= -(Pt) - (Z#) - (Dg) - (£4) + 2{Dl) + (DO 

+ (/>f) + 2(jD1) + (Z2 ) -3 (Z 1 ) . 

By (NT) and a similar statement as Proposition 10.2.7(ii) for ip satisfying 
(HO), (HI) and (H4o), we have that dcg^ does not contain any nontrivial 
terms as listed in (A4.5) except possibly for (D$), (Zg1) and {D(,lz). Therefore, 
the following orbit types will appear in the value deg^ — deg0: 

P f ) , (Df;d), (D^), i^'% ( ^ ' 3 ) , (Z£), (Zg»2), (D*), (Df), (DJ>2), ( D f ) . 

Conclusion: Under the assumptions (Al)—(A3), (DA), (DD) and (A5), by 
Theorem 10.1.3d, there exist at least 11 nonstationary solutions of (10.1). To 
be more specific, there are 

• 1 nonstationary solution with least symmetry {D({ ); 
• 2 nonstationary solutions with least symmetries (Zg1''1); 
• 2 nonstationary solutions with least symmetries (Z6

2' ); 
$ 3 nonstationary solutions with least symmetries (Dz

2' ) and 

• 3 nonstationary solutions with least symmetries (D'2''). 

A4.6.2 Existence in £>8-Symmetric Auto. Degen. Newtonian Sys. 

Let r = Ds and V = V0© Vj ©V2©V3©V5. Consider the potential <p : V -> R 
satisfying (Al)—(A3) and (A5) with the matrices A and B being of the type 

"cdOOOOOd" 
d c d O O O O O 
O d c d O O O O 

° — OOOdcdOO • 
0000 dcdO 
O O O O O d c d 
d O O O O O d c 
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It can be easily obtained that c(C) = {/i0 = c + 2d, /J,I — c+ \/2d, /i2 ~ c, Hz = 
c — y/2d, //5 = c — 2d}, where each //$ has its eigenspace E{iiA -̂  V$. Take 
c = 4^/2, d = 4 for /i and c — 3, rf = \/2 for B, and list eigenvalues of A and 
B in Table A4.10* . Notice that the assumptions (H30) and (H4j) (for loo = 1) 
are satisfied in this case. The dominating orbit types in W are (Ds), (£>f), 
(Z£), {Hil {1lH (Df). 

A 

B 

c 

4x/2 

3 

d 

4 

V2 

/J.0 

13.7 

5.8 

l-H 

11.3 

5 

M2 

5.7 

3 

A*3 

0 

1 

/ i 5 

-2.3 

0.2 

Table A4.10. Eigenvalues of A and B, F = Ds 

Using the Table A4.10, we compute the numbers 

m&A) = l, m*(A) = l, m\{A) = \, 

m2
0(B) = h mi(B)=h m\(B) = l ,ro3(&) = 1-

Compute the value of deg^ by 

r s oo k 

= n n(degv.()
mi(/i)*EE^(/i)Ed°gv,( 

fj.£a+(A) i=0 j=0k=0 1=1 
2 3 3 2 

= I l ^ g v , * (1 • E d e S v w + 1 • E d e Svi ,< + X • E d e S v 2 , ; ) 
»=o ;=i j=i z=i 

2 

= I I d e S v i * (deSv0>1 + degVlil + degV2il) 
i=0 
2 

+ I I d e § v, * (deg V0i2 + deg Vl 2 + deg Va>2) 

2 

+ n d e Sv,*(degvo,3 + degv1,3) 
i=0 

* The eigenvalues are evaluated only up to 10 *, which is sufficient for determining the numbers 
rhkj for the computations of degree. 
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= 6>! [showdegree [D8] (1,1,1,0,0,0,0,1,1,1,0,0,0,0)] 

+ 02 [showdegree [D8] (1,1,1,0,0,0, 0,1,1,1, 0,0, 0,0)] 

+ <93 [showdegree [D8] (1,1,1,0, 0,0, 0,1,1,0, 0, 0, 0, 0)] 

= -(D8) - (D2) - (D'{) - (Zfc) - (Zj) + (Dl) + 2(Dd
2) + 2(D2) 

+ (D\) + 2(Dd
2) + 2(D2) + (Z\) - 2(D\) - 3(A) - 2(D\) - 3(D1) 

- (Zj) - 3(Z2) + 5 ( Z 0 j (Dl) - ( D f ) - (Df) - (Z^2) - (Z^2) 

+ (Df) + 2(&f) + 2(D\) + (Df) + 2(Ddf) + 2(D\) + (Zf) 

- 2(bf) - 3(D2) - 2(Df) - 3(D?) - (Z-2) - 3(Z2) + 5(Z2) 

- (Df) - (Z^'3) + (Df) + (Dl) + (Df) + (Dl) - (Df) 

- 2(D\) - (Df) - 2(D\) - (Zf) - (Z\) + 3(Z»). 

Since Z0 = Ker^4 ~ V3, we have the set of all orbit types is J(V^) = 
{(As x S]), (A x 51), (A x Sl), (Zt x S1)}. By (Yl) and Proposition 10.2.7(1), 
there exist the following nontrivial (iA')-terms in deg() (as shown using the 
above bold symbols): 

(Dt), (Df), (Zf), (Zf), (Dl), (Df), (Zf2), (ZJi>2)(DD, (Zlf). (A4.6) 

On the other hand, 

a oo k s ^oo~l 

= deg£ * E E ^ ^ & S v , , , + I>j(&)X>gvJ 
j = 0 A:-=l i = l j = 0 / = ! 

( , < ? = 1 J I I deSvt * (1 • (degVOil + degVo2) + 1 • (degVlJ 
•i-=0,l,2,3,5 

+ degVl2) + l-degV21) 

= ex [showdegree [D8] (1,1,1,1, 0,1, 0,1,1,1, 0,0, 0,0)] 

+ <92 [showdegree [D8] (1,1,1,1, 0,1, 0,1,1, 0, 0,0,0, 0)] 

= -JD8) - (pi) + (Df) - (Z£) - (Z|>) + (Dl) 
+ (Dl) + 2(D2) - (Dl) - (Dt) - 2(A) + (Zj) 

+ (Zd) - (Dl) + (Dl) - (Zj-2) + (Df2) - (Dl) 

- (Df) - (Dl) + (Zf2). 
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By (N2') and a similar statement as Proposition 10.2.8(ii) for ip sat­
isfying (HO)—(H2) and (H4/), we have that deg^ does not contain any 
nontrivial terms as listed in (A4.7) except possibly for (As), (D4), (Zg), 
(Z^2), (Dj) and (Zg1'2). Moreover, since Z^ ~ V3,i, we have that J{7Jo0) = 
{(D8 x S1), (Z8

:i), (D$), (Di), {%*)}• Therefore, the following orbit types (H^1) 
will appear in the value deg^ — deg0: 

( ^ ) , ( / ) f ) , ( Z ^ 3 ) , ( Z ^ 2 ) . (A4.7) 

Conclusion: Under the assumptions (Al) (A3), (D^), (Dy) and (A5), by 
Theorem 10.1.3d, there exist at least 7 nonstationary solutions of (10.1). To be 
more specific, there are 

• 1 nonstationary solution with least symmetry (Df); 
• 2 nonstationary solutions with least symmetries (IX,' ); 
• 2 nonstationary solutions with least symmetries (Zg2'') and 
• 2 nonstationary solutions with least symmetries (Zg ,3). 

A4.6.3 Existence in £>io-Symmetric Auto. Degen. Newtonian Sys. 

Let / ' = Dl0 and V = V0 © V] © V2 © V3 © V4 © V6. Consider the potential 
ip : V —>M. satisfying (Al)—(A3) and (A5) with the matrices A and B being 
of the type 

f c d O O O O O O O a T 

d c d O O O O O O O 
' Od cdO00000 
O O d c d O O O O O 

p _ O O O d c d O O O O 
° ~ O O O O d c d O O O ' 

O O O O O d c d O O 
OOOOOOficrfO 
O O O O O O O d c d 
_d0 0 0 00 00dc_ 

It can be easily obtained that cr(C) = {/io — c + 2d,fii = c + 2c?cos | , /12 = 
c + 2dcos ^r-, fa = c + 2dcos f̂, \i^ = c + 2dcos ^-, /i6 = c — 2<i}, where each 
/ij has its eigenspace E(m) ~ V*. Take c = —2, d = 3 for A and c = 4, 
d = 2(cos(27r/5))~1 for B, and list eigenvalues of A and 5 in Table A4.ll. 
Notice t h a t t h e assumpt ions (H3;) and (H4o) are satisfied in th i s case (for 

h = 2). The dominating orbit types in W are (D10), (Df0), (Z^), (Z%), (Z%), 
(Zfc), (D*), (Dl). 

http://A4.ll
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A 

B 

c 

-2 

4 

d 

3 

2(cos(27r/r)))"1 

/iO 

4 

17 

Mi 

2.9 

14.5 

A*2 

-0.1 

8 

M3 

-3.9 

0 

m 
-6.9 

-6.5 

/X6 

-8 

-8.9 

Table A 4 . l l . Eigenvalues of A and B, T = DJ0 

Using the Table A4.ll, we compute the numbers 

mo($ = l, mi(A) = l, m^(B)=l , m?(£) = 1, m2
2(B) = 1. 

Compute the value of degg 

degB 
r s ex; fc 

= n n(degv,;r
(/i)*EEsA:(«)EdegvJ,1 

/ j ,€o-+(B)i=0 j ^ 0 A : = 0 (=.1 

2 4 3 2 

= I I ^ S v , * (1 • E d c Sv 0 l J + ! 'J2AcSvu + ! • E d e S v 2 , ) 

2 
*=i /= i / - i 

JJdegv?; * (dcgVoi + degVl>1 + dcgVai) + JJdcgv . * (dcgVo2 + deg 
j = 0 

2 

+ deSv2,2) + J I d e s v i * (desv0,3 + degV],3) + n d e s v i * d ee Vo,4 

«=() 

Vi,: 

= 6>! [showdegree [D10] (1,1,1, 0, 0,0,0, 0,1,1,1,0, 0, 0,0, 0)] 
+ 02 [showdegree [D10] (1,1,1, 0, 0,0, 0, 0,1,1,1,0,0, 0,0, 0)] 
+ <93 [showdegree [D10J (1,1,1, 0, 0,0,0, 0,1,1, 0,0,0, 0,0, 0)] 
+ 04 [showdegree [D10] (1,1,1,0,0,0,0,0,1,0,0,0,0, 0,0, 0)] 

= -(D1 0) - (Z%) - (Z%) + (Dd
2) + (Dj) + (Dz

2) + 3(7}2) - 2(5?) 

- 3(A) - 2(A) - 3(A) - (ZJ) - 2(Z2) + 5(Z0 - (D?0) - (Z&2) 

- (Z\f) + (Df) + ( D f ) + ( D f ) + 3(D2
2) - 2(/3f) - 3(/5?) - 2(Df) 

- 3(13?) - (Z"<2) - 2(ZJ) + 5(Z2> - (D?0) - (Zfr») + (Dd/) + ( D f ) 

+ 2(Dl) - (Df) - 2{D\) - (Df) - 2(D\) - (Z2"'
3) - (Z») + 3(Z?) 

- (Dj0) + 2 ( ^ ) - (D?) - (D?) - (Z*) + (Z<). 

http://A4.ll
http://A4.ll
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Since Z^ = KerB ~ V3, we have the set of all orbit types is J(V-,i) — 
{(Ao x S1), ( A x S1), ( A x S1), {Zx x S1)}. By (Yl') and a similar statement 
as Proposition 10.2.7(i), there exist the following nontrivial ( H ^ - t e r m s in 
degoo (as shown using the above bold symbols): 

(Ao), (Z?0); (Zfc), ( /^ ) , ( /^) , (D2
0), (Zft2), (Zft2), 

( D f ) , ( D f ) , (D?0), (zVo'3), (Df), (Df0). (A4.8) 

On the other hand, 

deg^ 
,s' oc k s lo—i 

j^Ok^l 1=1 j=0 <=1 

(Jo=2) JJdegVi * (1 • dcgVlil + 1 • degVOil) 

= Oi [showdegree [D10] (1,1, 0, 0,0, 0, 0,0,1, 1,0, 0, 0, 0,0, 0)] 

= - (D 1 0 ) - (Zft) - (Di) - (T>l) + (D\) 

+ 2(D,) + (D\) + 2(10,) + (Z2") - 3(Z,). 

Since Z0 ~ V0,2, we have that J(Z0) = {(DK) x S1), (D2
10)}. By (N2), except 

for possibly (Dm), (%%), (D'l) and (D2
0), every orbit types listed in (A4.8) will 

appear in the value of deg^, — deg0, namely: 

( D f ) , ( D ? 0 ) , ( Z ^ 3 ) , ( D f ) , ( ^ o ) -

Conclusion: Under the assumptions (Al)—(A3), (D^), (DB) and (A5), by 
Theorem 10.1.3d, there exist altogether at least 15 nonstationary solutions of 
(10.1). To be more specific, there are 

2 nonstationary solutions with least symmetries (Z*Q2); 

5 nonstationary solutions with least symmetries (D^ ); 
2 nonstationary solutions with least symmetries (ZJQ') ; 

5 nonstationary solutions with least symmetries (D^) and 
1 nonstationary solution with least symmetry (Df0). 
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A4.6.4 Existence in £>i2-Symmetric Auto. Degen. Newtonian Sys. 

Let r = D12 and V = V0 © Vi © V2 63 V3 © V4 © V5 © V7. Consider the potential 
(/? : V —» M satisfying (Al) (A3) and (A5) with the matrices A and B being 
of the type 

["cdOOOOOOOOOd" 
dcdO 00000000 
OdcdOOOOOOOO 
0 OdedO0 00000 
OOOdcdOOOOOO 

(-, _ O O O O d c d O O O O O 
OOOOOdcdOOOO ' 
OOOOOOdcdOOO 
00000 OOdcdOO 
OOOOOOOOdcdO 
000000 O'OOdcd 
.dOOOOOOOOOdc. 

It can be easily obtained that cr(C) = {[J® = c + 2d, \i\ = c + y/3d, /i2 = c + 
d, /U3 = c,fj,4 = c— d, /Us = c—\/3rf, A*7 = c—2d}, where each jii has its eigenspace 
E(m) ~ V,;. Take c = —2, d = 2\/3 for yl and c = 3, d — y/3 for I?, and list 
eigenvalues of A and B in Table A4.12. Notice that the assumptions (H3/) (for 
lo = 2) and (H4/) (for l^ = 3) are satisfied in this case. The dominating orbit 
types in W are (D12), (D?2), (Z^), (Z&), (Z*), (Z&, (Zf2), (5g), (Df), (DJ). 

A 

B 

c 

-1 

9 

d 

2.5 

3.7 

Mo 

4 

16.4 

Mi 

3.3 

15.4 

1*2 

1.5 

12.7 

A*3 

-1 

9 

(M 

-3.5 

5.3 

M5 

-5.3 

2.6 

/ i 7 

-6 

1.6 

Table A4.12. Eigenvalues of A and B, F = DYZ 

m\{B) = 1, 

m}(£) = 1. 

Using the Table A4.12, we compute the numbers 

m „ ^ ) = l, m\(A) = l, m\{A) = l, m4
0(B) = 1, 

ml(B) = l,m:i(0 = l, m\(B) = l, fh\(B) = l, 

Compute the value of deg» 
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deg^ 
s oc k a £oc — 1 

= degi * EE^l^E^v, , + !>*(&) I>egvJ 
j'=--0fc=l 1-1 j=-Q 1=1 

4 3 3 

'~= 3 J J deg Vi * (l • ] T deg Vo,« + ! • S d e g Vi,« + ! • I ] dcg va>, 
i€{0,...,5,7} J ^ l i = l i = l 

2 2 

+ 1 • £degV3>J + ! • Z)deSv4>J + ] • dRgvSll + 1 • degV7>1) 

= I I deS v* * (deg Vo.i + deg vM + deg ViM + dcg v3il + deg v4il + dcg y5a 
ie {(),.. .,5,7} 

+ degVTI1 ) + I I degv. * (degVoa + degVi 2 + degVa2 + degV32 + degv<| 2) 
JG{(),...,5,7} 

+ I I degv. * (dcgVo3 + degV| 3 + dcgVa3) + J J degv. * degVo4 

i€{0,...,5,7} ie{0,...,5,7} 

= ©i [showdegree [D12] (1,1,1,1,1,1, 0,1, 0,1,1,1,1,1,1,0,1, 0)] 

+ 02 [showdegree [D12] (1,1,1,1,1,1,0,1, 0,1,1,1,1,1, 0,0,0,0)] 

+ 03 [showdegree [D12] (1,1, 1,1, 1,1, 0,1, 0,1,1,1,0, 0, 0,0, 0, 0)] 

+ &j [showdegree [D12] (1,1,1,1,1,1,0,1, 0,1,0, 0,0,0, 0, 0, 0,0)] 

= - (D i a ) - (D?2) - (Z*12) - (Z4
12) - (Z\\) - (Z&) - (Z&) - (D*) 

+ (Dfi) + 2(Z>6) + (Zg) + 2(Z£) + 2(Z*) + 3(04) + 3(/^) + (DJ) 

+ (Dj) + 2(D3) - 3(D3) - (Df) + 2(D£) - 2(Z?) - 2(Z4) - 2(5*) 

- 2(A) + 2(A2
i) - 2(A) - 3(A) + 4(A) - 4(A) + 4(A) - 4(D?) 

+ 4(Z2) - (D2
2) - (Z&2) - (Z&2) - (Z&2) - (Z&2) - (D>2) + (Df) 

+ (D2) + (Df) + 3(D2) + ( D f ) + (DJ2) + (Zf) + (2#'2) + 2(Z?'2) 

+ 2{Dl) - 2{Dl) + (Iff) - (Df) - (Zf) - 2(Z2) - (&f) - 3(5?,) 

+ ( ^ f ) - P i ) - 2(D*2) + 3(5?) - 3(D2) + 3 (5 f ) - 3(Df) + 3(Z2) 

- (D?a) + (Df) - (Z&8) - (Z\f) + (Ddf) + ( D f ) + 2{D\) + (5g) 

- (Dl) + (Z*1-3) + (Zt3) - ( 5 f ) - (Ddf) + (Df) - 2(5*) - (Dl) 

- ( z f ) - (Z*) + 2 W 8 ) - 2{Df) + 2(D?) - 2(79?) -f 2(Z|) - (D?2) 

+ (D<) + 2(D4
4) + (54) - (D4) - 01) - (D4) - (Z4

2) + (Z4). 
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Since Z^ — V%,z —Ms, we have the set of all orbit types is J(U-z) — 
{(Z%),(Di),(Di),(Zi)}. By (Y2') and Proposition 10.2.8(i), there exist the 
following nontrivial terms in deg^ (as shown using the above bold symbols): 

(Dn), (Dd
l2), (Z«12), (Zfc), (Z%), (Zf2), (Zfc), (5J), (DJ), 

(i)f), (£>f2), (Z*2-
2), (tig), (Z&2), (Z&2), ( 5 f ) , 

( D f ) , (Df), (D?2), (ZJV3), (Z?2'
3), ( D f ) , (D?2). (A4.9) 

On the other hand, 

a oc k s Jo—1 

= deg^ * ( £ £ ^ ) £ d e S v „ + E™^o)X>gyJ 
2 

'= 2 I I d e g ^ * t1 • degv0jl + 1 • degVl>1 +
 l • degv2,,) 

= Oi [showdegree [D12] (1,1,1, 0, 0, 0, 0,0,0,1,1,1,0,0,0,0, 0, 0)] 

= -(D12) -JZ&) - (Zfo) - (Df) -(Pi) + (Df2) + (Dj) + (1%) 

+ (Di) + 2(A) + 2(A) + (Il\) - 2(D\) - 2(A) ~ 3(A) - 3(A) 
-(Z2")-3(Z2) + 5(Z1). 

Since Z0 = Vo,2, we have the set of all orbit types is J(ZQ) = {(A2 x 

51) ,(A2)}- By (N2) and Proposition 10.2.8(h), except for possibly (A2), 
(Z*2), (tig) and (At), every orbit types listed in (A4.9) will appear in 
degoo-dego, namely 

(Dd
12), (Z&), (tig, (tig, (Di), (Di), (Dg, (tig), 
(tig), (tig), (tig), (Df), (Df2), (Df), 

(Dg,(tig),(tig),(Df),(Dg. 

Conclusion: Under the assumptions (Al)—(A3), (At), (D^) and (A5), by 
Theorem 10.1.3,*, there exist altogether at least 20 nonstationary solutions of 
(10.1). To be more specific, there are 

• 1 nonstationary solution with least symmetry (Df2); 
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1 nonstationary solution with least symmetry (Df2)] 
2 nonstationary solutions with least symmetries (Z^' ); 
2 nonstationary solutions with least symmetries (Z*2/ ); 
2 nonstationary solutions with least symmetries (Z^'2); 
2 nonstationary solutions with least symmetries (Zfy ); 
2 nonstationary solutions with least symmetries (Z^|); 
2 nonstationary solutions with least symmetries (DG' ); 

3 nonstationary solutions with least symmetries (D'4'') and 
3 nonstationary solutions with least symmetries (D^' ). 
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