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Abstract 

Cellular DNAs contain genetic information vital for the functioning of the cells. Corruption of this 

information, or genetic disorders, can lead to various diseases. A potential treatment is to deliver 

exogenous DNAs with the correct genetic information to malignant cells to achieve a therapeutic 

response. However, DNAs are prone to degradation and are not efficient in overcoming cellular 

barriers, thus requiring specialized gene carriers. Among the non-viral gene carriers, the polymer 

polyethylenimine (PEI) has shown potential. Adding PEI to DNA forms nanoparticles (NPs) that 

protect DNA from degradation and help it overcome cellular barriers such as cellular uptake, 

endosomal escape, and nuclear trafficking. The efficacy of gene delivery depends on the properties 

of PEIs and NPs but their relationship is not well understood. Current experimental studies are 

limited because molecules inside cells cannot be observed with infinite precision, whereas current 

molecular simulations have not modeled large systems relevant for gene delivery. 

 This dissertation studies various steps of PEI-DNA gene delivery using large-scale coarse-

grained (CG) molecular dynamics simulations. Three main studies have been performed. The first 

study includes the development of a CG forcefield for PEIs that capture its diverse molecular 

properties (degree of branching, molecular weight, and protonation ratio) and interaction with 

DNA. In the second study, the molecular aggregation mechanism behind PEI-DNA NP formation 

was explored using CG simulations with a large number of PEIs and DNAs at different N/P ratios. 

The aggregation was found to be dependent on the diffusion of PEIs, DNAs, and NPs and their 

electrostatic interactions. The N/P ratio was found to be an important control parameter for 

electrostatic interactions that can alter NP properties such as size, size distribution, shape, and rate 

of NP growth. Furthermore, for a high N/P ratio, a two-step addition of PEIs was found to make 

the NPs smaller and more spherical, which has the potential to increase the efficacy of cellular 
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uptake. The third study performed large-scale CG simulations to determine the effects of 

endosomal acidification on PEI-DNA NPs, an inevitable step in gene delivery. Simulations of 

endosomal acidification revealed that NP undergoes structural changes. NPs prepared at low N/P 

ratio underwent further aggregation, whereas at high N/P ratio they dissociated. Dissociation of 

NPs increased the osmotic pressure and reduced the NP’s size that respectively help endosomal 

escape and nuclear trafficking. These findings support the observation of the strong efficacy of 

gene delivery at a high N/P ratio. The structural changes in the NP during dissociation were 

explained using a free energy landscape of PEIs, which revealed dissociation to be driven by 

repulsion between PEIs bound to the same DNA pair and repulsion between DNAs. These 

observations suggest a PEI with moderate molecular weight and degree of branching can increase 

NP dissociation and thereby the efficacy of gene delivery.  

To assist the comparison of molecular simulations with experimental fluorescence 

microscopy used to study gene delivery, a new in-silico fluorescence microscopy technique was 

developed. The new technique converted molecular simulation trajectories into images that are 

comparable to the images obtained from experimental fluorescence microscopy. The cross-

validation of in-silico images, experimental images, and molecular simulations bridged their 

analysis and generated new information such as determining the occurrence of NP dissociation in 

experimental images that were not originally reported. Comparison of in-silico images and 

molecular simulations can also determine equivalence of properties for future comparison between 

experiments and simulations. Furthermore, the comparison can be used to assess and develop 

image analysis algorithms for experimental images.  

Overall, this dissertation developed a framework for performing and analyzing large-scale 

CG simulations of different steps in PEI-DNA gene delivery and its comparison with experiments. 
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Preface 

All chapters in this thesis are my original work. Some chapters have been submitted or published 

in peer-reviewed journals and preprint as described below. Therefore, some chapters have their 

own introduction, methods, results, discussions, and references, and their supporting information 

is added in the Appendix. The abbreviations used in the thesis are available in the list of 

abbreviations and are defined in chapters after its first use. Certain symbols and terminology have 

been modified from the published articles to maintain consistency throughout the thesis. 

Acknowledgements specific to the chapter are provided before the chapter’s references. 

A version of Chapter 3 has been published as (1) Mahajan S., and Tang T., Martini Coarse-

Grained Model for Polyethylenimine. J. Comp. Chem 2019, 40, 607-618, (2) Mahajan S., and Tang 

T., Erratum: “Martini Coarse-Grained Model for Polyethylenimine” [J. Comput. Chem. 2019, 40, 

607-618 DOI:10.1002/jcc.25747]. J. Comp. Chem 2020, 41, 1730-1734, and (3) Mahajan S., and 

Tang T., Comment on “Martini force field for protonated polyethyleneimine”, J.  Comp.  Chem 

2021, 42, 261-263. As the first author, I am responsible for designing, performing, and analyzing 

simulations, generating figures, and writing and revising the manuscript. As the supervisor Dr. 

Tian Tang contributed to analyzing simulation results and revising the manuscript. Furthermore, 

Dr. Tian Tang was responsible for formulating the research question for manuscript (1), acquiring 

financial support, and arranging computational resources. 

A version of Chapter 4 has been published as Mahajan S., and Tang T., Polyethylenimine-

DNA Ratio Strongly Affects Their Nanoparticle Formation: A Large-Scale Coarse-Grained 

Molecular Dynamics Study, J. Phys. Chem. B 2019, 123, 9629-9640. As the first author, I was 

responsible for designing, performing, and analyzing simulations, conceptualizing the research 

question, generating figures, and writing and revising the manuscript. As the supervisor Dr. Tian 
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Tang contributed to analyzing simulation results, verifying the accuracy of aggregation 

mechanism, revising the manuscript, acquiring financial support and arranging computational 

resources. 

Chapter 5 has been submitted for publication as Mahajan S., Tang T., Polyethylenimine-

DNA Nanoparticles Under Endosomal Acidification and Implication to Gene Delivery. As the first 

author, I was responsible for designing, performing, and analyzing simulations, conceptualizing 

the research question, generating figures, writing and revising the manuscript, and writing the 

open-source computer code. As the supervisor Dr. Tian Tang contributed to analyzing simulation 

results, verifying the accuracy of dissociation mechanism, revising the manuscript, acquiring 

financial support, and arranging computational resources. 

Chapter 6 has been submitted for publication as Mahajan S., Tang T., Meeting 

Experiments at the Diffraction Barrier with In-silico Fluorescence Microscopy and has been 

published as a preprint Mahajan S., Tang T., Meeting Experiments at the Diffraction Barrier: an 

In-silico Widefield Fluorescence Microscopy, bioRxiv doi:10.1101/2021.03.02.433395. As the 

first author, I was responsible for designing, performing, and analyzing simulations, 

conceptualizing the research question, generating figures, writing and revising the manuscript, and 

writing the open source computer code. As the supervisor Dr. Tian Tang contributed to analyzing 

simulation results, developing the color mixing algorithm, revising the manuscript, acquiring 

financial support, and arranging computational resources. 

Chapter 7 includes revised versions of Mahajan S. et al. J. Comput. Chem. 2019 40, 607-

618, Mahajan S. et al. J. Phys. Chem. B 2019, 123, 9629-9640, and the two submitted manuscripts 

discussed in Chapter 5, 6. Additionally, some future perspectives are discussed that have not been 

published elsewhere.  
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Chapter 1   

Introduction 

 
DNAs present in cells contain genetic information for producing proteins, which are 

responsible for most cellular functions.[1,2] Alterations to the genetic information can make cells 

malignant because toxic proteins are produced or essential proteins are not produced.[3,4] Gene 

therapy can potentially treat these genetic disorders and other diseases by gene addition to produce 

essential proteins, and gene silencing to eradicate toxic proteins.[5] Compared to unsuccessful 

gene therapies in the late 1970s,[6] the recent progress has been significant with over ten gene 

addition and silencing therapies approved for human use to treat neuromuscular disease, inherited 

blindness, cancer, blood disorders, etc.[7–10] It is also promising to note that over two thousand 

other therapies are undergoing trials to treat human immunodeficiency virus (HIV), hepatitis B, 

diabetes, etc.[10,11]  

Gene addition can involve the delivery of exogenous DNAs such as plasmid DNA 

containing several genes or oligonucleotides containing one gene.[12,13] Within the nucleus, 

exogenous DNAs transcribe their genetic information onto a messenger RNA (mRNA), which in 

turn travels to the cytoplasm for protein production.[14] Consequently, delivery of exogenous 

mRNA into the cytoplasm can also achieve gene addition.[15] In gene silencing, short-interfering 

RNA (siRNA) or microRNA (miRNA) delivered to the cytoplasm forms an RNA-induced 

silencing complex (RISC) which cleaves mRNA in two.[16] This essentially stops gene expression, 

i.e., the production of a protein by the mRNA.  
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Gene delivery of nucleic acids (NAs; DNAs or RNAs) is necessary for gene therapies. In 

certain tissues and cells, gene delivery of naked NAs can be achieved by injection,[17] gene 

gun,[18] and electroporation.[19] With these techniques, the efficiency of gene expression is 

low[20] because NAs are prone to degradation and are not effective in entering cells.[21,22] A 

positive therapeutic response can be achieved by administering large volumes of NAs and multiple 

doses,[20,23] which has led to at least six therapies (Kynamro, Spinraza, Exondys 51, 

Neovasculgen, Macugen, and Vyondys 53) approved for human use with some restrictions due to 

their toxicity.[7,9,24,25]  

For prolonged stability of NAs and their targeted systemic delivery, specialized gene 

carriers are required which can be viral or non-viral.[26] In the case of viral carriers, viruses such 

as recombinant adenovirus (a type of common cold virus) are used for their ability to invade cells 

and deliver genetic material.[27] The main drawbacks of a viral carrier are the possibility of a 

patient experiencing an adverse immune response[27] and developing immunity against the viral 

carrier.[28] Despite these limitations, seven viral carrier-based gene therapies (Zolgensma, 

Gendicine, Rexin-G, Glybera, Strimvelis, Luxturna, and Zynteglo) have recently been approved 

for human use with some restrictions.[7,9,24,25] Non-viral carriers are synthetically manufactured 

molecules whose properties can be modified to increase their efficacy of gene delivery and 

decrease the risk of an adverse immune response.[29] Furthermore, compared to viral carriers, 

they are easier and cheaper to manufacture.[29] However, current non-viral carriers are not as 

efficacious as viral ones, with several treatments undergoing clinical trials and none approved for 

human use.[10,26]  

Among non-viral carriers of DNA, the polymer polyethylenimine (PEI) is promising for its 

high efficacy based on a mechanism not followed by viruses.[26,30] A thorough understanding of 
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the mechanism would allow the efficient design of PEI and potentially other polymeric non-viral 

carriers. The following sections, provide a detailed literature review of experimental (Section 1.1-

1.6) and theoretical studies (Section 1.7) of PEI-based gene delivery, motivations and objectives 

of the thesis (Section 1.8), and a thesis outline (Section 1.9). 

1.1. Characteristics of PEI and DNA 

PEI is a polymer with repeating units of ethylamine, -C-C-N-, that can be synthesized with 

various molecular weights (MWs) and degrees of branching (Figure 1.1).[31,32] The MW of 

synthesized PEI follows a distribution, which is quantified by a number average (𝑀!) or a weight 

average molecular weight (𝑀").[33] The heterogeneity of polymer’s MW is quantified using the 

polydispersity index defined as the 𝑀"/𝑀!.[33] Commercially available PEI can have Mn and 

polydispersity index in the range 0.6-800 kDa and 1.4-13 respectively.[34–36] The average degree 

of branching of a synthesized PEI is quantified by the molar ratio of primary, secondary, and 

tertiary amines in PEI solution.[37,38] To the best of our knowledge no experimental technique 

exists that can determine the distribution of degree of branching of PEIs in a solution. Due to the 

abundance of amine groups, PEI acts as a buffer over a wide range of pH.[37] At the physiological 

pH of ~7.4, PEI is positively charged and its protonation ratio has been reported to be 10-20%,[39] 

~21-33%,[34] and 55-67%.[40] The difference in these results likely arises from the difference in 

the molar ratio of primary, secondary and tertiary amines, i.e., the average degree of branching. 

For example, Suh et al.[39] observed a protonation ratio of 10-20% for PEIs with 25% primary 

amines, and Tang and Szoka[40] observed a protonation ratio of 55-67% for PEIs with 50% 

primary amines.  

DNAs contain two backbone strands that run anti-parallel to each other, where each strand 

is composed of negatively charged phosphate and deoxyribose sugar.[2] A base is attached to each 
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deoxyribose sugar, which can be adenine (A), guanine (G), thymine (T), or cytosine (C).[2] The 

ordering of these bases stores the genetic information in the DNA.[2] The base in each strand 

interacts with its complementary base in the other strand, i.e., the bases exist in pairs (base pairs) 

of A and T, and G and C.[2] The base pairs (bp) interact using hydrogen bonding, which gives 

DNAs get their characteristic double-helical structure with a major and minor groove.[2] Plasmid 

DNAs used for gene delivery have supercoiled circular (each strand forms a closed-loop) structures 

that are composed of several thousand base pairs,[26,41,42] whereas oligonucleotides are small, 

rigid, and have linear structures with 10-30 bp.[43]  

 

Figure 1.1: Representative molecular structures of branched and linear PEI. The box denotes 

the location of protonated nitrogen in linear PEI. [Reprinted with permission from Sun et al.[44] 

Copyright © 2012 American Chemical Society] 

1.2. PEI-based gene delivery pathway 

PEI-based gene delivery begins with the preparation of PEI-DNA nanoparticles (NPs) 

(Section 1.3). During in vitro gene delivery, a solution of NPs is added to the cells,[12] while in 
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in vivo gene delivery the NP solution can be injected into veins (intravenous injection[45]) and 

spine (cerebrospinal fluid injection),[46] or instilled into lungs.[47] The gene delivery process can 

be observed using fluorescence microscopy techniques, such as widefield, optical-sectioning,[48–

50] and super-resolution[51–55]. Cellular components, PEIs, and DNAs can be marked with 

fluorophores that absorb and emit light of a specific range of wavelengths. [56] The emitted light, 

i.e., fluorescence is tracked visually or by image processing to provide information on the 

dynamics of NPs within the cells[57] with a spatial resolution of 20-200 nm and temporal 

resolution of milli-seconds to seconds.[54,58,59] Additionally, fluorescence microscopy provides 

information on various barriers experienced by NPs during gene delivery.[57] 

In vivo delivery faces barriers even before they reach their target cells, i.e., extracellular 

barrier, whereafter both in vivo and in vitro deliveries experience the same intracellular barriers 

(Figure 1.2).[26] The first intracellular barrier is the attachment of NPs onto the cell surface and 

their subsequent entry into the cell known as cellular uptake (Section 1.4).[60] Uptake of NPs 

mainly occurs through endocytosis, where they are engulfed by the cell membrane and trapped in 

endosomes.[61] Endosomes are continuously acidified, making the environment hostile for 

DNAs.[62] Therefore, endosomal escape of NPs into the cytoplasm is required to preserve the 

DNAs, thus being the second barrier of gene delivery (Section 1.5).[63] Since DNAs can only 

transcribe their genetic information in the nucleus,[14] the final barrier is the nuclear trafficking 

of DNAs or NPs (Section 1.6).[64]  
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Figure 1.2: Cellular barriers of non-viral gene delivery. In vivo delivery experiences both 

extracellular and intracellular barriers, whereas in vitro delivery only experiences intracellular 

barriers.[26] Extracellular barriers include degradation of PEI-DNA NPs by macrophage and 

serum endonuclease, and intracellular barriers include cellular uptake through endocytosis, 

endosomal escape, and nuclear trafficking of DNAs[26] (siRNA and mRNA delivery is not 

discussed). [Reproduced with permission from Yin et al.[26] Copyright © 2014 Macmillan 

Publishers Limited.] 

The efficacy of gene delivery is intricately tied to the properties of PEIs and NPs, which 

have not been fully elucidated. Here, details regarding the efficacy of the entire gene delivery 

process are provided, and details regarding each intracellular barrier are provided in the subsequent 

sections. High N/P ratio (ratio of PEI amines to DNA phosphates) of 5 to 10 have been reported 

to have the highest efficacy, although the exact number varied between different cell 

lines.[21,65,66] The presence of free PEIs after the formation of NPs at a high N/P ratio appears 
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to be crucial (Section 1.3). [67,68] Studies have reported a reduction in the efficacy when the free 

PEIs are removed, and an increase in the efficacy when free PEIs are added with a time delay (0 

to 4 hours).[67,68] 𝑀! of PEI associated with high efficacy is less clear, and both moderate[69] 

(12 kDa) and high[36] (70 kDa) values have been proposed to have high efficacy. Since PEIs are 

polydisperse, the high efficacy in these studies can be a result of any MW in their distribution. 

Only two studies have fractionated PEI (25 kDa) into groups of different MW and identified 4-10 

kDa to be the most ideal.[70,71] Conflicting efficacy results have been reported for linear and 

branched PEI depending on the cell line.[72,73] Comparison between PEIs with different average 

degrees of branching is limited to only Krämer et al.[74], where an average degree of branching 

of 52% was found to be the most efficacious in two different cell lines.  

Cytotoxicity of PEI has been a recent concern, as it was reported to correlate with 

successful gene delivery.[75] Specifically, it has been reported to increase with the concentration 

of the PEI or N/P ratio,[76,77] MW,[67,69,70] and degree of branching.[78] As a result, several 

studies have demonstrated that high efficacy and low cytotoxicity can be achieved using a linear 

or low MW PEI.[77,78]  

1.3. Nanoparticle formation 

The addition of PEIs neutralizes and condenses plasmid DNAs into compact structures that 

can further aggregate,[40,42,79] whereas for oligonucleotides condensation is not observed due to 

its rigidity.[80,81] The properties of PEIs control NP properties, which can in turn influence the 

efficacy of DNAs or NPs crossing different intracellular barriers(discussed later in Section 1.4-

1.6).[73]  

The charge of the NPs is quantified by their average zeta potential, which is mainly 

controlled by the N/P ratio.[73,81–83] At physiological pH, average zeta potential is negative for 
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N/P ratio < 2 and positive for N/P ratio > 4.[73,81–83] The N/P ratio associated with zero average 

zeta potential is expected to vary with the protonation ratio of PEI at a given pH, which can, in 

turn, vary with its MW and degree of branching (Section 1.1).[34,39,40] At a high N/P ratio, some 

PEIs are unable to bind with DNA because NPs develop a positive zeta potential, and these PEIs 

can be found free in the solution.[68,84] 

The shape of NPs has been studied for different N/P ratios. For PEI-plasmid DNA NPs, 

oblong, folded-loops, toroids, and circular structures are obtained at a low N/P ratio < 1 (0.08 

charge equivalent),[42] while toroids and spheres are observed at a high N/P ratio > 8.[40,42,79] 

In the literature, shapes of PEI-oligonucleotide NPs have only been reported for a high N/P ratio, 

where network structure and spheres are observed.[81] In general, the shape of NPs are visually 

assessed,[40,42,79,81] which has limited its characterization with detailed PEI properties.   

The size of NPs is quantified by their hydrodynamic radius and is affected by the N/P ratio, 

ionic strength of the solution, and the MW and degree of branching of PEI. The mean 

hydrodynamic radius is observed to be the largest for moderate N/P ratio between 2 and 4, where 

the mean zeta potential is close to zero.[73,81,82,85] Increasing the ionic strength of the solution 

(higher salt concentration), increased the mean hydrodynamic radius, and the increase in 

hydrodynamic radius for NPs prepared with linear PEI was more pronounced than the ones 

prepared with branched PEI.[72] In the literature, the effect of degree of branching has only been 

compared between a linear and branched PEI (multiple degrees of branching are not 

compared).[42,85] In addition, the results in these studies varied between cell lines.[42,85] The 

distribution of hydrodynamic radius is also affected by the N/P ratio. For plasmid DNA, the 

distribution is bimodal for a low N/P ratio of 2, whereas it is unimodal for N/P ratio > 3.[40,79] 
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Studies that reported NP size distribution for oligonucleotides are limited, with one study reporting 

unimodal distribution for N/P = 2.2.[83]  

1.4. Cellular attachment and uptake 

The surface of the cell membrane contains several lipids and proteins,[86] and their 

interaction with NPs, for cellular attachment, can be both specific and non-specific.[60,87] Non-

specific cellular attachment can be enhanced by preparing positively charged NPs that interact 

with the negatively charged proteoglycans (a type of protein) on the cell membrane,[60,88] and 

large NPs that sedimentation onto the cell surface.[89] The presence of free PEIs also affect cell 

association, and has been reported to both increase[67] and decrease[68] the cell association of 

NPs. To target specific cell receptors (specific interaction), specialized ligands such as transferrin 

and folic acid can be used.[87,90] In vivo delivery has additional constraints. For example, if NPs 

are injected intravenously, highly charged NPs can interact with non-target cells (such as 

macrophages Figure 1.2) thereby reducing its efficacy.[26] Furthermore, interaction with non-

target molecules can increase the NP’s radius through aggregation, which can then block blood 

vesicles.[91]Once NPs are attached, their cellular uptake occurs through three endocytic pathways: 

macropinocytosis forming macropinosomes of diameter > 1 μm; clathrin-mediated endocytosis 

(CME) forming early-endosomes of diameter ~90 nm; and Caveolae-mediated endocytosis 

(CvME) forming caveolar vesicle of diameter ~60 nm (Figure 1.3).[92,93] All pathways 

internalize NPs in vesicles that are continuously acidified, and the eventual fusion with lysosomes 

and acidic degradation is only avoided in CvME. [92] 



 

 10 

 
Figure 1.3: Cellular uptake pathways. (a) micropinocytosis, (b) clathrin-mediated endocytosis, 

and (c) caveolae-mediated endocytosis. [92] [Reproduced with permission from Hillaireau and 

Couvreur [92] Copyright © 2009 Birkhäuser Verlag, Basel/Switzerland] 

Cellular attachment and uptake of PEI-based NPs are strongly influenced by the N/P ratio. 

Oh et al.[21] demonstrated that cellular uptake is possible for negatively-charged NPs formed at a 

N/P ratio of 1, and the uptake increases with the rise in N/P ratio i.e. with increasing NP charge. 

In the literature, cellular uptake of PEI-based NPs is believed to occur through CME, which traps 

the NPs in endosomes.[60] However, Rejman et al.[61] observed that both CME and CvME take 

place, with the efficacy of uptake dependent on the NP size.[61] Specifically, they found that CME 

can uptake NPs with a diameter of 50, 100, and 200 nm, and the uptake of 50 nm NPs was higher 

than the other two.[61] They also reported CvME to only uptake NPs with a diameter of more than 

500 nm, which is inconsistent with other works that reported caveolar vesicle to be 50-100 nm in 

diameter.[93–95] In the literature, the effect of NP shape on cellular uptake has been discussed for 

several types of NP but not for PEI-based ones.[96,97]  
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1.5. Endosomal escape 

Endosomes are continuously acidified by proton pumps at the rate of ~200 protons per 

second,[98] reducing their pH from the physiological (~7.4) to late-endosomal (~5.5).[99] At such 

acidic pH, DNAs are prone to degradation.[62] PEI’s high efficacy is largely associated with its 

ability to escape endosomes, and protect the DNAs from degradation until their escape.[30,62] 

The escape mechanism is believed to be a consequence of its buffering capacity over a wide range 

of pH,[40] and is referred to as the “proton sponge” hypothesis.[12,30,63] According to the 

hypothesis, buffering of endosomal pH results in an influx of chloride ions and water molecules, 

which leads to endosomal swelling and eventually its burst.[100] Several experiments support the 

hypothesis. For example, Kichler et al.[101] found that suppression of proton pumps decreases the 

efficacy of gene delivery, and Sonawane et al.[100] observed an increase in chloride ions inside 

the endosome and endosomal swelling. Subsequently, several mechanistic studies were performed 

that shed more light on the endosomal escape mechanism. Vermeulen et al.[102] demonstrated 

that the minimum number of PEI required to cause endosomal burst is proportional to the 

endosomal volume, i.e., NPs must be prepared with a minimum N/P ratio. Consistent with this 

observation, Boeckle et al.[68] observed enhanced endosomal escape due to accumulation of free 

PEIs in the endosomes when they were additionally administered 1 or 4 hours after administering 

NPs. Comparing PEI of different MWs, Breunig et al.[103]  found inhibition of proton pumps to 

impact high MW PEIs more significantly. That is, the “proton sponge” character of PEI might 

increase with its MW. Both linear and branched PEI have been observed to induce endosomal 

escape,[104] but their relative strength is not well explored in the literature. Small modifications 

to the “proton sponge” hypothesis have been suggested. Rehman et al.[43] proposed endosomes 
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to rupture locally instead of a global burst, and Vermeulen et al.[102] suggested that the endosomal 

membrane can become permeable to small molecules due to increased stress on the membrane. 

Several studies have opposed the “proton sponge” hypothesis. Choosakoonkriang et al.[73] 

questioned the buffering capacity of PEI at endosomal pH. However, for similar data, Benjaminsen 

et al.[105] argued the buffering capacity of PEI to be sufficient. Yue et al.[67] observed only 

partial reduction in PEI’s efficacy when proton pumps were inhibited. Using this result, they 

claimed the “proton sponge” hypothesis to be prevalent but not dominant. Other possible 

mechanisms of endosomal escape include PEI-induced endosomal membrane damage.[106,107] 

Klemm et al.[106] demonstrated that PEI’s membrane damaging capacity increases with its 

concentration, but not the protonation state. Additionally, Bieber et al.[107] reported that both free 

PEI and PEI in the NP can cause membrane damage.  

1.6. Nuclear trafficking 

The final hurdle of gene delivery is for the DNAs to reach the nucleus. The genetic material 

in the nucleus is protected by nuclear membranes, which contain several pores called the nuclear 

pore complex (NPC) through which all transport of materials (such as proteins and mRNA) take 

place.[108] The NPC is filled with filamentous proteins called FG nucleoporin that regulate the 

transport of materials based on their physical size.[64,109] The mode of transport across the NPC 

is determined using spherical gold particles, which revealed the transport to be passive (i.e. 

diffusion), active (regulated by FG nucleoporin), and inactive for diameter < 9, 9-39, and > 39 nm 

respectively.[64,110,111] Active transport is a multi-step process, where specific short amino acid 

sequences called nuclear localization sequences (NLSs) selectively bind with a nuclear transport 

factor (NTF), which in turn binds to FG nucleoporin for nuclear entry.[109] Materials of any size 

can enter the nucleus during cell division when the protective nuclear membrane is absent.[60] 
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The exact mechanism of nuclear entry is not fully understood for PEI-based gene delivery. Some 

have suggested cell division to be a necessary step,[112] while others have observed nuclear entry 

in non-dividing cells.[22,113] For the latter case, Andersen et al.[113] reported NPs to exclusively 

bind with the NPC for their nuclear transport, although exact interactions with NLSs and NTFs 

were not determined.  

There is also no consensus regarding the state of NPs after their endosomal escape. For 

example, Rehman et al.[43] observed oligonucleotides to dissociate from the NP inside the 

endosome, and Godbey et al.[62] found undissociated NPs inside the nucleus. Several studies have 

suggested the dissociation of DNAs from NPs to be essential for gene delivery and proposed the 

mechanism to be interexchange reactions with cytosolic molecules.[104] To this end, several 

studies measured the stability of NPs in the presence of anionic molecules such as heparin. Low 

stability of NPs was observed when prepared with PEI of low MW (stability of 2 kDa ~ 25 kDa < 

750 kDa[114,115]), degree of branching[114,116], and N/P ratio.[116] While low stability of NPs 

is required for easy dissociation and transcription of genetic information, it should not be too low 

because it can lead to degradation of DNAs in the endosome.  

1.7. Theoretical studies 

Several all-atom (AA) and coarse-grained (CG) forcefields have been developed to study 

PEI. AA forcefields for linear PEIs with different protonation ratios have been developed by 

Ziebarth et al.[117], Beu et al.[118,119], and Wei and Luijten[120], and for PEI with different 

degrees of branching and protonation ratio by Sun et al.[121] CG forcefields developed by Wei 

and Luijten[120], Ziebarth et al.[122] and Jorge et al.[123] are limited to only linear PEI. These 

forcefields can characterize PEI’s properties with its precise MW and structure using molecular 

dynamics (MD) or Monte Carlo (MC) simulations, while the same is not yet possible with 
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experimental techniques. While direct cross-validation with experiments is not yet possible in most 

cases because of the unknown structure and protonation ratio of synthesized PEIs (Section 1.1), 

some qualitative comparisons with experiments are available. For example, the radius of gyration 

is observed to increase with MW,[118,119] and protonation ratio (due to internal electrostatic 

repulsions),[118,119,124] and decrease with degree of branching;[44,121] diffusion coefficient 

increases with MW and protonation ratio[118,119]. Additionally, from a CG-MC simulation, 

protonation ratio of 2.2 kDa linear PEIs is reported to be ~55% at physiological pH, which 

compares well with 55-67% for 25 kDa branched PEI in experiments.[40]  

PEI-DNA binding has been studied with AA-MD and CG-MC simulations. The primary 

driving forces for PEI-DNA binding are electrostatic interactions and hydrogen bonds between 

PEI’s nitrogen and DNA’s oxygen atoms.[117,121,125] For 0.6 kDa PEI and 12 bp DNA, Sun et 

al.[121] observed PEIs with different degrees of branching to bind similarly with the DNA 

backbone, where their interaction is weaker for the low protonation ratio of PEI. When MW of 

PEI is increased to 2 kDa, a distinct binding pattern is visible: linear PEIs wrap around the DNA 

conforming to its surface, whereas branched PEIs bind to it like beads.[44] In contrast, 0.9 kDa 

linear PEI binds along the DNA’s major groove in Kondinskaia et al.[125], and along the major 

and minor groove in Ziebarth et al.[117] For sufficient N/P, PEIs binding to a DNA can neutralize 

its charge. The distance from the DNA’s surface at which its charge is completely neutralized 

provides important characteristics of PEI-DNA binding strength. The neutralizing distance has 

been reported to be 0.8-1.3 nm for PEI with a high protonation ratio, i.e., its protonation at 

endolysosomal pH.[44,117,126] Specifically, the neutralization distance decreased with the 

increase in N/P ratio,[44] decrease in degree of branching,[44] and was not strongly affected by 

the MW (comparing 0.6 kDa[44] and 2 kDa[126]). More importantly, the neutralization distance 
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for PEI is much smaller than that observed for monovalent salts, which allows PEI to aggregate 

DNAs.[117] 

Studies regarding PEI and DNA aggregation are not well explored in the literature. Sun et 

al.[126] studied the aggregation for a small system of PEIs and DNAs containing at most four 12 

bp DNAs and twenty-eight 0.6 kDa PEIs. The aggregation was promoted by PEI, by forming 

polyion bridges and screening DNA’s negative charge.[126] Therefore, a minimum number of 

PEIs, i.e., a minimum N/P ratio is required to begin the aggregation process.[126] Although the 

DNAs were initialized parallel to each other, some DNA pairs rearranged to form T and L 

shapes.[126] On a large scale, these binding modes can dictate the shape of the NP. At a high N/P 

ratio, NPs are positively charged and PEIs bound to the DNA are easily exchanged with free PEIs 

in the solution without disrupting the NP.[126] The potential of mean force (further discussed in 

Chapter 2) between two aggregating DNAs highlights a stronger role of the N/P ratio.[127] For 

instance, an increase in the N/P ratio makes NPs more compact and stable.[127] Computational 

studies exploring large-scale aggregation of PEIs and DNAs are absent in the literature. 

Interactions of PEI and model cellular membranes have been studied using AA-MD in the 

context of PEI’s antimicrobial properties,[128,129] and these results can explain their membrane 

destabilization properties in gene delivery. Kostritskii et al.[129] found linear PEI-membrane 

binding to be electrostatically driven, where the binding is strengthened with an increase in PEI’s 

protonation ratio. The PEI-membrane binding causes lipid segregation, which is the first step 

towards a pore formation in membranes.[129] In a similar study, John et al.[128] explored the 

membrane destabilization capability of linear and branched PEI. They found branched PEIs to 

form pores in zwitterionic and anionic membranes at both physiological and endosomal pH; 

whereas linear PEIs form small pores in zwitterionic and anionic membranes at physiological pH 
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and only transient-unstable pores in anionic membranes at endosomal pH.[128] These pore 

formations by free PEIs can likely aid both cellular uptake and endosomal escape. Large-scale 

studies of NP-membrane interactions have been performed in the literature[130] but not for PEI-

DNA NPs. 

Other than the membrane interactions discussed above, studies on endosomal escape 

remain focused on validating the “proton sponge” hypothesis using continuum-level 

theories.[131,132] Yang and May[131] used self-consistent field theory and Poisson-Boltzmann 

equations to model PEI-DNA interactions with decreasing endosomal pH. The free PEIs increase 

the osmotic pressure, whereas PEIs bound to a DNA decrease it.[131] That is, for endosomal 

escape with the “proton sponge” hypothesis, a large concentration of free PEIs is needed. Freeman 

et al.[132] used a system of differential equations to model the transport of ions, protons, and water 

through the endosomal membrane and protonation of a dendritic (highly-branched) polymer. Their 

results are consistent with the “proton sponge” hypothesis.[132] Additionally, they found that the 

polymer’s ability to buffer the endosome is essential for endosomal escape.[132] The rate of 

protonation of the polymer and its swelling (due to protonation) did not significantly affect the 

osmotic pressure and thereby endosomal escape.[132] 

To the best of our knowledge, no theoretical study has been performed to study the nuclear 

trafficking of PEI-based NPs. However, Zhou et al.[133] modeled the entire PEI-based gene 

delivery process using a kinetic model, which includes nuclear trafficking. The kinetic model was 

fitted to experimental data with branched PEIs of Mn = 1.8 and 25 kDa. [133] Analysis of rate 

constants revealed 25 kDa PEI to have a much higher rate of endosomal escape than 1.8 kDa, and 

the opposite is true for nuclear trafficking.[133] It is worth noting that kinetic models do not 

capture the complex nature of different steps in gene delivery. 
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1.8. Motivation and objective 

The efficacy of PEI-based gene delivery is closely linked to its molecular properties such 

as MW, degree of branching, and protonation ratio, as well as PEI-DNA nanoparticle preparation 

procedure such as the choice of N/P ratio, ionic strength of the solution, etc. Furthermore, the 

efficacy of overcoming each intracellular barrier was dependent on the properties of PEIs and NPs. 

Overcoming the first barrier, cellular uptake, depends on the charge and size of NPs. For the second 

carrier, endosomal escape, PEI’s buffering and membrane destabilization capacity are important. 

Finally, nuclear trafficking depends on the NP’s size and stability. Determining the optimal 

properties of PEI through experiments is difficult because synthesized PEIs are polydisperse and 

have an unknown distribution of branched structures. Furthermore, various steps of gene delivery 

are assessed using fluorescence microscopy which can have a spatial resolution of 20-200 nm and 

temporal resolution of milli-seconds to seconds.[54,58,59] Therefore, any interactions or processes 

that occur below the resolution limit are not detected.  

On the other hand, theoretical approaches are not limited by such complexities and can be 

used to study various steps of gene delivery with PEIs with a specific MW, degree of branching 

and protonation ratio, and at fine spatio-temporal resolution. AA simulations using standard 

computing clusters have a spatial resolution of picometers and a temporal resolution of 

femtoseconds but are limited to length scales of ~10 nm and timescales of ~100 ns. Therefore, they 

are ideal for studying PEI-DNA interactions but cannot be used to study various steps in gene 

delivery which occurs in length scales ~1 μm to time-scales of minutes.[43] Continuum-level 

theories can study much larger length- and time-scales, but such simulations would lack essential 

molecular details, such as grooves in a DNA, and forces arising from ion-ion correlations (for 

example in the Poisson-Boltzmann method[134]). For simulating various steps of gene delivery, 
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CG simulations provide a good balance between accuracy, molecular detail, and computational 

speed-up, and can study macroscopic length- and time-scales.[135] However, the literature lacks 

CG forcefields for PEI that capture various degrees of branching, protonation ratios, and MWs. 

This thesis will extend the theoretical understanding of PEI-based gene delivery using CG-

MD simulations. Current AA-MD simulations of PEI-DNA NPs are limited to a small number of 

molecules with at most four 12 bp DNAs and twenty-eight 0.6 kDa PEIs.[126] Most properties of 

NPs that are relevant for gene delivery can only be observed for NPs formed with a large number 

of molecules. CG simulations can study the formation of such large NPs and investigate how their 

properties change with properties of PEI and NP preparation methodology. Furthermore, the 

simulations enable the exploration of changes in NP properties when subject to different 

intracellular conditions, such as endosomal acidification. Overall, the thesis will focus on the 

following objectives: (1) develop a CG forcefield for PEI that captures a wide range of branched 

structures, MWs, and protonation ratios, i.e., create a framework to simulate various steps of gene 

delivery; (2) understand the formation of PEI-DNA NPs, which would internalize in endosomes; 

(3) understand the effects of endosomal acidification on PEI-DNA NPs; and (4) develop analysis 

tools to compare simulations results with experiments.    

1.9. Thesis outline 

Chapter 2 details the simulation methodology, which includes details of the MD method, 

AA and CG forcefields, radial distribution function, and potential of mean force. 

Chapter 3 describes the development of CG-forcefield for PEI with different degrees of 

branching and protonation ratios in non-polarizable or polarizable water. The structural properties 

of PEI and its interaction with the existing CG-DNA forcefield are validated against AA 

simulations.   
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CG-MD simulations are performed in Chapter 4 to study PEI-DNA NP formation at 

physiological pH for different N/P ratios and KCl salt concentrations. The influence of N/P ratio 

and salt concentration on NP properties such as size, charge, rate of aggregation, and shape is 

analyzed. An aggregation mechanism is proposed based on electrostatics and diffusion, and a 

methodology is proposed to control the size and shape of the NP.   

Chapter 5 studies the role of endosomal acidification on PEI-DNA NPs and its 

consequences on endosomal escape and nuclear trafficking. CG-MD simulations are performed to 

study NP aggregation at physiological and endosomal pH, as well as acidification of NPs from 

physiological to endosomal pH at instant and slow (1 H+/ns) acidification rates. Acidification-

driven structural changes of NPs are explained using a novel transition diagram and free energy 

landscape of PEIs. The simulation results are used to propose design criteria for PEI to enhance 

endosomal escape and nuclear trafficking.   

In Chapter 6, a novel in-silico (virtual) fluorescence microscopy is described for molecular 

simulations that can bridge the gap between experiments and simulations. The chapter details how 

to use the novel technique to compare results between molecular simulations and experimental 

fluorescence microscopy, and how to generate new information from these comparisons.  

Chapter 7 provides the overall conclusion of the thesis and potential future work. 
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Chapter 2   

Simulation Methodology 

The physical laws used to describe a system is dependent on its length- and time-scale.[1]  

In principle, the physical phenomena in macroscopic scales can be described using quantum or 

classical mechanics at the microscopic scales.[1] The connection between these scales is achieved 

using statistical techniques referred to as statistical physics or statistical mechanics.[2] For 

example, the macroscopic state can be described using thermodynamic variables such as pressure 

(𝑃), absolute temperature (𝑇), and volume (𝑉), whereas the classical microscopic state using 

positions (𝒓) and momenta (𝒑) of all particles in the system.  

For a given macroscopic state, such as constant 𝑃, 𝑉, and 𝑇, the system of particles can 

exist in many microscopic states. The collection of microscopic systems that share the same 

macroscopic state are referred to as an ensemble.[2] A macroscopic property 𝐴!"#$% can then be 

determined from the microscopic scales as an average over the ensemble using 𝐴!"#$% =

∫ 𝐴!&#$%(𝒓, 𝒑)𝓅(𝒓, 𝒑)𝑑𝒓𝑑𝒑 = ⟨𝐴!&#$%⟩, where 𝓅(𝒓, 𝒑) is the probability density, and ⟨⋅⟩ denotes 

average.[2,3] For a state (𝒓, 𝒑) with energy 𝜖(𝒓, 𝒑), the probability density is proportional to the 

Boltzmann factor 𝑒'((𝒓,𝒒)//!0, where 𝑘1 is the Boltzmann constant.[4] For example, 𝜖 = 𝒦 + 𝒱 

for constant 𝑁, 𝑉, 𝑇 and 𝜖 = 𝒦 + 𝒱 + 𝑃𝑉 for constant 𝑁, 𝑃, 𝐴, where 𝒦 is the kinetic energy, 𝒱 

is the potential energy and 𝐴 is enthalpy. For complex systems, the integrals must be solved 

numerically, which gets increasingly demanding with the number of particles. There are mainly 

two types of simulations that indirectly evaluates these integrals, Monte Carlo (MC) and molecular 

dynamics (MD). 
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MC simulations uses probability theories to sample states (𝒓, 𝒑) from a given ensemble 

and 𝐴!&#$%  is averaged over the sampled states to determine 𝐴!"#$% .[5] Since the Boltzmann 

distribution is exponential in nature, sampling of high energy states are not necessary. In MD 

simulations the states (𝒓, 𝒑) are evolved in time using equations of motion (Section 2.1).[6] Based 

on the ergodic hypothesis, time evolution of a state (𝒓, 𝒑) visits all possible states in the ensemble 

for a sufficiently long simulation time.[3] That is, time averages in MD simulations are 

approximately equal to ensemble averages.[3] However, if the simulation time is low or the system 

of particles are trapped in a potential well, ergodicity of MD simulations is not guaranteed.[5] In 

such cases, advanced sampling techniques are required for MD. 

In this chapter we briefly discuss the equations of motion (Section 2.1) and forcefields used 

in MD simulations (Section 2.2). Additionally, theory behind radial distribution function (Section 

2.3) and potential of mean force (Section 2.4) evaluated from MD simulations are discussed. 

2.1. Equations of motion 

Molecular dynamics is simulated using the Hamiltonian equations of motion (Eq 2.1), 

where 𝑟&  and 𝑝&  are the 𝑖 th generalized coordinate and momentum respectively, 𝒓 and 𝒑 are the 

corresponding vectors of all particles, ℋ is the Hamiltonian, and (		̇) represents time derivative.[7] 

In most MD software packages, the Cartesian coordinate system is used, i.e., 𝑟& and 𝑝& are 𝑥𝑦𝑧 

components of a particle’s position and momentum respectively. For a system of 𝑁 particles, 𝒓 

and 𝒑 are vectors of size 3𝑁.[8] 

�̇�& =
𝜕ℋ(𝒓, 𝒑)
𝜕𝑝&

	,					 �̇�& = −
𝜕ℋ(𝒓, 𝒑)
𝜕𝑟&

	 2.1 

The particles in the system are placed in a simulation box with the most common being a 

cuboid. To predict bulk macroscopic properties using MD simulations, a periodic boundary 
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condition (PBC) is used, which assumes infinite identical copies of the simulation box in some or 

all 𝑥𝑦𝑧 directions.[9] Another interpretation of PBC is that when a particle crosses a periodic 

boundary and leaves the simulation box, it reenters the simulation box from an opposite periodic 

boundary with the same velocity.[9] Consequently, as the particle moves across the periodic 

boundaries, the angular momentum of the system is not conserved.[10] However, the angular 

momentum does not drift significantly because multiple particles cross the periodic boundaries in 

opposite directions. For calculating the potential energy, the interactions between particles are only 

evaluated for the nearest image.[11]  

The equations of motion are solved numerically for known initial conditions for 𝒓 and 𝒑. 

Typically, the momentum of the center of mass (COM) and angular momentum of the system 

about the COM is initialized to zero. In this thesis, the leap-frog algorithm is used to solve the 

equations of motion using Eq 2.2 and 2.3, where 𝑡 is the simulation time, Δ𝑡 is the integration time 

step (simulation time step), 𝛁𝒓 is the gradient operator with respect to 𝒓, and 𝑴 is the mass tensor 

(a diagonal tensor).[6] 

𝒑G𝑡 +
Δ𝑡
2 I = 𝒑G𝑡 −

Δ𝑡
2 I − Δ𝑡𝛁𝒓𝒱 

2.2 

𝒓(𝑡 + Δ𝑡) = 𝒓(𝑡) + Δ𝑡𝑴'2𝒑 G𝑡 +
Δ𝑡
2 I 

2.3 

The Leap-frog algorithm is time-reversible, conserves energy and momentum, and requires 

(computational) memory to store 6𝑁  real numbers associated with 𝒓  and 𝒑  (storage of 

acceleration is not need).[6] The positions calculated in Leap-frog is identical to that of Verlet[12] 

and velocity Verlet algorithms[13], which are also time-reversible, and conserves energy and 

momentum. However, Verlet[12] and velocity Verlet algorithms[13] both require memory for  9𝑁 

variables associated with position, momentum, and acceleration.[6] The momentum evaluated 



 

 

 

34 

using velocity Verlet algorithm[13] is more accurate than that evaluated from leap-frog[6] and 

Verlet,[12] but is computationally more expensive.[14] 

MD simulations can include constraints on the positions, such as 𝑔/ ≡ N𝒓&(𝑡) − 𝒓3(𝑡)N −

𝑟/ 	= 0, where 𝑘 runs from 1 to 𝑁# , 𝑁#  is the number of constraints, 𝒓&  is the positions of 𝑖 th 

particle, and 𝑟/ is the constrained distance. The constraint equations can be solved using the linear 

constraint solver (LINCS), where constraints are applied in two steps after integrating the 

equations of motion.[15] 

The Hamiltonian of the system depends on the ensemble simulated. In Section 2.1.1-2.1.3, 

NVE, NVT, and NPT ensembles are discussed that are relevant to biomolecular simulations. These 

ensembles are named after the constant macroscopic properties, which can be number of particles 

𝑁, volume 𝑉, energy 𝐸, temperature 𝑇 and pressure 𝑃. 

2.1.1. NVE ensemble 

NVE ensemble (microcanonical ensemble) models a closed system, i.e., the system 

enclosed in a rigid boundary that does not exchange mass or energy with its surroundings.[3] If 

the forces acting of each particle can be expressed as the gradient of a scalar potential energy 𝒱 

that does not depend on 𝒑, then the Hamiltonian is given by Eq 2.4.[7] Since there is no external 

forces acting on the system of particles, 𝒱 is due to interparticle interactions (further discussed in 

Section 2.2) and the total energy 𝐸 is conserved. Furthermore, the kinetic energy is given by 𝒦 =

𝒑0𝑴'2𝒑/2, where 𝑴 is the diagonal mass tensor. 

ℋ = 𝒦(𝒑) + 𝒱(𝒓) = 𝐸 2.4 

2.1.2. NVT ensemble 

NVT ensemble (canonical ensemble) models an open system with rigid boundaries that 

freely exchanges energy with a large heat reservoir. In thermal equilibrium, the temperatures of 
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the open system and the heat reservoir are equal. In statistical mechanics, the relation between 

momenta 𝒑 and the temperature 𝑇 is given by the Maxwell-Boltzmann distribution in Eq 2.5, 

where 𝑚& is the mass of the particle associated with 𝑟&, and ∏ 	denotes product of a sequence.[3] 

The generalized momenta are variable separable in Eq 2.5, which indicates each 𝑝&  follows a 

normal distribution with mean of 0 and variance of 𝑚&𝑘1𝑇, i.e., T𝑝&4U = 𝑚&𝑘1𝑇. Therefore, the 

average kinetic energy of the system is ⟨𝒦⟩ = 𝑁5%6𝑘1𝑇/2, where 𝑁5%6 = 3𝑁 − 𝑁# is the number 

of degrees of freedom and 𝑁# is the number of constraints.[16]  

𝓅(𝒑) = WX
1

Z2𝜋𝑚&𝑘1𝑇

78

&92

\expW−	`
𝑝&4

2𝑚&𝑘1𝑇

78

&

\ 2.5 

In MD simulations, the algorithm used to moderate the temperature of a system is known 

as a thermostat. There are a number of well-known thermostats, based on different principles: 

velocity-rescaling,[17] Nosé-Hoover[18,19], Berendson,[20] Andersen,[21] etc. Nosé-Hoover 

thermostat[18,19] modifies the Hamiltonian to explicitly sample NVT ensemble, which is 

computationally demanding. In Andersen thermostat,[21] particles undergo a stochastic collision 

based on a Poisson process and the particles’ momentum after the collisions is sampled from a 

normal distribution. Since the sampled momentum can be opposite in direction to the particle’s 

momentum, it can lead to unstable MD simulations. In velocity-rescaling thermostat, this 

instability is avoided by scaling all generalized momenta by a factor such that the probability 

distribution of kinetic energy given by Eq 2.6 is reproduced. Eq 2.6 is obtained from the Maxwell-

Boltzmann distribution by a change of variables and Γ(⋅) denotes the gamma function. To ensure 

the kinetic energy of the system 𝒦 follows Eq 2.6, a random kinetic energy 𝒦b  is sampled from 

the probability distribution in Eq 2.6 and every generalized momentum 𝑝& is scaled by a factor 
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c𝒦b 𝒦⁄ e2/4. If the initial 𝑝&’s follow a normal distribution centered at zero, scaling 𝑝&’s keeps the 

distribution normal and only changes its variance which is proportional to the temperature.[17] 

𝓅(𝒦) =
𝒦

7:
4 '2

Γ f3N2 h (𝑘1𝑇)
78/4

exp G−
𝒦
𝑘1𝑇

I 2.6 

Abruptly changing the momenta 𝒑 by a large scaling factor can lead to fast fluctuations in 

the particle’s momentum, which is undesirable.[17] To solve this issue, 𝒦 is increased using a 

stochastic process shown in Eq 2.7, where 𝒲 is a Wiener noise, and 𝜏0 is a time constant that 

controls the rate at which 𝒦  approaches 𝑁5%6𝑘1𝑇/2.[17] One drawback of velocity-rescaling 

thermostat is that 𝒑 is not explicitly sampled from Maxwell-Boltzmann distribution. Berendsen 

thermostat,[20] follows a temperature control protocol that is similar to Eq 2.7 but does not contain 

the stochastic noise term. As a result, 𝒦  approaches 𝑁5%6𝑘1𝑇/2  but does not follow the 

distribution shown in Eq 2.6.[20] 

Δ𝒦 = k
𝑁5%6𝑘1𝑇

2 −𝒦l
Δt
τ;
+ 2(𝒲(𝑡 + Δ𝑡) −𝒲(𝑡))o

𝑘1𝑇𝒦
2𝜏0

 2.7 

2.1.3. NPT ensemble 

NPT ensemble models an open system with non-rigid boundaries in contact with a large 

heat reservoir. The surroundings freely exchange energy with the system and performs work 

against the non-rigid boundary. In MD simulations, NPT ensembles are modelled using a 

thermostat to control the temperature and a barostat to control the pressure. There are several 

barostats in the literature such as, Parrinello-Rahman,[22] Andersen,[21] and Berendsen.[20] In 

Parrinello-Rahman barostat,[22] a NPA ensemble is modelled where A refers to the enthalpy. 

Thereafter, the temperature is corrected using velocity-rescaling thermostat to obtain the NPT 
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ensemble. Parrinello-Rahman barostat models NPA by changing the Hamiltonian to include the 

energy associated with the non-rigid boundary. The equations of motion associated with this 

modified Hamiltonian is given in Eq 2.8 and 2.9, where 𝒄 is a tensor containing edge vectors of a 

triclinic simulation box, 𝑷𝒗  is the virial pressure tensor given by Eq 2.10, 𝑃  is the required 

thermodynamic pressure, 𝑉 = det	(𝒄) is the volume of the system, and 𝛀 is a tensor that measures 

the inertia of the non-rigid boundary (Eq 2.11).[22] In Eq 2.11, 𝜷 is the isothermal compressibility 

tensor, 𝜏= is the relaxation time constant for the barostat, and 𝐿 is the largest element in the tensor 

𝒄.[14] 

�̈� = −𝑴'2(∇𝒓𝒱(𝒓) + 2𝒑) 2.8 

�̈� = 𝑉𝛀'2𝒄'2(𝑷> − 𝑃) 2.9 

𝑷> =
1
𝑉 W`

𝒑&𝒑&0

𝑚&
− 𝛁𝒓"𝒱

8

&92

(𝒓&)𝒓&0\ 2.10 

𝛀'2 =
4𝜋4𝜷
2𝜏=4𝐿

 2.11 

The simulations in the thesis only uses cuboidal or cubic simulation box, where 𝒄, 𝛀'2, 

and 𝜷 are diagonal tensors.[14] Furthermore, the dimensions of the simulation box are scaled by 

the same value in all directions, which is achieved by replacing 𝑷> with a scalar virial pressure 

𝑃> = 𝑇𝑟(𝑷>)/3 and using 𝜷&& = 𝛽, where 𝑇𝑟(⋅) is the trace of a tensor.[14] Over the simulation 

time, 𝑃> can fluctuate between positive and negative values with its average being equal to the 

required thermodynamic pressure 𝑃 , which is always positive.[22] The main drawback for 

Parrinello-Rahman barostat, is that the algorithm becomes unstable if the initial conditions are far 

away from the NPT ensemble.[14] Therefore, other approximate barostats such as Berendsen[20] 
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is used to bring the MD system close to the NPT ensemble before implementing Parrinello-

Rahman.[14]     

Berendsen barostat scales the dimensions of a cuboidal simulation box with a constant 𝑠 to 

slowly increase 𝑃> to the required equilibrium pressure 𝑃 using Eq 2.12.[20] Berendsen barostat is 

similar to velocity-rescaling thermostat but does not contain random noise, and thus 𝑃> does not 

follow the correct distribution associated with NPT ensemble.[20]  

𝑠 = 1 −
𝛽Δ𝑡
3𝜏=

(𝑃> − 𝑃) 2.12 

2.2. Forcefields 

A set of functional forms used to describe the interaction between particles and its 

associated parameters are referred to as the forcefield.[23] Interactions are broadly classified into 

bonded and non-bonded interactions.[23] Bonded interactions are defined for a set of particles that 

are expected to stay in close proximity due to the presence of covalent bonds. In contrast, non-

bonded interactions apply to all pair of atoms, unless specified otherwise. 

2.2.1. Bonded interactions 

Several potentials have been defined in the literature for bonded interactions.[23] Here, the 

discussion is limited to one example where bond length, bond angle, and dihedral angle are each 

described by a single potential. The bond length potential is usually modeled using a harmonic 

potential as shown in Eq 2.13, where 𝑟&3 is the distance between particles 𝑖 and 𝑗, 𝐾?%@5 is the force 

constant, and 𝑟?%@5,AB is equilibrium bond length.[23] For bond lengths that are constrained, only 

the parameter 𝑟?%@5,AB is required.[23]  

𝒱?%@5(𝑟&3) =
1
2𝐾?%@5c𝑟&3 − 𝑟?%@5,ABe

4 2.13 
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A bond angle 𝜃&3/ can be defined for three particles with indices 𝑖, 𝑗, and 𝑘, where the angle 

is formed at the particle 𝑗.[23] The bond angle potential can be defined using a cosine-harmonic 

potential as shown in Eq 2.14, where 𝐾"@C is the force constant and 𝜃"@C,AB is the equilibrium bond 

angle.[23]   

𝒱"@C(𝜃&3/) =
1
2𝐾"@Cccos 𝜃&3/ − cos 𝜃"@C,ABe

4 2.14 

For four particles 𝑖, 𝑗, 𝑘, and 𝑙, the angle between the planes containing particles 𝑖, 𝑗, and 

𝑘, and particles 𝑗, 𝑘, and 𝑙 is defined as the dihedral angle 𝜙&3/D. The dihedral angle potential is 

given by the periodic potential shown in Eq 2.15, where 𝐾5&E is a force constant, 𝑛5&E is an integer, 

2𝜋/𝑛5&E is the period, and 𝜙5&E,AB is the phase.[23]  

𝒱5&E(𝜙&3/D) = 𝐾5&Ec1 + cos(𝑛5&E𝜙&3/D − 𝜙5&E,AB)e 2.15 

2.2.2. Non-bonded Interactions 

Non-bonded interactions are evaluated using a pairwise potential 𝒱(𝑟&3), i.e., using 2-body 

interactions. The electrostatic interactions are modeled using the Coulombic potential given by Eq 

2.16, where 𝑞&  is the charge of particle 𝑖 , 𝜀F  is permittivity of vacuum, and 𝜀$  is the relative 

permittivity of the medium.  

𝒱A(𝑟&3) =
𝑞&𝑞3

4𝜋𝜀F𝜀$𝑟&3
 2.16 

The van der Waals interactions are usually modeled with a Lennard-Jones (LJ) potential as 

shown in Eq 2.17, where 𝜎&3 is the interparticle distance at which potential is zero, and −𝜀&3 is the 

minimum interparticle potential energy.[24] The interparticle distance at which the force is zero is 

given by 22/G𝜎&3, which is referred to as the van der Waal’s diameter. In Eq 2.17, the first term in 
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the bracket models short-range repulsive interaction, while the second term is the dispersion 

energy (London, Debye or Keesom energy) that models long-range attraction.[25,26]  

𝒱HI(𝑟&3) = 4𝜀&3 ák
𝜎&3
𝑟&3
l
24

− k
𝜎&3
𝑟&3
l
G

à 2.17 

In general, the non-bonded interactions take the form 𝒱c𝑟&3e = 𝐶𝑟&3
'J, where 𝛾 is an integer greater 

than 0. For example, 𝛾 is 2 for hydrogen bonding, 4 for interaction of a point charge and non-polar 

molecule (or freely rotating dipole), etc.[27]  

Evaluation of non-bonded interactions is the most computationally demanding step in MD 

simulations for multiple reasons. First, every particle in the simulation can interact through non-

bonded interactions, making the computational complexity to be of the order N2, N being the 

number of particles in the system.[28] Second, when 𝛾 < 3, the potential decays slowly and the 

simulation would require a large box[28] or evaluation of interactions with multiple periodic 

images. Finally, evaluation of potential includes several multiplication and division operations, 

which are significantly more expensive than addition and subtraction.[9] For these reasons non-

bonded interactions are modified for computational efficiency. 

2.2.3. Modifications to non-bonded interactions 

A cutoff radius 𝑟# is chosen and the interactions below and above the cutoff are referred to 

as short-range and long-range interactions respectively.[28] A neighbor list is maintained for 

short-range interactions, which stores a list of particle pairs that are within a radial distance of 𝑟@D, 

and the list is updated in every 𝑛@D timesteps.[28] Typically 𝑟@D ≥ 𝑟# because the particles outside 

the cut-off radius can go inside and vice-versa between neighbor list updates.[28] Interparticle 

distance are only necessary for particles in the neighbor list in between neighbor list updates.[28] 

This improves computational efficiency by decreasing the number of distance evaluations.[28] 
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Each particle only interacts with a small number of particles (in the neighbor list) ≪ 𝑁 via short-

range interactions, making the computational complexity of evaluating these interactions of the 

order N. Simply truncating the potential at 𝑟# can make the potential and its force discontinuous 

and non-differentiable, which does not conserve energy in NVE ensemble.[28] Furthermore, 

discontinuous forces lead to inaccurate predictions of scalar virial pressure in NPT ensemble. 

Different strategies are used to cut off LJ and Coulombic potentials and handle their long-range 

interactions. 

LJ potential is modified either by shifting or scaling the potential with a switching function 

for 𝑟&3 ∈ (𝑟? , 𝑟#), 𝑟? is the smallest radial distance at which the potential is modified. The function 

is chosen such that the resultant potential and force are continuous and differentiable.[23,28] Long-

range LJ potential is not explicitly modified, rather its effective contribution to the total energy 

and scalar virial pressure is evaluated.[23] Since 𝑟&3'24 decays to zero much faster than 𝑟&3'G, the 

energy and pressure contributions are only determined for the 𝑟&3'G  term.[23] As a result, it is 

referred to as the dispersion correction.[23] For a system of particles interacting with 𝑉c𝑟&3e =

4𝜀&3c𝜎&3 𝑟&3⁄ eG , dispersion correction is calculated analytically for 𝑉c𝑟&3e = 𝑟&3'G  and multiplied 

with the dispersion constant averaged over all particle pairs ⟨4𝜀&3𝜎&3G ⟩.[23] Since the parameters 𝜀&3 

and 𝜎&3  does not change in time, the evaluation of dispersion correction has a constant 

computational complexity. This making the computational complexity of evaluating short- and 

long-range LJ potential to be of the order of N. 

Coulombic potential decays to zero much slower than LJ potential, therefore their 

interaction needs special attention. Here, two modification schemes are discussed, the reaction-

field[29] and particle-mesh Ewald (PME).[30] In the reaction-field approximation, each particle 
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observes a continuum with a fixed dielectric constant beyond the cutoff radius 𝑟#.[29] Then, the 

interparticle potential energy is given by the sum of short-range Coulombic interaction and an 

effective interaction with the continuum.[29] Furthermore, the potential energy at the cutoff 𝑟# is 

set to zero.[23] This makes the computational complexity of evaluating Coulombic potential with 

reaction-field to be of the order N. Under PME, the Coulombic interactions are separated into 

short- (first term) and long-range (second term) interactions using the error function erf	(⋅) as 

shown in Eq 2.18.[31] A real constant 𝑎  is chosen such that the short-range interaction is 

approximately zero at 𝑟# .[31] The long-range interactions are calculated in the Fourier space, 

where it decays quickly.[30] To take advantage of Fast Fourier Transform (FFT) algorithm, 

charges are assigned to regular grids and the potential in Fourier space is interpolated using 

cardinal B-splines.[30] PME is more accurate than reaction-field approach but has a computational 

complexity of the order N log(N).[30]  

𝒱Ac𝑟&3e =
𝑞&𝑞3

4𝜋𝜀F𝜀$𝑟&3
c1 − erfc𝑎𝑞&3ee +

𝑞&𝑞3
4𝜋𝜀F𝜀$𝑟&3

erfc𝑎𝑞&3e 2.18 

2.2.4. AA and CG forcefield 

In AA MD simulations, equations of motion of atoms are solved, whereas in CG MD 

simulations they are solved for beads which represents multiple atoms.[32] For both simulations, 

forcefields can be derived using top-down and/or bottom-up approaches.[32,33] That is, AA 

forcefield can be derived from quantum mechanical simulations (bottom-up) and experimental 

data (top-down), whereas CG forcefield can be derived from AA simulations and experimental 

data.[32] The functional form of AA and CG forcefield can be similar, but their parameters are 

significantly different. For example, mass of beads would be higher than atoms, CG length 
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parameters (such as 𝑞?%@5,AB and 𝜎&3) would be larger than AA, and CG force constants (such as 

𝐾?%@5, 𝐾"@C, and 𝐾5&E) would be smaller than AA. 

 Simulation time steps in CG simulations can be larger than AA simulations because of 

their smaller force constants.[32] Since multiple atoms are represented as a bead, CG simulation 

time is scaled up by a factor, which may not be the same for each bead.[32] Typically, the effective 

scaling factor for time is obtained by the ratio between CG and AA diffusion coefficients of the 

solvent.[34] Due to scaling of time, higher timestep, and lower number of particles in CG 

simulations, their computational efficiency is at least four orders higher than AA-simulations. 

Therefore, CG simulations can simulate much larger length- and time-scales than AA simulations.    

Atom pairs that are very close to each other due to bonded interactions can make the 

simulations unstable due to large repulsive force from non-bonded interactions. In AA simulations, 

non-bonded interactions are excluded for 1-2, 1-3, and 1-4 particle interactions, where particles 1-

2, 2-3, and 3-4 are connected via covalent bonds and particles 1-3 and 1-4 are not directly 

connected.[23] That is, the AA forcefield is derived such that the bonded interactions also account 

for the close range non-bonded interactions that are excluded.[23] Similarly, in CG forcefield, non-

bonded interactions are typically excluded for 1-2 particle interactions.[34] 

To perform AA and CG simulations, good initial conditions (𝒓, 𝒑) are required, lack of 

which might lead to unstable simulations or unrealistic predications. In AA simulations, initial 

momenta are generated from Maxwell-Boltzmann distribution, and momentum of center of mass 

is set to zero (and also in regular intervals). Furthermore, initial positions 𝒓 are modified using 

energy minimization protocol such as steepest descent.[14] NVE and NVT simulations can be 

performed after the energy minimization protocol. For AA NPT simulations using Parrinello-

Rahman barostat, initialization is done in three steps to bring the system close to the desired 
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condition. First, energy is minimized using steepest-descent, followed by generation of NVT 

ensemble with velocity-rescaling, and finally approximate NPT ensemble is generated using 

Berendsen barostat and velocity-rescaling thermostat. The second step is typically neglected in CG 

NPT simulations.[34] Both NVT and NPT simulations require a period of equilibration before 

statistics can be collected for analysis. 

2.3. Radial distribution function 

Among fluids, one of the most important statistical measure is the spatial distribution of 

atoms at equilibrium, which contains information of the local structure and its fluctuations.[35] 

One such measure is the pair distribution function (Eq 2.19), which is the probability of finding 

two particles at positions 𝒓2 and 𝒓4 respectively.[35] In Eq 2.19, 𝛿(⋅) is Dirac’s delta function and 

𝐶 is the number of permutations of choosing particles 1 and 2. For NVT ensemble, variables 𝒓 and 

𝒑 can be separated and 𝒑 does not contribute to the pair distribution.[35]  

𝜚(𝒓2, 𝒓4) = 𝐶
∫ 𝛿(𝒓2K − 𝒓2)𝛿(𝒓4K − 𝒓4)𝑒

'
(L𝒓#,𝒑#N
/!0 𝑑𝒓K𝑑𝒑K

∫ 𝑒'
((𝒓#,𝒑#)
/!0 𝑑𝒓K𝑑𝒑K	

 2.19 

The pair distribution function is only dependent on the distance between the particle pair 𝑟, i.e.,  

𝜚(𝒓2, 𝒓4) ≡ 𝜚(𝑟)/4𝜋𝑟4𝑉 .[35] 𝜚(𝒓2, 𝒓4) has dimensions of 𝑁4/𝑉4  and 𝜚(𝑟) has dimensions of 

𝑁4/𝑟, where 𝑉	is the volume and 𝑟 is the radial distance. Using 𝜚(𝑟), a radial distribution function 

(RDF) can be defined as shown in Eq  2.20, which describes the number density of the fluid at a 

distance of 𝑟 from a particle relative to the global number density 𝜌.[35] For simulations, the 

𝑅𝐷𝐹(𝑟) is calculated by dividing 𝑟 into bins of equal width Δ𝑟, and determining the number 

density in the spherical shell of volume 4𝜋𝑟4Δ𝑟 relative to the global number density of the system. 
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𝑅𝐷𝐹(𝑟) =
𝜚(𝑟)

4𝜋𝑟4𝑉𝜌4 
2.20 

Several important properties can be evaluated from 𝑅𝐷𝐹(𝑟). For example, the location of 

peaks in RDF between solute and solvent particles specifies the location of the solvation shells 

(first, second, third, etc.), and the integration of 4𝜋𝜌𝑟4𝑅𝐷𝐹(𝑟) between two valleys specifies the 

number of particles in the solvation shell. Furthermore, the Fourier transform of 𝑅𝐷𝐹(𝑟) can be 

related to the structure factor, which can then be validated with X-ray scattering experiments.[35] 

For a isotropic system, the structure facto is given by Eq 2.21. [35] 

𝒮(𝜉) = 4𝜋𝜌ö
sin 𝜉𝑟
𝜉𝑟

(𝑅𝐷𝐹(𝑟) − 1)𝑟4𝑑𝑟
O

F
 2.21 

2.4. Potential of mean force 

For NVT ensemble, the potential of mean force 𝑃𝑀𝐹(𝒙) is given by Eq 2.22, where the 

function ℎ(𝒓) transforms the positions of particles which are constrained to a reaction coordinate 

𝒙.[36] It is readily seen that gradient of 𝑃𝑀𝐹(𝒙) with respect to 𝒙 yields an ensemble average of 

the force −𝛁𝒙𝒱 at given reaction coordinate 𝒙. 

𝑃𝑀𝐹(𝒙) = −𝑘1𝑇 ln °
∫ 𝛿(𝒙 − ℎ(𝒓))𝑒

'𝒱(𝒓)/!0
	𝑑𝒓

∫ 𝑒'
𝒱(𝒓)
/!0

	𝑑𝒓
¢ 2.22 

Evaluation of potential of mean force is challenging because MD simulations mostly 

sample the states (𝒓) associated with low 𝑃𝑀𝐹(𝒙). Advanced sampling techniques are required 

to accurately calculate 𝑃𝑀𝐹(𝒙), such as the umbrella sampling.[37] In umbrella sampling,[37] the 

reaction coordinate is separated into multiple bins and a MD simulation performed for each one.[37] 

At each bin, a harmonic biasing potential is added centered at its mid-point to ensure good 

sampling in the MD simulations.[37] Thereafter, the weighted-histogram analysis method 
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(WHAM) is employed to determine 𝑃𝑀𝐹(𝒙) of the unbiased system from the states sampled from 

the biased MD simulations.[38] 

Potential of mean force can be used to validate the CG forcefield against an AA 

forcefield.[39] If the parameters for CG forcefield is determined accurately, the difference between 

AA and CG potential of mean force would be minimal.  
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Chapter 3    

Coarse-Grained Model for Polyethylenimine* 

*Version of this chapter’s sections has been published in: Mahajan S., and Tang T., Martini 

Coarse-Grained Model for Polyethylenimine. J. Comp. Chem 2019, 40, 607-618, with 

permission from Wiley Periodicals, Inc. Copyright © 2018. 

Mahajan S., and Tang T., Erratum: “Martini Coarse-Grained Model for Polyethylenimine” [J. 

Comput. Chem. 2019, 40, 607-618 DOI:10.1002/jcc.25747]. J. Comp. Chem 2020, 41, 1730-

1734, with permission from Wiley Periodicals, Inc. Copyright © 2020. 

Mahajan S., and Tang T., Comment on “Martini force field for protonated polyethyleneimine”, 

J.  Comp.  Chem 2021, 42, 261-263, with permission from Wiley Periodicals, Inc. Copyright © 

2020. 

 

3.1. Introduction 

Polyethylenimine (PEI) is a polymer of aziridine, which can be synthesized as linear[1] or 

branched[2] structures with varying degrees of polymerization. Because of its polycationic nature 

in acidic environment, PEI has diverse applications in filtration and has been used to floc humic 

acid[3], remove toxic Chromium (VI)[4,5] and separate multivalent salt ions from water[6]. PEI-

modified mesoporous molecular sieve MCM-41, also referred to as CO2 “molecular basket”[7–

11], has been used to adsorb CO2 from N2[7,12] and flue gas[8,11]. Similar PEI-modified 

molecular baskets have been developed for the adsorption of NOx[8] and H2S[13]. Removal of 

H2S has further use in purifying hydrocarbons for fuel cells.[14] PEI is also a useful polyelectrolyte 
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in biofuel cells[15,16] and tandem solar cells[17], and has been used in methanol cells to promote 

electrocatalysis and stability[18]. Sensing of biomolecules, such as glucose[19] and 

proteins[20,21], using PEI in nanocomposites has also been demonstrated.  

Among the numerous applications of PEI, its usage as a gene delivery carrier is of note. 

While viral carriers are very effective in cell targeting and internalization, their use is limited by 

their high immunogenicity.[22] PEI has been shown to be one of the most effective non-viral gene 

delivery carriers, owing to its large amine density and high buffering capacity.[23–26] Delivery 

using PEI also allows for great versatility, made possible by adjusting the PEI’s molecular weight 

(MW)[27,28], degree of branching[29,30], method of complexation[23] with the genetic material, 

and modifications made to the complexes[31–33]. An excellent review on the properties of PEI 

and its contribution to gene delivery can be found in Lungwitz et al.[34] 

Many experimental studies have been done to evaluate the performance of PEI in gene 

delivery[34,35], and to explore methods that can lead to balanced efficacy and cytotoxicity.[36,37] 

These experiments are supplemented by theoretical investigations that have appeared in recent 

years, mostly through all-atom (AA) molecular dynamics (MD) simulations. AA force field 

parameters have been developed for linear PEIs using general AMBER force field by Ziebarth et 

al.[38], and for PEIs with different degrees of branching using CHARMM General Force Field 

(CGenFF)[39] by Sun et al.[40] CGenFF was also used to develop a model for linear PEI grafted 

with polyethylene glycol by Wei et al.[41], by parameterizing dihedral angle parameters against 

ab initio calculations. Recently, Beu et al.[42] used CGenFF to obtain all the parameters for linear 

PEIs by comparing with ab initio calculations. These AA force fields have been used to study 

different aspects of PEI-based gene delivery. For instance, the effect of PEI structure (degrees of 

branching) on DNA-PEI interaction was studied for low[38,40] and high MW[43] PEIs. DNA 
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aggregation by PEI was studied with[44] and without[45,46] lipid modifications on the PEI. 

Antimicrobial properties of PEI were studied using MD simulations of PEI and lipid 

bilayers[47,48]. While providing molecular details on the interaction and functionality of the PEI 

during gene delivery, the AA MD simulations are incapable of matching the length and time scales 

in the real delivery process, where the complexes formed by PEI and genetic material are greater 

than100 nm in size and the entire delivery can take hours[35].  

On a completely different scale, Yang and May[49] used the continuum level Poisson-

Boltzmann theory for linear polycations to study the proton sponge effect, a mechanism 

hypothesized for PEI-mediated gene delivery. The same process was investigated by Freeman et 

al.[50] using a system of kinetic equations to predict time-dependent functions such as volume and 

osmotic pressure of the endosome. While these simulations could match the length and time scales, 

they are limited by significantly simplified molecular structure and very approximate local 

interactions.  

Coarse-grained (CG) MD simulations sets a middle ground between the costly AA 

simulations and the approximate continuum level theories. Coarse-graining an atomic structure 

involves representing a few atoms by a single bead, thereby decreasing the total number of atoms 

(and dimension of the phase space). The intra- and intermolecular interactions are captured by 

careful parameterization of the CG model, which can produce accurate results via a reliable CG 

force field where a lower dimensional potential energy surface (PES) describes the AA PES.[51] 

There are various methods to coarse-grain an AA model, one of which is the bead-spring model 

where the bond lengths are modeled using a harmonic spring, whereas the bond angles and torsions 

are not considered. As one of the simplest CG models, the bead-spring model has been used to 

study the protonation state of linear PEI in various pH through a Monte Carlo (MC) simulation[52], 
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and the interactions of DNA with lipid modified PEI using a MD simulation[53]. Jorge et al.[54] 

studied the complexation of DNA with linear PEIs using a CG-MC simulation, where the polyions 

were approximated using harmonic bond length and bond angle potentials. An increasingly 

popular CG method is the Martini scheme developed by Marrink et al.[55], which provides a 1000-

fold speedup with accuracy comparable to AA simulations without the requirement of 

parametrization for every new simulation[56]. In addition, new CG models developed under the 

Martini scheme are compatible with previously developed Martini CG models which can be 

adopted directly to allow for simulations of complex multi-component systems. Using Martini 

scheme, Wei and Luijten[41] developed a CG model for polyethylene glycol (PEG) grafted PEI 

(PEG-g-PEI) with various grafting density. While to our knowledge this is the first and only 

Martini CG model for PEI in the literature, the focus of this work was on the complexation of 

PEG-g-PEI with small interfering RNA and not on extensive parameterization of the CG PEI. 

Because of this their CG model is only applicable to linear PEI with a single and high protonation 

ratio of 82%.  

In this work, we aim at performing a general coarse-graining of PEI by considering a series 

of PEI molecules that have different degrees of branching and protonation ratios. It is known that 

PEIs can have vastly different branching structures and protonation states[1,29,57,58],  which can 

lead to their different functionalities. Our extensive parameterization can therefore greatly benefit 

future CG simulations involving PEIs. Like in any CG modeling work, to be able to validate the 

CG models against the AA ones, the molecules we parameterized are relatively small (~600 Da). 

However, they form building blocks for larger PEIs and can be easily used and extended to 

different structures. The direct application of low MW PEI cannot be ruled out, for instance, ~600 

Da PEI grafted with β-cyclodextrin has also been reported to be quite efficient in in vivo gene 
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expression.[59] The compatibility of CG models within Martini will provide the opportunity for 

integrating the CG PEI models developed here with other well-established CG models for 

lipids[55,60], proteins[61,62], nucleic acids[63], polymers[64,65], solvents[60,66,67] and 

ions[60], to study PEI-related biomedical systems with suitable length and time scales. 

3.2. Model 

Martini[51] follows a “bottom-up” approach to model bonded interactions and a “top-down” 

approach for non-bonded interactions. First, the atomistic structures are coarse-grained by 

mapping multiple atoms into a CG bead, which typically contains 4 heavy atoms. A bead 

type[55,60,61,63,65,66,68] is then assigned to each CG bead, based on finding a molecular 

analog[60] for the AA structure within the bead and comparing free energies values from 

experiments and simulations. The sizes of CG beads under Martini are categorized into being 

“standard”, “small” and “tiny”. A “standard” bead[55] is usually created with 4:1 mapping (four 

heavy atoms to one CG bead), while a “small” bead[60] is typically used to model ring-like 

structures, with 3:1 or 2:1 mapping. Uncommonly used, “tiny” beads[63] were introduced to model 

base stacking in DNA, with 3:1 or 2:1 mapping. It should be noted that the resolution of mapping 

for each bead is not absolute; higher or lower or even fractional mapping ratios can be used.[55] 

The assigned bead type and size determine the parameters for non-bonded interactions. The 

bonded parameters are then determined by comparing the probability distributions of bond lengths, 

bond angles and dihedrals angles from AA and CG simulations. The parameters are tuned by trial 

and error till a good match is obtained between the CG and AA simulations.  
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Figure 3.1: AA and CG structures of PEI. Left Panel: AA structures of the PEIs studied in this 

work. Right Panel: corresponding CG structures. Nitrogens on the left panel and CG beads on the 

right panel are numbered consistently. The inserted table shows the indices of the protonated 

nitrogens (AA) or beads (CG) at the two different protonation ratios (23% and 46%). Details on 

the labeling of the CG beads (‘p’, ‘s’, etc.) are given in Section 3.2.1. The arrows in the right panel 

are used to indicate the direction from C terminal to N terminal inside the beads.  

Below, we follow these basic principles to develop a CG model for four different PEI 

structures with two different protonation ratios (Figure 3.1). These four structures were named in 

Sun et al.[40] as purely linear (PL), semi-linear (SL), moderately branched (MB) and 

hyperbranched (HB), based on their degree of branching. In the context of gene delivery, the two 

protonation ratios, 23% and 46%, represent the protonation states of branched PEIs under 

physiological (pH = 8) and late endosomal (pH = 6) conditions, respectively.[69] The same 
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protonation ratios are applied to all four structures to allow for a comparative study. The nitrogen 

atoms which get protonated at the two protonation ratios are indicated in Figure 3.1 using a table. 

The protonation sites were chosen by placing them as far apart from each other as possible.[40] 

Since pKa of amines follows the order of primary > secondary > tertiary, only primary and 

secondary amines are protonated.[40] Henceforth, 23% and 46% protonated SL PEI will be 

referred to as SL23 and SL46 respectively, and the other PEIs are named in the same manner. 

3.2.1. CG mapping  

The eight AA PEI structures are shown in Figure 3.1 (left panel), each consist of 13 C-C-

N groups. To coarse-grain these structures, the center of mass (COM) of each C-C-N group is 

mapped to a single CG bead (including the hydrogens). The beads that contain primary, secondary 

or tertiary nitrogen are labeled as ‘p’, ‘s’ and ‘t’ respectively. If a bead is charged, the letter ‘q’ is 

appended to its original label. For instance, a bead that contains a protonated primary nitrogen 

would be labeled as ‘pq’. This results in six different bead labels ‘tq’, ‘t’, ‘sq’, ‘s’, ‘pq’ and ‘p’. 

The PEI structures considered here only have uncharged tertiary nitrogen, so ‘tq’ beads are absent. 

AA structure of each bead mapped in this way has a C and an N terminal, which makes it 

asymmetrical. To specify the orientation of atoms inside the beads, red arrows in Figure 3.1 (right 

panel) are used to indicate the direction from the C terminal to the N terminal. This information is 

critical in classifying bond lengths, bond angles and dihedral angles, which will be discussed in 

Section 3.2.3. The mapping scheme followed by Wei and Luijten[41] differs from ours in several 

aspects. Firstly, we chose to map each C-C-N group into a CG bead whereas Wei and Luijten[41] 

chose to map the C-N-C groups. As a result, the two beads at the end of their linear PEI were 

asymmetric, with one containing four heavy atoms and the other containing two heavy atoms. 

Using a mapping scheme that produces asymmetric end beads for a symmetric polymer (linear PEI 
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as considered in [41]) is undesirable.[70] Secondly, our mapping scheme is the same for all beads 

(C-C-N), whereas Wei and Luijten[41] used four different types of mapping, two for end beads, 

one for the central linear beads (C-N-C) and another for the tertiary beads.  

3.2.2.  Non-bonded interactions and selection of bead type 

The van der Waals interaction between two beads is described by the 12-6 Lennard-Jones 

(LJ) potential  

𝒱!""𝑟#$$ = 4𝜀#$ ()
𝜎#$
𝑟#$
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%&

− )
𝜎#$
𝑟#$
+
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where, 𝑟#$ is the distance between two beads 𝑖 and 𝑗, and the LJ parameters 𝜎#$ and 𝜀#$ are 

determined by the bead type.[60] In addition, the charged beads interact with each other by the 

Columbic potential  

Where 𝑞# and 𝑞$ are the charges of beads 𝑖 and 𝑗 respectively, 𝜀( is the permittivity of free 

space, and 𝜀)  is the relative dielectric constant of the solvent. Like the exclusion of 1-4 pair 

interactions in AA simulations, 1-2 pair interactions are neglected in CG simulations.  

The “standard” CG beads can be polar (P), non-polar (N), apolar (C), or charged (Q).[60] 

These bead types are further subdivided to capture different chemical natures of the beads. Polar 

and apolar bead types are each subdivided into five levels from 1 to 5 depending on their polarity 

(low to high), while non-polar and charged beads are subdivided based on their hydrogen-bonding 

capacity (d = donor, a = acceptor, da = both, 0 = none).[60] In this work, all the uncharged beads 

have the same molecular analog, ethylamine. To choose the most suitable bead type, free energy 

of hydration and partitioning free energy to move a solute from organic solvents (hexadecane, 

𝒱*"𝑟#$$ =
𝑞#𝑞$

4𝜋𝜀(𝜀)𝑟#$
 3.2 
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chloroform and octanol) to water are evaluated for different Martini beads[60], and compared with 

the corresponding experimental values for ethylamine[71,72] (Table 3.1). Examining all the data, 

P1 and P2 are found to be the best candidates for the unchanged beads. For the charged beads, the 

type Qd is chosen because of their capability to serve as hydrogen bond donor.  

Table 3.1: Hydration and partitioning free energy of CG beads. Hydration free energy (∆𝐺+,-) 

and partitioning free energy to move a solute from hexadecane to water (∆𝐺./
01)2), from chloroform 

to water ( ∆𝐺3/
01)2 ), or from octanol to water ( ∆𝐺4/

01)2 ). Comparison is made between 

ethylamine[71,72] (experimental value) and Martini CG beads[60,66] (tabulated data reported in 

the literature except for C5 and C2 in PW). The partitioning free energy is the same for polarizable 

water (PW) and non-polarizable water (W).[66]  

beads 
∆𝑮𝒉𝒚𝒅 5 kJ

mol
6 ∆𝑮𝑯𝑾

𝒑𝒂𝒓𝒕 5 kJ
mol
6 ∆𝑮𝑪𝑾

𝒑𝒂𝒓𝒕 5 kJ
mol
6 ∆𝑮𝑶𝑾

𝒑𝒂𝒓𝒕 5 kJ
mol
6 

PW[66] W[60] W[60] considered applicable to PW[66] 

P5 -24.5 -25 -28 -18 -10 

P4 -18.7 -18 -23 -14 -9 

P3 -18.7 -18 -21 -10 -7 

P2 -13.5 -14 -17 -2 -2 

P1 -13.5 -14 -11 -2 -1 

Nda -8.3 -9 -7 0 3 

Nd -8.3 -9 -7 0 3 

Na -8.3 -9 -7 0 3 

N0 -3.2 -2 -2 6 5 

C5 N/A 1 5 10 6 

C4 4.0 5 9 13 9 

C3 4.0 5 13 13 14 

C2 N/A 10 16 15 16 

C1 10.6 14 18 18 17 

Ethylamine[71,72] -19 -9 -2 -1 
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Different from our work, Wei and Luijten[41] used “small” beads based on the rationale 

that Martini mapping is usually 4:1, and the 3:1 mapping used in their work (and ours) is finer. 

However, the most important difference between “standard” and “small” beads is that “small” 

beads were introduced to model ring structures where the range and strength of the LJ interaction 

are smaller compared with “standard” beads.[60] This treatment allows the “small” beads to form 

ring structures that are absent in PEI. Such ring-forming behaviors were in fact observed in Lee et 

al.[65] for low MW PEG when “small” beads were assigned in the CG model. To avoid such 

unrealistic ring formation, we used the “standard” size CG beads. Furthermore, our mapping 

scheme allows us to use only two types of beads for all possible PEI structures, while the four 

different mappings in Wei and Luijten[41] require five bead types. It should also be noted that free 

energy comparison, such as shown in Table 3.1, was not presented in Wei and Luijten[41] and it 

is not clear why the specific bead types were chosen.  

3.2.3.  Bonded interactions  

Bond lengths (Eq 3.3) are modeled using a harmonic potential,𝒱EFG-  where 𝑟#$  is the 

distance between two bonded beads 𝑖  and 𝑗 , 𝐾EFG-  is the force constant, and 𝑟EFG-,*I  is the 

equilibrium bond length. Bond angles (Eq 3.4) are modelled using a cosine type harmonic potential 

𝒱1GJ, where 𝜃#$K is the angle between consecutive beads 𝑖, 𝑗 and 𝑘, 𝐾1GJ is the force constant and 

𝜃1GJ,*I is the equilibrium bond angle. 

𝒱EFG-"𝑟#$$ =
1
2𝐾EFG-"𝑟#$ − 𝑟EFG-,*I$

& 3.3 

𝒱1GJ"𝜃#$K$ =
1
2𝐾1GJ"cos 𝜃#$K − cos 𝜃1GJ,*I$

&
 3.4 

The dihedral angles (Eq 3.5) are modeled using a sum of periodic potentials (𝒱-#+L), where 

𝜙#$KM is the dihedral angle between consecutive beads 𝑖, 𝑗, 𝑘 and 𝑙. 𝐾-#+,N is the force constant for 
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the 𝑤th periodic potential, 𝑛-#+,N determines the number of peaks in this potential, and 𝜙-#+,*I,N 

specifies the location of those peaks. The parameter 𝑛-#+,N in Eq 3.5 is an integer, which depends 

on 𝑤 as shown in Eq 3.6, where ⌈∙⌉ is the greatest integer function. 

𝒱-#+L"𝜑#$KM$ = G 𝐾-#+,NH1 + 𝑐𝑜𝑠"𝑛-#+,N𝜑#$KM − 𝜑-#+,*I,N$M
/

NO%

 
3.5 

 

𝑛-#+,N = N
𝑤 + 1
2 O 3.6 

The parameters in Eq 3.3-3.6 are determined by first making an initial guess for their values, 

followed by tuning of these values by trial and error. To explain the procedure, we will use the 

bond lengths as an example. First, AA simulations are performed for all the eight AA structures, 

from which we obtain the AA trajectories for the PEIs. These AA trajectories are then converted 

to CG trajectories, using the mapping scheme discussed in Section 3.2.1. From the mapped CG 

trajectories, the probability distributions for the bond lengths can be calculated. Recognizing that 

many of the bonds in the eight structures are identical in nature (explained in Section 3.2.4), the 

probability distributions of these identical bonds are averaged to obtain a single, averaged, 

probability distribution for each distinct bond length. These averaged probability distributions are 

obtained directly from the AA simulations (without running any CG simulations), and therefore 

are referred to as the averaged AA distributions. The initial guess for the CG bond length 

parameters in Eq 3.3 can now be obtained by applying a direct Boltzmann inversion (DBI)[73] on 

the averaged AA distributions. This method was used by Seo et al.[62] to improve dihedral angle 

parameters for Martini proteins, but was found to be an effective way to generate the initial guess 

for all the bonded parameters in this work. Specifically, from the averaged AA distribution 𝑃EFG-AA  

for a bond length we can calculate the potential energy 𝑈EFG-AA  for this bond by 𝑈EFG-AA =
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−𝑘Q𝑇𝑙𝑛(𝑃EFG-AA ), where 𝑘Q is the Boltzmann’s constant and 𝑇 is the absolute temperature. 𝑈EFG-
AA  

is then curve fitted with the bond length potential (Eq 3.3) to obtain the initial guess for the bond 

length parameters 𝐾EFG- and 𝑟EFG-,*I.  

The initial guess for bond angle and dihedral parameters can be obtained in the same way, 

which provides a complete set of initial parameters that allow for CG simulations. The CG 

simulations will generate new probability distributions for bond lengths, angles, and dihedrals, 

which will be referred to as the CG distributions. It should be noted that CG distributions are 

obtained for individual structures while the averaged AA distributions are obtained by averaging 

distributions from the eight PEI structures. The CG simulations are run one structure after another 

starting from SL46 followed by MB46, HB46, PL46, SL23, MB23, HB23, and finally PL23. The 

CG distributions are compared with the corresponding averaged AA distributions, and depending 

on the difference, the CG parameters are updated until a good match is obtained between the two 

sets of distributions. Bonded parameters determined from previously simulated structures are used 

directly if the same bonded interactions appear again in a structure simulated later. For example, 

the parameters for bond length ‘t-s’ are determined first from SL46 and then directly used for the 

same bond in MB46, HB46, SL23, MB23 and HB23. CG distributions for the ‘t-s’ bond obtained 

from simulating these structures (MB46, HB46, SL23, MB23, HB23) are checked to make sure 

that they also match well with the averaged AA distribution (see Appendix A for details). As new 

bond lengths, angles and dihedrals appear in a new structure, their parameters are obtained as 

mentioned above. This is continued until all the bonded parameters for the eight PEI structures are 

found. 

Adjusting the bonded parameters to match the averaged AA and CG distributions is an 

iterative process. For the bond lengths and angles, the parameters in Eqs 3.3 and 3.4 control the 
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location of the extrema (𝑟EFG-,*I, 𝜃1GJ,*I) and the width of the distributions (𝐾EFG-, 𝐾1GJ). They 

can therefore be systematically varied to achieve better matching. Such a trial-and-error method is 

not trivial for the dihedral angle potentials (Eq 3.5). For most dihedral angles the CG distribution 

matches the averaged AA distribution very well using the initial guess of parameters from DBI 

and eight periodic functions (𝑊 = 8 in Eq 3.5), with a few requiring more than eight. However, 

for some dihedrals good matching between CG and averaged AA distributions cannot be obtained 

with DBI alone. For those dihedrals, a method similar to the iterative Boltzmann inversion[74] 

(IBI) is used. Consider a specific dihedral for which we would like to determine the parameters in 

Eq 3.5. In the 𝑚th iteration of IBI (𝑚 ≥ 1), a CG simulation is performed based on the current 

bonded parameters, and a CG distribution "𝑃-#+LCG $
T
 is obtained for this dihedral. Its corresponding 

potential energy, "𝑈-#+LCG $
T
, is calculated using "𝑈-#+LCG $

T
= −𝑘Q𝑇𝑙𝑛"𝑃-#+LCG $

T
. The difference 

between "𝑈-#+LCG $
T
 and the potential energy evaluated from the averaged AA distribution, 𝑈-#+LAA =

−𝑘Q𝑇𝑙𝑛𝑃-#+LAA , is computed and "𝛿𝑈-#+LCG $
T
=	"𝑈-#+LCG $

T
− 𝑈-#+LUU  is curve fitted to a function 

(𝛿𝑉-#+L)T in the form of Eq 3.5. The new potential for the dihedral angle is then obtained using 

(𝑉-#+L)TV% = (𝑉-#+L)T + 𝜗(𝛿𝑉-#+L)T, where 𝜗 is a positive real number less than one.  

3.2.4.  Nomenclature for bonded interactions 

To group similar bonds, angles and dihedrals (for calculating averaged AA and CG 

distributions) we systematically name them as follows. First, consider the bond lengths in the eight 

structures. The bond formed between beads i and j will be referred to as bond i-j, where i and j are 

the indices for the CG beads shown in Figure 3.1. Intuitively one may think that bonds i-j and j-i 

are identical, but this is not necessarily the case for the CG beads. For instance, bonds 5-7 and 9-

10 in SL46 look similar in the CG structure, however their AA structures show a difference 
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because the tertiary nitrogen is near the center for bond 5-7 while it is near the edge for bond 9-10. 

Therefore, bonds 5-7 and 9-10 are treated differently based on the order of their beads with respect 

to the red arrow in Figure 3.1. Along the direction of the red arrow, which points from the C 

terminal to the N terminal, bond 5-7 is ‘t-s’ while bond 9-10 is ‘s-t’. If we look at bonds 4-5 and 

5-8 in MB23 (note: carbons of bead 5 are present in the side chain), along the direction of the red 

arrows, they are both ‘t-s’ and hence identical. Many bond lengths in the eight structures can then 

be identified to be the same. For example, bonds 1-3, 5-7 and 10-12 in SL46 and SL23, 10-12 in 

MB46, 4-5, 5-8 and 10-12 in MB23, as well as 2-3, 7-8 and 10-12 in HB46 and HB23 are all ‘t-s’; 

while bonds 9-10 in SL46, 4-5 and 9-10 in SL23, 5-6 and 9-10 in MB46 and MB23, and 5-6 in 

HB23 are ‘s-t’. The bond length distributions of these identical bonds, based on CG trajectories 

mapped from AA simulations, are averaged to obtain the averaged AA distribution as mentioned 

earlier. 

Similarly, when examining the bond angles, denoted as angle i-j-k, the direction of the red 

arrows (from C to N terminals) are followed. For example, bond angles 1-3-4 and 5-7-8 in SL46 

both belong to ‘t-s-sq’, whereas bond angles 8-9-10 in SL46 and MB46, and 5-6-7 in MB46 and 

MB23 all belong to ‘sq-s-t’. Special care should be taken for beads that contain a tertiary nitrogen 

because each of them has three associated bond angles, two of which can be arranged from C to N 

terminals (referred to as normal bond angles), while the third can only be arranged from N to N 

terminals (referred to as an N-type bond angle). For example, in SL46 bond angle 6-5-7 is an N-

type bond angle while angles 4-5-7 and 4-5-6 are normal bond angles. Since the red arrows in 

Figure 3.1 point from C to N terminals, we can identify the N-type bond angles as the angles 

where the direction of the red arrow changes. By definition, the bead in the middle of an N-type 

bond angle must be either ‘tq’ or ‘t’. To denote the N-type bond angles, the letter ‘N’ is prefixed 
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to the label; for example, bond angle 6-5-7 in SL46 can be either ‘Npq-t-s’ or ‘Ns-t-pq’. N-type 

angles are symmetrical because they are from one N terminal to another, and the terminal beads 

are connected to same tertiary bead, making both ‘Npq-t-s’ and ‘Ns-t-pq’ equivalent. 

A similar analysis can be done for dihedral angles, denoted as dihedral i-j-k-l. Like bond 

angles, a dihedral angle is called an N-type dihedral if it can only be arranged from N to N terminals. 

An N-type dihedral must contain a ‘t’ or ‘tq’ bead, and this bead may be located at either the second 

or the third position. To keep the naming simple, we arrange the beads such that the first three 

beads form an N-type bond angle and the last three beads form a normal bond angle. In such a 

representation, the second bead is always a tertiary bead. For instance, dihedral 6-5-7-8 in SL46 

belongs to ‘Npq-t-s-sq’ and dihedral 7-6-5-8 in MB46 belongs to ‘Nsq-t-s-sq’. Even though N-

type dihedral angles are from N to N terminal they are not symmetrical like N-type bond angles. 

Dihedral angle ‘Ni-j-k-l’ is not the same as ‘Nl-k-j-i’ because the former has ‘Ni-j-k’ as an N-type 

bond angle while the latter has ‘Nl-k-j’ as an N-type bond angle.  

The parameters for all bond lengths, bond angles and dihedral angles present in the eight 

PEI structures were obtained after many trial-and-error iterations and are reported in Tables A1-

A3 in Appendix A. 

3.2.5.  AA simulation methodology 

AA simulations were run on the eight different PEI structures separately. Each system 

consisted one PEI in TIP3P water[75], with a proper number of Cl– ions added to neutralize the 

system i.e., the salt concentration was zero. To study the effect of salts, additional AA simulations 

were run for all the PEI structures in 150 mM KCl salt solution mimicking the physiological 

conditions.[32] Force field parameters for the AA models were adopted from Sun et al.[40], which 

was developed based on the CGenFF[39]. The initial structure for the PEI in each AA simulation 
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was solvated in a rectangular box with a margin of 2 nm from all sides. Each system was first 

subjected to steepest descent energy minimization. This was followed by constrained NVT 

simulation at 300 K and then constrained NPT simulation at 300 K and 1 bar, where all the bonds 

in the PEI and water were constrained using the LINCS algorithm.[76] The temperature was 

maintained using a velocity-rescaling thermostat[77] with a time constant of 0.1 ps, and the 

pressure was maintained using Berendsen barostat[78] with a time constant of 2 ps and 

compressibility of 4.5 × 10-5 bar-1. Finally, all constraints were removed except the bonds involving 

hydrogen atoms, and NPT simulation was run using Parrinello-Rahman barostat[79] and velocity-

rescaling thermostat[77] with the same time constants and compressibility. The NPT simulation 

was performed for 100 ns and the last 50 ns was used for analysis. In all simulations, periodic 

boundary condition was applied in all directions and equations of motion were integrated using 

the leapfrog algorithm with a time step of 2 fs. Short-range non-bonded interactions were cut off 

at 1.2 nm, while long-range electrostatic interactions were handled using particle-mesh 

Ewald[80,81] (PME). A dispersion correction was introduced to adjust both pressure and energy 

to compensate for the cutoff of non-bonded interactions.  

3.2.6.  CG simulation methodology 

CG Simulations corresponding to AA simulations were conducted with P1-Qd and P2-Qd 

beads in polarizable Martini water[66] (PW) and non-polarizable water[55] (W). The bonded 

parameters for the CG simulations were determined from P1-Qd PEIs in PW and 0 mM KCl. Since 

simulations with non-polarizable water are much faster but less accurate, this comparison allows 

us to assess the feasibility of employing non-polarizable water for PEI-related CG simulations. 

Initial structures of the PEIs in the CG simulations were obtained by mapping the equilibrated 

configurations at the end of the AA simulations using the mapping scheme specified in Section 



 

 65 

3.2.1. All CG simulations were performed at the same temperature and pressure as in the AA 

simulations, following the same steps with the exclusion of a constrained NVT simulation after 

energy minimization. Since the low-amplitude high-frequency fluctuations are removed from the 

PES in the CG models[51], no additional constrained NVT simulation was necessary prior to the 

NPT simulation. The LJ potential was cut off at 1.2 nm by smoothly shifting it to zero between 

0.9 and 1.2 nm. The electrostatic forces in the long range were handled using PME[80,81], and in 

the short range were cut off at 1.4 nm and smoothly shifted between 0.0 and 1.4 nm. Periodic 

boundary condition was applied in all the directions. The dielectric constant was taken to be 2.5 in 

PW[66] and 15 in W[55]. The same thermostat and barostat used in the AA simulations, with 

identical coupling parameters, were used except that a time constant of 0.5 ps was used in the 

Berendsen thermostat for both constrained and unconstrained NPT simulations in CG simulations 

with W. The smoother PES allowed a larger time step of 10 fs to be used in all CG simulations. 

Simulation parameters for systems with 150 mM KCl are identical to those used for the 0 mM KCl 

systems. It is worth pointing out that dynamics in CG simulations is faster compared to AA 

simulations due to the smoother PES. The speedup factor can be calculated by comparing the self-

diffusion coefficients of individual water molecules in AA and CG simulations. Because each CG 

water bead in Martini consists of four water molecules, the standard time scaling factor is taken to 

be four.[55] Unless otherwise specified, time (except for time step and time constant) in this work 

for all CG simulations is the effective time, scaled according to this speedup factor. For all systems, 

the unconstrained NPT simulation was run for an effective time of 100 ns and the last 50 ns were 

used for analysis. All the MD simulations, AA and CG, were performed using Gromacs software 

package version 4.6.5.[76]  
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3.2.7.  Potential of mean force calculation 

Potential of mean force (PMF) was calculated between DNA and PEI using umbrella 

sampling, taking the distance between their centers of mass (COM) as the reaction coordinate. A 

Drew-Dickerson dodecamer DNA d(CGCGAATTCGCG)2 with 24 nucleotides (12 base pairs) in 

its fully deprotonated state and the SL46 PEI were used for the PMF calculation. For AA 

simulations, CHARMM27 force field[82] was used for the DNA, parameters developed and 

validated by Sun et al.[40] based on CGenFF[39] were used for the PEI, and TIP3P[75] model 

was used for the water molecules. For CG simulations, CG parameters developed in this work 

were used for the PEI (P1-Qd and P2-Qd), and the Martini DNA[63] and polarizable water model[66] 

were adopted without modification.  

In the AA simulations, the DNA and PEI were initially placed 1.5 nm apart (COM-COM 

distance) along the 𝑧-axis, with their principal axes aligned with the 𝑥-axis. The COM of the PEI 

was then pulled along the 𝑧-axis, while restraining the backbone carbon and oxygen atoms in DNA 

with a spring of force constant 1000 kJmol-1nm-2, to generate a set of configurations serving as 

initial configurations in the umbrella sample simulations. These configurations correspond to 

DNA-PEI COM-COM distance between 1.2 nm and 5.4 nm, with a step of 0.1 nm. Each umbrella 

sampling simulation was performed for 20 ns where the DNA-PEI COM-COM distance was 

restrained with a harmonic spring of force constant 1000 kJmol-1nm-2. The PMF was then 

calculated from all of the umbrella sampling simulations using the weighted histogram analysis 

method.[83] The CG simulations followed the same procedure except that the initial configurations 

were generated at every 0.05 nm, and the harmonic spring had a force constant of 2000 kJmol-1nm-

2. Each umbrella sampling simulation was performed for 200 ns. All simulations were done in a 
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cuboidal box with initial dimensions of 6×4×12 nm3 containing water and 150 mM KCl salt, at the 

temperature of 300 K and pressure of 1 bar.  

All PMF were calculated using Gromacs 5.1.4,[84] and its average and standard deviation 

was calculated from 1000 umbrella sampling trajectories generated using Bayesian bootstrap.[85] 

The time window used to calculate AA- and CG-PMF are 10-20 and 50-200 ns respectively. 

3.3. Results and discussions 

3.3.1.  Bonded parameters 

For all the eight structures, there are 99 different bonded distributions and the quality of 

matching for a few of them is shown in Figure 3.2. As described earlier, the bonded parameters 

were first developed for P1-Qd PEI structures in PW (PW-P1) with 0 mM KCl salt. Then, other 

CG simulations were performed with the same bonded parameters for P2-Qd PEIs, salt 

concentration of 150 mM KCl, and W. Therefore, each subfigure contains ten curves: two averaged 

AA distributions at 0 and 150 mM KCl, and two CG distributions at 0 and 150 mM KCl for PW-

P1, PW-P2, W-P1, and W-P2. Systems with 0 and 150 mM salt concentrations showed negligible 

difference in the averaged AA distributions. This is well captured by our CG distributions, which 

remain unaltered irrespective of the water model, salt concentration or bead type (P1 or P2) used. 

No difference is observed for P1 and P2 beads because the non-bonded interactions P1-P1, P1-Qd, 

P1-PW, and P1-W are equivalent to P2-P2, P2-Qd, P2-PW, and P2-W respectively. That is, P1-Qd and 

P2-Qd models are equivalent if the system only contains PEI and water.[60] 

Figure 3.2a represents the distributions of bond length ‘t-s’, where the CG distributions 

from different simulations (in PW or W, with or without salt, P2 or P1) can capture the location of 

peak (most probable bond length) and width of the averaged AA distribution. The distributions of 

two bond angles ‘t-s-sq’ and ‘Npq-t-s’ are shown in Figure 3.2b and Figure 3.2c respectively. 
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The CG distributions of ‘t-s-sq’ overlap well with the averaged AA distribution, whereas there are 

noticeable differences between the CG and averaged AA distributions for bond angle ‘Npq-t-s’. 

Specifically, the location of the peak, which dictates the most probable bond angle, is slightly 

larger in the CG distributions (84º as compared to 81º in the averaged AA distributions). This 

implies that the distance between the terminal beads (‘pq’ and ‘s’) is slightly larger in the CG 

simulations. We calculated time average of this distance from the CG simulation to be 0.457 nm, 

which is smaller than the equilibrium distance (0.527 nm) in the LJ potential (Eq 3.1). Therefore, 

the terminal beads experience a repulsive force. As a result, further decreasing the equilibrium 

bond angle (𝜃1GJ,*I in Eq 3.4) did not improve the quality of the matching. Additional adjustment 

of the force constant (𝐾1GJ) was performed but also found to be ineffective: lowering 𝐾1GJ causes 

the most probably bond angle to further increase, while using a higher 𝐾1GJ makes the probability 

distribution very sharp. Similar observations were made for most N-type bond angles. The 

difficulty of finding a perfect matching for an N-type bond angle may be associated with the bulky 

structure near the tertiary bead, which is simultaneously attached to three beads. It is challenging 

to accommodate the steric hindrance of these beads and the non-bonded interactions among all of 

them. Nevertheless, the CG distributions still match the averaged AA distributions reasonably well 

and similar degree of discrepancy has been deemed acceptable.[63] The dihedral angle“Npq-t-s-

sq” in Figure 3.2d is modeled perfectly, and it is interesting to notice that the N-type dihedral 

angle does not suffer from the same discrepancy as seen in Figure 3.2c. This is because the 

dihedral angle involves four beads which experience less steric hindrance, and the distance 

between terminal beads is well above the equilibrium distance in the LJ potential.  
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Figure 3.2: Validation of bonded parameters. Representative averaged AA distributions (AA) 

and CG distributions for SL46: (a) Bond length “t-s”, (b) Bond angle “t-s-sq”, (c) Bond angle 

“Npq-t-s” (same as “Ns-t-pq”), and (d) Dihedral angle “Npq-t-s-sq”. Each subfigure contains ten 

curves that correspond to AA simulations with 0 and 150 mM KCl, CG simulations with 0 and 

150 mM KCl with P1-Qd PEI in PW (PW-P1), P2-Qd PEI in PW (PW-P2), P1-Qd PEI in W (W-P1), 

and P2-Qd PEI in W (W-P2). 

The comparisons between averaged AA and CG distributions for all bonded interactions 

are given in the Appendix A. A vast majority of the averaged AA distributions for bond lengths 

and bond angles contain a single peak; these distributions are excellently matched by our CG 

distributions. A few averaged AA distributions for bond lengths and bond angles show multiple 

peaks, which is not an artifact of averaging multiple bond lengths/bond angles. Wei and Luijten[41] 

also observed such distributions, even though they used a different mapping scheme. In those cases, 

our CG distribution accurately captures the average bond length/angle, and the shape of the 

distribution matches reasonably well. For dihedral angles, the CG distributions matched almost 
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perfectly with the averaged AA distributions except for a few dihedrals in the HB PEIs, primarily 

due to steric hindrance in those highly branched structures. Even then, the CG distributions have 

properly captured the location of the peaks, and only overestimated or underestimated certain peak 

heights. The averaged AA distributions were obtained from the last 50 ns of the 100 ns simulations. 

As a check of equilibrium, the averaged AA distributions were also evaluated over the periods of 

50-75 ns and 75-100 ns (see Figure A6 in Appendix A). The distributions over different time 

windows almost overlap, confirming the attainment of equilibrium. 

3.3.2.  Global properties 

To further validate the CG model, two global properties of the polymers, namely the end-

to-end distance (𝑅*) and radius of gyration (𝑅J), are calculated from the CG simulations and 

compared with the results from AA simulations (using the mapped trajectories). For the branched 

structures (SL, MB and HB), 𝑅* was taken to be the end-to-end distance of the longest linear chain 

(bead 1 to bead 13 in Figure 3.1). Average value of 𝑅* and 𝑅J are represented in Figure 3.3, along 

with their standard deviations. Each subfigure contains eight sets of data, one for each PEI 

molecule. For each set, there are ten columns that correspond to results from AA, PW-P1, PW-P2, 

W-P1, and W-P2 simulations, with either 0 or 150 mM KCl. 

The average and standard deviation of 𝑅* and 𝑅J is comparable for P1 and P2 because both 

have an identical forcefield. Considering the standard deviations, a good overlap is observed 

between the AA and CG results in all systems. The standard deviation tends to be higher in the PL 

and SL structures, which is expected since the PL and SL structures are more flexible and undergo 

greater fluctuations. Even though the CG parameters were obtained from the PW-P1 at 0 mM KCl, 

the addition of salt did not have a strong influence on the values of 𝑅* and 𝑅J, nor did it affect the 

comparison with its AA counterparts. In fact, the difference between the result in 0 and 150 mM 
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AA simulation is small, indicating that the screening effect of salt on such small molecules is 

negligible, although it is known to strongly affect the conformation of macromolecules.[86] 

 
Figure 3.3: Validation of global properties. Comparison of (a) end-to-end distance, and (b) 

radius of gyration between AA, PW-P1, PW-P2, W-P1, and W-P2 simulations with 0 mM and 150 

mM KCl. The error bars represent the standard deviations of the quantities. 

At a given protonation ratio, the AA simulations predict 𝑅* and 𝑅J to decrease with the 

increase in degree of branching (PL > SL ≥ MB > HB). Overall, the same trend is predicted by the 

CG simulations, except for PL46 and SL46 simulated in W. These two systems also have the 

largest discrepancy when compared with the corresponding AA simulations. Clearly, all systems 

studied in the CG-PW simulations have produced results that match better with the AA simulations. 

In the following section, we further discuss the quality of the water model (PW vs. W). 
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3.3.3.  Quality of the water model 

The Martini PW model includes partial charges to model the dipole moment of water[66], 

and is thus superior to the Martini W model in predicting ion-ion and ion-water interactions. In 

Figure 3.3, it has been observed that the W model is less accurate than the PW model, especially 

in linear structures with higher protonation ratios. However, there is still reasonable overlap 

between the results in W and those from AA simulations, and it captures the trend of 𝑅* and 𝑅J 

accurately except for PL46. In addition, the W water model is computationally more efficient than 

PW, as each PW has two additional particles with charges.[66] It is therefore of interest to further 

examine the quality of the W model. To do so, we plot two radial distribution functions (RDFs) in 

Figure 3.4 for system SL46. The RDFs for the other structures share qualitative similarity and 

hence are not shown here. 

Figure 3.4a shows the RDF of Cl– around N+ in both 0 mM and 150 mM KCl solutions. 

RDFs from the AA simulation (with and without salt) both show a prominent first peak at 0.315 

nm which corresponds to the first co-ordination shell, and a secondary peak at 0.528 nm which 

corresponds to Cl– and N+ separated by a single layer of water. The system with 150 mM KCl has 

a higher number density of Cl– (six times the density in 0 mM KCl) and has a lower peak height 

because the RDF is normalized with respect to the bulk density. In case of CG simulations, the 

RDF was calculated between charged PEI beads (‘sq’ or ‘pq’) and CG beads representing chloride 

ions. The RDFs for PEIs modeled with P1 beads are very similar to the ones modeled with P2 beads 

because they have equivalent forcefield when considering only PEI and water. Compared with the 

AA results, the peak at 0.315 nm is absent in all CG simulations because each CG chloride ion is 

internally solvated with four water molecules[60]. The first peak of the RDF in PW-P1 and PW-

P2 is at 0.492 nm and that for W-P1 and W-P2 is at 0.510 nm, irrespective of the salt concentration. 
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These values in fact match very well with the second peak in the AA RDFs. Like the AA 

simulations, for both water models (PW or W), the height of the peaks is lower for the system 

containing 150 mM KCl.  

 
Figure 3.4: Comparison of water models. Radial distribution functions for (a) chloride ions 

around protonated nitrogens in 0 and 150 mM KCl; and (b) potassium ions around protonated 

nitrogens in 150 mM KCl. All data are for SL46 in AA, PW-P1, PW-P2, W-P1, and W-P2 

simulations. 

More interestingly, at a given salt concentration (0 or 150 mM), the peak height is 

considerably larger in CG-W, which signifies that Cl– are on average closer to N+ in CG-W. Figure 

3.4b represents the RDF of K+ around N+ in the simulations with 150 mM KCl. The RDF for CG-

PW closely follows the AA simulation, whereas the RDF of CG-W has a significant amount of K+ 

accumulation near N+ between 0.8 and 1.2 nm. This can be explained by the attraction of K+ 

towards Cl– which is accumulated near N+ (as seen in Figure 3.4a). Clearly, the W model 

overestimates ion-ion interactions, which was also reported by Wei and Luijten [41].  
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From the discussions above, it can be concluded that while simulating the CG PEI in W 

gives reasonable predictions for the global properties of the PEIs, it poorly predicts the distribution 

of ions around a charged polymer[66]. The over-predicted electrostatic interactions in W can in 

turn influence the binding of the PEIs with other charged molecules such as nucleic acids in gene 

delivery. Therefore, the W model should be used with caution in CG PEI simulations.  

3.3.4.  DNA-PEI interaction 

To assess the compatibility of the developed CG PEI model with existing Martini DNA[63], 

PMF calculations were performed between a SL46 PEI and 12 base pair DNA at AA and CG levels 

(see Section 3.2.7 for details). In Figure 3.5, the PMF generated from AA simulations shows an 

initial decrease corresponding to repulsion between the two molecules at close proximity. The 

PMF reaches the global minimum of -33 kJ/mol at 1.06 nm, beyond which it increases with the 

DNA-PEI COM-COM distance, representing an attractive force. A stationary value is reached at 

3 nm where the interaction between the DNA and PEI is negligible. The PMF obtained from the 

CG simulations shows similar behavior: PW-P1 reaches a global minimum of -36 kJ/mol at 0.98 

nm and becomes stationary after 3 nm; PW-P2 reaches a global minimum of -32 kJ/mol at 0.95 

nm and becomes stationary after 3 nm. The location of the global minimum, well depth, and the 

shape of AA-PMF is accurately captured by both PW-P1 and PW-P2 and their difference with 

AA-PMF is well within the accepted range of Martini.[60,61,63,68] These results indicate that 

when our CG PEI models does not require additional parameterization to simulate interactions 

with the Martini DNA.[63] Overall, PW-P1 is better than PW-P2 at modeling AA-PMF. 
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Figure 3.5: Validating compatibility of PEI and DNA forcefield. Potential of mean force 

between DNA and PEI using the distance between their COM as the reaction co-ordinate. Solid 

line represents the average over 1000 Bayesian bootstrap trajectories[85] and the corresponding 

shaded region represent the standard deviation. 

3.3.5.  Applications of the CG-PEI model  

The CG model developed here is based on small PEIs with MW of ~600 Da. Since we 

considered 8 molecules with different structures (degrees of branching) and protonation states, the 

model has included most of the key building blocks present in a typical PEI, in particular 

protonated and non-protonated primary and secondary amines, and tertiary amines. PEIs with 

higher MW such as 25kDa[87] have shown to be very effective in gene delivery. Bond lengths, 

bond angles and dihedrals developed in this work are likely to appear again if such larger PEIs are 

to be investigated. The parameters determined here can therefore be directly used, to reduce the 

number of new bonded interactions that need to be parametrized. In fact, higher MW PEIs 

constructed with repeating units of PL, SL and MB PEIs studied here can be generated without 

introducing any additional bonded parameters. This will allow us to model large-scale polymer 

solutions with different polydispersity index. Our model can also be used as a starting point to 
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model modified PEIs such as PEG-g-PEI, Poly(2-methyl-2-oxazoline), Poly(2-ethyl-2-oxazoline), 

Poly(2-propyl-2oxazoline) and Ethoxylated PEI, with additional determination of the parameters 

associated with the junctions and side groups.  

The selection of bead types and hence non-bonded parameters were determined by 

comparing various free energies with experimental values, and they are directly applicable to other 

PEI molecules with different MW and degree of branching, in a wide range of solvents. The CG 

PEI model can also be used in conjunction with other Martini models, e.g. DNAs[63], 

proteins[61,68], lipids[60], etc., to study their interaction and usage in applications such as gene 

delivery. In such cases, additional potential of mean force calculations should be performed to 

validate the interaction between the PEI and other Martini models.  

While there are CG models for branched polymers such as PAMAM[88] and branched 

polyethylene[89], they have been limited to very specific structures. Even for a molecule like PEI 

with a wide range of branching, existing CG models are limited to linear chains[41,53,54]. To our 

knowledge our methodology to model branched polymers is one of the first, and the same approach 

can be adopted to coarse-grain other branched polymers.  

3.4. Conclusion 

We have developed a coarse-grained model of PEI, under the Martini scheme, that is 

applicable to PEIs with different degrees of branching, molecular weights, and protonation ratios. 

Based on various solvation and partitioning free energies, two types of beads were selected to 

model the non-bonded interactions, and they can be used to model any PEI structures. Extensive 

parameterization was done for the bonded interactions, with probability distributions that compare 

well with all-atom simulations. Our coarse-grained model accurately captures the behaviors of PEI 

in water without salt, as well as in aqueous solution at physiological salt concentration relevant to 
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biological processes. Compared with the Martini polarizable water, the non-polarizable water 

model predicts poorer but still acceptable structural parameters (𝑅*, 𝑅J) for the PEIs. However, it 

significantly overestimates the ion-ion interactions, leading to accumulation of ions around the 

protonated amines which is much higher than results from all-atom simulations. The model 

developed here can be used in conjunction with other Martini models and can be further expanded 

to model higher MW PEI and modified PEIs.  
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Chapter 4   

Polyethylenimine-DNA Nanoparticle Formation* 

*A version of this chapter’s sections has been adapted with permission from Mahajan S., and 

Tang T., Polyethylenimine-DNA Ratio Strongly Affects Their Nanoparticle Formation: A 

Large-Scale Coarse-Grained Molecular Dynamics Study, J. Phys. Chem. B 2019, 123, 9629-

9640. Copyright © 2019 American Chemical Society. 

 

4.1. Introduction 

Over the last few decades, gene delivery has been gaining attention as a means to treat 

genetic defects.[1,2] In this process, genetic materials such as DNAs are “delivered” to the cell to 

induce a therapeutic response against genetic defects, which can be hereditary or arise from harsh 

environmental conditions. One challenge in DNA delivery is to find an effective delivery system 

because DNAs by themselves are ineffective in cell internalization and are prone to degradation.[3] 

Gene delivery was first achieved using viral vectors because viruses are capable of transferring 

their genetic materials into a cell to reproduce.[4] Although viral vectors are modified so that they 

cannot replicate, they may still result in immune response in the host and therefore have significant 

safety concerns. As a result, non-viral delivery has been investigated due to the low cost, ease of 

synthesis, and relatively lower safety concerns. The efficacy of non-viral delivery, however, is not 

yet at par with viral delivery.  

There have been numerous studies on non-viral vectors and among them, polyethylenimine 

(PEI) has shown a lot of potential.[3,5–9] PEIs are comprised of repeating amine groups, which 

can form a wide variety of structures from completely linear to highly dendritic. They are highly 



 

 86 

soluble in water, and due to the presence of many nitrogen atoms, they act as a buffer over a large 

range of pH.[1,10] At physiological pH, PEIs are weak bases and positively charged, with ~21% 

of their nitrogen being protonated.[11] Meanwhile, DNAs are strong acids and negatively charged 

due to the presence of phosphates on their backbone. Adding PEIs to DNAs results in charge 

neutralization and condensation of DNAs, and aggregation of these condensed DNAs to form 

nanoparticles (NPs).[12] Properties of the NPs such as hydrodynamic radius, surface charge and 

shape depend on the structure and molecular weight of PEI being used, molecular modifications 

made to PEIs such as the grafting of aliphatic chains, as well as the N/P ratio (ratio of the total 

number of amines in PEIs to that of phosphates in DNAs). These NP properties play a significant 

role in the various steps of a gene delivery process. 

Take for example the step of NP internalization, i.e., cellular uptake. A successful cellular 

uptake starts with the adsorption of the NP onto the plasma membrane. The overall negatively 

charged nature of the plasma membrane promotes the adsorption of NPs with positive surface 

charge.[13,14] Adsorption of negatively charged NPs has also been observed due to the presence 

of cationic sites on the plasma membrane, but the adsorption is limited.[15] Neutral NPs are 

difficult to be adsorbed[16], but in intravenous delivery they have the advantage of avoiding non-

specific interactions with other biomolecules such as proteins before reaching the target 

cells[17,18]. Upon adsorption, NPs are internalized and it has been shown that PEI-based gene 

delivery primarily uses clathrin-mediated endocytosis.[19] This endocytic pathway encapsulates 

NPs in endosomes with a diameter ranging from 100-150 nm[19,20], thereby placing a limit on 

the size of the NPs that can be internalized. It is therefore important to be able to control the size 

and charge of the NPs, in order to improve their cellular uptake.  
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Extensive studies have been carried out to modulate the size (in terms of hydrodynamic 

radius) and charge (in terms of zeta potential) of DNA-PEI NPs by changing the N/P ratio.[21,22] 

Zeta potential is calculated to quantify the surface charge of the NP, which is negative for low N/P 

ratio and positive for high N/P ratio. It is well accepted that for intermediate N/P ratios where the 

zeta potential is close to zero, the hydrodynamic radius of the NPs is several folds larger than other 

N/P ratios.[21] The hydrodynamic radius is not a single value but follows certain 

distributions.[10,12,23] Identifying these distributions can be important because a successful gene 

delivery might be enabled by a range of hydrodynamic radius and not the mean value.[24,25] Time 

variation of the distributions has not been addressed, which can be important in understanding the 

NP formation process and how we may control it. The NPs are known to form various shapes such 

as spheres, toroids, rods, and folded loops[10,12,23], which might be crucial for cellular 

uptake[24,26–28], but their effect on gene delivery is not well explored. 

In recent years, many molecular dynamics (MD) simulations have been performed to 

generate atomistic images on the aggregation of DNAs and PEIs. Dynamics of DNA-PEI binding 

and their binding free energy were studied for PEIs with different molecular weight, degrees of 

branching and protonation ratios using all-atom (AA) MD simulations.[29–33] Binding of large 

polycations to single DNA (or RNA) was also studied with coarse-grained (CG) MD 

simulations.[34–36] Aggregation of multiple DNAs was studied using AA MD; these simulations 

were small in size and the largest system contained only four short DNAs each having 12 base 

pairs.[37,38] At a larger length scale, CG simulations were used to study the aggregation of DNAs, 

modeled as linear polyelectrolytes, by mono- and multi-valent ions.[39–48] Similar CG 

simulations are not available for DNA aggregation mediated by polycations such as PEI. Due to 

their size and structure, polymers can aggregate DNAs in ways different from mono- and multi-
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valent ions. Moreover, modeling DNAs as linear polyelectrolytes[39–48] is highly approximate, 

which lacks the double helical structure and major/minor grooves. These structural features are 

important as PEIs have been observed to bind with DNA along major and minor grooves.[29] Such 

details cannot be captured by mean-field theories such as Poisson-Boltzmann. Together with the 

size limitation in AA simulations, there is a need to study PEI-induced DNA aggregation and NP 

formation using large-scale CG simulations with models comprised of accurate molecular 

structures. 

In this work, large-scale CG-MD simulations are performed to investigate the aggregation 

of a large number of DNA and PEI molecules. Since N/P ratio plays a significant role in 

determining the properties of NPs, we focus on its influence on aggregation dynamics, and NP 

size, shape and charge. This is done by simulating 5 systems with different PEI/DNA number 

ratios (hence different N/P ratios) and at two different salt concentrations. Similar to the 

experiments of Ogris et al.[49], the systems are prepared by keeping the number of DNAs fixed 

while changing the number of PEIs. The rest of the paper is organized as follows. Preparation of 

the simulated systems and details of the simulations are provided in Section 4.2. Results are 

presented in Section 4.3. In Section 4.3.1-4.3.3 we focus on systems with only neutralizing salt 

ions, and address NP shape (Section 4.3.1), charge and size (Section 4.3.2) and the rate of NP 

growth (Section 4.3.3). Results in the presence of 150 mM salt are presented and compared in 

Section 4.3.4. Further discussion of the results, their comparison with experiments and practical 

implications are given in Section 4.4.  

4.2. Methods 

The DNA used in the simulations is a Drew-Dickerson dodecamer d(CGCGAATTCGCG)2 

in its canonical B form with a charge (𝑄!"#) of –22. At the CG level, it is modeled using the stiff 
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elastic network in the Martini force field developed by Uusitalo et al.[50] The PEI simulated is a 

586 Da branched PEI with its structure and protonation sites shown in Figure 4.1.[29] Three 

amines are protonated (𝑄$%&  = 3) according to the ~21% protonation ratio at physiological 

pH.[11,29] The CG PEI model was developed in our previous work within the Martini framework 

and was shown to be compatible with Martini DNA.[51] Specifically, each CG bead contains C-

C-N atoms with the accompanying hydrogens, and the mapping scheme is displayed as blue 

enclosures in Figure 4.1. The PEI beads are classified as ‘t’, ‘s’, ‘p’ and ‘pq’, which respectively 

denote beads containing tertiary, secondary, primary and protonated primary nitrogens.[51]  

 
Figure 4.1: All-atom (black) and coarse-grained (blue) structures of PEI used in this study. 

The blue enclosures represent the CG mapping scheme. The CG beads were classified based on 

the type of nitrogen within the bead, i.e., tertiary (t), secondary (s), primary (p), and protonated 

primary (pq).[51] 

Five systems are simulated each containing the same number of DNAs (𝑁!"# = 27) but a 

different number of PEIs (𝑁$%&), corresponding to the PEI/DNA number ratio (𝛼) of 2, 4, 6, 8 and 

10 (Table 4.1). In each system, the principal axes of the 27 DNAs were aligned and arranged in a 

3×3×3 array, which was then placed in a cubic simulation box of side length 25 nm. The distance 

between the centers of mass of two closest DNAs was 6 nm. The PEIs were randomly placed 

within the box, and the solutes were solvated with polarizable Martini water[52]. An appropriate 

amount of Martini K+ or Cl– ions[53] were introduced to neutralize each system (see Table 4.1). 

Systems with 𝛼 = 2-6 contained excess DNAs and required cationic (K+) ions to neutralize the 

systems, whereas the systems with 𝛼 = 8-10 had excess PEIs and required anionic (Cl–) ions. For 

each system in Table 4.1, an additional system was simulated by adding 150 mM KCl and 
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correspondingly removing an appropriate amount of water molecules. Comparison of the two 

systems at the same 𝛼 allows us to address the effect of salt.  

Table 4.1: Details of simulated systems. 𝑁!"#, 𝑁$%&, 𝑁'() are respectively the total numbers of 

DNAs, PEIs and ions. The N/P ratio is calculated using 13𝛼/22, where 13 is the number of nitrogen 

atoms in each PEI and 22 is the number of phosphorus atoms in each DNA. Corresponding systems 

with 150 mM KCl had the same values for 𝑁!"# and 𝑁$%&, but an additional 150mM KCl in each 

system.  

𝜶 𝑵𝑫𝑵𝑨 𝑵𝑷𝑬𝑰 𝑵𝒊𝒐𝒏 N/P ratio 

2 27 54 432 (K+) 1.18 

4 27 108 270 (K+) 2.36 

6 27 162 108 (K+) 3.55 

8 27 216 54   (Cl–) 4.73 

10 27 270 216 (Cl–) 5.91 
 

All simulations were performed using the Gromacs 5 package.[54] Each system was first 

energy minimized using steepest-descent, followed by a constrained MD in NPT ensemble for 1 

ns, and an unconstrained MD in NPT ensemble for 4 μs. Since the potential energy surface of the 

Martini force field is smooth[55], NVT equilibration after energy minimization was not required. 

In the constrained MD simulations, all the bonds of PEI and the backbone bonds of DNA were 

constrained using LINCS[56]. The temperature was maintained at 300 K using velocity rescaling 

thermostat[57] with a time constant of 0.1 ps. The pressure was maintained at 1 bar using 

Berendsen thermostat[58] with a time constant of 3 ps and compressibility of 3×10–4 bar–1. 

Unconstrained NPT simulations were conducted at the same temperature and pressure, using the 

same parameters for the thermostat. However, the pressure was maintained using Parrinello-

Rahman barostat[59] with a time constant of 5 ps and compressibility of 4.5×10–4 bar–1. For all 
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simulations, a neighbour-list was maintained within a radius of 1.1 nm using the Verlet scheme[60], 

and was updated every 40 time steps. Electrostatic interactions were calculated using a relative 

dielectric constant of 2.5 and were cut off at 1.1 nm using the reaction field scheme[61]. Similarly, 

van der Waals interactions were cut-off at 1.1 nm using the potential-shift-Verlet scheme. Periodic 

boundary condition was applied in all directions, and leapfrog integrator was used with a time step 

of 5 fs. Unless otherwise specified, all the simulation time reported below are scaled by a factor of 

4, whereas the simulation parameters (time constants, time step) mentioned above are unscaled.[53]  

4.3. Results 

4.3.1. Mode of aggregation and roles of PEI 

At the end of the simulation, several DNA-PEI NPs are formed in each system. Figure 4.2 

shows the largest NP for different 𝛼. The size of the NP (𝑠"$) is quantified by the number of DNAs 

in the NP. Upon visual inspection, in Figure 4.2a where 𝛼 = 2, the aggregation is very limited. In 

Figure 4.2b, c where 𝛼 = 4 and 6, the DNAs in the NP tend to connect to one another from end-

to-end, leading to a loose linear structure resembling a string. On the contrary, in Figure 4.2d, e 

where 𝛼 = 8 and 10, the DNAs in the NP have established some side-by-side connections forming 

more compact branched structures, representing a different mode of aggregation. By calculating 

the relative shape anisotropy (see Appendix B.1), the branched structures are closer to being 

spherical compared with the linear structures. Clearly, the mode of aggregation is dependent on 

the number of PEIs present in the system and how they bind to the DNA. To facilitate the 

discussion, we identify different roles of PEI in the dynamics of DNA aggregation. A PEI is 

defined to be bound to a DNA if the minimum distance between any one bead in the PEI and any 

one bead in the DNA is less than 0.53 nm, which is the equilibrium distance for the Lennard-Jones 

interaction potential between DNA and PEI beads (see Appendix B.2 for further discussion on 
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DNA-PEI binding). A PEI is categorized as free if it is not bound to any DNA, peripheral if it is 

bound to only one DNA, and bridging if it is simultaneously bound to two or more DNAs to form 

a polycation bridge.  

 
Figure 4.2: Largest NP formed at the end of 4 µs simulation. (a) 𝛼 = 2, 𝑠"$	= 4; (b) 𝛼 = 4, 

𝑠"$	= 10; (c) 𝛼 = 6, 𝑠"$	= 10; (d) 𝛼 = 8, 𝑠"$	= 15 and (e) 𝛼 = 10, 𝑠"$	= 14. DNAs are represented 

with blue backbone and cyan base pairs, and PEIs are represented in orange. 

Figure 4.3a-c shows the numbers of free (𝑁3), peripheral (𝑁4) and bridging (𝑁5) PEIs as 

functions of simulation time, for different 𝛼’s. For all systems, PEIs starts as free (Figure 4.3a), 

but the number quickly reduces as the PEIs become peripheral (Figure 4.3b) or bridging (Figure 

4.3c). At any time, 𝑁5  is significantly lower than 𝑁4, indicating that the majority of free PEIs 

convert to peripheral PEIs. Furthermore, by examining the number of conversions among free, 

peripheral and bridging PEIs, we find that direct conversion from free to bridging PEI is rare. That 

is, bridging PEI is formed dominantly from peripheral PEI, and peripheral PEI from free PEI (see 

Appendix B.3 for more details).  
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Figure 4.3: Number of PEIs in different roles, plotted against simulation time. (a) free (𝑁3), 

(b) peripheral (𝑁4), (c) bridging (𝑁5), and (d) average number of bridging PEI between a pair of 

bridged DNAs (𝑛5).  

In Figure 4.3a, free PEIs shows an exponential-like decay, where the rate of decay 

(negative of the slope) decreases with time for all 𝛼. For systems with excess DNA (𝛼 = 2-6) 𝑁3 

decreases to zero before 500 ns, whereas for systems with excess PEI (𝛼 = 8-10) 𝑁3 remains non-

zero even at the end of the simulations. The non-zero 𝑁3 suggests that in excess of PEIs there exists 

a maximum number of PEIs that can bind to a DNA. To estimate this maximum, we calculate the 



 

 94 

average number of PEIs bound to a DNA, (𝑁4 + 𝑁5)/𝑁!"#, over the last 2 μs. The average is 7.89 

for 𝛼 = 8 and 9.48 for 𝛼 = 10, which implies that the maximum number of PEIs that binds to a 

DNA increases with 𝛼. Given that the number of DNA is the same for all systems, the results 

suggest that the fashion in which the PEIs bind to the DNA may vary with 𝛼. 

In Figure 4.3b, 𝑁4 increases and reaches its maximum value at ~250 ns for all 𝛼. However, 

its behavior beyond 250 ns is different. For systems with excess DNA (𝛼  = 2-6), 𝑁4  slowly 

decreases, which is due to the conversion of peripheral PEIs to bridging ones. At the same time no 

new peripheral PEI is formed due to the exhaustion of free PEIs. For systems with excess PEI (𝛼 

= 8-10), 𝑁4 remains almost constant because there is an abundance of free PEIs. As peripheral 

PEIs convert to bridging ones, it is likely that some of the DNA phosphates previously “covered” 

by the peripheral PEIs are now exposed, allowing free PEIs to bind. Therefore, 𝑁4  remains 

constant due to a dynamic balance between the conversions from free to peripheral PEIs and from 

peripheral to bridging PEIs. 

In Figure 4.3c, bridging PEIs increases monotonically with time, and the final equilibrium 

value of 𝑁5 is larger for higher 𝛼. A larger number of bridging PEIs could imply a greater number 

of DNAs being aggregated together; it could also imply a larger number of bridges being formed 

between a pair of aggregated DNAs. To investigate this, we plot the average number of bridging 

PEIs between a pair of bridged DNAs (𝑛5) in Figure 4.3d. Details on the calculation of 𝑛5 can be 

found in Appendix B.4. The 5 𝑛5 curves appear to form 3 groups: 𝛼 = 2 corresponds to the lowest 

value of 𝑛5, 𝛼 = 4 and 6 correspond to an intermediate 𝑛5, and the highest value of 𝑛5 occurs for 

𝛼 = 8 and 10. Interestingly these 3 groups correlate with the observations made earlier on the mode 

of aggregation, where the aggregation was limited for 𝛼 = 2, end-to-end for 𝛼 = 4 and 6 and side-

by-side for 𝛼 = 8 and 10. More discussions are available in Appendix B.4.  
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Figure 4.4: Snapshots of a single PEI binding to a DNA. (a) from the terminal and (b) at the 

center. (c) Snapshots of PEIs bound to a DNA for different PEI/DNA ratios at 500 ns. DNAs are 

represented with blue backbone and cyan base pairs, and PEIs are represented in orange. 

Having understood the different roles PEIs play and the conversion between these roles 

during the aggregation process, we now discuss why different modes of aggregations are found 

under different PEI/DNA ratio. The aggregation starts by PEIs binding to the DNAs (conversion 

from free to peripheral PEIs), followed by bridging of different DNAs (conversion from peripheral 

to bridging PEIs). As discussed earlier, different PEI/DNA ratios can lead to different fashions in 

which PEIs bind to a DNA. To explore this, we first look at single PEI binding to a DNA and 

report two distinct ways in which a PEI approaches a DNA. Figure 4.4a shows snapshots, taken 

at different time as indicated, of a single PEI binding to a DNA at one of its terminals. Since the 

PEI in this study has three protonated beads, it can make three primary points of contact with the 

DNA. As shown in Figure 4.4a, the PEI first makes a one-point contact (24 ns), and then slowly 
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moves along the backbone of the DNA to form a two-point contact (29 and 30 ns). Some PEIs 

further align themselves with the backbone or bend over the terminal (the PEI shown at 92 ns) to 

form a three-point contact, although two-point contact is dominant for PEIs binding at the DNA 

terminals.  

Figure 4.4b shows snapshots, also taken at different time as indicated, of a single PEI 

binding to a DNA at its center. Similarly, the PEI first makes a one-point contact (403 ns), 

gradually moves closer to the DNA backbone (416 and 447 ns) forming a two-point contact and 

can eventually form a three-point contact completely aligned with the backbone (500 ns). It should 

be noted that the snapshots in Figure 4.4a, b are selected from our simulation trajectory to clearly 

show the binding process; they are not an indication that binding at a DNA’s center occurs later 

than binding at one of the terminals.  

Figure 4.4c shows one DNA from each system (𝛼 = 2-10) at 500 ns which has had PEIs 

bound to it but has not aggregated with other DNAs yet. At low 𝛼 values (Figure 4.4c-I), the 

number of bound PEIs are very few, resulting in limited aggregation as seen in Figure 4.2a. At 

moderate 𝛼 values (Figure 4.4c-II, III), there are several peripheral PEIs and they bind to the 

DNA at different locations. PEIs at the terminals mostly form two-point contact leaving one 

additional binding site available, whereas PEIs at the center mostly form three-point contact 

making it difficult to interact with another DNA to form a bridge. If this DNA were to aggregate 

with another DNA, it would be facilitated by the PEIs at the terminals but not those at the center. 

This forces the DNAs to undergo end-to-end aggregation forming loose linear NP as seen in 

Figure 4.2b, c. For systems with excess PEI, i.e., large 𝛼 (Figure 4.4c-IV, V), the competition 

among the PEIs to bind with the DNA prevents PEIs binding at the center from complete alignment 

with the backbone. This misalignment reduces three-point contacts made by center-binding PEIs, 
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allowing them to bind with other DNAs through a lateral side-by-side aggregation, and forming 

more compact branched NPs as seen in Figure 4.2d-e.  

The PEI/DNA ratio 𝛼 represents how crowded the PEIs are around the DNAs. Since each 

DNA has 22 deprotonated phosphates and each PEI has 3 protonated amines, on average each 

DNA can be saturated with 7.33 PEIs. The average number of PEIs bound to a DNA, (𝑁4 +

𝑁5)/𝑁!"#, in the last 2 μs is 2, 4, 6, 7.89 and 9.48 for 𝛼 = 2, 4, 6, 8 and 10 respectively. The first 

three numbers (< 7.33) represent under-saturation of the DNAs by the PEIs, while the latter two (> 

7.33) represent over-saturation. The data shows not only increased PEI crowding with the increase 

in 𝛼, but also the extra accommodation of PEIs when 𝛼 is large. From Figure 4.4a, b it is clear 

that bound PEIs takes time (~100 ns) to conform to the DNA structure, while free PEIs continue 

to bind with the DNA. In the inset of Figure 4.3a, we plot the ratio between the numbers of free 

PEI and the total number of PEI (𝑁3/𝑁$%& 	) as a function of time using a semi-log plot. For the 

first 100 ns 𝑁3/𝑁$%& is similar for all 𝛼, implying that the initial rate of decay of 𝑁3 is proportional 

to 𝑁$%&. In other words, the rate of PEI binding to DNA increases with 𝛼 and more PEIs can bind 

to a DNA within this time window for higher 𝛼. DNAs for 𝛼 = 2, 4, 6 are under-saturated and the 

PEIs still have time to adjust their configurations and become aligned to the DNAs at the center. 

Whereas the extra accommodation of PEIs made by the DNAs at 𝛼 = 8 and 10 are traded with 

misalignment of center-binding PEIs. The misalignment is expected to be larger for 𝛼 = 10, as on 

average each DNA in 𝛼 = 10 accommodates 1.6 more PEIs than in 𝛼 = 8. Overall, our results 

above demonstrate that the PEI/DNA ratio influences the initial rate of PEI binding to individual 

DNAs and subsequent alignment of PEI to the DNA backbones. The alignment, in turn, affects the 

mode of aggregation of multiple DNAs, leading to different shapes of the NPs. It should be noted 

that DNAs can also be over-saturated if a deprotonated phosphate bead simultaneously interacts 
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with multiple protonated amine beads. This is in fact observed in our simulations. While the 

number of phosphate beads interacting with three amine beads is negligible, a fraction of phosphate 

beads can interact with two amine beads at the same time, and the number increases with 𝛼 (see 

Appendix B.5 for further discussions).  

4.3.2. NP charge and size 

Figure 4.5 shows the size distribution of the NPs (black) and the average charge of the NPs 

at a given size (red). Data used to generate the plots are collected from the last 0.5 μs of the 

simulations, which is regarded as steady state (see Appendix B.6 for details). The horizontal axis 

of each subplot is the size of the NP (𝑠"$) quantified by the number of DNAs in the NP. The time-

averaged number of NPs having size 𝑠"$  are plotted on the left axis representing the size 

distribution. Meanwhile, the sum of charges from all NPs with size 𝑠"$ is calculated. Dividing this 

total charge by the number of NPs at the same 𝑠"$ gives the average NP charge (𝑄"$) and it is 

plotted on the right axis. If for a given 𝑠"$ no NPs are found, 𝑄"$ is set to zero (shown as the red 

dashed line in Figure 4.5). When 𝛼 = 4 and for 𝑠"$  = 15, 𝑄"$  is non-zero while the average 

number of NPs appears to be zero, which seems contradictory. We point out that the average 

number of NPs is in fact not zero but a very small number (0.025), which represents unstable NPs 

formed for a short period of time during the last 0.5 μs. Similar unstable NPs are observed for 𝛼 = 

2 at 𝑠"$ = 5 and 𝛼 = 6 at 𝑠"$ = 13 and 17. No unstable NPs are observed for systems with excess 

PEIs. The statistical significance of the average number and charge of NPs is ensured by the large 

time window of 0.5 μs. 
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Figure 4.5: Steady-state NP size distributions (black) and average charge of NPs as a function 

of size (red). 𝛼 = 2, 4, 6, 8, and 10 for (a-e) respectively. The predicted charge (blue) is calculated 

using Eq. 4.1. 

Considering only the non-zero 𝑄"$ , it is interesting to see that its magnitude increases 

almost linearly with 𝑠"$ for all 𝛼. Consulting the initial slopes (before 250 ns) of Figure 4.3b, c 

it is clear that the rate of formation of peripheral PEIs is much faster than that of bridging PEIs. 

As a result, for any 𝛼 the DNAs in the system are likely to have a similar number of peripheral 

PEIs before they begin to aggregate. Therefore, it is reasonable to hypothesize that if these DNAs 

aggregate into a NP, its charge would be proportional to the number of DNAs in it. As a very rough 

approximation, we assume all the PEIs in the system are bound to DNAs before they begin to 

aggregate. Under this assumption, the NP charge can be predicted (𝑄"$
4678) as a function of 𝑠"$ 

and 𝛼 using Eq. 4.1, where 𝑄!"# , 𝑁!"# , 𝑄$%&  and	𝑁$%&  are the charge and number of a single 

DNA and a single PEI respectively. In Figure 4.5, 𝑄"$
4678  is plotted (blue dots) alongside the 

average NP charge from the simulations and are found to be in good agreement with each other. 

This suggests that the assumption is quite reasonable, which is because most of the PEIs in the 

systems have become bound to the DNAs before they begin to aggregate. The remaining small 

number of PEIs that bind to the NPs later in the simulation only results in small deviation from the 

predicted charge. The deviation of 𝑄"$ from 𝑄"$
4678 is negligible for 𝛼 = 2-8 because the number 
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of free PEIs (𝑁3, see Figure 4.3a) is eventually zero (for 𝛼 = 2-6) or close to zero (𝛼 = 8). The 

discrepancy, however, is considerable for 𝛼 = 10 because 𝑁3 (= 13 at steady state) is not negligible. 

The excessive PEIs in 𝛼 = 10 cannot all be accommodated by the DNAs and therefore the charge 

of NPs is lower than our prediction. The discrepancy is particularly large for large NPs (see 𝑠"$ = 

14 in Figure 4.5e) because although some PEIs bind to the NPs later in the simulation, they tend 

to bind to smaller NPs due to their lower positive charge.  

𝑄"$
4678 = 𝑠"$(𝑁!"#𝑄!"# + 𝑁$%&𝑄$%&)/𝑁!"# = 𝑠"$(𝑄!"# + 𝛼𝑄$%&) 4.1 

Since 𝑄"$ at the steady state is proportional to 𝑠"$, the quantity 𝑄"$/𝑠"$	represents the 

degree of charge neutralization of DNAs in the NP. While 𝑄"$ in Figure 4.5 is calculated at the 

steady state, it is of interest to study how the degree of neutralization changes during the 

aggregation process. In Figure 4.6a, the average 〈𝑄"$/𝑠"$〉 is shown for different 𝛼, where the 

average is performed over different time windows and additionally for each time window, it is 

averaged over different 𝑠"$. The prediction 𝑄"$
4678/𝑠"$ from Eq. 4.1 is also shown for comparison. 

For 𝛼 = 2 and 4 the prediction (Eq. 4.1) could accurately estimate 〈𝑄"$/𝑠"$〉 for all time windows, 

whereas for 𝛼 = 6-10 the prediction is accurate only for 𝑡 > 1 µs. The lack of agreement for 𝑡 < 1 

µs is because not all the PEIs are bound to DNAs during this time window. Although our 

approximation of NP charge (Eq. 4.1) is simple, its prediction is accurate for 𝑡  > 1 µs (see 

Appendix B.7 for an extended, time-dependent model for 𝑄"$
4678(𝑡)). In the following, to ease the 

discussion on the aggregation process we will use 𝑄"$
4678 instead of 𝑄"$ which does not change 

with simulation time.  
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Figure 4.6: Characteristics of charge and size of NPs. (a) Average charge associated with one 

DNA in the NPs, representing the degree of neutralization. (b) Steady-state average NP size.  

𝑄"$
4678/𝑠"$ takes the values of –16, –10, –4, 2, and 8 for 𝛼 = 2, 4, 6, 8 and 10 respectively. 

This implies that on average, the NPs in systems with 𝛼 = 2-6 are negative (under-neutralized), 

and the NPs in systems with 𝛼 = 8-10 are positive (over-neutralized). NPs with the same sign of 

net charge would have long-range electrostatic repulsion and the strength of repulsion would 

depend on the product of their net charges. Since the charge of a NP is approximately proportional 

to its size (Eq. 4.1), we define an intrinsic property, (𝑄"$
4678/𝑠"$)2, as the specific repulsion. The 

specific repulsion directly depends on the degree of neutralization of DNAs in a NP and 

approximates the strength of repulsion between two NPs with 𝑠"$ = 1. It only depends on 𝛼 of 
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the system, and we classify it as strong for 𝛼 = 2, moderate for 𝛼 = 4 and 10, and weak for 𝛼 = 6 

and 8. Despite the long-range repulsion NPs do aggregate, which can only be achieved through 

local electrostatic attraction, i.e., the attraction between protonated amines in one NP and 

deprotonated phosphates in another NP. Therefore, aggregation of DNAs is hindered by long-

range electrostatic repulsion but promoted by the diffusion of NPs which brings two NPs close 

enough so that they may aggregate via local electrostatic attraction. 

To understand the effects of diffusion we will borrow some results from the Smoluchowski 

coagulation equation[62] (SCE) for spherical Brownian particles. SCE states that the aggregation 

of two particles is faster if the two particles have a larger ratio between their radii. For example, 

aggregation is slow for two large particles due to their low diffusion coefficient, and for two small 

particles due to their small radius of sphere of action which prevents their collision. On the other 

hand, it is easier for a small particle which has a higher diffusion coefficient to collide and 

aggregate with a large particle which has a larger radius of sphere of action. It should be noted that 

strictly speaking SCE is not directly applicable for our systems because our aggregating particles 

(DNAs) resemble cylinders and not spheres. However, the qualitative results mentioned above 

help us better understand the size distribution observed in Figure 4.5. 

Regardless of the value of 𝛼, the NP size distribution in Figure 4.5 has a peak located at 

𝑠"$ = 1 representing unaggregated DNAs. Excluding 𝑠"$ = 1, three distinct shapes are observed 

for the size distribution akin to the specific repulsion defined above. For 𝛼 = 2, we hardly notice 

any aggregation of DNAs (only small-NPs with 𝑠"$  ≤ 3 are formed), and the distribution is 

unimodal with the peak at 𝑠"$ = 2. This is because of the strong specific repulsion, and the lack of 

PEIs to form bridges (see Figure 4.3c, d). For 𝛼 = 4 and 10, the distribution appears to be bimodal, 

with peaks at 𝑠"$ = 4 and 10 for 𝛼 = 4, and at 𝑠"$ = 5 and 14 for 𝛼 = 10. The two peaks represent 
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the formation of moderate (4 ≤ 𝑠"$ ≤ 6) and large NPs (𝑠"$ ≥ 7), respectively. At these 𝛼’s, the 

specific repulsion is moderate, which at the early stage of the aggregation process allows the 

aggregation of small NPs to form a few moderate NPs. Afterwards, a small NP would aggregate 

faster with a moderate NP than another small NP. As a result, a moderate NP would grow in size 

to form a large NP while new moderate NPs are formed from the aggregation of small NPs. This 

leads to the bimodal distributions seen in Figure 4.5b, e. The two peaks remain separated because 

the aggregation of a moderate NP and a large NP is unlikely: they both diffuse slowly and have a 

large net charge (proportional to 𝑠"$), which gives rise to large long-range electrostatic repulsion 

(Eq. 4.1). For 𝛼 = 6 and 8 the distribution is multimodal which resembles a uniform distribution. 

In these cases, the specific repulsion is weak which enhances the aggregation of small NPs at the 

early stage of the aggregation process. Consequently, many moderately-sized NPs are formed, 

with a broader size distribution.  

〈𝑠"$〉 =
∑ 𝑠"$𝑁"$(𝑠"$; 𝑡)
9!":;<
9!":=

∑ 𝑁"$(𝑠"$; 𝑡)
9!":;<
9!":=

=
𝑁!"#

∑ 𝑁"$(𝑠"$; 𝑡)
9!":;<
9!":=

 4.2 

Figure 4.6b shows the average NP size	(〈𝑠"$〉) at the steady state. 〈𝑠"$〉 at any time is 

calculated from Eq. 4.2, where 𝑁"$(𝑠"$; 𝑡) is the number of NPs at time 𝑡 that has size 𝑠"$. So 

〈𝑠"$〉	is essentially obtained by dividing 𝑁!"# by the total number of NPs. Data in Figure 4.6b 

are obtained from the steady state stage of the simulation (last 0.5 µs), and the error bars arise from 

the standard deviation in the total number of NPs. The steady state 〈𝑠"$〉 is lowest for 𝛼 = 2 (strong 

specific repulsion), moderate for 𝛼 = 4 and 10 (moderate specific repulsion) and highest for 𝛼 = 6 

and 8 (weak specific repulsion). Therefore, the specific repulsion not only controls the 

characteristic of the size distribution but also the steady state 〈𝑠"$〉. 
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4.3.3. Rate of NP growth 

Figure 4.7a shows the average NP size (〈𝑠"$〉) as a function of time for all 𝛼, where 〈𝑠"$〉 

was calculated using Eq. 4.2. Upon visual inspection, we notice that 〈𝑠"$〉 exhibits linear trend 

over certain time windows. For simplicity, three time windows 0-2, 2-2.7 and 2.7-3.5 µs were 

chosen over which 〈𝑠"$〉 was approximated by linear functions. Essentially each curve 〈𝑠"$〉 in 

Figure 4.7a is fitted with a piecewise linear function which is continuous at 2 and 2.7 µs. Two 

additional constraints were imposed in the curve fitting. Firstly, 〈𝑠"$〉 is set to be 1 at 𝑡 = 0, 

representing initial unaggregated DNAs. Secondly, 〈𝑠"$〉	at 𝑡 = 3.5 µs is set to be the steady state 

〈𝑠"$〉 value shown in Figure 4.6b. The piecewise linear functions are then determined by least 

squares fitting and shown as dashed lines in Figure 4.7a. The rates of NP growth (𝕣"$), defined 

as the slopes of the piecewise linear functions, are shown in Figure 4.7b for different 𝛼 and time 

windows.  

The first observation made from Figure 4.7b is that the initial rate (0-2 µs) increases as 𝛼 

increases from 2 to 6. This is expected because the number of peripheral PEIs increases with 𝛼 

(see Figure 4.3b), which leads to higher probability of converting to bridging PEIs that aggregates 

DNAs together. The same increase in 𝕣"$ is observed as 𝛼 increases from 8 to 10. However, both 

𝛼 = 8 and 10 have lower 𝕣"$ than 𝛼 = 6, and there is a sharp decrease in 𝕣"$ from 𝛼 = 6 to 𝛼 = 8. 

At first glance, this is counter-intuitive, especially since the specific repulsion is similar for 𝛼 = 6 

and 8. This sharp decrease most likely arises from the difference in the mode of aggregation 

between 𝛼 = 2-6 and 𝛼 = 8-10. Since 𝛼 = 8-10 leads to branched NPs which are more compact, 

these NPs are expected to have a smaller radius of sphere of action than 𝛼 = 2-6 for the same 𝑠"$ 

(𝑠"$  > 1). This reduces the chances of collisions between NPs for 𝛼 = 8-10 (branched) when 

compared to 𝛼 = 6 (linear) and therefore a sharp decrease in 𝕣"$ is observed between 𝛼 = 6 and 8. 
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Figure 4.7: Size of NP and rate of NP growth. (a) Average NP size as a function of time. (b) 

Rate of NP growth calculated as the slope of the curves in (a) in the specified time ranges.  

Another observation from Figure 4.7b is that except for 𝛼 = 8, 𝕣"$ decreases with time, 

i.e., 𝕣"$  is highest for 0-2 µs followed by 2-2.7 µs, and lowest for 2.7-3.5 µs. This reduction 

primarily occurs for two reasons. Firstly, as NPs increase in size, their charge increases 

proportionately (see Eq. 4.1) and as a result, electrostatic repulsion between them increases which 

reduces 𝕣"$. Secondly, as NPs aggregate the total number of NPs in the system decreases which 

reduces the probability of collision.[62] Although according to SCE, as the size of the largest NP 

increases, the size ratio between the largest and smallest NPs would increase, which could 

potentially increase 𝕣"$, this effect is secondary in our simulations. Reduction of 𝕣"$ also occurs 
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due to other reasons which are specific to different systems. For 𝛼 = 2, the average number of 

bridging PEIs between a pair of bridged DNAs (𝑛5) is low (see Figure 4.3d), making the aggregate 

unstable. This instability even makes 𝕣"$ negative for 𝑡 > 2 µs. For 𝛼 = 4 and 6, the reduction in 

𝕣"$ also occurs due to the instability of loose linear NPs. This can be seen from the relatively low 

average number of NPs (~0) for large NPs in Figure 4.5. Another evidence for the instability is 

the fluctuations in 〈𝑠"$〉 for 𝛼 = 6 (Figure 4.7a). For 𝛼 = 10 as the peripheral PEIs accumulate 

and surround each DNA it becomes more difficult for the phosphates to be accessible to amines in 

another NP, which reduces local electrostatic attractions and hence reduces 𝕣"$ to zero.  

The system with 𝛼 = 8 did not show a monotonic relation between 𝕣"$ and time. Instead, 

𝕣"$  is highest for 2.7-3.5 µs, followed by 0-2 µs and is zero for 2-2.7 µs. Since the specific 

repulsion is weak for both 𝛼 = 8 and 6 while such a behavior was not observed for 𝛼 = 6, it is most 

likely associated with the different mode of aggregation. One possible explanation for 𝕣"$ = 0 

within 2-2.7 µs is that during this period the compact NPs hardly collide with each other. Instead, 

they diffuse close to each other and begin to aggregate from 2.7 µs. Unlike 𝛼 = 8, we do not 

observe 𝕣"$ > 0 for 𝛼 = 10 later in the simulation, which can be due to the greater long-range 

electrostatic repulsion and the lack of exposed phosphates. The PEI/DNA ratio, therefore, 

influences the rate of NP growth not only by the long-range electrostatic repulsion but also by the 

mode of aggregation. 

4.3.4. Influence of salt concentration 

The aggregation in the presence of 150 mM KCl was qualitatively similar to that in the 

absence of salts (0 mM KCl), with some minor quantitative differences. To avoid repetition, we 

will only present key results for 𝛼 = 10, while the rest of the results can be found in Appendix B.8. 

In Figure 4.8a, we plot 𝑁3, 𝑁4 and 𝑁5 as a function of time for 0 and 150 mM KCl systems. 𝑁3 



 

 107 

with 150 mM salt is higher for most of the simulation time, implying that the rate of DNA-PEI 

binding decreases with increase in salt. This can be explained by the competition between PEI and 

K+ in binding with the DNA and screening of DNA-PEI attractions. However, in the last 1 µs of 

the simulation 𝑁3 is similar for both salt concentrations. This is expected because PEIs form more 

stable binding with DNAs as compared to K+. Consistent with the results for 𝑁3, 𝑁4 is lower at 

higher salt concentration. The number of bridging PEIs 𝑁5 is practically identical for both salt 

concentrations, that is, the small changes in 𝑁4  do not affect 𝑁5  (this is consistent with the 

discussion in Appendix B.4). Figure 4.8b shows the average number of bridging PEIs between a 

pair of bridged DNAs (𝑛5) as a function of time, which is also hardly affected by salt concentration.  

Figure 4.8c plots the NP size distribution (black) and average NP charge as a function of 

𝑠"$ (red) for both 0 and 150 mM KCl. When 150 mM KCl is added, the shape of the NP size 

distribution does not change and remains bimodal. However, the size of the largest NP increases 

from 𝑠"$ = 14 to 𝑠"$ = 19. The presence of 150 mM KCl has introduced a screening effect on the 

electrostatic repulsion between smaller NPs, leading to their aggregation into larger NPs.[7,63] 

The NP charge in presence of 150 mM KCl also increases linearly with 𝑠"$ similar to the case of 

0 mM KCl. Predicted charge from Eq. 4.1 is shown as the dotted blue line and is in good agreement 

with simulation data when 𝑠"$ < 6 (similar to 𝛼 = 10 for 0 mM KCl). In Figure 4.8d, the average 

NP size 〈𝑠"$〉 is plotted as a function of time, which shows similar characteristics for both 0 and 

150 mM KCl. The initial slope of 〈𝑠"$〉 is clearly higher at higher salt concentration, representing 

a higher rate of NP growth. In fact, 〈𝑠"$〉 is larger for 150 mM KCl during the entire time of the 

simulations. Both the increased rate of NP growth and size in the presence of 150 mM KCl can be 

explained by the screening of long-range electrostatic repulsions between NPs by salt.   
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Figure 4.8: Influence of salt concentration on NP aggregation. (a) number of PEIs in different 

roles; (b) average number of bridging PEIs between a pair of bridged DNAs (𝑛5); (c) steady state 

size distribution (black) and average NP charge vs size (red); (d) average NP size as a function of 

time. The results shown here are only for 𝛼 = 10, and other results can be found in Appendix B.8. 

4.4. Discussions 

Charge of DNA-PEI NPs can be quantified in experiments using the zeta potential. The 

zeta potential is negative for low N/P ratio and positive for sufficiently large N/P ratio, although 

the exact N/P ratio to cause zero zeta potential varies for different PEIs and DNAs. Previous work 
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has reported zero zeta potential at N/P ratio ~5 for 600 Da PEI[64], ~2.3 for 2 kDa PEI[21], 2.7 to 

3.84 for 25 kDa PEI[21,23,64], ~3 for 750 kDa PEI[21] and ~2.2 for 800 kDa[17] PEI. In our 

simulations of 586 Da PEIs, the NPs are negative for N/P < 3.55 and positive for N/P > 4.73 (Table 

4.1). The location of zero zeta potential can be approximated using linear interpolation, which 

turns out to be at N/P ~4.4 (See Appendix B.9 for details). These results agree well with the 

experimental findings. 

In experiments, the size of NPs is expressed in terms of hydrodynamic radius measured by 

dynamic light scattering.[21,65] Although the NP size distributions we presented earlier in Figure 

4.5 are in terms of number of DNAs in the NP, calculation of hydrodynamic radius results in 

distributions that are qualitatively similar (see Appendix B.10 for details). For 2, 25 and 750 kDa 

PEIs, Choosakoonkriang et al.[21] found the mean hydrodynamic radius to be largest for 

intermediate N/P ratios at which the zeta potential is nearly zero. This is consistent with our results, 

where the NP size is largest for 𝛼 = 6 and 8, which has the lowest negative and positive charge 

respectively. Erbacher et al.[23] studied NP size distribution at different N/P ratios using 25 kDa 

PEI. They observed bimodal size distribution at N/P = 2, consistent with the observation made for 

𝛼 = 4 (N/P = 2.36) in our simulation. Dunlap et al.[12] reported several peaks in the NP size 

distribution for a DNA system over-neutralized by 25 kDa PEI at 150mM NaCl, which is similar 

to the system with 𝛼 = 10 in our simulation. Aggregation of semi-flexible polyelectrolytes by 

multivalent salts studied using CG simulations showed similar shapes of the size distribution.[44] 

Specifically, they observed limited aggregation for highly under-neutralized systems similar to 𝛼 

= 2, bimodal distribution for lightly under-neutralized or over-neutralized systems similar to 𝛼 = 

4 and 10, and uniform distribution for near-neutral systems similar to 𝛼 = 6 and 8. It should be 
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noted that these distributions were found when the Bjerrum length is about twice the diameter of 

the beads in the polyelectrolyte, while the results may be different for other Bjerrum lengths.  

On the other hand, there are some differences between experimental studies and our results 

on the NP size distribution. Unimodal size distribution was observed by Erbacher et al.[23] for 

N/P = 3 and 5, where the zeta potential was nearly zero. Our simulation results predict a more or 

less uniform distribution at these N/P ratios. Since the PEIs in our work have drastically different 

molecular weight (586 Da as compared to 25 kDa in Erbacher et al.[23]), and different size 

distributions were observed for 22 and 25 kDa PEIs[12], we can expect the NP size distribution to 

be dependent on the molecular weight of PEI.  

Choosakoonkriang et al.[21] found DNAs in NPs to have different circular dichroism (CD) 

spectra for systems with excess PEIs and excess DNAs. They proposed the changes in CD spectra 

to be caused by changes in base-base interaction of a DNA. Interestingly, we observed different 

modes of aggregation due to crowding and misalignment of PEIs to the DNA backbone. The 

crowding of PEIs in the major and minor grooves might alter the base-base interactions in a DNA 

and in turn the CD spectra.  

At low N/P ratio < 1, plasmid DNA-22 kDa PEI NPs exhibited different shapes such as 

oblong, folded-loops, toroids and circular structures at 15 mM NaCl, and linear structures with 

limited branches at 150 mM KCl.[12] At high N/P ratio, rounded globular NPs are observed.[12] 

These results agree well with this work, where linear structures with limited branches are observed 

at 𝛼 < 8 (Appendix B) and branched spherical-like structures at 𝛼 ≥ 8 for 0 and 150 mM KCl. 

Shape of PEI-oligonucleotide NPs have only been reported for high N/P ratios, where network or 

spherical structures are observed.[66] These structures are similar to the branched NPs observed 

at 𝛼 ≥ 8. 
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The 12 base-pair DNA studied here is comparable to oligonucleotides and short-interfering 

RNAs and micro RNAs which can contain 15-25 base-pairs.[67,68] Since the primary forces of 

aggregation is long-range electrostatic repulsion and diffusion, the RNA aggregation mechanism 

is expected to be similar.  Aggregation of large DNAs (such as plasmid DNAs) and HMW PEIs is 

expected to follow a similar mechanism, where aggregation is controlled by diffusion, long-range 

electrostatic repulsion, and local electrostatic attraction. However, due to large size of molecules, 

their diffusion coefficient is expected to be lower and long-range electrostatic repulsions and local 

electrostatic attraction higher.  

The different modes of aggregation and the mechanisms behind can allow us to propose a 

strategy for controlling the hydrodynamic radius and shape of a NP. While an efficient gene 

delivery would require compaction and aggregation of multiple NAs, NPs with a very large 

hydrodynamic radius are difficult for cellular uptake.[24] Also, spherical NPs are expected to have 

higher cellular uptake,[24] so there is a need to generate NPs that have an optimal number of NAs, 

are sphere-like, compact and stable. A numerical experiment was done to achieve this. In particular, 

for 𝛼 = 4, a large linear NP was formed as shown in Figure 4.2b. Linear NPs larger than this (𝑠"$ > 

10) was unstable, as pointed out in Section 4.3.2. At the end of the 4 µs simulation, 162 PEIs were 

added to change 𝛼 of the system to 10. To make the system electroneutral K+ ions in the 𝛼 = 4 

system were removed and an appropriate amount of Cl- ions were added. NPT simulation was run 

on this new system for another 3.5 µs. Comparing the largest NP before (Figure 4.2b) and after 

(Figure B10) the simulation, we observe that the NP retains its size (in terms of number of DNAs) 

but becomes more compact (with reduced hydrodynamic radius). The DNAs in the NP are brought 

closer by the newly added PEIs through the formation of side-by-side contacts. This implies that 

compact and stable NPs can be formed using a two-step addition of PEIs. The first step involves 
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the addition of PEIs so that the DNAs are moderately under-neutralized. Aggregation is expected 

to occur in an end-to-end fashion forming linear NPs, but the number of DNAs in the aggregate 

will not be too large due to their instability. In the second step, a large number of PEIs are 

introduced to bypass the N/P ratio associated with weak specific repulsion to prevent further 

aggregation. The previously formed linear NPs are then condensed into stable NPs that are more 

compact and closer to being spherical, with the help of excess PEIs (see Appendix B.11). Since 

the largest NP formed at 4 µs for 𝛼 = 4 has smaller 𝑠"$ than 𝛼 = 10, the NP created using the two-

step process would have a lower hydrodynamic radius than the one formed using a single step 

process. 

Finally, we comment on the limitation of this work. As with all MD simulations, the length 

and time scales of our simulated systems are still small compared with experiments. We have used 

a low molecular weight (LMW) PEI, 586 Da, while 25 kDa PEI is the most commonly studied PEI 

in experiments. It should be noted that there are experiments which explored the efficacy of LMW 

PEIs (600-800 Da).[5,6,69] As well, there are interests in introducing functional modification (e.g., 

lipid substitution) to LMW PEIs (0.6-2 kDa) to achieve a balance between efficacy and toxicity.[9] 

To be able to observe the binding and aggregation process within the timeframe permitted by MD 

simulations, we have used DNA and PEI concentrations that are larger than those in experiments. 

However, the local concentration of DNAs and PEIs near a NP can be much greater than their 

concentration in the bulk solution, and we believe it is this local concentration that affects the 

binding most. Setting a higher concentration in simulation essentially accelerates the diffusion 

process of the DNAs and PEIs before their binding and aggregation, which would have taken more 

time to occur in experiments. We also point out that compared with similar works in the 

literature,[35] our systems are considerably larger, and the investigation on multi-NP formation 
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allowed us to obtain size distribution from the simulations which has never been attempted before. 

The good agreement of our results with experiments has shown great potential of using simulations 

as a predictive tool to assist in the design of delivery systems. One way of extending the length of 

the simulations is to use larger time steps, e.g., 10 fs instead of 5 fs used in this work. While 

simulations of Martini PEI[51] and Martini DNA[50] separately in polarizable water[52] were 

found to be numerically stable for a time step of 10 fs, our initial attempt of using 10 fs for 

simulating Martini PEI and DNA together in polarizable water failed due to numerical instability. 

Since large Martini simulations of PEI and DNA together had not been performed before, the 

reason behind the numerical instability is not yet clear and remains to be explored. 

4.5. Conclusions  

Large-scale coarse-grained molecular dynamics simulations are performed to study gene 

delivery nanoparticles formed from the aggregation of DNAs and PEIs. The effects of PEI to DNA 

number ratio, or equivalently the N/P ratio, are investigated on the shape, charge and size of the 

nanoparticles. At very low N/P ratio, the aggregation of DNAs is limited, and as the N/P ratio 

increases the nanoparticles change from a loose linear structure to a compact branched structure, 

which is closer to a sphere. Such a transition in the mode of aggregation is caused by the different 

alignments of PEIs with DNA backbones prior to aggregation, which dictates their ability to serve 

as bridging PEIs. Except for very large nanoparticles at high N/P ratios, the charge of a 

nanoparticle is proportional to the number of DNAs in it. Their ratio allows for the definition of 

an intrinsic property called specific repulsion, which controls the characteristics of the steady state 

size distribution of NPs: unimodal for strong specific repulsion, bimodal for moderate specific 

repulsion, and more or less uniform for weak specific repulsion. The rate of nanoparticle growth 

is affected by the N/P ratio through the long-range electrostatic repulsions and mode of aggregation. 
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Presence of salt does not have any qualitative influence on the formation and characteristics of the 

nanoparticles. Quantitative, adding salt causes an increase in the rate of nanoparticle growth and 

their steady state size, due to the screening of electrostatic repulsion between nanoparticles brought 

by the ions. 
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Chapter 5   

Endosomal Acidification of PEI-DNA Nanoparticles 

 

5.1 Introduction 

Gene therapy treats diseases by introducing genetic material such as DNA into malignant 

cells.[1] For a successful delivery, DNAs have to overcome several barriers such as cell association, 

cellular uptake, endosomal escape, and nuclear trafficking.[2–4] Specialized carriers are required 

to overcome these barriers since DNAs, by themselves, are susceptible to enzyme degradation 

along the delivery pathway.[5,6] Viral carriers such as adenovirus are often used because their 

cell-proliferating molecular machinery has been honed by evolution, making them highly 

efficient.[7] This is, however, accompanied by the risk of immunogenicity which needs to be 

managed.[8] One solution is to use synthetically manufactured non-viral carriers, whose efficacy 

can be tweaked by changing its molecular structure, mass, chemical composition, etc.[2] 

Polyethylenimine (PEI) has stood out as one of the most studied non-viral carriers due to its high 

efficacy and versatility.[9] 

 PEI-based DNA delivery follows an endocytic pathway, where the PEI-DNA 

nanoparticles (NPs) are trapped in early endosomes after cellular uptake.[10] Early endosomes are 

continuously acidified by proton pumps (H+-ATPase), leaving the DNAs vulnerable to acidic 

digestion.[11,12] PEI’s high efficacy arises from its ability to protect DNAs by absorbing 

protons[3] and escape from endosomes with the DNAs.[13] The endosomal escape mechanism is 

not fully understood but is widely accredited to the “proton sponge” hypothesis.[13,14] Under this 

hypothesis, PEIs act as a buffer to absorb protons (like a sponge), which results in more protons 
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pumped into the endosome. Consequently, there is an electrostatics-driven entry of counterions[15] 

(such as chloride) and osmotic entry of water.[13,14] Such influxes cause endosomal swelling, 

and if substantial, it can lead to endosomal burst or localized rupture which release all the NPs into 

the cytoplasm.[13,16,17] Other proposed endosomal escape mechanisms are associated with PEI’s 

membrane damaging properties.[10,18]  

 
Figure 5.1: Schematic representation of the average number of DNAs in a NP vs. PEI/DNA 

number ratio (𝜶) under physiological (grey) and endosomal (black) pH. Dashed vertical lines 

mark the critical 𝛼 values at which the average number of DNAs in a NP is maximized: (left) under 

endosomal pH; (right) under physiological pH.  

Theoretical studies of endosomal acidification have been limited, with only two modeling 

works[19,20] investigating the “proton sponge” hypothesis. Additionally, the experimental work 

by Vermeulen et al.[16] proposed an endosomal burst criterion based on its size. As endosomal 

acidification is expected to alter the morphology of endosomes (swell, rupture, burst, etc.), the 

same is possible for NPs. For example, upon endosomal acidification, decondensation of plasmid 

DNAs[17,21] and dissociation of oligonucleotides from NPs[17] have been reported based on 

fluorescence microscopy measurements. The detailed mechanism involved in such processes is 
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unclear due to the spatio-temporal resolution limit of fluorescence microscopy.[22,23] 

Furthermore, the location where genetic materials are released from the NPs is not well agreed 

upon and has been proposed to occur in the endosome[17], in the cytoplasm[21], or not occur at 

all[6,24] (i.e., NPs stay intact in the nucleus). This warrants a theoretical study exploring the effects 

of endosomal acidification on NP properties. 

Further motivation comes from Chapter 4[25] where PEI-DNA aggregation under 

physiological pH was simulated for different PEI/DNA number ratios 𝛼 (proportional to the N/P 

ratio which is the ratio of PEI nitrogen to DNA phosphate). The results hinted that endosomal 

acidification might alter NP properties depending on the 𝛼 value at which the NPs were prepared. 

In particular, aggregation of NPs was promoted by diffusion and hindered by the specific repulsion 

(electrostatic repulsion between two NPs, where the net charge of each NP is normalized by the 

number of DNAs in it), which scales quadratically with 𝛼 (Chapter 4[25]). For low and high 𝛼, 

the specific repulsion between NPs was high leading to the formation of small NPs, while large 

NPs were formed at moderate 𝛼. At a critical 𝛼 (𝛼!), where the DNAs were just neutralized by the 

PEIs, the specific repulsion was the lowest and NP aggregation (quantified by the average number 

of DNAs in the NPs) the highest; as shown schematically in Figure 5.1 (grey curve). We 

hypothesize that similar phenomenon exists at endosomal pH (Figure 5.1, black curve), and that 

𝛼!  at endosomal pH (𝛼!" ) is less than that at physiological pH (𝛼!
#) because PEIs are more 

protonated at endosomal pH and hence require smaller 𝛼 to neutralize the DNAs. According to 

this hypothesis, NPs prepared at physiological pH with 𝛼 < 𝛼!"  would aggregate further when 

placed in the endosomal environment (upward arrow; Figure 5.1), and conversely would 

dissociate when prepared with 𝛼 > 𝛼!
# (downward arrow; Figure 5.1). The present work explores 
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the validity of this hypothesis, which we refer to as the acidic resizing of NPs, and its implications 

to gene delivery. 

5.2 Results 

5.2.1 Acidic resizing 

Four aggregation simulations (see Section 5.5.1 for simulation details) were performed, at 

physiological or endosomal pH, and with 𝛼 = 2 or 10. 𝛼 = 2 is less than 𝛼!", and 𝛼 = 10 is greater 

than 𝛼!
# (Table 5.1). A PEI-DNA pair was considered bound if their minimum distance was below 

0.528 nm, the van der Waals diameter between their beads. A NP was defined by a set of PEIs and 

DNAs bound together (directly or indirectly through other PEIs and DNAs), and the number of 

DNAs present in the NP was used to quantify the NP size 𝑠$%. The average NP size ⟨𝑠$%⟩ at any 

time was obtained by averaging 𝑠$% across all NPs, while the	steady state average size ⟨𝑠$%⟩&&, 

(Figure 5.2a) was obtained from the last 1 μs of each simulation (see total simulation time in 

Table 5.1). As shown in Figure 5.2a, for 𝛼 = 2, ⟨𝑠$%⟩&& is smaller at physiological pH than at 

endosomal pH, while the result is opposite for 𝛼 = 10. The results support the acidic resizing of 

NPs proposed in Figure 5.1. Other results of the aggregation simulations are presented in 

Appendix C.1.  

To explain the acidic resizing, the free energy landscape of PEI was calculated at the steady 

state (Figure 5.2b, c) along a reaction coordinate 𝑞 (Section 0) by setting its lowest value to zero. 

𝑞 is in the range of: (i) 0-1 when PEI is free, i.e., not bound to any DNA, (ii) 1-2.2 when PEI is on 

the periphery of a NP or peripheral, i.e., bound to only one DNA, (iii) 2.2-3.4 when PEI is 2-

bridging, i.e., bridging two DNAs, (iv) 3.4-4.6 when PEI is 3-bridging, and (v) 4.6-5.8 when PEI 

is 4-bridging. The term bridging PEI collectively refers to all 𝑛-bridging PEIs, where 𝑛 is an 

integer greater than 1. 
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Figure 5.2: Properties of aggregated NPs in physiological and endosomal pH. (a) Steady state 

average NP size (⟨𝑠$%⟩&&) for aggregation simulations at physiological and endosomal pH. Free 

energy landscape of PEI at physiological and endosomal pH along reaction coordinate 𝑞 (see 

Methods Section 0) for (b) 𝛼 = 2, and (c) 𝛼 = 10 at the steady state. Last 1 μs of each simulation 

is considered as the steady state (Table 5.1). 

The free energy landscapes in Figure 5.2b, c contain local minima representing stable 

equilibrium states, such as 𝑞 = 0, 1.5, 2.5, 3.8, and 5 for free, peripheral, 2-bridging, 3-bridging, 

and 4-bridging PEIs respectively. Two consecutive stable states are separated by a maximum, 

representing an unstable equilibrium state. Analogous to a reversible chemical reaction, the rate of 

transition from one stable state to another is regulated by the energy barrier in between. The 

forward energy barrier associated with increasing 𝑞 arises due to two repulsive forces. The first is 
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the repulsive force between a PEI and those bound to the DNA it is approaching. This is referred 

to as PEI-PEI repulsion which increases with the number of PEIs (i.e. 𝛼) in the system and the 

degree of protonation. The second is the repulsive force between the DNAs bound to a PEI and 

the DNA the PEI is approaching. This repulsion is referred to as DNA-DNA repulsion and is 

proportional to the specific repulsion(Chapter 4[25]) and the number DNAs bound to the PEI 

(which is 𝑛 for an 𝑛-bridging PEI). The backward energy barrier associated with decreasing 𝑞 

arises due to the attraction between a PEI and the DNA it is approaching, which is referred to as 

PEI-DNA attraction and increases with the degree of protonation of PEI. Conformational changes 

in the NP such as relative position of DNAs and PEIs can also modulate these attractive and 

repulsive forces.  

For 𝛼 = 2 and physiological pH, the energy barriers at 𝑞 = 1.1 and 3 are very high, denoting 

the absence of free and 3-bridging PEIs. As pH is decreased from physiological to endosomal 

condition, PEI-PEI repulsion and PEI-DNA attraction are strengthened due to the increase in PEI 

charge, and DNA-DNA repulsion is weakened due to the decrease in specific repulsion (DNAs are 

more neutralized). The strengthening of PEI-PEI repulsion is not significant at such low 𝛼. As a 

result, the energy barrier at 𝑞  = 1.1 remains high, preventing the appearance of free PEIs. 

Meanwhile, the increased PEI-DNA attraction and reduced DNA-DNA repulsion have lowered 

the energy barrier at 𝑞 = 3, allowing the formation of stable 3-bridging PEIs and leading to further 

aggregation of NPs.  

For 𝛼 = 10 and physiological pH, there is a large energy barrier at 𝑞 = 5.2, denoting the 

absence of stable 5-bridging PEIs. Energy barrier near 𝑞 = 1 is not very high and free PEIs are 

present. Decreasing the pH to endosomal level strengthens PEI-PEI repulsion and PEI-DNA 

attraction. The DNA-DNA repulsion is also strengthened due to the increase in specific repulsion 
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(DNAs are more over-neutralized). At this large 𝛼 , the increase of PEI-PEI and DNA-DNA 

repulsions are significant, causing a large energy barrier to appear at 𝑞 = 3.1. Consequently, the 

free energy minima at 𝑞 = 3.8 and 5, present for physiological pH, have disappeared for endosomal 

pH. In addition, while the free energy landscape remains similar for 𝑞  between 0 and 1.5, at 

endosomal pH the free energy for 𝑞  > 1.5 is higher than that in physiological pH. All these 

observations support the conclusion that if the NPs are prepared with 𝛼 = 10, upon endosomal 

acidification, they tend to dissociate into smaller NPs, with PEIs bridging a smaller number of 

DNAs and preferring to be peripheral. The acidification simulations allow us to have a closer and 

more direct look at the resizing of NPs during the acidification process.  

5.2.2 Acidification of NPs prepared with 𝜶 = 2 

Endosomal acidification was simulated for two acidification rates, instant and slow (1 

H+/ns). The initial configuration of acidification simulations was taken from the last timestep of 

the aggregation simulation performed under physiological pH for the same 𝛼. The charge of PEIs 

was increased to model endosomal acidification (see Section 5.5.1.2 for details). To facilitate the 

discussions below, the acidification simulations are referred to as slow or instant acidification 

simulations, whereas the aggregation simulations are simply referred to as physiological or 

endosomal pH simulations.  

Figure 5.3a, b shows the in-silico fluorescence microscopy images (Section 5.5.3) of the 

NPs during acidification, where red and green represent fluorescence of DNA and PEI beads 

respectively. The color between red and green is produced based on the ratio of DNA and PEI 

fluorescence, as shown in the colormap. Bright colors indicate particles are in-focus, whereas 

diffused colors indicate they are out-of-focus. Visually examining Figure 5.3a, b, larger NPs are 

observed after 8 μs. Consistent with Section 5.2.1, no free PEI (pure green fluorescence) is 
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observed in the solution. Quantitatively, the average NP size ⟨𝑠$%⟩	(Figure 5.3c) demonstrates 

similar results. Further aggregation of NPs is observed at both acidification rates as indicated by 

an increase in ⟨𝑠$%⟩ with time. Steady state average size ⟨𝑠$%⟩&& for slow acidification simulation 

is comparable to that in endosomal pH simulation (shown in black) and higher than that in instant 

acidification simulation. That is, ⟨𝑠$%⟩&& increases with the decrease in acidification rate. 

Figure 5.3: Properties of NPs under endosomal acidification for 𝜶 = 2. In-silico microscopy 

images of (a) instant and (b) slow acidifications, where DNA and PEI emit red and green colors 

respectively. The colocalization of DNA and PEI produces color between red and green, as shown 

in the colormap. Simulation time is reported above each image in microseconds. (c) Time 

evolution of average NP size ⟨𝑠$%⟩  for slow and instant acidification simulations, average 

performed across all NPs. (d) The steady state number of NPs ⟨𝑁$%⟩&& vs. size 𝑠$% representing 

NP size distribution, average performed over time during the steady state. (e) The steady state 

charge of NPs ⟨𝑄$%⟩&& vs. 𝑠$%, averaged across NPs with the same size 𝑠$% and over time during 

the steady state. The predicted NP charge 𝑄$%
#'"( is calculated from steady state of aggregation 

simulations using Eq. 5.1. The last 1 μs of each simulation is considered as the steady state (Table 

5.1, Table 5.2). 
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The steady state number of NPs with size 𝑠$%, ⟨𝑁$%⟩&&, is plotted against 𝑠$% in Figure 

5.3d, which describes the steady state size distribution of the NPs. ⟨𝑁$%⟩&&  exhibits similar 

characteristics for both acidification rates, with slow acidification forming larger NPs and instant 

acidification having more unaggregated DNAs. ⟨𝑁$%⟩&&  from endosomal pH simulation is 

significantly different, forming larger NPs containing as many as 12 DNAs. According to the 

Smoluchowski coagulation theory, the likelihood of two NPs aggregating together increases with 

the difference in their size(Chapter 4[25,26]). This makes ⟨𝑁$%⟩&&  highly dependent on the initial 

size distribution of NPs in the simulation. Endosomal pH simulation begins with only 

unaggregated DNAs, which first aggregates to form a few small NPs (𝑠$% = 2 or 3). These NPs 

preferentially bind with unaggregated DNAs (𝑠$% = 1) to grow into moderate NPs (4 ≤ 𝑠$% ≤ 9). 

The moderate NPs then preferentially bind with unaggregated DNAs and grow into large NPs (𝑠$% 

≥10). The probability of small NPs aggregating with similarly sized small NPs to form stable 

moderate NPs is low and as a result, in endosomal pH simulation, the NPs tend to be either large 

or small. The initial size distribution in the acidification simulations is ⟨𝑁$%⟩&&  from the 

physiological pH simulation (Figure 5.3d), with several small NPs and unaggregated DNAs. Upon 

instant acidification, all the PEIs are protonated at the beginning of the simulation, which decreases 

the specific repulsions of NPs all at once. As a result, all small NPs compete to bind with 

unaggregated DNAs and grows simultaneously into moderate NPs. Due to the concurrent 

competition, it is difficult for moderate NPs to bind with unaggregated DNA in order to grow into 

large NPs. In slow acidification simulation, the PEIs are protonated sequentially, and therefore the 

specific repulsion of some NPs decreases earlier. These NPs therefore have the advantage of being 

able to grow first into larger NPs amid the existing competition. Therefore, the NPs resized during 
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slow acidification are larger than those in instant acidification but smaller than those in endosomal 

pH simulation.  

The steady state charge of NPs with size 𝑠$%, ⟨𝑄$%⟩&&, is plotted against 𝑠$% in Figure 5.3e. 

The NP charges at physiological and endosomal pH are predicted (𝑄$%
	#'"() using Eq 5.1 and plotted 

in Figure 5.3e, where 𝑄*$+ is the charge of a DNA, 𝑄%,- is the charge of a PEI, and 𝛼′ is the ratio 

of the total number of bound PEIs and DNAs (Chapter 4[25]). This prediction assumes that all 

DNAs are bound to an equal number of PEIs. All ⟨𝑄$%⟩&& decreases with 𝑠$% in an almost linear 

fashion, which agrees with Eq 5.1. Therefore, each DNA is bound to a similar number of PEIs 

before and after acidification. Since free PEIs are absent before and after acidification (Figure 

5.1b; Figure 5.3a, b), it can be inferred that the number of PEIs bound to each DNA remains 

constant during acidification. 

𝑄$%
#'"( = 𝑠$%(𝑄*$+ + 𝛼′𝑄%,-) 5.1 

The above results confirm that NPs prepared at low 𝛼 further aggregate upon endosomal 

acidification, and that the acidic resizing hypothesis is valid regardless of the acidification rate. Of 

more interest is the examination on the acidification of NPs prepared at high 𝛼, which according 

to the hypothesis, can be subjected to dissociation. 

5.2.3 Acidification of NPs prepared with 𝜶 = 10 

In-silico fluorescence microscopy images generated for slow and instant acidification of 

NPs prepared with 𝛼  = 10 (Figure 5.4a, b respectively) show that green fluorescence in the 

solution increases with time, indicating that bound PEIs (peripheral or bridging) become free upon 

acidification. This is further supported by the change in color of NPs from yellow to orange, 

corresponding to reduced PEI fluorescence in the NPs. Along with the increase in free PEIs, NPs 

are observed to become smaller, suggesting NP dissociation. Many free PEIs are observed at 0.2 
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μs in Figure 5.4a, whereas similar density of free PEIs is observed in Figure 5.4b at a later time 

(1 μs). That is, the release of free PEI from the NPs is faster upon instant acidification than during 

slow acidification. Similarly, NP dissociation starts at 0.2 μs in Figure 5.4a and later (0.8 μs) in 

Figure 5.4b. After 3 μs, the difference between the two acidification rates appears minimal. These 

observations are quantified by ⟨𝑠$%⟩ in Figure 5.4c, which again shows that NP dissociation 

occurs for both acidification rates and is faster under instant acidification. The steady state NP size, 

⟨𝑠$%⟩&&, is comparable for acidification and endosomal pH simulations. Interestingly, the onset of 

dissociation in slow acidification simulation, when ⟨𝑠$%⟩ starts decreasing, is comparable to the 

total acidification time of 0.81 μs (Table 5.2). In other words, NP dissociation does not occur until 

all the PEIs in the system are acidified.  

The steady state NP size distribution ⟨𝑁$%⟩&&  shown in Figure 5.4d, is similar for 

acidification and endosomal pH simulations, with slow acidification forming a lower number of 

unaggregated DNAs (𝑠$% = 1). That is, instant acidification is more efficient in dissociating NPs 

than slow acidification. This can be explained by a sudden increase in PEI-PEI and DNA-DNA 

repulsions when the instant acidification is applied, which makes the NPs unstable and prone to 

dissociation. In contrast, during slow acidification newly protonated PEIs can adjust their 

conformations and attach to the NPs via local attractions with the DNAs, before other PEIs are 

protonated. Such conformational changes help reduce repulsive forces within the NPs and delay 

NP dissociation. Similar to Figure 5.3, the steady state NP charges ⟨𝑄$%⟩&& in Figure 5.4e scale 

linearly with 𝑠$% and are well predicted by Eq 5.1. This implies that after acidification, each DNA 

in the system is bound to a similar number of PEIs. Since bound PEIs are lost during acidification 

(Figure 5.4a, b), the result suggests that each DNA loses a similar number of PEIs to the solution. 
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Understanding how PEIs, especially the bridging ones, are lost is crucial because it controls the 

structural and geometrical changes of NPs, and hence if and how the NPs dissociate.  

 
Figure 5.4: Properties of NPs under endosomal acidification for 𝜶 = 10. In-silico microscopy 

images of (a) instant and (b) slow acidifications, where DNA and PEI emit red and green colors 

respectively. The colocalization of DNA and PEI produces color between red and green, as shown 

in the colormap. Simulation time is reported above each image in microseconds. (c) Time 

evolution of average NP size ⟨𝑠$%⟩  for slow and instant acidification simulations, average 

performed across all NPs. (d) The steady state number of NPs ⟨𝑁$%⟩&& vs. size 𝑠$% representing 

NP size distribution, average performed over time during the steady state. (e) The steady state 

charge of NPs ⟨𝑄$%⟩&& vs. 𝑠$%, averaged across NPs with the same size 𝑠$% and over time during 

the steady state. The predicted NP charge 𝑄$%
#'"( is calculated from steady state of aggregation 

simulations using Eq. 5.1. The last 1 μs of each simulation is considered as the steady state (Table 

5.1, Table 5.2). 

 
5.2.3.1 Kinetics of bridging PEIs 

The numbers of free (𝑁./𝑁*$+), peripheral (𝑁#/𝑁*$+), and bridging (𝑁//𝑁*$+) PEIs per 

DNA, and the average number of bridging PEIs between a pair of bridged DNAs (𝑛/ ) are 
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calculated in Figure 5.5a as a function of time for both acidification rates (similar analysis for 𝛼 

= 2 in Appendix C.2). Corresponding steady state averages from endosomal pH simulation are 

shown for reference using horizontal lines. The general trend demonstrates an exponential-like 

decay for 𝑁//𝑁*$+  and 𝑛/ , and a corresponding logistic-like growth in 𝑁./𝑁*$+ . 𝑁#/𝑁*$+ 

remains steady with small fluctuations. The initial change in 𝑁./𝑁*$+, 𝑁#/𝑁*$+, 𝑁//𝑁*$+ and 

𝑛/  is faster for instant acidification than for slow acidification, and the difference caused by 

acidification rate is negligible after 2 μs. 

The decay of 𝑁//𝑁*$+  and 𝑛/  signifies the loss of bridging PEIs due to acidification, 

likely caused by increased repulsion between PEIs within the same NP. Figure 5.5a shows the 

stabilization of 𝑁//𝑁*$+ when 𝑛/ in the acidification simulations reach the steady state average 

in the endosomal pH simulation (at ~3 μs). Because 𝑁/ is the product of 𝑛/ and the total number 

of bridged DNA pairs, the results indicate that the number of bridged DNA pairs and the number 

of bridging PEIs for each DNA pair reach equilibrium at the same time. In turn, this suggests that 

the primary PEI-PEI repulsion is between bridging PEIs bound to the same DNA pair. The steady 

state value of 𝑁//𝑁*$+ in the acidification simulations is higher than that in the endosomal pH 

simulation, which is caused by the higher number of bridged DNA pairs in the acidification 

simulations. Consistently, ⟨𝑠$%⟩&&	is higher in the acidification simulations (Figure 5.4c). During 

acidification, the free energy landscape of PEIs transitions from the grey curve towards the black 

curve in Figure 5.2c. Correspondingly, the energy minimum at 𝑞  = 2.5 (2-bridging PEI) is 

increased relative to the one at 𝑞 = 1.5 (peripheral PEI), facilitating the conversion of PEIs from 

bridging to peripheral. However, as 𝑁//𝑁*$+  and 𝑛/  decrease the PEI-PEI and DNA-DNA 

repulsions reduce, which hinders further increasing of the energy minimum at 𝑞 = 2.5 and release 

of the bridging PEIs. 
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Figure 5.5b provides a graphical illustration for the typical process of losing a bridging 

PEI, where DNAs are shown as filled circles and PEIs as straight lines (Figure 5.5b). The bridging 

PEI lost is shown in red, and a nearby peripheral PEI is shown in green. Step 1 shows the transition 

of the PEI from bridging to peripheral. Two possible scenarios are presented in Step 2a and Step2b 

for the peripheral to free PEI transition, along with their respective probabilities. In Step 2a, the 

original bridging PEI becomes free, whereas in Step 2b the neighboring peripheral PEI is freed by 

PEI-PEI repulsion.  

5.2.3.2 NP structural changes 

Structural changes in the NP are illustrated using a transition diagram, where each NP 

structure is represented with a network. The transition diagram can illustrate NP aggregation, 

dissociation, internal restructuring, as well as exchange of DNAs among multiple NPs (see Section 

5.5.4 for details). Since the simulations are dynamic, the transition diagrams are complex 

(Appendix C.4 for 𝛼  = 2 and 10). Further simplifications are made by removing the loops 

corresponding to cyclic transitions so that only principal or “net” transitions are retained. This 

simplified diagram is referred to as the principal transition diagram (see Section 5.5.4 for details).  

Figure 5.6 reports the principal transition diagrams for the two largest NPs during instant 

(Figure 5.6a, b) and slow (Figure 5.6c, d) acidifications. Diagrams for other NPs at 𝛼 = 10, and 

𝛼 = 2 are shown in Section S5. A black arrow in the diagram indicates the transition between two 

NP structures, along with the time of the last transition (due to the removal of cyclic transitions in 

between). Each NP structure is comprised of nodes (filled circles) representing the DNAs and 

edges (lines or curves) between two nodes representing the bridging PEIs. The thickness of each 

edge is proportional to the number of PEIs bridging the DNA pair, averaged over the period of 

existence for the NP structure. An edge is crossed out with a red line if the DNA pair becomes 
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unbridged after a transition, which is referred to as bridge scission. An unbridged DNA pair is 

connected with a blue edge if they become bridged after a transition, which is referred to as bridge 

formation. In the diagram the nodes are arranged to reduce overlapping edges, and the distance 

between two DNA nodes is not related to their physical separation in the NP. The relative positions 

of nodes are kept fixed in the same transition diagram to easily identify the DNAs at different 

simulation time. For example, the DNA marked using red arrows in Figure 5.6a is the same DNA 

at different simulation time. A blue circled plus symbol is used to denote aggregation of two or 

more NPs, while a red circled minus symbol is used to denote dissociation.  

The observed structural changes are similar for both acidification rates and NP sizes. 

Several bridge scissions occur over time, turning a branched NP structure at 0 μs with many 

mutually bridged DNAs (especially in Figure 5.6a, c) into a few linear ones where the DNAs are 

almost sequentially connected. Almost all bridge scissions are observed for thin edges (except for 

1315 ns in Figure 5.6a, 52.6 ns in Figure 5.6b, and 1472 and 4107 ns in Figure 5.6d) with a lower 

number of bridging PEIs. Generally, the thickness of an edge decreases with time due to the 

decrease in 𝑛/ (Figure 5.5a), making it more prone to bridge scission. Two observations can be 

made for the location of the bridge scissions. First, DNAs that are bridged with several others in a 

crowded setting are more likely to lose their bridging due to increased DNA-DNA repulsion. The 

DNA marked with the red arrows in Figure 5.6a is bridged with six other DNAs at the beginning 

of the simulation, making it the most crowded DNA in the NP. Five of these six bridges experience 

scission at 7.2, 61.2, 105.8 (two bridges), and 1746.4 ns respectively. The only surviving bridge is 

with the DNA marked by green arrows, and this pair had the thickest edge among the six at the 

beginning of the simulation. The same is true for the heavily crowded DNA marked by red arrows 

in Figure 5.6c, which loses all its bridges except the one with the DNA highlighted by green 
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arrows. Second, in NPs having linear structures with minimal mutual association amongst the 

DNAs, bridge scissions tend to occur near the terminals. A DNA located at the center of such a 

NP experiences almost equal DNA-DNA repulsion from the two directions, whereas for a DNA 

near the terminal the repulsive forces would be unbalanced leading to higher probability of bridge 

scission. For example, the loss of bridged DNA pairs occurs near the terminals at 1315, 1746.4 

and 3914.2 ns in Figure 5.6a, and at 3001 and 3744.8 ns in Figure 5.6c. 

Sufficient loss of bridged DNA pairs leads to NP dissociation. In Figure 5.6a, the first 

dissociation occurs at 105.8 ns near the crowded DNA marked with the red arrow. This 

dissociation forms three linearly structured NPs with 𝑠$% = 6, 5 and 3, which further dissociate 

near their terminals at 1315, 1746.4 and 3914.2 ns respectively, with larger NPs dissociating earlier 

in time. Similar observations are made in Figure 5.6b-d. Terminal DNAs in linearly structured 

NPs are more prone to dissociation for larger NPs because of they experience stronger unbalanced 

repulsive force from other DNAs in the same NP. The NP with 𝑠$% = 5 in Figure 5.6a, created 

after the dissociation at 1315 ns, undergoes internal restructuring with three bridge formations and 

two bridge scissions. As a result, a branched NP structure with mutually bridged DNAs is formed, 

but such restructuring does not seem to be a dominant mode of transition. The final dissociated 

NPs have similar structures regardless of the acidification rate. 
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Figure 5.6: Principal transition diagram of NPs in acidification simulations for 𝜶 = 10. (a) 

Largest and (b) second-largest NP in the instant acidification simulation. (c) Largest and (d) 

second-largest NP in the slow acidification simulation. 
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The greatest difference found in NP dissociation upon slow and instant acidifications is the 

onset of the principal transition. Under instant acidification, the first principal transition occurs at 

0 ns (Figure 5.6a), whereas under slow acidification it occurs at 211.8 ns (Figure 5.6c). Prior to 

211.8 ns, several transition loops are observed (see Appendix C.4) suggesting that the loss of 

bridged DNA pairs is more reversible under slow acidification than that under instant acidification. 

Such reversibility can also be seen in Figure 5.6c: a bridged DNA pair is formed at 211.8 ns, lost 

at 214.2 ns, reformed at 214.4 ns, and lost again at 219.2 ns. This higher reversibility delays NP 

dissociation under the slow acidification condition. 

5.2.3.3 NP swelling and shrinkage  

The radius of gyration averaged across all NPs,	〈𝑅0〉, (see Section 5.5.5) is shown in Figure 

5.7a for the two acidification simulations. The steady state average radii of gyration evaluated 

from physiological and endosomal pH simulations are shown using light-grey and dark-grey 

horizontal lines respectively. The overall decreasing trend in 〈𝑅0〉 is consistent with ⟨𝑠$%⟩ (Figure 

5.4c) and therefore mainly due to dissociation of NPs. When NPs are not dissociating, their radius 

of gyration (𝑅0) can increase (corresponding to NP swelling), decrease (corresponding to NP 

shrinkage), or remain steady. To explore this, 𝑅0 for the largest and second-largest NP, before 

their dissociation, is shown in Figure 5.7b, c respectively. The light-grey horizontal line in each 

subfigure represents the NP’s steady state average 𝑅0 from the physiological pH simulation. Since 

the time at which the NPs dissociate is different in slow and instant acidifications, time on the 

horizontal axis of Figure 5.7b, c is reported as the percentage of the total lifetime of the 

undissociated NPs. 

In Figure 5.7b, an overall increase in 𝑅0 is observed for both acidification simulations, i.e., 

NP swells. This swelling can be explained by the bridge scissions that occur in the NPs (0-105.8 
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ns in Figure 5.6a; 0-638.4 ns in Figure 5.6c) and subsequent increase in DNA-DNA distance. The 

snapshots of the largest NP are shown in Figure 5.7b as insets: grey for 𝑡 = 0, black for just before 

dissociation under instant acidification, and red for just before dissociation under slow 

acidification. Swelling of the NPs is visually detected, where “arms” containing DNA and PEI 

beads extend outwards from the NP’s center after their acidification. 

 
Figure 5.7: Radius of gyration of NPs in acidification simulations for 𝜶 = 10. (a) Average 

radius of gyration 〈𝑅0〉 as a function of time. Radius of gyration of the (b) largest NP with 𝑠$% = 

14, and (c) second-largest NP with 𝑠$% = 6 before dissociation. In (b, c), snapshots of the NPs are 

shown in grey at 𝑡 = 0, and in black (instant acidification) or red (slow acidification) at the onset 

of dissociation. 

In Figure 5.7c, 𝑅0 decreases over time for both acidification simulations, i.e., NP shrinks. 

Similar to Figure 5.7b, the snapshots of the second-largest NP are shown in grey at 𝑡 = 0, and 

black (instant acidification) or red (slow acidification) at the onset of dissociation. Different from 

the largest NP shown in Figure 5.7b, the second-largest NP has a more linear, rod-like structure. 

Under instant acidification, the NP shrinkage is produced by the bending of the rod-like structure, 

whereas under slow acidification it occurs due to a DNA moving to the center of the NP after a 

bridge scission (786.4 ns in Figure 5.6d; 𝑡 = 70%). NP swelling and shrinkage are therefore 

dependent on the initial NP geometry, structure and the internal restructuring that take place upon 

acidification.  
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5.3 Discussions 

Endosomal acidification is found to cause a resizing of NPs, which strongly depends on the 

N/P ratio at which they are prepared. At physiological pH, NPs prepared with a low N/P ratio (1.18; 

𝛼 = 2) has a small average size (in terms of the number of DNAs present in the NPs) and no free 

PEIs are found in the solution (Section 5.2.1). Upon endosomal acidification, the average NP size 

increases (Figure 5.3c) and the number of free PEIs remains zero (Section 5.2.1). Increase in NP 

size indicates further aggregation of small NPs into larger ones. On the contrary, under 

physiological pH NPs prepared with a high N/P ratio (5.91; 𝛼 = 10) has a larger average size with 

free PEIs in the solution (Section 5.2.1). Upon endosomal acidification, the average NP size 

decreases (Figure 5.4c) and the number of free PEIs in the solution increases (Figure 5.5a), 

suggesting the dissociation of large NPs into smaller ones. The term “dissociation” here may not 

imply complete separation of DNAs from the PEIs as it was used in some literature [21,27], 

although some PEIs are freed during the process. Similar to our results, Rehman et al.[17] observed 

dissociation of oligonucleotides from NPs within the endosome of HeLa cells, where the NPs were 

prepared at N/P ratio of 5 using 22 kDa linear PEI and 20-base pair oligonucleotides. This is 

comparable with our study using N/P ratio of 5.91 and 12-base pair DNAs, although the 586 Da 

PEI in this work is much smaller. 

Acidic resizing of NPs has strong implications in the endosomal escape and nuclear 

trafficking of DNAs. Several mechanisms have been proposed in the literature for PEI-facilitated 

endosomal escape. First, based on the “proton sponge” hypothesis,[13,15] the osmotic pressure of 

the endosome can increase with the number of PEIs in it, due to the entry of water and counterions 

caused by PEIs’ protonation. Second, endosomal acidification of free PEIs can also increase the 

osmotic pressure, even without the entry of water and counterions, based on the theoretical study 
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of Yang and May[19]. This is supported by several experimental studies, such as in CT26 and 

293T cells, where the presence of free PEIs in the endosome increased the efficacy of gene 

delivery.[28,29] Third, oncotic pressure or colloidal osmotic pressure in the endosome can increase 

with a rise in the number of free PEIs. This effect has been reported for non-viral carriers such as 

lactosylated poly(ethylene glycol)[30] in Hepatoma cells but not for PEIs. Increase in osmotic 

pressure can lead to endosomal swelling and its subsequent rupture or burst. Finally, PEIs can 

damage the endosomal membrane and the membrane damaging capability correlates positively 

with the number of PEIs in the endosome.[10,18] Results in the present work demonstrate that the 

ability for PEIs to induce endosomal escape depends on the N/P ratio at which the NPs are prepared. 

When prepared with a high N/P ratio, the number of PEIs is large, free PEIs are present and 

increase upon endosomal acidification. Furthermore, NP dissociation increases the number of NPs 

and thereby increases the colloidal osmotic pressure. These effects all lead to high osmotic pressure 

and membrane damage that can facilitate endosomal escape. In contrast, when the NPs are 

prepared with a low N/P ratio, the number of PEIs is small, and no free PEIs are available even 

after endosomal acidification. In fact, endosomal acidification results in further aggregation of NPs 

which can indeed reduce the colloidal osmotic pressure. Consequently, such NPs are ineffective 

in causing osmotic pressure increase and membrane damage. Consistent with our findings, low 

transfection efficacy has been observed in lung of mice[31] and Raw264 cells[5] for N/P ratio of 

1, as compared to high transfection efficacy in COS-7 and CHO-K1 cells for N/P ratio of 6.[32] 

After the endosomal escape, NPs are released into the cytoplasm, where bound PEIs protect 

the DNAs from degradation[3]. As the pH rises to cytosolic pH (6.9-7.4),[33] PEIs could get 

deprotonated which in turn can affect PEI-DNA interactions and sizes of the NPs. For example, 

dissociated NPs could aggregate again due to reduced PEI-PEI repulsion, which meanwhile could 
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be hindered by the more voluminous condition in the cytoplasm that promotes NP dispersion.[17] 

From experiments, there has not been consensus regarding whether complete dissociation of DNAs 

from the PEIs is necessary for successful transfection. Some reported that DNAs and PEIs never 

fully separated in cells such as EA.hy 926, COS-7, and CFPAC-1,[6,24] while others argued that 

complete separation was vital for gene delivery[17,21,27] in cells such as 293T and HeLa. 

Simulations results in this work suggest that regardless of the N/P ratio at which the NPs are 

prepared, complete separation of PEIs from DNAs is unlikely without the presence of molecules 

that has more binding affinity to DNA than PEI. It has been reported that nuclear trafficking of 

NPs can occur passively through diffusion if their diameter is less than 9 nm, or actively via short 

amino acid sequences and nuclear transport proteins if their diameter is between 9 and 39 nm;[34–

36] NPs with diameter more than 39 nm cannot be trafficked.[34,35] Since the diameter of NPs 

prepared for gene delivery is on the order of 100 nm,[17,32] their dissociation into smaller NPs 

appears essential, which has been observed in our simulations for NPs prepared with high N/P 

ratio. Endosomal escape of NPs prepared with low N/P ratio is inferior, and DNAs could be 

digested in the endo-lysosomal compartment. However, if they are able to successfully escape 

from the endosome, nuclear trafficking may not pose further barriers because the NPs would likely 

dissociate as the pH rises. On the other hand, these NPs might be subjected to enzyme degradation 

in the cytoplasm as our in-silico microscopy reveals that DNAs are exposed at low N/P ratio (red 

colored regions in Figure 5.3a). Pollard et al.[6] reported poor transfection efficacy of NPs 

prepared with N/P ratio of 4.2 (1 charge equivalent) when injected into the cytoplasm of COS-7 

cells, which could be due to the degradation of DNAs. 

The rate of endosomal acidification can affect the acidic resizing of NPs which depends on 

the number of proton pumps in the endosome and the available chemical energy (adenosine-
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triphosphate; ATP). The actual endosomal acidification rate is expected to be on the order of 10-7 

H+/ns,[37] but such a low rate is not accessible by simulations due to the current computational 

limit. Two acidification rates, instant and slow (1 H+/ns), are simulated in this work to qualitative 

assess its effect. The results suggest a limited influence of acidification rate on the overall 

dissociation of NPs prepared with high N/P ratio, and thereby on their endosomal escape and 

nuclear trafficking. For the NPs prepared with a low N/P ratio, slow acidification produces larger 

NPs. It is therefore reasonable to suspect that at an acidification rate of 10-7 H+/ns, average NPs 

size can be even larger, further reducing the probability of endosomal escape.  

To increase the efficacy of PEI-based gene delivery with a high N/P ratio, it is desirable to 

enhance the NP dissociation upon endosomal acidification, which would translate to higher 

efficacy of endosomal escape and nuclear trafficking. There is a remarkable consistency in the 

dissociation mechanisms at both acidification rates such as, loss of bridging PEIs due to repulsion 

from PEIs bound to the same DNA, bridge scission between DNA pairs with a low number of 

bridging PEIs, NP dissociation near crowded DNAs due to DNA-DNA repulsion, etc. We can 

exploit these mechanisms to design PEIs that promote NP dissociation during acidification. 

Specifically, the following strategies are proposed for NP preparation: reducing DNA-DNA 

separation, promoting DNA crowding (increasing mutual bridging of DNAs), and forming NPs 

with a moderate number of bridging PEIs. We suspect a PEI with moderate molecular weight (MW) 

and degree of branching is an effective candidate. If the MW of the PEI is too low, it might hinder 

the formation of large NPs that can later dissociate, whereas if the MW is too high the DNAs might 

be far apart causing difficulties in NP dissociation due to low DNA-DNA repulsion. High 

transfection efficacy has been reported for PEI with moderate[38] (12 kDa better than 1616 kDa 

in K5 Cells) and high[39] (70 kDa better than 10 kDa and 2 kDa in EA.hy 926 cells) MW. However, 



 

 

 

144 

these results are reported for polydisperse PEIs and are not informative of the optimal MW of PEIs. 

Werth et al.[40] fractionated commercially available polydisperse 25 kDa and found moderate 

MW PEIs (4-10 kDa) had the highest transfection efficacy in SKOV-3 cells, with undetectable 

transfection efficacy of PEIs above 10 kDa and below 2 kDa. Bieber et al.[41] fractionated the 

same PEI and found those with MW in the range of 0.5-10 kDa had the highest transfection 

efficacy in PaTu 8902 cells. These results are consistent and align with the hypothesis that 

moderate MW PEIs are likely more efficacious. If a PEI has a dendritic structure, it can crowd 

several DNAs, but the number of bridging PEIs would be low and hence their repulsion, making 

NP dissociation difficult. While linear PEIs could create a large number of bridging PEIs, bridge 

scission upon endosomal acidification could be inadequate. Comparison of transfection efficacy 

between linear and branched PEIs has been reported to differ between cell lines and between in-

vitro and in-vivo.[32,42] To the best of our knowledge, the only study that systematically explored 

the effect of the degree of branching of the PEI (measured using 13C NMR spectroscopy) on the 

transfection efficacy was conducted by Krämer et al.[43] Consistent with our supposition, the 

transfection efficacy was found to be highest for the degree of branching of 58% (among 0, 58, 72, 

and 100%) for NIH/3T3 and COS-7 cells. Further investigation on the combined effect of degree 

of branching and MW on transfection efficacy in different cell lines is needed to ascertain the 

optimal PEI properties for gene delivery, by performing simulations with high MW PEI with 

different degrees of branching. 

5.4 Conclusions 

Large-scale coarse-grained simulations are performed to study the size and structural 

changes of PEI-DNA NPs when subjected to endosomal acidification. The results reveal an acidic 

resizing of NPs that is highly dependent on the N/P ratio at which they are prepared. NPs prepared 
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with a low N/P ratio at physiological pH aggregate further upon acidification, whereas those 

prepared with a high N/P ratio dissociate. The extent of NP aggregation is sensitive to the rate of 

acidification, with more aggregation occurring under slow acidification (1 H+/ns) as compared to 

instant acidification. However, acidification rate has limited influence on the overall dissociation 

of NPs prepared with high N/P ratio, and the main consequence of a slower acidification is a delay 

in the onset of NP dissociation.  

During endosomal acidification of NPs prepared at high N/P ratio, some PEIs bound to 

DNAs are released into the solution due to the repulsion between PEIs bridging the same DNA 

pair. Reduction in the number of bridging PEIs leads to bridge scission, i.e., disconnection, 

between some DNA pairs, making the NP more prone to dissociation. Bridge scission is more 

likely to occur near DNAs that are crowded (bridged to several other DNAs), and near the 

terminals of a NP with a linear structure. Principal transition diagrams are created to illustrate the 

structural changes of the NPs during acidification, and free energy landscapes of the PEIs facilitate 

the understanding of the forces (PEI-PEI repulsion, DNA-DNA repulsion, PEI-DNA attraction) 

driving those structural changes.  

5.5 Methods 

5.5.1 Simulations 

Martini coarse-grained (CG) molecular dynamics (MD) simulations were performed for 

both aggregation and acidification. Specifics for the two types of simulations can be found in 

Section 5.5.1.1 and Section 5.5.1.2 respectively, with common details described below. 

The DNA simulated was the Drew-Dickerson dodecamer d(CGCGAATTCGCG)2 in its 

canonical B form, which was modeled using the stiff Martini DNA forcefield.[45] In both 

physiological and endosomal pH, the DNAs were completely deprotonated and the charge on each 
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DNA 𝑄*$+ = –22. A 586 Da semi-linear PEI with a small degree of branching was used,[44] each 

carrying a charge of 𝑄%,- = 3 at physiological (referred to as PEI3) and 𝑄%,- = 6 at endosomal pH 

(referred to as PEI6).[44,46] Their structures are shown in Figure 5.8. The protonated and 

unprotonated beads were modeled with Qd and P1 bead types[47] respectively, based on Martini 

models developed in Chapter 3.[48,49] The solvent was modeled using the polarizable Martini 

water[50] with 150 mM of KCl. All simulations were performed in Gromacs 5.[51] 

 
Figure 5.8: Structures of PEI at physiological and endosomal pH (PEI3 is SL23 in Chapter 3, 

and PEI6 is SL46 in Chapter 3).  All-atom (AA) structures are shown in black,[44] whereas the 

CG structures and mapping scheme are shown in blue. The text in blue represents the type of 

nitrogen contained in the CG bead, tertiary (t), secondary (s), protonated secondary (sq), primary 

(p), and protonated primary (pq).  

5.5.1.1 Aggregation simulations  

Four systems with 27 DNAs were simulated, each at a specific pH (physiological or 

endosomal) and PEI/DNA number ratio (𝛼 = 2 or 10). The details of these simulated systems are 

summarized in Table 5.1. The simulations were performed following Chapter 4[25], but with a 

different bead type for unprotonated PEI beads for improved accuracy (Chapter 3[49]). All the 

DNAs were aligned and placed in a 3x3x3 array at the center of a 25 nm cubic box. The closest 

distance between the centers of mass of DNAs was 6 nm. All the PEIs were placed randomly inside 

the box, followed by the addition of Martini polarizable water.[50] Appropriate amounts of Martini 
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potassium and chloride ions[47] were added to first neutralize the system and then reach the salt 

concentration of 150 mM. 

Table 5.1: Details of aggregation simulations. PEI/DNA number ratio (𝛼), N/P ratio, pH, number 

of DNAs (𝑁*$+) and PEIs (𝑁%,-), charge of DNA (𝑄*$+) and PEI (𝑄%,-), critical 𝛼 (𝛼!) at which 

the total charge of PEIs and DNAs is zero, and total simulations time (𝑡&12). The critical 𝛼 is 

calculated using the equation 𝛼! = −𝑄*$+/𝑄%,-. 

System 𝜶 N/P ratio pH 𝑵𝑫𝑵𝑨 𝑵𝑷𝑬𝑰 𝑸𝑫𝑵𝑨 𝑸𝑷𝑬𝑰 𝜶𝒄 𝒕𝒔𝒊𝒎 (μs) 

P2 2 1.18 Physiological 27 54 -22 3 7.33 9.5 

P10 10 5.91 Physiological 27 270 -22 3 7.33 8 

E2 2 1.18 Endosomal 27 54 -22 6 3.66 12 

E10 10 5.91 Endosomal 27 270 -22 6 3.66 6 
 

The initial configuration was first energy-minimized using steepest-descent, followed by a 

constrained NPT simulation for 1 ns and an unconstrained NPT simulation of different times (see 

𝑡&12 in Table 5.1). The length of unconstrained NPT simulations varied based on the time required 

for a system to reach its steady state, which was defined by observing a stable value for the average 

NP size ⟨𝑠$%⟩ for 1 μs. For constrained NPT simulations, all the bonds in PEI, DNA backbone, 

and polarizable Martini water were constrained using LINCS. Van der Waals interaction was cut 

off at 1.1 nm using the potential-shift-Verlet scheme. Long-range electrostatic interaction was 

handled by the reaction-field scheme[52] while short-ranged electrostatics was modeled using 

Coulombic interaction cut off at 1.1 nm. The relative dielectric constant of the solvent and the 

reaction-field were set to be 2.5 and ∞ respectively.[50] A neighbor list was maintained for the 

cutoff radius of 1.1 nm using the Verlet scheme[53], which was updated every 20 steps. The 

pressure was maintained at 1 bar using Berendsen barostat with a time constant of 3 ps and 



 

 

 

148 

compressibility of 3×10 – 4 bar – 1. The temperature was maintained at 300 K using a velocity-

rescaling thermostat with a time constant of 0.1 ps. Initial velocities were generated from the 

Maxwell distribution for 300 K. A leap-frog integrator was used with a timestep of 5 fs, while 

applying a periodic boundary condition in all directions. All simulation time reported in this work 

was scaled up by a factor of four (excluding time constants and timestep), a standard factor used 

to match the diffusion coefficient of water in AA and CG simulations. Unconstrained NPT 

simulations were similar to the constrained ones, with three differences: (i) initial velocities of the 

CG beads were assigned from the last step of constrained simulations, (ii) Parrinello-Rahman 

barostat was used to maintain the pressure at 1 bar, using a time constant of 5 ps and 

compressibility of 4.5×10 
–
 
5 bar – 1, and (iii) constraints were only applied to bonds present in the 

Martini polarizable water.  

5.5.1.2  Acidification simulations 

The configuration of beads in the last timestep of an aggregation simulation (𝛼 = 2 or 10) 

at physiological pH, i.e., system P2 or P10, was used as the initial configuration for the 

corresponding acidification simulation. Endosomal acidification was modeled by increasing the 

protonation of the PEIs from PEI3 to PEI6. This was achieved by modifying three CG beads in 

PEI3 from P1 to Qd (Figure 5.8). Subsequently, an appropriate number of water molecules was 

replaced, at random, with chloride ions to maintain charge neutrality. Two acidification rates were 

studied, namely instant and slow. In instant acidification, all PEIs was changed from PEI3 to PEI6 

at the beginning of the simulation. In slow acidification, one PEI was changed from PEI3 to PEI6 

every 3 ns, i.e., the acidification rate is 1 H+/ns. The PEIs were protonated in the order of their 

molecule ID. Since the PEIs were placed randomly at the beginning of the aggregation simulation, 
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the acidification of PEIs was, in essence, random. The details of these simulations are summarized 

in Table 5.2.  

Unlike the aggregation simulations, only unconstrained NPT simulations were performed, 

which followed the same settings of unconstrained NPT aggregation simulations (see Section 

5.5.1.1). The total simulation time reported in Table 5.2 is only for the acidification simulation 

and does not include the aggregation simulation time. The total simulation time was different for 

𝛼  = 2 and 10, allowing each system to reach steady state where ⟨𝑠$%⟩  was not changing 

significantly for 1 μs. 

Table 5.2: Details of acidification simulations. PEI/DNA number ratio (𝛼), type of acidification, 

number of DNAs (𝑁*$+) and PEIs (𝑁%,-), acidification rate, total time to acidify all PEIs (𝑡=!1(), 

and total simulation time (𝑡&12). 

System 𝜶 Acidification  𝑵𝑫𝑵𝑨 𝑵𝑷𝑬𝑰 Acidification rate 𝒕𝒂𝒄𝒊𝒅 (μs) 𝒕𝒔𝒊𝒎 (μs) 

I2 2 Instant 27 54 ∞ 0  13.5 

I10 10 Instant 27 270 ∞ 0  7  

S2 2 Slow 27 54 1 H+/ns 0.162  13.5  

S10 10 Slow 27 270 1 H+/ns 0.810  7  
 

5.5.2 Free energy landscape 

The free energy of PEI (𝐹) was calculated using Eq 5.2, where 𝑘@ is the Boltzmann’s constant, 𝑇 

is the absolute temperature, and 𝑃A is the probability of finding a PEI with reaction coordinate 𝑞 at 

the steady state. The reaction coordinate 𝑞 for a PEI was defined by Eq 5.3, where 𝑁*$+  is the total 

number of DNAs in the system, 𝑑1 is the minimum distance between the PEI and the 𝑖th DNA, 

𝑟/1B( is a distance that defines binding between PEI and DNA, and ℍ is the Heaviside step function. 

When a PEI is bound with the 𝑖th DNA, 𝑑1 < 𝑟/1B( and ℍ(𝑟/1B( − 𝑑1) is 1. In this case, 𝑟/1B(/𝑑1 is 

in the range of 1-1.2, where the upper limit of 1.2 arises due to repulsive van der Waals forces. In 
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contrast, if a PEI is not bound to the 𝑖th DNA, 𝑑1 > 𝑟/1B(, ℍ(𝑑1 − 𝑟/1B() is 1 and 𝑟/1B(/𝑑1 is in the 

range 0-1. The first term in Eq 5.3 calculates 𝑟/1B(/𝑑1 for the closest unbound DNA using the max 

function, and the value ranges between 0 and 1. In the second term in Eq 5.3, 𝑟/1B(/𝑑1 is summed 

over all bound DNAs, and the increase in 𝑞 is in the range of 1-1.2 for every bound DNA. For a 

free PEI, 𝑞 only contains the contribution from the closest unbound DNA, and ranges from 0 to 1. 

The range of 𝑞 is 1-2.2 when a PEI is bound to one DNA, since the two terms in Eq 5.3 contribute 

values of 0-1 and 1-1.2 respectively. Similarly, the range of 𝑞 is between 𝑘 to 1 + 1.2𝑘 when PEI 

is bound to 𝑘 DNAs (𝑘 > 0). Theoretically there can be some overlap between the ranges of 𝑞 for 

a PEI bound to 𝑘 – 1 and 𝑘 DNAs. However, the overlap observed is minimal. Therefore, in our 

results the range of 𝑞 is taken as 1 + 1.2(𝑘 – 1) to 1 + 1.2𝑘 when a PEI is bound to 𝑘 DNAs (𝑘 > 

0; see Appendix C.6). Consequently, 𝑞 positively correlates with the number of DNAs the PEI is 

bound with, hence this continuous variable is a good candidate to be used as the reaction 

coordinator in the energy landscape. The binding distance 𝑟/1B( was taken as 0.528 nm, the van 

der Waals’ diameter between PEI and DNA beads. The reaction coordinate 𝑞 was calculated for 

all PEIs in the system and the range of 𝑞 was divided into bins of width 0.2 to calculate the 

probability 𝑃A required for the free energy calculation in Eq 5.2. 𝐹 provides a quantitative measure 

for the likelihood of PEIs to form simultaneous contact with multiple DNAs. 

𝐹(𝑞) = −𝑘@𝑇	ln	(𝑃A) 5.2 

𝑞 = max I
𝑟/1B(
𝑑1

ℍ(𝑑1 − 𝑟/1B()J + K
𝑟/1B(
𝑑1

ℍ(𝑟/1B( − 𝑑1)
$!"#

1CD
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5.5.3 In-silico fluorescence microscopy 

In-silico fluorescence microscopy images were generated using an open source tool 

developed in Chapter 6.[54,55] Briefly, the Gandy point-spread-function[56] (PSF) was used to 
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model a virtual-microscope with the numerical aperture of 1.3, the refractive index of immersion 

oil and specimen equal to 1.51, and full-width-at-half-maximum (FWHM) scaling factor (Chapter 

6[54]) of 400. The PSF was calculated over a volume of 15x15x25 nm3 and voxel dimensions of 

0.1x0.1x0.2 nm3, where the third dimension was the optical axis, which is taken to be the 𝑧-axis. 

All DNA and PEI particles emitted light of 670 nm (modeling Cy5) and 518 nm (modeling FITC) 

respectively. For 𝛼 = 2, the maximum intensities of light emission were 0.1 and 0.5 respectively 

for DNA and PEI particles; the corresponding values were 0.1 and 0.15 for 𝛼 = 10. All images 

were generated by applying the periodic boundary condition in all directions and time-averaging 

over 50 timesteps, i.e., an effective exposure time of 10 ns. Red and green colors were assigned to 

DNAs and PEIs respectively, and the colors were mixed based on the color mixing scheme 

developed in Chapter 6.[54] 

5.5.4 Transition diagram  

As shown in Figure 5.9a, a NP structure is graphically presented by a network consisting 

of nodes (filled circles) that represent DNAs, and edges (lines) connecting the nodes represent the 

presence of bridging PEI(s) between them. A unique ID was assigned to each NP structure (e.g., 

U1, U2, etc.). For purposes of explaining the method, nodes corresponding to the same DNA in 

different NP structures were shown using the same color. While generating the transition diagram 

(and principal transition diagram) two NP structures were considered to be identical, hence having 

the same ID, if they had the same nodes and edges.  

A transition diagram was created from the IDs of multiple NP structures and arrows 

indicating the conversions between them. Figure 5.9b-d (left) shows some examples, where the 

number accompanying each arrow stores the time of the transition. A transition diagram illustrates 

(i) internal restructuring of a NP if one unique ID transitions to another, (ii) NP aggregation if 
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multiple IDs transition into one, (iii) NP dissociation if one ID transitions into multiple, and (iv) 

exchange of DNAs among several NPs if multiple IDs transition to multiple but different ones. 

For NP aggregation, arrows were drawn from the aggregating NPs to a ‘+’ symbol, and a separate 

arrow was drawn from the ‘+’ symbol to the aggregated NP (see Figure 5.9c, d). Similarly, for 

NP dissociation and exchange of DNAs among NPs, ‘–’ (see Figure 5.9c, d) and ‘×’ (not shown) 

symbols were used respectively.  

 
Figure 5.9: Generation of principal transition diagram. (a) Network representations of NP 

structures, where nodes are DNAs and edges denote the presence of bridging PEI between a pair 

of DNAs. Nodes corresponding to the same DNA in different NP structures are shown using the 

same color. (b), (c) Generation of a principal transition diagram (right) from a complete transition 

diagram (left) by removing reversible transitions and transition loops. (d) An example where loops 

cannot be removed from the complete transition diagram (left). Naively removing the loop leads 

to an unphysical transition diagram (right). In (b)-(d) each number over a directed edge is the time, 

in nanoseconds, at which the transition occurs. 

A principal transition diagram contains the initial and final (at the last timestep) NP 

structures, as well as transitions between them representing the “net” changes. In some cases, 

transitions produced IDs already present in the transition diagram. This led to the appearance of a 
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transition loop which was removed to obtain the “net” transitions. For example, the “net” transition 

was U1 to U2 in Figure 5.9b, and U1 to U7 in Figure 5.9c, represented by the principal transition 

diagrams on the right side of these subfigures. Such loop removal was carried out at each time step 

when new transitions were added to the transition diagram. Cares were taken for the cases where 

no transition path was available after the removal to reach the NP structure at the present time step. 

For example, in Figure 5.9d, if the loop U10→‘+’→U5→‘–’→U10 were removed while keeping the 

initial (U2 and U10) and current IDs (U1 and U10), there would be no transition path from U2 to U1 

(Figure 5.9d, right), and therefore the loop was kept in the principal transition diagram.  

After generating the principal transition diagram, the IDs were replaced with the 

corresponding NP structures to generate Figure 5.6. For each NP structure, the average number of 

bridging PEIs between each DNA pair was calculated and represented by the thickness of the edge 

connecting the DNA nodes. The average was performed over the time range when the NP structure 

was present in the principal transition diagram. The codes for generating the principal and 

complete transition diagrams have been made available to the public.[57]  

5.5.5 Radius of gyration 

The radius of gyration 𝑅0 was calculated using Eq 5.4, where 𝑟1,!F2 is the distance of the 

𝑖th bead in the NP from its center of mass, 𝑚1 is the mass of the 𝑖th bead, and 𝑁/"=(& is the total 

number of beads in the NP. For a NP that crossed a periodic boundary, 𝑅0 was calculated after 

making its structure whole using an open source tool.[57] The average 𝑅0 reported in Figure 5.7 

was calculated by root-mean-square averaging. 

𝑅0 = O
1

𝑁/"=(&
K 𝑚1𝑟1,!F2G

$$%&'(
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5.6 Data and code availability  

https://github.com/subhamoymahajan/NPanalysis version v.1.3.   

https://github.com/subhamoymahajan/in-silico-microscopy version v.1.2.2. 
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Chapter 6   

In-silico Fluorescence Microscopy 

* A version of this chapter’s sections has been published in a pre-print. Adapted from Subhamoy Mahajan, 

and Tian Tang, Meeting Experiments at the Diffraction Barrier: An In-silico Widefield Fluorescence 

Microscopy, bioRxiv 2021, DOI: 10.1101/2021.03.02.433395. Copyright © 2021 Subhamoy Mahajan, 

Tian Tang, CC-BY-NC-ND 4.0 International licensce. 

 

6.1. Introduction 

Microscopy has enabled the exploration of tissues, cells, and its components,[1–3] structure 

and properties of biochemicals,[4–6] surface properties of materials,[7,8] and advances in many 

other fields. Fluorescence microscopy accounting for more than eighty percent of all microscopy 

images,[9] has enabled qualitative and quantitative analysis of live-cell processes.[10] Such 

analysis includes, but is not limited to the fluorophores’ colocalization,[11–13] intensity,[14–16] 

count,[12,14] diameter,[12] area,[17] volume,[11] shape,[14] mean-squared displacement 

(MSD),[12] position,[11,12,18] diffusion,[12,15] speed,[11] etc., which form a key understanding 

of various biological processes. Excellent reviews on different fluorescence microscopy 

techniques and their applications can be found in Lichtman and Conchello,[19] Stephens and 

Allan,[20] and Huang et al.[1] 

The intrinsic limitation of fluorescence microscopy arises due to diffraction,[21] which is 

quantified by the effective point-spread-function (PSF) of a microscope. Standard fluorescence 

microscopy, such as widefield, experiences the resolution limit (i.e., diffraction barrier) of ~200 

nm in the lateral direction when imaging cells because only visible spectra can be used to avoid 
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photodamage to the cells.[10,21] The images also suffer from further reduction in resolution due 

to the detection of out-of-focus fluorescence light. Like widefield, optical sectioning microscopy 

(OSM) techniques such as confocal,[22] light-sheet,[23] two-photon,[24] etc. are also diffraction-

limited, but they improve the resolution of images by reducing the amount of out-of-focus 

fluorescence. Computational optical-sectioning microscopy (COSM) can be used, on a stack of 

2D images obtained from different object focal planes (i.e., an equivalent 3D image), to further 

reduce the amount of out-of-focus fluorescence.[25,26] This is achieved by applying theoretical 

or experimental knowledge of the microscope’s PSF and certain deconvolution algorithms.[26,27] 

COSM can also be used directly on 2D images and those obtained from widefield microscopy. 

Even with advances in OSM and COSM observing fine details in most cellular organelles seemed 

impossible until a few decades ago. Innovations in the field of super-resolution microscopy[28–

32]i have broken the traditional diffraction barrier to achieve resolution as low as 20 nm. However, 

atomistic resolution on the order of angstroms still remains out of reach in fluorescence 

microscopy.  

On the other hand, molecular simulations (MS) can probe biochemical systems with 

molecular,[33] sub-molecular,[34,35] or atomic[36] resolutions. Here for the first time, we present 

a framework for performing in-silico (i.e., virtual) fluorescence microscopy on MS and 

demonstrate its wide and versatile applications. It is critical to mention that in the literature the 

term “computational microscopy” refers to either a collection of MS not at all linked to 

microscopy,[37,38] or computational techniques applied on microscopy images to improve their 

quality and therefore not related to MS.[39,40] The framework proposed here is also distinct from 

existing studies in the literature that model microscopes, which focused on developing different 

PSFs in order to more accurately extract information from microscopy images.[41–44] Since the 
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development of COSM,[25,26] synthetic microscopy images have been generated by convoluting 

position density of objects placed in 2D or 3D space (considered “ground truth”) with a PSF to 

test analysis tools in experimental microscopy.[25,45–48] As such, the “ground truth” used are not 

realistic and do not possess any predictive power. Much more information can be gained by 

bridging the worlds of physics-based MS and experimental fluorescence microscopy, which to the 

best of our knowledge has not been investigated before.  

The in-silico fluorescence microscopy created in this work can achieve functionalities 

similar to experimental fluorescence microscopies. As an example, widefield fluorescence 

microscopy follows simple optics, where the entire specimen is illuminated, imaging fluorescence 

from both in- and out-of-focus. Fluorophores with different emission peaks can be detected using 

one or multiple cameras.[49] While both color and monochrome cameras are available, 

monochrome cameras are often used because of their higher sensitivity and resolution.[49] 

Artificial colors can be digitally assigned to the monochrome images and superimposed to produce 

a colored microscopy image.[50] Images (monochrome or colored) taken at different times can be 

combined to form a microscopy video, to examine the temporal variations in the locations of 

different fluorophores and their colocalization. The optics of OSM is similar to widefield, where 

a thin optical section around the object focal plane is illuminated instead of the entire specimen 

and/or most of the out-of-focus fluorescence is blocked using an aperture. Similarly, the optics of 

some super-resolution microscopies such as stimulated emission depletion[29] (STED) 

microscopy resembles that of widefield but with a lower effective emission wavelength leading to 

higher resolution.[51] 
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particle positions from an MS and PSF are used to generate fluorescence intensities, turning an 

MS “specimen” into in-silico monochrome images/videos, which are then superimposed with 

different hues to form colored in-silico microscopy images/videos (Figure 6.1). MS and 

experimental microscopy calculate physical properties using different principles, but they can now 

be directly compared through the in-silico images/videos. Since precise positions of particles are 

known through MS (the ground truth), a direct link between the position/motion of particles 

(Figure 6.1b) and in-silico microscopy images/videos (Figure 6.1c-e) can be established. This 

will not only allow cross-validation between experiments and MS, but also aid in the understanding 

of subcellular processes and mechanisms by combining knowledge from MS and experiments 

which may cover different length and time scales. Three-dimensional MS trajectories, although 

containing a large amount of quantitative information, are tedious (if not difficult) to view and 

analyze on a two-dimensional screen. The in-silico fluorescence microscopy presented here aims 

to provide a novel easy-to-use open-source visualization toolbox, which allows researchers to 

observe more by reducing the quantitative details. 

6.2. Results 

6.2.1. Setup of the in-silico microscope 

A linear and lateral shift-invariant in-silico microscope (ℒ) is setup to observe an MS 

specimen (ℳ𝒮 ) with an arbitrarily chosen right-handed rectangular coordinate system 	

ℓ𝓂𝓃, where ℓ𝓂 forms the lateral plane and 𝓃 is the optical axis (Figure 6.2). The microscope 

is focused on the object focal plane (ℱ& in Figure 6.2) where 𝓃 = 𝓃&. Selected microscopy images 

generated with different 𝓃-axis and 𝓃& are shown in Figure 6.3a. For a given ℓ𝓂𝓃, images taken 

at different 𝓃& provide insight on the 3D structure of the ℳ𝒮. 
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Eq 6.1 describes the intensity produced at a point (ℓ′,𝓂′) in ℱ' by a fluorophore particle 

located at (0, 0,𝓃& − 𝓃)) , a distance of 𝓃′  away from ℱ& . 𝑟′ = D(ℓ)), + (𝓂)), , 𝑖  is the unit 

imaginary number, and J! is zeroth order Bessel function of the first kind. The wavenumber 𝓀) = 

2𝜋𝑓%/𝜆 , where 𝜆  is the wavelength of the emitted light in vacuum and 𝑓%  a scaling factor 

introduced to tune the FWHM. 𝐼! is the maximum PSF intensity, 𝜓 = sin*-(NA/𝜇) the maximum 

half-angle in the virtual immersion oil (Figure 6.2), NA the numerical aperture of the virtual 

objective lens, and 𝜇  the refractive index of the virtual immersion oil. The factor 3/2(1 −

cos./, 𝜓) is a normalization constant to ensure the maximum of PSF is 𝐼! for 𝓃′ = 0.[42] In this 

form of the PSF, Gandy[42] assumed that the microscope is in design condition and the effective 

refractive index of the specimen is comparable to the immersion oil, which makes the PSF depth-

invariant. Because of this, the location of the object plane (𝓃&) does not explicitly appear in Eq 

6.1. The location of the image focal plane (𝓃') also does not appear in Eq 6.1 because for a 

microscope, 𝓃'  solely depends on the design parameters (focal length of objective, eye piece, 

thickness of coverslip and immersion oil, tube length, etc.) and its effect is felt through the 

magnification 𝑀. For example, magnification in a simplified microscope with only an objective 

lens is given by the ratio between the distances of the image and object from the objective lens. 

Since the microscope is linear and lateral shift-invariant, the PSF defined for a fluorophore particle 

at (0, 0,𝓃& − 𝓃)) can be used to calculate the contribution of particles located elsewhere by a 

simple shift operation. It is worth noting that the in-silico microscope presented in this work is not 

limited to the PSF given in Eq 6.1. Other PSF available in the literature, such as those proposed 

by Gibson and Lanni,[41] Hell et al.,[44] can also be used. More discussions on this are given in 

Appendix D.2. 
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For computational efficiency, 𝑃𝑆𝐹 	(ℓ′,𝓂′,𝓃′) is predetermined with 𝐼! = 1 at grid points 

within a cuboidal box that has a dimension of (𝑃ℓ! , 𝑃𝓂! , 𝑃𝓃!) and constant grid spacing of 𝛥ℓ′, 

𝛥𝓂′ and 𝛥𝓃′. Typical PSF curves are shown in Figure 6.1a. Increasing 𝑓% will increase 𝓀′, which 

is equivalent to decreasing 𝜆, compressing the PSF along r' axis (Figure 6.1a) and reducing the 

“spread” of the fluorescence intensity. This effectively decreases the FWHM making the in-silico 

microscopy images sharper (Figure 6.3b) and can be used to model super-resolution microscopy 

(See Appendix D.3). Increasing 𝐼! elongates the PSF along the vertical axis, causing the intensity 

of some local maxima in the PSF (Figure 6.1a) to exceed the minimum detection threshold of 

human vision. This makes the in-silico microscopy images brighter while increasing the radial 

distance over which each fluorophore particle contributes to the resultant image (Figure 6.3c). A 

concise guide on how to choose 𝑓%  and 𝐼!  is available in Appendix D.4. 𝑃ℓ!/2 and 𝑃𝓂!/2 are 

respectively the maximum lateral distances in directions ℓ′ and 𝓂′ over which the fluorescence of 

a particle located at (0, 0,𝓃& − 𝓃))is calculated. In general, 𝑃ℓ! and 𝑃𝓂! should be large enough 

such that the PSF decays to zero within the box of dimension (𝑃ℓ! , 𝑃𝓂!). 𝑃𝓃!/2  is the maximum 

distance of a fluorophore particle from ℱ& for which its fluorescence contribution is calculated, 

i.e., 𝑃𝓃!  is the thickness of the excited specimen around ℱ&. Therefore, decreasing 𝑃𝓃! decreases 

the amount of out-of-focus fluorescence (Figure 6.3d) and can be used to model OSM (Appendix 

D.3). 

6.2.2. Generating in-silico monochrome image 

Particles in an MS are assigned to different fluorophore types, each emitting light at a 

specific wavelength 𝜆. For each fluorophore type, the resultant fluorophore intensity 𝐼 detected at 

ℱ', when the object focal plane is at 𝓃&, is calculated as the convolution between PSF (given 𝓃-

axis, 𝓃& , 𝜓, 𝑓% , 𝜆, and 𝐼!) and particle number density 𝜌ℓ𝓂𝓃 = ∑ 𝛿(ℓ− ℓ( ,𝓂−𝓂( ,𝓃− 𝓃()0
(1-  
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using Eq 6.2. The coordinates (ℓ( ,𝓂( , 𝓃&)  specify the position of the 𝑗th fluorophore particle in 

the MS, 𝑁 is the number of fluorophore particles in the MS, and 𝛿 is the Dirac delta function. The 

convolution operator is responsible for the lateral shift-operation on the PSF based on the position 

of each fluorophore particle. Therefore, convolution of the PSF with 𝜌ℓ𝓂𝓃 provides the resultant 

diffraction pattern produced by all fluorophores on the camera. 

𝐼(ℓ!,𝓂!, 𝓃") = 𝑃𝑆𝐹(ℓ!,𝓂!, 𝓃") ∗ 𝜌ℓ𝓂𝓃 =.𝑃𝑆𝐹(ℓ! − ℓ& ,𝓂! −𝓂&

'

&()

, 𝓃" −𝓃&) 6.2 

Similar to PSF, for computational efficiency 𝐼 is predetermined with 𝐼!  = 1 at discrete 

points where PSF was evaluated. 𝐼 values calculated from 𝐼! = 1 are hereafter denoted by 𝐼-. To 

generate images, 𝐼- is scaled with the actual chosen 𝐼! value and any intensity above 1 is treated 

as 1; i.e., 𝐼 = min{𝐼!𝐼-,1}. When 𝛪 is rendered as an image for a fluorophore type, it is referred to 

as the in-silico monochrome image. Periodic boundary condition (PBC) can be applied while 

calculating 𝛪. The number of periodic images that contribute to 𝛪 depends on the dimension of the 

box (𝑃ℓ! , 𝑃𝓂! , 𝑃𝓃!) used to predetermine the PSF (Appendix D.1.1). Because the size of the ℳ𝒮 

can change over the course of the simulation, a white image frame larger than the ℳ𝒮 is created 

and the monochrome image is scaled with respect to the white image frame before being placed at 

its center (Appendix D.1.1). This allows the comparison of images generated at different 

simulation times. An example of the 3D distribution of fluorophore particles and the corresponding 

in-silico monochrome images are shown in Figure 6.1b-c. The white image frame is highlighted 

in Figure 6.1c-e by adding a grey background. 
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Figure 6.3: In-silico microscopy images generated with different parameters. MS on PEI-

DNA aggregation[34] (Appendix D.1.2) is used as the specimen. Unless otherwise specified, the 

PSF is modeled with 𝜓 = 59.4°, 𝜇 = 1.51, 𝓃 is 𝑧-axis, 𝓃& = 12 nm, 𝛥ℓ′ = 𝛥𝓂′ = 0.1 nm, 𝛥𝓃′ = 

0.05 nm, 𝑃ℓ! = 𝑃𝓂! = 𝑃𝓃! = 25 nm, 𝑓% = 530, (𝜆, 𝐼!) = (670 nm, 0.13) for DNA and (518 nm, 0.27) 

for PEI; DNA and PEI particles are assigned indigo and yellow hues respectively (colocalization 

color bar on the top); and no time-averaging is performed. (a) Images with different 𝓃 and 𝓃& at 

𝑡 = 3 μs. (b) Images with different 𝑓% , 𝑡 = 0 μs and 𝐼!  = 0.2 for all particles. (c) Images with 

different 𝐼! at 𝑡 = 0 μs, 𝑓% = 130. (d) Images with different 𝑃𝓃! at 𝑡 = 1 μs, 𝑓% = 130. 𝐼! for DNA 

and PEI are (0.04, 0.12) (left), (0.01, 0.03) (middle), and (0.008, 0.02) (right). (e) Images with 

different exposure time at 𝑡 = 0 and 1 μs. Scale bars, 5 nm. 
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6.2.3. Generating In-silico microscopy image and video 

The final in-silico microscopy image is generated by selecting a color for each 

monochrome image and superimposing them. The colors are mixed in the hue-saturation-value 

(HSV) space. Each fluorophore type is assigned a hue, saturation of 1, and value equal to 𝐼 = 

min{𝐼!𝐼- ,1}. The hue, saturation, and value of mixed color are given by Eq (6.3-6.5), where 

(𝐻( , 𝑉() are the hue and value of the 𝑗th color, arg() returns the phase of a complex number, and 

max2	(𝑉() represents the 𝑛th largest 𝑉( after sorting 𝑉( of the colors being mixed (Appendix D.5). 

For example, if the colors being mixed have values 0.2, 0.5 and 0.5, then max-	(𝑉() = max,	(𝑉() 

= 0.5 and max.	(𝑉() = 0.2. 

𝐻345 = arg`	a𝑉(𝑒46"
0

(1-

c 6.3 

𝑉345 = max-d𝑉(e 6.4 

𝑆345 = 1 −
max.(𝑉()
max-(𝑉()

 6.5 

For two-color mixing the third largest 𝑉(is zero, resulting in a fully saturated color (Figure 

6.4a). When the third largest 𝑉( is non-zero, it represents the mixing of three or more colors, and 

the mixed color is desaturated. A graphical representation of four-color mixing is shown in Figure 

6.4b. A concise guide for choosing hues is provided in Appendix D.6. A typical in-silico 

microscopy image generated from a two-color mixture of indigo (assigned to Figure 6.1c, top) 

and yellow (assigned to Figure 6.1c, bottom) hues is shown in Figure 6.1d. 
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fluorophores, such as choosing color-safe colocalization hues for color-blind readers (Appendix 

D.6). Choice of non-standard colors has the added benefit of producing stronger color contrast in 

in-silico (Figure 6.5) and experimental (Appendix D.7) images. Even if the resultant 𝑉345 is the 

same for different color combinations, the contrast in images can be different because the relative 

luminance[53] (brightness) is not the same for all hues. For example, relative luminance[53] is 

highest for yellow and lowest for blue, with yellow having ~10 times the relative luminance[53] 

of blue at the saturation of 1. For further discussion on color contrast and relative luminance,[53] 

see Appendix D.8. 

 

Figure 6.5: Images with different color combinations. (a) red-green-blue, (b) orange-cyan-

violet, and (c) yellow-cyan-magenta (colocalization color bars below each subfigure; D: DNA, P: 

PEI, I: ions). MS on PEI-DNA aggregation[34] (Appendix D.1.2) at 𝑡  = 3 μs is used as the 

specimen. PSF is modeled with 𝜓 = 59.4°, 𝜇 = 1.51, 𝓃 is x-axis, 𝓃& = 4 nm, 𝛥ℓ′ = 𝛥𝓂′ = 0.1 nm, 

𝛥𝓃′ = 0.05 nm, 𝑃ℓ! = 𝑃𝓂! = 𝑃𝓃! = 25 nm, 𝑓% = 530, (𝜆, 𝐼&) = (670 nm, 0.13) for DNA, (518 nm, 

0.27) for PEI and (461 nm, 0.4) for ions. Visibility for ions over black (red arrow) and non-black 

(white arrow) backgrounds is dependent on the color combinations. Ion visibility for color 

combination of D-P-I follows yellow-cyan-magenta > orange-cyan-violet > red-green-blue over 

black background, and orange-cyan-violet > yellow-cyan-magenta > red-green-blue over non-

black background. Overall orange-cyan-violet combination performs best among the three.  
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Time-averaged in-silico microscopy images can be generated by superimposing time-

averaged in-silico monochrome images. The time over which average is performed represents an 

effective exposure time (Figure 6.3e, and Appendix D.9). As fluorophore particles move, a time-

averaged image captures the motion blur arising from the particle’s motion. When the particle’s 

diffusion coefficient is high so is the motion blur and vice versa. Finally, multiple images generated 

at different simulation times, with or without time averaging, can be combined to create an in-

silico microscopy video (Figure 6.1e).  

6.2.4. Applications 

In-silico microscopy is operated on MS data using physics-based PSF. Therefore, similar 

to experimental images, in-silico images should be treated as data[54] and both qualitative and 

quantitative analysis can be performed. More importantly, since MS has predictive power, MS 

data associated with in-silico images serves as the ground truth, enabling cross-validation, 

attainment of new knowledge, examination of existing analysis tools and creation of new analysis 

tools, to name a few. The wide and versatile application of the in-silico microscopy is demonstrated 

using the following three examples. 
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Figure 6.6: Gaining new information by comparing in-silico images, experimental images, 

and detailed MS data. (a) In-silico microscopy images from endosomal acidification simulation 

of PEI-DNA nanoparticles (Appendix D.1.2). PSF is modeled with 𝜓 = 59.4°, 𝜇 = 1.51, 𝓃 is 𝑧-

axis, 𝓃& = 0 nm, 𝛥ℓ′ = 𝛥𝓂′ = 0.1 nm, 𝛥𝓃′ = 0.05 nm, 𝑃ℓ! = 𝑃𝓂! = 𝑃𝓃! = 25 nm, 𝑓% = 260, (𝜆, 𝐼&) 

= (670 nm, 0.04) for DNA and (518 nm, 0.06) for PEI; DNA and PEI particles are assigned red 

and green hues respectively. Above each image the simulation time is specified in microseconds, 

with endosomal acidification marking the start of the simulation. Scale bar, 5 nm. (b) Experimental 

fluorescence microscopy images by Rehman et al.[2] of PEI-mediate delivery of plasmid DNA 

(red) and oligonucleotides (green). The time is in hours:minutes:second format, and scale bars are 

absent in the original publication. [Reprinted with permission from Rehman et al.[2] Copyright © 

2013 American Chemical Society]. (c) Number of particles and (d) cross-sectional area of 

nanoparticles, normalized by the corresponding maximum value from in-silico images, 

experimental images and MS data. Threshold of 0.588 and 0.196 was used for in-silico and 

experimental images respectively to calculate number and cross-sectional area. Cross-sectional 

area corresponding to MS was calculated from the square of the hydrodynamic radius (Appendix 

D.1.4).  
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First, new information can be gained by comparing data from MS, in-silico images and 

experimental images. In Figure 6.6a in-silico microscopy images are generated for an endosomal 

acidification simulation on PEI-DNA nanoparticles (see Appendix D.1.2). In Figure 6.6b PEI-

based delivery of plasmid DNA (red) and oligonucleotides (green) inside HeLa cells is shown, 

which also undergoes endosomal acidificaiton.[2] Qualitative similarity between Figure 6.6a and 

Figure 6.6b (appearance of smaller nanoparticles as time increases) can be established by visual 

inspection. Quantitatively, normalized number of particles (Figure 6.6c) and normalized average 

cross-sectional area of nanoparticles (Figure 6.6d) are calculated (Appendix D.1.3, D.1.4). In 

Figure 6.6c, a general increasing trend is observed for both experimental microscopy and MS. The 

trend from in-silico microscopy is less clear due to the large fluctuations caused by particles 

moving in and out of the focal plane of interest. Similar fluctuation is also observed in experimental 

microscopy at ~90% of the total time. In Figure 6.6d, a general decreasing trend of average cross-

sectional area is observed for in-silico microscopy, experimental microscopy, and MS. A transient 

increase at short time (10-40% of the total time) is also observed for in-silico and experimental 

microscopy images. Clearly, qualitative and quantitative agreement between MS and experimental 

microscopy is achieved. In addition, detailed MS data has provided direct evidence for 

nanoparticle dissociation under endosomal acidification, which means dissociation of plasmid 

DNA from the nanoparticles likely occurred in Rehman et al.[2] although it was not reported in 

the original article. The comparison also suggests that an overall decrease in average cross-

sectional area is a good indicator for nanoparticle dissociation, which can be used as a new analysis 

tool for experimental microscopy.  
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Figure 6.7: Bridging data obtained from MS and in-silico images. (a) In-silico microscopy 

images of PEI-DNA aggregation simulation[34] (Appendix D.1.2) at different time for visual 

colocalization analysis. The PSF is modeled with 𝜓 = 59.4°, 𝜇 = 1.51, 𝓃 is 𝑧-axis, 𝛥ℓ′ = 𝛥𝓂′ = 

0.1 nm, 𝛥𝓃′ = 0.05 nm, 𝑃ℓ! = 𝑃𝓂! = 𝑃𝓃! = 25 nm, 𝑓% = 530, (𝜆, 𝐼&) = (670 nm, 0.13) for DNA and 

(518 nm, 0.27) for PEI; DNA and PEI particles are assigned indigo and yellow hues respectively. 

2D images (shown) were generated using 𝓃&  = 12 nm, and 3D images (not shown) were generated 

with 𝛥𝓃& = 1 nm. The time, in microseconds, is shown above each in-silico image. Scale bar, 5 

nm. Colocalization analysis was performed using Manders’ coefficients[13] with JACoP 

plugin[55] in Fiji ImageJ[56]: (b) fraction of PEI colocalized with DNA (Eq 6.6), and (c) fraction 

of DNA colocalized with PEI (Eq 6.7) were calculated using a threshold of 0.2685 for both PEI 

and DNA. The MS values in (b) and (c) correspond to the fraction of PEI beads having at least one 

DNA bead within 0.81 nm, and fraction of DNA beads having at least one PEI bead within 0.85 

nm. 

Second, in-silico microscopy can bridge the analyses of data from MS and experimental 

microscopy, despite their distinct data acquisition techniques. Figure 6.7a shows the in-silico 

microscopy images of a PEI-DNA aggregation simulation at different time. The DNAs and PEIs 

begin unaggregated at 0 μs, and aggregate over time. Complexation of DNA and PEI can be 
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observed as the color of DNAs and PEIs change from indigo and yellow to magenta. Most of the 

DNAs are complexed at 0.2 μs. Meanwhile, free PEIs not complexed with DNAs are observed to 

decrease. The lowest number of free PEI is observed at 1 μs, whereafter it does not change 

significantly. Quantitative data can be obtained using a dedicated colocalization analysis, such as 

Manders’ coefficients[13] 𝑀-  (Figure 6.7b) and 𝑀,	 (Figure 6.7c) given by Eq 6.6 and 6.7 

respectively. 𝐼78' and 𝐼90: are monochrome intensities of PEI and DNA respectively at a given 

pixel, 𝐼;<=>%  is a threshold intensity, ℍ(·) is the Heaviside step function, and summations are 

performed over all pixels.[55] Physically, 𝑀-  is the fraction of total PEI fluorescence that is 

colocalized with DNAs having fluorescence above the threshold 𝐼;<=>% . Similarly, 𝑀,  is the 

fraction total DNA fluorescence that is colocalized with PEIs having fluorescence above the 

threshold 𝐼;<=>%. The Manders’ coefficients[13] are calculated from a single 2D image, as well as 

from multiple 2D images generated using 𝛥𝓃& = 1 nm (i.e., 3D in-silico microscopy in Figure 

6.7b-c).  

𝑀- =
∑ 𝐼78'ℍ(𝐼90: − 𝐼;<=>%)

∑ 𝐼78'
 6.6 

𝑀, =
∑𝐼90:ℍ(𝐼78' − 𝐼;<=>%)

∑ 𝐼90:
 6.7 

Using detailed MS data, the fraction of PEI beads that have at least one DNA bead within 

0.81 nm shows excellent agreement with 𝑀- (Figure 6.7b). The cutoff 0.81 nm is the sum between 

the first minimum in the PSF of PEI and the distance at which the PSF of DNA is equal to the 

threshold 𝐼;<=>% for 𝓃′ = 0. Similarly, the fraction of DNA beads that have at least one PEI bead 

within 0.85 nm is equivalent to 𝑀, (Figure 6.7c), where 0.85 nm is the sum between the first 

minimum in the DNA PSF and the distance at which the PEI PSF is equal to the threshold 𝐼;<=>% 

for 𝓃′ = 0 (Appendix D.1.4). Figure 6.7b-c shows that the equivalency of properties calculated 



 178 

from MS and from in-silico, and hence experimental, microscopy images which suggests a way to 

bridge data analyses in these two completely different fields. The example here also demonstrates 

that it is feasible to estimate 3D contacts of molecules (and likely other properties) by visual 

inspection and quantitative analysis of 2D microscopy images (Figure 6.7a). 

Third, the in-silico microscopy can be used as a platform to assess image analysis tools. In 

Figure 6.8, single-particle tracking is performed on in-silico images of a dimyristoyl 

phosphatidylcholine (DMPC) lipid bilayer MS[57] using TrackMate[58] in Fiji ImageJ[56] 

(Appendix D.1.3). The phosphorous atom in each DMPC molecule was selected to emit 

fluorescence (Figure 6.8a). TrackMate[58] detects several “tracks” of particles (“spots”), which 

are shown with different colors in Figure 6.8b. As the particles move across the periodic boundary 

in the MS, they are considered to be different by TrackMate[58] and therefore produce new 

“tracks”. The lateral mean-squared-displacement (MSD) calculated from “tracks” with more than 

20 consecutive particle positions is shown in Figure 6.8c (Appendix D.1.3). Due to PBC, the 

“tracks” are short and the sampling is poor beyond 1 ns. Such sampling issues are not observed 

when lateral MSD is calculated directly from MS (with msd function in Gromacs) using positions 

of only phosphorous atoms and PBC (Figure 6.8c). The lateral MSD determined from MS and in-

silico images are significantly different even at short time (< 0.4 ns). This difference is not caused 

by PBC because the sampling is sufficient at short time; rather it is likely due to incorrect detection 

of particles (for example arrows in Figure 6.8a) and “tracks”. Researchers therefore should 

exercise caution when directly applying particle tracking to experimental microscopy images in 

order to evaluate the mobility of the particles.  
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the amount of out-of-focus fluorescence and FWHM scaling factor (see Appendix D.3 for more 

details). Properties calculated from different experimental microscopies will differ and 

corresponding in-silico microscopies can be used to quantify the difference. Other fluorescence 

microscopies can also be modeled by changing the PSF,[44,59,60] which is allowed by the 

modular nature of the toolbox. Moreover, PSF obtained from experiments can be implemented to 

model non-ideal objective lens with aberrations.[26] It is recognized that some fluorescence 

microscopies such as super-resolution optical fluctuation imaging[47] (SOFI), structure 

illuminated microscopy[61,62] (SIM), Förster resonance energy transfer[63,64] (FRET) 

microscopy, etc. involve mechanisms other than diffraction of light and cannot be modelled by 

simply changing the PSF. Nevertheless, our powerful toolbox has laid the foundation to generate 

in-silico fluorescence microscopy images that can be compared to those and other techniques such 

as X-ray microscopy (can be modelled with a PSF[65]), which would greatly enhance cross-

validation and integration between simulations and experiments.  

Generally, any image analysis developed for experimental microscopy is also applicable to 

in-silico microscopy, making the list of applications long. Three major categories of applications 

are presented in this work, namely generating new information by cross-comparison, determining 

equivalence of properties calculated from MS and experiments, and assessing image analysis tools 

or estimating errors using MS-based ground truth. For the former two, similar experimental and 

MS systems are required, which is possible in many fields of research such as gene delivery (shown 

in Results), biological motors,[66] role of lipid in membrane organization,[67] chromosomal 

dynamics,[68] etc. Error estimation for imaging analysis is a common practice in the literature 

where randomly placed objects are usually used as the ground truth.[45–48] The in-silico 

microscopy enables the use of MS data as the ground truth, which are physics-based, dynamic, 
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and more realistic than synthetic data. For better comparison with experiments, in-silico images 

can be generated with and without noise (Appendix D.10), before and after deconvolution 

(Appendix D.11), further demonstrating the versality of the toolbox. Care should be taken while 

using existing image analysis tools, as these algorithms do not employ PBC which may be present 

in some MS. The existence of PBC in the MS does not affect analysis such as colocalization, 

fluorescence intensity and deconvolution (Appendix D.11), while it might affect the calculation 

of count, radius, area, volume and shape, if the fluorescence of the particles is divided across the 

periodic boundary (Figure D.1). In the toolbox v1.2.2 provided, count, area, and volume can be 

evaluated with the presence of PBC, while existing image analysis algorithms do not yet have this 

capability. 

 Software such as visual molecular dynamics (VMD) can visualize 3D structures, where 

the particles’ colors are linearly blended with the background color according to the depth of the 

particles. As a result, it is difficult to visually estimate distances between particles. Furthermore, 

opacity of the particles limits the view of the particles behind, and increasing transparency worsens 

the depth perception. Typically, proximity of particles at a specific time is determined by 

rotating/translating the MS system and zooming into the area of interest, which is a time-

consuming process. The toolbox presented here can be used as a standalone visualization tool for 

MS, where complex 3D data is condensed into 2D images. Key features from the plane of interest 

(object focal plane) is stored in high resolution, while the information away from the plane of 

interest is stored in low resolution. Proximity between two or more types of particles can be 

visualized using their colocalized hues, which is superior to depth perception in a software like 

VMD. For example, in Figure 6.7 it is demonstrated that 3D contacts can be predicted with visual 

inspection of 2D images. Other plausible applications include the analysis of morphological 
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changes in molecules, aggregation or dissociation of molecules, multi-phase diffusion, etc. While 

in-silico images are corrupted by PSF, the amount of corruption can be controlled using the FWHM 

scaling factor or by changing the functional form of PSF, which does not need to model a 

microscope when used as a visualization tool. The visualization of colocalized fluorophores is 

improved using the newly developed color mixing scheme for both in-silico (Figure 6.5) and 

experimental (Appendix D.7) images, representing an added strength of the standalone 

visualization tool.   

Although the toolbox is developed for MS such as molecular dynamics, microscopy images 

can be generated for other non-molecular simulations such as the finite element method (FEM), 

by treating the nodes in an FEM mesh as particles (the FEM nodes data must be converted to “gro” 

coordinate file format to be directly usable by the v1.2.2 of the toolbox). For continuum-level 

models such as Poisson-Boltzmann, where discrete position coordinates are unavailable, the 

general methodology demonstrated in this work can still be applied to create microscopy images 

by the convolution of PSF and particle densities in continuous form.  

In the future, the in-silico fluorescence microscopy framework can be advanced to include 

the consideration of spectrum emitted by a light source, spectrum absorbed and emitted by 

fluorophores, probabilities of fluorophore excitation and emission, blinking rate of fluorophores, 

photobleaching, etc.  

6.4. Conclusions 

A novel open-source toolbox for performing in-silico (virtual) fluorescence microscopy on 

molecular simulations is presented. The toolbox has the ability to generate in-silico microscopy 

images that models different experimental fluorescence microscopy images. This brings the 

seemingly remote fields of microscopy and simulations together by generating new knowledge 
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from direct cross-validation, determining equivalence of properties extracted from MS and 

experimental images, assessing and developing algorithms for experimental image analysis, etc. It 

also paves the path for other in-silico microscopy techniques applied to molecular and non-

molecular simulations. The work also reports the development of a new color mixing scheme, 

which allows the visualization of multi-fluorophore colocalization with arbitrary color assignment 

to the fluorophores. We expect this to be beneficial for in-silico microscopy, experimental 

fluorescence microscopy, and standalone visualization tools. We further hope this new open-

source toolbox would spread the joy of creating and observing beautiful and powerful images, to 

theoreticians and experimentalists alike. 

6.5. Data and code availability 

The data that support the findings of this study are openly available in the University of 

Alberta Libraries Dataverse network at https://doi.org/10.7939/DVN/F3JKZH, Version 2.0. The 

open-source codes used in this work along with tutorials is maintained on GitHub, 

https://github.com/ subhamoymahajan/in-silico-microscopy. This article is based on version 

v1.2.2.  
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7.1. Overall conclusions 

An extensive literature review on experimental and theoretical studies of PEI-DNA gene 

delivery is provided in Chapter 1, which identified several knowledge gaps. Experiments have 

found properties of PEIs and PEI-DNA NPs to dictate the efficacy of gene delivery, but there is 

no consensus on the desirable properties that maximize the efficacy. Understanding of molecular 

mechanisms of gene delivery remains restricted due to the resolution limit of experimental 

techniques. While MD simulations can shed light on the mechanisms, existing simulations are 

performed at small length- and time-scales, which cannot be used to study large NPs relevant for 
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gene delivery. This dissertation created a framework for studying PEI-DNA gene delivery using 

large-scale CG-MD simulations. Particularly, the simulations focused on the formation of PEI-

DNA NPs and structural changes in the NPs during the endosomal acidification step of gene 

delivery. 

Chapter 3 developed the first CG-forcefield for PEI that can model PEI with different 

degrees of branching, molecular weight, and protonation ratios. Using eight 600 Da PEIs, ~46% 

of all relevant bonded interactions of PEI were parameterized, which can be used to model most 

branched structures with any molecular weight. This is a significant improvement over existing 

forcefields for linear PEI,[1,2] which typically contained less than ~16% of all relevant bonded 

interactions. The CG-forcefield consistently predicted the structural properties of PEI for different 

degrees of branching and protonation ratios, as well as in different water models and salt 

concentrations. Furthermore, the forcefield was compatible with the existing CG-DNA forcefield 

without any additional parameterization, allowing accurate simulation of NPs formed by PEIs and 

DNAs.  

The 600 Da semi-linear PEI with 23% protonation ratio and 12 bp DNA were used to study 

NP formation at physiological pH in Chapter 4. The simulations contained 27 DNAs and as many 

as 270 PEIs, which were much larger than existing MD simulations[3] containing at most 4 DNAs 

and 28 PEIs. Since NP properties were strongly affected by the N/P ratio in experiments, the 

simulations were performed at five N/P ratios (1.2 to 6). Aggregation of PEIs and DNAs occurred 

in two distinct timescales: at low timescale, a similar number of PEIs bound to each DNA forming 

PEI-DNA complexes, and at large timescale, bound PEIs mediated the aggregation of PEI-DNA 

complexes. The shape of the NPs was linear at a low N/P ratio (< 4.7) due to end-to-end 

aggregation and branched at a high N/P ratio (> 4.7) due to side-by-side aggregation. The charge 
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of NPs was equal to the product of the number of DNAs in the NP and the charge of each PEI-

DNA complex, which varied linearly with the N/P ratio. The steady-state average size (defined as 

the number of DNAs in the NP), and size distribution depended on an intrinsic electrostatic 

repulsion between NPs referred to as the specific repulsion, which was quadratic in the N/P ratio. 

At low and high N/P ratios, the specific repulsion was high leading to small average size and 

unimodal size distribution, whereas at moderate N/P ratios the specific repulsion was low leading 

to large average size and bimodal size distribution. The initial rate of NP growth in general 

increased with the N/P ratio, but a sharp decrease was observed when the mode of aggregation 

changed from end-to-end to side-by-side. The results on the shape, average charge, average size, 

and size distribution of NPs were in qualitative agreement with experiments, while other results 

such as the number of bridging or peripheral PEI, rate of NP growth, mode of aggregation, etc. 

provided additional insights that could not be extracted from experiments. Based on the 

aggregation mechanism, a two-step addition of PEIs was proposed as a strategy to control the 

shape and average size of the NPs and thereby the efficacy of cellular uptake. 

The aggregation mechanism in Chapter 4 suggests that the largest NPs are produced at a 

critical N/P ratio where the charge of the PEI-DNA complex is close to zero, i.e., with low specific 

repulsion. Since the charge of PEI is dependent on the pH, the charge of PEI-DNA complex and 

thereby the critical N/P ratio can be altered by the pH. Therefore, the aggregation mechanism 

suggests that endosomal acidification can alter the average size of NPs, which can either increase 

(further aggregation of NPs) if NPs are prepared at a low N/P ratio or decrease (dissociation of 

NPs) if prepared at a high N/P ratio. Motivated by this idea, Chapter 5 explored the effects of 

endosomal acidification on the size and structure of NPs prepared at physiological pH. Indeed, NP 

aggregation simulations at physiological and endosomal pH, as well as NP acidification 
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simulations at an instant and slow acidification in Chapter 5 confirmed this hypothesis. It is likely 

that the strong efficacy reported in experiments at a high N/P ratio is associated with the 

dissociation of NPs, which can enhance endosomal escape by increasing osmotic pressure and 

nuclear trafficking.  

The dissociation mechanism was studied in Chapter 5 using a novel principal transition 

diagram that demonstrated the NP’s structural changes during dissociation, as well as a free energy 

diagram of PEIs that explained the forces behind the structural changes. Acidification of PEI 

primarily increased the repulsion between PEIs bridging the same DNA pair leading to weakening 

or even scission of the bridge. Bridge scission was more likely if the number of PEIs bridging a 

DNA pair was low. Furthermore, bridge scission was likely to occur near crowded DNAs 

experiencing strong DNA-DNA repulsion, and at the terminal of linear NPs where DNA-DNA 

repulsions were unbalanced. These mechanistic understanding suggested that a PEI with moderate 

molecular weight and degree of branching can enhance NP dissociation and thereby the efficacy 

of gene delivery. 

Finally, in Chapter 6, a novel in-silico fluorescence microscopy technique was reported 

that allows direct comparison between molecular simulations and fluorescence microscopy 

experiments. The particle trajectories in molecular simulations are converted using a point-spread-

function to model how the simulated particles would appear under a physical microscope. 

Monochrome in-silico images were first generated, and multiple monochrome in-silico images can 

be combined to produce a colored in-silico image. In this regard, a new color mixing scheme was 

derived in the HSV color space. Furthermore, the images can be corrupted by Gaussian and 

Poisson noise to model noise in physical microscopes and averaged over time to model the effects 

of exposure time. Since the in-silico microscopy models several aspects of an experimental 
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microscope, their images are equivalent, i.e., any property that can be calculated from experimental 

images can also be determined from in-silico images. Three broad applications in-silico 

microscopy were discussed in the chapter: generation of new information from cross-validation, 

determining equivalence of properties, and assessing/developing algorithms for microscopy image 

analysis. Further applications include the use of in-silico fluorescence microscopy as a 

visualization tool. For example, in Chapter 5, in-silico microscopy was used as a visualization 

tool to qualitatively analyze endosomal acidification, which correlated well with quantitative 

analysis of detailed MD data. Experimental fluorescence microscopy of gene delivery produces 

rich spatio-temporal data that contains several hidden dynamic properties, and in-silico 

microscopy would be an indispensable tool to extract, analyze and understand these properties.   

7.2. Future perspectives 

7.2.1. Extension of the PEI forcefield 

The modeling methodology described in Chapter 3 can be followed to extend the PEI 

forcefield, capturing all possible branched structures and protonation ratio relevant for gene 

delivery. Coarse-graining of a set of PEI structures would be required that contains all possible 

CG-bonded interactions that do not appear in the eight 600 Da PEIs studied. The PEI forcefield 

can be extended to model PEIs modified with other functional groups. For example, forcefield 

development of PEG-g-PEI would require additional parameterization of PEG chains and bonded 

parameters near the graft, whereas reparameterization of bonded interactions between PEI beads 

would not be required. It is worth noting that forcefield for linear PEG-g-PEI is available in the 

literature,[2] but not for branched ones. In general, the developed PEI forcefield would be 

compatible with other Martini forcefields, such as lipids, proteins, siRNA, etc., that are 

parameterized using the Martini methodology. However, extensive validations for nonbonded 
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interactions between PEI and the molecule would be required. If the AA- and CG-PMF profiles 

are dissimilar, parameterization of PEI’s non-bonded interaction would be necessary. 

7.2.2. Further explorations on nanoparticle formation 

In Chapters 4 and 5, NP formation is studied using a 12 bp DNA and 600 Da semi-linear 

PEI. Additional aggregation mechanisms may be present when PEIs with higher molecular weight 

and different degrees of branching are studied. Furthermore, DNAs with a large number of base-

pairs can involve condensation, which is not captured with 12 bp DNAs. Aggregation of such large 

molecules may involve analysis similar to Chapter 4, such as tracking the number of DNAs in 

each NP, number of PEIs with different roles, mode of aggregation, etc. However, additional 

indicators would be required to track the conformational state of large PEI and DNA molecules, 

as they aggregate, i.e., parameters such as radius of gyration of individual molecules. Sun et al.[4,5] 

observed PEI-DNA binding to be affected by the degree of branching only for high molecular 

weight PEI. Such an effect can be examined for large-scale PEI-DNA aggregation involving high 

molecular weight PEIs. Since PEIs used in experiments are inherently polydisperse, understanding 

their effect on NP aggregation would be relevant.  

7.2.3. Further explorations on endosomal acidification 

The effects of endosomal acidification can be dependent on the PEI’s molecular weight, 

degree of branching, and polydispersity. The discussion of driving forces in Chapter 5, such as 

PEI-PEI repulsion, DNA-DNA repulsion, and PEI-DNA attraction should remain relevant when 

NPs are prepared with PEIs of different properties. However, the forces may not be sufficient for 

NP dissociation, in which case it would lead to NP swelling or shrinkage as discussed in Chapter 

5. NP swelling is more likely for plasmid DNAs that have been observed to decondense in the 

cytoplasm.[6] Chapter 5 assumes a fixed protonation state of PEI at physiological and endosomal 
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pH, and PEIs are protonated at random. However, the protonation state of PEI and its acidification 

are expected to be highly dynamic within an actual endosome. Accurate modeling of such 

processes would require advanced simulation techniques such as MC-MD,[7] constant pH MD,[8] 

etc. Since the entry of water in the endosome increase the osmotic pressure, an increase in the 

pressure of the MD simulation may be relevant to NP aggregation/dissociation. 

7.2.4. Future of CG-MD simulations of PEI-DNA gene delivery 

The results in Chapters 4 and 5 demonstrate good qualitative agreement with the 

corresponding experiments. This shows the tremendous potential of CG-MD simulations in 

determining the structure-function relationship of PEI in the context of gene delivery. Prior to this 

dissertation, there were no large-scale CG-MD simulations in the literature that studied PEI-DNA 

gene delivery, and Chapter 3-5 provides a framework for all future studies. Some AA-MD 

simulations have explored the interaction of PEI with model membranes.[9,10] These studies can 

be extended at the CG scale to study cellular uptake and endosomal escape of NPs with more 

realistic membranes. Since membranes have been extensively modeled in Martini,[11–13] 

simulation of NP-membrane interactions would only require the compatibility of PEI with existing 

Martini lipid and protein (if the membrane contains proteins) forcefield. MD simulations of nuclear 

trafficking are absent in the literature and experimental studies are limited. CG simulations of 

nuclear trafficking would require a detailed 3D structure and forcefield associated with the nuclear 

pore complex and its compatibility with our CG-PEI forcefield. Unlike PEI-membrane interactions, 

the study of nuclear trafficking would require more efforts in extending the CG forcefield 

developed in this work. 
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Appendix A   

Supporting Information for Chapter 3* 

*Aversion of this chapter’s sections has been published. Adapted from Subhamoy Mahajan and 

Tian Tang, Martini Coarse-Grained Model for Polyethylenimine. J. Comp. Chem 2019, 40, 607-

618, with permission from Wiley Periodicals, Inc. Copyright © 2018. 

 

Based on our mapping scheme, any PEI structure will consist of six different beads ‘tq’, 

‘t’, ‘sq’, ‘s’, ‘pq’ and ‘p’. According to the nomenclature discussed in Section 3.2.4, a primary 

bead can only appear at the end of the name for a bond length, a normal bond angle or a normal 

dihedral angle. Consequently, the number of different bond lengths ‘i-j’ is 4×6 = 24, the number 

of different normal bond angles ‘i-j-k’ is 4×4×6 = 96, and the number of different normal dihedral 

angles ‘i-j-k-l’ is 4×4×4×6 = 384. The N-type bond angles ‘Ni-j-k’ is symmetrical, with ‘j’ being 

a tertiary bead but no restrictions on beads ‘i’ and ‘k’. When i ≠ k, the number of ways of choosing 

two different beads i and k without a specific order is 6C2. For i = k, the number of combinations 

is trivially 6. So, the total number of N-type bond angles is 2×(6C2 + 6) = 42, where the factor of 

2 accounts for ‘j’ being ‘tq’ or ‘t’. The N-type dihedral angle ‘Ni-j-k-l’ is not symmetric, and the 

bead ‘j’ is always tertiary, and the bead k cannot be primary. So, the total possible N-type dihedral 

angles is 6×2×4×6 = 288. In summary, a general PEI structure can have at most 24 bond lengths, 

138 bond angles and 672 dihedral angles.  

However, the nitrogens in PEI get protonated based on their pKa values, and after one 

nitrogen gets protonated the pKa values of other nitrogens change. This makes many of the 

combinations mentioned above unrealistic and only a fraction of the combinations exists in 
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practice. For example, in the context of gene delivery, PEIs are typically protonated at a ratio that 

is less than 50%.[1] In addition, the primary and secondary nitrogens usually get protonated first, 

which subsequently suppresses the protonation of tertiary nitrogens. Finally, it is unlikely that two 

adjacent nitrogens will both get protonated. With these constraints, it can be shown that the number 

of bond lengths, bond angles and dihedral angles reduces drastically to 12, 49 and 152 respectively. 

In our model, we have parameterized 12 bond lengths, 31 bond angles and 55 dihedral angles. This 

accounts for 100% of the bond angles, 63% of the bond angles and 36% of the dihedral angles, a 

significant portion of the possible bonded parameters. 

The bond length, bond angle and dihedral angle parameters are shown in Table A.1-A3 

respectively, whereas their corresponding distributions are shown in Figure A.1-A3.  

Table A.1: Bond length parameters, 𝑟!"#$,&' (nm) and 𝐾!"#$ (kJ/nm2/mol) are defined in Eq. 3.3. 

𝒃𝒐𝒏𝒅 𝑲𝒃𝒐𝒏𝒅 𝒓𝒃𝒐𝒏𝒅,𝒆𝒒 𝒃𝒐𝒏𝒅 𝑲𝒃𝒐𝒏𝒅 𝒓𝒃𝒐𝒏𝒅,𝒆𝒒 𝒃𝒐𝒏𝒅 𝑲𝒃𝒐𝒏𝒅 𝒓𝒃𝒐𝒏𝒅,𝒆𝒒 

t-t 20000 0.335 t-sq 6000 0.286 t-s 20000  0.330 

t-pq 7000 0.296 t-p 3000 0.303 sq-t 6000 0.342 

sq-s 5000 0.357 s-t 20000 0.360 s-sq 5000 0.357 

s-s 10000 0.364 s-pq 5000 0.360 s-p 12000 0.376 
 

Table A.2: Bond angle parameters, 𝜃.#/,&' (deg) and 𝐾.#/ (kJ/mol) are defined in Eq. 3.4.  

𝒂𝒏𝒈 𝑲𝒂𝒏𝒈 𝜽𝒂𝒏𝒈,𝒆𝒒 𝒂𝒏𝒈 𝑲𝒂𝒏𝒈 𝜽𝒂𝒏𝒈,𝒆𝒒 𝒂𝒏𝒈 𝑲𝒂𝒏𝒈 𝜽𝒂𝒏𝒈,𝒆𝒒 

t-t-t 100 132 t-t-s 50 157 t-t-pq 100 128 

t-t-p 50 145 t-sq-s 20 134 t-s-sq 70 151 

t-s-s 500 152 t-s-pq 200 180 t-s-p 200 180 

sq-t-t 20 91 sq-t-s 50 125 sq-t-pq 200 120 
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sq-s-t 20 159 sq-s-sq 20 121 sq-s-s 50 141 

s-t-t 200 138 s-t-sq 200 133 s-t-s 100 154 

s-t-pq 50 145 s-t-p 30 180 s-sq-t 20 141 

s-sq-s 20 168 s-s-t 500 180 s-s-sq 200 180 

s-s-s 500 180 s-s-pq 200 180 Nt-t-t 1700 79 

Nt-t-s/Ns-t-t 1000 68 Nsq-t-sq 100 87 Ns-t-s 700 88 

Ns-t-pq/Npq-t-s 2000 80 Ns-t-p/Np-t-s 100 50    
 

Table A.3: Dihedral angle parameters, 𝐾$23,4 (kJ/mol), 𝑛$23,4 and 𝜑$23,&',4 (deg) are defined in 

Eq. 3.5. 

𝝋𝒅𝒊𝒉,𝒆𝒒,𝒘 𝑲𝒅𝒊𝒉,𝒘 𝒏𝒅𝒊𝒉,𝒘 𝝋𝒅𝒊𝒉,𝒆𝒒,𝒘 𝑲𝒅𝒊𝒉,𝒘 𝒏𝒅𝒊𝒉,𝒘 𝝋𝒅𝒊𝒉,𝒆𝒒,𝒘 𝑲𝒅𝒊𝒉,𝒘 𝒏𝒅𝒊𝒉,𝒘 

t-t-t-s t-t-t-pq t-t-t-p 

180 0.7611 1 180 5.005 1 180 0.575 1 

90 1.5556 1 -90 1.058 1 90 3.14347 1 

180 1.18076 2 180 2.794 2 0 3.5126 2 

-90 1.59562 2 -90 1.124 2 90 1.37915 2 

0 0.85896 3 180 1.061 3 180 0.59154 3 

90 1.10652 3 -90 0.6954 3 -90 1.0108 3 

0 0.35776 4 180 0.1284 4 180 1.5454 4 

90 2.429 4 -90 0.2789 4 90 0.56349 4 

0 0.28804 5       

90 1.25512 5       

0 0.37902 6       

90 0.51536 6       
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t-t-s-pq t-sq-s-t t-sq-s-s 

180 2.273 1 180 0.1635 1 0 0.1789 1 

-90 0.1678 1 90 0.05581 1 90 0.6414 1 

180 0.323 2 0 0.4016 2 0 0.04005 2 

-90 0.146 2 90 0.107 2 90 0.1861 2 

0 0.1812 3 0 0.1962 3 0 0.00052 3 

90 0.04275 3 -90 0.2463 3 90 0.287 3 

0 0.1086 4 0 0.3595 4 0 0.1764 4 

90 0.0268 4 90 0.03185 4 90 0.3615 4 

t-s-sq-t t-s-sq-s t-s-s-t 

180 0.5667 1 180 0.03045 1 180 0.2794 1 

-90 0.2793 1 -90 0.09518 1 -90 0.4257 1 

0 0.13 2 0 0.834 2 180 0.4685 2 

-90 0.6036 2 -90 0.2247 2 90 0.2221 2 

180 0.00712 3 0 0.05384 3 180 0.01302 3 

-90 0.02012 3 90 0.03155 3 90 0.02205 3 

0 0.04612 4 180 0.08784 4 180 0.05282 4 

-90 0.05911 4 -90 0.05518 4 -90 0.1746 4 

t-s-s-s sq-t-t-t sq-t-t-pq 

0 0.9592 1 180 2.624 1 180 3.967 1 

-90 0.3031 1 90 2.487 1 -90 4.394 1 

0 0.07864 2 180 0.3305 2 0 0.1698 2 

-90 0.3132 2 -90 1.375 2 -90 0.8341 2 

180 0.00904 3 0 1.151 3 180 0.8689 3 
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-90 0.1049 3 90 0.6597 3 90 0.918 3 

180 0.08386 4 0 0.9143 4 180 0.5322 4 

-90 0.03749 4 90 0.9613 4 90 0.1127 4 

sq-t-t-sq sq-t-t-s sq-s-t-sq 

180 4.466 1 180 0.6084 1 180 0.275 1 

-90 0.8974 1 90 0.5301 1 -90 0.117 1 

0 0.3155 2 0 0.8167 2 0 0.2408 2 

90 0.449 2 90 0.2646 2 -90 0.05002 2 

0 0.9992 3 0 0.2556 3 0 0.2305 3 

90 0.3155 3 90 0.491 3 -90 0.09074 3 

180 0.1448 4 180 0.07 4 0 0.2816 4 

-90 0.00843 4 90 0.8255 4 -90 0.04807 4 

   180 0.3319 5    

   -90 0.4926 5    

sq-s-t-s sq-s-t-pq sq-s-sq-s 

180 0.2602 1 180 0.1808 1 180 0.9085 1 

90 0.43 1 -90 0.4601 1 90 0.1517 1 

0 0.3921 2 0 0.05521 2 0 0.08763 2 

90 0.0492 2 90 0.1435 2 90 0.1437 2 

0 0.08434 3 0 0.508 3 0 0.08808 3 

90 0.346 3 -90 0.1165 3 -90 0.09503 3 

180 0.2742 4 180 0.08161 4 0 0.04727 4 

90 0.1182 4 90 0.03025 4 -90 0.03526 4 

sq-s-s-s sq-s-s-pq s-t-t-t 
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180 0.578 1 180 0.2917 1 180 6.07634 1 

90 0.5483 1 -90 0.08782 1 -90 4.39625 1 

0 0.02419 2 180 0.1641 2 180 1.1485 2 

90 0.06867 2 -90 0.09495 2 -90 0.12722 2 

0 0.07933 3 0 0.04617 3 180 2.13296 3 

-90 0.04552 3 90 0.01113 3 90 1.08089 3 

180 0.00144 4 180 0.01469 4 180 0.72975 4 

-90 0.0156 4 -90 0.07517 4 -90 0.70235 4 

s-t-t-s s-t-t-p s-t-sq-s 

0 4.34 1 180 4.771 1 180 0.5226 1 

90 3.11083 1 -90 2.489 1 -90 0.589 1 

0 0.16994 2 180 1.36 2 0 0.3605 2 

90 2.3226 2 90 0.06439 2 -90 0.4849 2 

0 0.55404 3 180 1.346 3 0 0.1488 3 

90 0.9776 3 90 0.9888 3 90 0.01395 3 

0 0.66166 4 180 0.5621 4 180 0.2104 4 

90 0.39966 4 90 0.05767 4 90 0.03304 4 

s-t-s-s s-t-s-pq s-t-s-p 

180 4.958 1 180 2.7435 1 180 3.269 1 

-90 0.4269 1 -90 0.14 1 -90 2.217 1 

180 0.7339 2 0 0.0732 2 180 0.6888 2 

-90 0.05046 2 -90 0.3342 2 -90 0.6913 2 

0 0.3602 3 0 0.0365 3 0 0.09744 3 

90 0.612 3 -90 0.2216 3 -90 0.8553 3 
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180 0.0559 4 180 0.0375 4 180 0.2292 4 

90 0.3238 4 90 0.05039 4 -90 0.3393 4 

s-sq-t-s s-sq-t-pq s-sq-s-t 

0 0.0455 1 180 0.4716 1 0 0.08534 1 

-90 0.01309 1 -90 0.166 1 90 0.1719 1 

0 0 2 0 0.3157 2 0 0.4751 2 

90 0.07727 2 90 0.1404 2 90 0.5068 2 

0 0.4454 3 180 0.1711 3 0 0.2635 3 

-90 0.1521 3 90 0.512 3 -90 0.1141 3 

0 0.03718 4 0 0.07675 4 0 0.03519 4 

-90 0.05089 4 90 0.0176 4 -90 0.1021 4 

s-sq-s-sq s-sq-s-s s-s-t-s 

0 0.01675 1 180 0.5089 1 0 1.058 1 

90 0.00732 1 90 0.1826 1 90 0.3069 1 

0 0.2463 2 180 0.2 2 0 0.08945 2 

90 0.1003 2 -90 0.116 2 -90 0.153 2 

0 0.06287 3 0 0.1657 3 0 0.152 3 

90 0.07754 3 -90 0.1259 3 -90 0.1812 3 

180 0.00352 4 180 0.05827 4 180 0.08197 4 

-90 0.01123 4 90 0.00657 4 -90 0.1495 4 

s-s-t-pq s-s-t-p s-s-sq-s 

180 0.8354 1 180 1.481 1 180 1.206 1 

-90 0.03209 1 -90 2.452 1 90 0.8237 1 

180 0.2513 2 180 0.6452 2 0 0.1526 2 
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90 0.1863 2 -90 0.1292 2 -90 0.3173 2 

0 0.1615 3 0 0.01608 3 180 0.00028 3 

-90 0.09505 3 90 0.193 3 90 0.06832 3 

0 0.1572 4 180 0.02013 4 0 0.156 4 

-90 0.2764 4 -90 0.05453 4 90 0.07099 4 

s-s-s-t s-s-s-sq s-s-s-s 

0 0.4347 1 0 0.4184 1 0 0.07194 1 

90 0.7823 1 -90 0.175 1 -90 0.03906 1 

0 0.2341 2 0 0.1899 2 0 0.1423 2 

90 0.3782 2 -90 0.391 2 -90 0.07014 2 

0 0.01605 3 0 0.04892 3 0 0.07076 3 

90 0.2112 3 -90 0.1252 3 -90 0.03901 3 

0 0.00614 4 0 0.05003 4 180 0.02093 4 

90 0.1048 4 -90 0.09302 4 90 0.07606 4 

s-s-s-pq Nt-t-t-t Nt-t-t-s 

180 0.1214 1 0 1.516 1 180 0.19626 1 

90 0.2415 1 90 0.1462 1 -90 0.81532 1 

180 0.1527 2 180 0.1592 2 180 0.03962 2 

90 0.1075 2 -90 1.787 2 90 1.38598 2 

180 0.1189 3 0 1.35744 3 180 1.15752 3 

90 0.1045 3 -90 2.6552 3 -90 1.5939 3 

180 0.02334 4 180 0.73934 4 180 0.34302 4 

-90 0.04644 4 90 1.357 4 -90 0.12256 4 

   180 0.84582 5 0 1.25506 5 
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   90 0.481 5 90 0.65496 5 

   0 0.71588 6 180 0.60978 6 

   -90 0.74564 6 -90 0.26408 6 

Nt-t-t-pq Nt-t-t-p Nt-t-s-pq 

0 1.277 1 0 4.54 1 0 2.454 1 

90 4.679 1 90 2.542 1 90 1.146 1 

0 2.832 2 180 1.438 2 180 0.3954 2 

-90 1.727 2 -90 0.2625 2 -90 0.2008 2 

180 1.267 3 0 1.607 3 180 0.08704 3 

-90 1.045 3 -90 1.164 3 90 0.3218 3 

180 0.05346 4 180 1.233 4 180 0.306 4 

90 0.4889 4 90 0.3317 4 -90 0.01641 4 

Nsq-t-sq-s Ns-t-t-s Ns-t-t-pq 

0 1.972 1 0 1.0906 1 0 4.116 1 

-90 0.8696 1 -90 2.9302 1 90 3.842 1 

0 1.055 2 0 2.61728 2 180 0.2675 2 

-90 0.6807 2 -90 1.73518 2 -90 4.374 2 

180 0.09864 3 180 2.8734 3 180 1.809 3 

-90 0.04226 3 -90 0.47268 3 90 2.065 3 

180 0.3563 4 0 1.63992 4 0 1.188 4 

-90 0.3498 4 90 0.20031 4 90 0.0058 4 

Ns-t-t-p Ns-t-s-s Npq-t-s-sq 

0 1.7 1 0 3.456 1 0 4.543 1 

-90 0.50968 1 90 0.8971 1 -90 1.85 1 
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0 4.214 2 180 1.431 2 180 0.9629 2 

90 0.04158 2 -90 0.3018 2 90 1.244 2 

180 0.00686 3 0 0.2482 3 180 0.1907 3 

90 1.12014 3 -90 0.2842 3 -90 0.2465 3 

180 0.35091 4 180 0.215 4 0 0.04138 4 

90 0.36246 4 -90 0.08677 4 -90 0.1814 4 

Npq-t-s-s Npq-t-s-pq Npq-t-s-p 

0 4.438 1 0 2.922 1 0 3.892 1 

-90 1.372 1 90 1.656 1 90 1.224 1 

180 1.278 2 180 0.4585 2 180 1.51 2 

90 0.6364 2 -90 0.3462 2 -90 0.03169 2 

180 0.4575 3 180 0.07853 3 0 0.8277 3 

-90 2.015 3 90 0.3462 3 -90 0.00439 3 

0 0.4068 4 180 0.1724 4 180 0.2952 4 

90 1.244 4 90 0.1287 4 90 0.3258 4 

Np-t-s-pq       

0 2.678 1       

-90 0.2122 1       

180 0.2772 2       

-90 0.4798 2       

180 0.04036 3       

-90 0.00104 3       

180 0.2256 4       

90 0.0028 4       
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Figure A.1: Averaged AA distributions (black) and CG distributions for bond lengths: PL46 

(cyan), SL46 (red), MB46 (green), HB46 (blue), PL23 (olive), SL23 (magenta), MB23 (orange), 

and HB23 (pink).   
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Figure A.2: Averaged AA distributions (black) and CG distributions for bond angles: PL46 (cyan), 

SL46 (red), MB46 (green), HB46 (blue), PL23 (olive), SL23 (magenta), MB23 (orange), and 

HB23 (pink). 
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Figure A.3: Averaged AA distributions (black) and CG distributions for dihedral angles: PL46 

(cyan), SL46 (red), MB46 (green), HB46 (blue), PL23 (olive), SL23 (magenta), MB23 (orange), 

and HB23 (pink). 

 

Figure A.4: Bond length distributions obtained from AA simulations are plotted, where multiple 

shades of grey is used to represent different AA distributions obtained from individual bonds and 

black represents the averaged AA distribution. The left panel is for bond length ‘t-pq’ and the right 

panel for ‘s-t’. 

It can see seen that the average AA distributions for some bond lengths and bond angles 

have more than one prominent peak. In Figure A.4 left panel, we plot the AA distributions for the 
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‘t-pq’ bond obtained from individual bonds (bond 1-2, 5-6, and 10-11 in SL46 and SL23, 10-11 in 

MB46, and 3-4 and 10-11 in HB46) in grey, and the averaged AA distribution in black. Similar 

plot is generated in Figure A.4 the right panel for the ‘s-t’ bond. Clearly, multiple peaks are present 

even for the AA distributions from individual bonds, so it is not a result of averaging the AA 

distributions.  

 

Figure A.5: Dihedral angle distributions for ‘t-t-t-s’ (top) and ‘Ns-t-t-s’ (bottom). For each 

dihedral angle five distributions were plotted namely, the averaged AA distribution (black), AA 

distribution only averaged over HB46 (light blue), AA distribution only averaged over HB23 (light 

pink), CG distribution averaged over HB46 (blue) and CG distribution averaged over HB23 (pink). 

Dihedral angles ‘t-t-t-s’ and ‘Ns-t-t-s’ are especially interesting as the CG distributions in 

HB46 and HB23 do not match very well the averaged AA distributions. To check this in more 

detail, we computed the AA distribution of dihedral angle ‘t-t-t-s’ in HB46 by performing an 

average over the all ‘t-t-t-s’ angles present in HB46 (dihedral 5-7-10-12), but not over the dihedrals 

present in other structures. The result is presented in Figure A.5 (top panel) as AA HB46. The 
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same is done over the ‘t-t-t-s’ angles present in HB23 (dihedral 5-7-10-12), shown in Figure A.5 

(top panel) as AA HB23. This subfigure also contains two curves for the corresponding CG 

distributions, and the averaged AA distribution. Figure A.5 (bottom panel) shows a similar 

comparison for dihedral angle ‘Ns-t-t-s’ (dihedral 8-7-10-12 in both HB23 and HB46). For both 

dihedrals ‘t-t-t-s’, and ‘Ns-t-t-s’ we observe that CG distributions matches better with AA 

distribution than averaged AA distribution. Although the dihedral angles parameters were obtained 

to match the averaged AA distributions, the AA distributions of a specific structure can still be 

properly captured by the local structural restraints in the CG model. 

Reference AA distributions were calculated for a few bonded distributions using 

trajectories from 50-75 ns and 75-10 ns (Figure A.6). Curves from different time windows almost 

overlap, confirming the attainment of equilibrium in the 100 ns AA simulations. 

Additional comparison is made between our CG model and the AA force field recently 

developed by Beu et al.[2]. In Beu et al.[2] linear PEIs with 14, 26 and 50 monomers were 

simulated at three different protonation ratios: 50%. 33% and 25%. The exact location of the 

protonated nitrogens, however, were not specified. We created CG PEIs of the same length and 

protonated them according to two protonation ratios 50% and 25% (see Figure A.7 for details), 

but we emphasize that there can be discrepancies between our work and the work of Beu et al. [2] 

on the sites of protonation. Another notable difference is that each linear PEI in Beu et al. [2] 

consists of monomeric units CCN but has an additional NH2 group, which is not present in our 

model. Figure A.8 shows the comparison of radius of gyration (𝑅/) and end-to-end distance (𝑅&) 

between Beu et al. [2] (AA) and our model (CG). Considering the relatively large standard 

deviation in the CG values, which is expected, the results are quite comparable. The difference is 

more significant in 25% protonated PEIs, suggesting that the discrepancies are likely caused by 
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differences in protonation sites, since there are more ways of assigning the protonated nitrogens in 

the case of 25% protonation ratio. 

 

Figure A.6: Bond length distribution of ‘t-s’ (top left), bond angle distributions of ‘t-s-sq’ (top 

right) and ‘Npq-t-s’ (bottom left), and dihedral angle distribution of ‘Npq-t-s-sq’ (bottom right), 

sampled from different time windows of the AA simulations. 
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Appendix B   

Supporting Information for Chapter 4* 

*A version of this chapter’s sections has been published. Adapted with permission from 

Subhamoy Mahajan and Tian Tang, Polyethylenimine-DNA Ratio Strongly Affects Their 

Nanoparticle Formation: A Large-Scale Coarse-Grained Molecular Dynamics Study. J.  Phys.  

Chem. B 2019, 123(45), 9629-9640. Copyright © 2019 American Chemical Society.  

 

B.1. Relative shape anisotropy of nanoparticles 

The shapes of NPs as seen in Figure 5.2, are significantly different for 𝛼 = 2-6 and 𝛼 = 8-

10. To quantify the difference in shape, the relative shape anisotropy (𝜅!) is calculated using Eq. 

S1, where 𝜒", 𝜒!, and 𝜒# are the three eigenvalues of the gyration tensor of the NP. 𝜅! would be 

0 if all the beads in the NP are spherically symmetrical about its center of mass and 1 if the beads 

lie on a straight line.[1] 𝜅! is found to be 0.61, 0.53, 0.69, 0.30 and 0.35, respectively, for the 

largest NP at 𝛼 = 2-10. Therefore, the largest NP formed for 𝛼 = 8-10 are more compact and closer 

to being spherical than the ones formed for 𝛼 = 2-6. 

B.2. PEI-DNA binding 

A PEI can bind to a DNA via Coulombic and/or Lennard-Jones interactions. That is, the 

binding can occur between uncharged beads. This can be seen by plotting the minimum distance 

between a DNA-PEI pair calculated using (i) all the beads and (ii) only the charged beads. In 

𝜅! =
3
2	
𝜒"! + 𝜒!! + 𝜒#!

(𝜒" + 𝜒! + 𝜒#)!
−
1
2 

B.1 



 

 260 

Figure B.1, the minimum distance calculated using these two methods is plotted for the 23rd DNA 

and 75th PEI in system 𝛼 = 10. A horizontal dashed line is added to mark the cutoff distance for 

DNA-PEI binding (0.53 nm). From 0 to 1.25 µs the minimum distances calculated using both 

methods are similar, which implies that the initial attraction between DNA and PEI is dominated 

by long-range electrostatic interactions. After 1.25 µs, the minimum distance calculated using (ii) 

is above the cutoff, while the minimum distance calculated using (i) remains below the cutoff. This 

shows that a PEI and DNA can remain bound to each other through Lennar-Jones interactions 

assisted by long-range electrostatic interactions. 

 
Figure B.1: Minimum distance between the 23rd DNA and 75th PEI for 𝛼 = 10, calculated using 

all the beads (black), and only charged beads (red). 

B.3. Conversion of PEI roles 

Over the simulation time of 4 µs, the role of each PEI (free/peripheral/bridging) was 

determined for every 0.2 ns. For each PEI, its role was determined between two consecutive time 

steps (0.2 ns apart) to track the conversion. Table C1 reports these total number of conversions 

between free and peripheral (𝑓 → 𝑝, 𝑝 → 𝑓), between peripheral and bridging (𝑝 → 𝑏, 𝑏 → 𝑝), and 
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between free and bridging (𝑓 → 𝑏 , 𝑏 → 𝑓 ) PEIs. Clearly, the conversions between free and 

bridging PEI is 2-4 orders of magnitude lower than other conversions. This indicates bridging PEI 

is primarily formed from peripheral PEI and peripheral PEI is primarily formed from free PEI.  

 

Table B.1: Total number of conversions between free (𝑓), peripheral (𝑝) and bridging (𝑏) PEIs 

over the 0-4 µs of the simulation. 

𝜶 𝒇 → 𝒑 𝒑 → 𝒇 𝒑 → 𝒃 𝒃 → 𝒑 𝒇 → 𝒃 𝒃 → 𝒇 

2 266 218 2529 2515 1 1 

4 747 653 15718 15669 4 2 

6 1537 1394 26008 25960 10 5 

8 3962 3771 34302 34233 15 18 

10 5086 4854 37530 37453 35 41 

 

B.4. Average number of bridging PEIs between a pair of bridged DNAs (𝒏𝒃) 

To calculate 𝑛$ we first find the number of bridging PEIs and number of DNA pairs that 

are bridged together. They are evaluated every 0.2 ns and averaged over a range of 10 ns. We then 

evaluate 𝑛$ as the ratio of the total number of bridging PEIs and the total number of bridged DNA 

pairs. The result is given in Figure 5.3d as a function of time. 

For the five PEI/DNA ratios (𝛼) studied 𝑛$ forms three distinct groups, one for 𝛼 = 2, one 

for 𝛼 = 4 and 6, and one for 𝛼 = 8 and 10. This can be explained as follows. When PEIs bind with 

a DNA, they neutralize some of its phosphates and screen their electric field. Additional PEIs 

binding to the same DNA would likely bind near phosphates which are not screened. Moreover, 

bound PEIs would repel each other, so to reduce the potential energy they would be as far apart as 

possible. Therefore, it is reasonable to expect bound PEIs to be equally-spaced around a DNA, 
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which is supported by our observations in Figure 5.4c. Aggregating DNAs are in contact through 

a small portion of their surface area which we refer to as the bridging region. Therefore, only a 

fraction of PEIs bound to a DNA can become bridging PEIs, and they are located in the bridging 

region. Moreover, the number of bridging PEIs between each pair of bridged DNAs has to be a 

whole number. As a result when 𝛼 increases, 𝑛$ cannot increase continuously, but rather in a step-

wise fashion. For our systems, we observe the increase in 𝑛$ between 𝛼 = 2 and 4, and between 𝛼 

= 6 and 8. 

The value of 𝑛$ can also increase if there is an increase in the size of the bridging region. 

For example, DNAs aggregating side-by-side would have a larger bridging region than DNAs 

aggregating end-to-end. Therefore, the higher value of 𝑛$ for 𝛼 = 8 and 10 compared to 𝛼 = 4 and 

6 is probably due to a combination of more bound PEIs and increased bridging region.  

B.5. Additional mechanism of DNA over-saturation 

Clearly from Figure 5.4c, over-saturation of DNAs for systems with excess PEIs mainly 

occurs through misalignment of center-binding PEIs, which accommodates more protonated 

amine beads in the NP than the number of phosphate beads. Another mechanism for DNA over-

saturation is through the simultaneous binding of one phosphate bead with more than one 

protonated amine beads. Figure B.2 plots the number of phosphate beads 𝑁%&'((𝑛), that are in 

close contact with 𝑛 protonated amine beads. The number of phosphate beads without any close 

contact with protonated amine beads, 𝑁%&'((0), decreases with increasing 𝛼, which is expected as 

the number of bound PEIs increases with 𝛼. Consequently, the number of phosphate beads bound 

with only one protonated amine bead, 𝑁%&'((1), increases with 𝛼. There is also a fraction of 

phosphate beads, up to 20%, in close contact with two protonated amine beads, which increases 
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same number of bound PEI 𝛼+ = 9𝑁*,- − 𝑁.(𝑡; 𝛼)</𝑁/)0, where 𝑁*,- − 𝑁.(𝑡; 𝛼) is total number 

of bound PEIs.  

 
Figure B.3: 〈𝑄)*/𝑠)*〉 as a function of time for systems with (a) 0 mM KCl, (b) 150 mM KCl. 

𝑄)*
%123/𝑠)* is calculated using Eq. S2 and is added for comparison. 

In Figure B.3, we plot 〈𝑄)*/𝑠)*〉 as a function of time for different 𝛼, where the average 

is performed over all NPs. As explained in the main text, this quantity is a measure of the degree 

of neutralization of the DNAs in a NP. Data are presented for both 0 and 150 mM KCl (subfigure 

a and b respectively). The prediction 𝑄)*
%123/𝑠)*  from Eq. S2 is added for comparison. The 

prediction is accurate for the entire simulation time and for both 0 and 150 mM KCl. 
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B.8. Aggregation in presence of 150 mM KCl 

There are many similarities between the aggregation of PEIs and DNAs in the presence of 

0 mM KCl and 150 mM KCl. The key similarities and differences have been reported in the main 

text (“Influence of salt concentration”) using 𝛼 = 10. Here we discuss the rest of the results. Similar 

to systems with 0 mM KCl, the difference in the mode of aggregation is observed in systems with 

150 mM KCl. However, the transition from end-to-end aggregation to lateral side-by-side 

aggregation occurs between 𝛼 = 4 and 6. Specifically, in Figure B.4, we find limited aggregation 

for 𝛼 = 2, end-to-end aggregation for 𝛼 = 4 and side-by-side aggregation for 𝛼 = 6-10.  

In Figure B.5, we plot 𝑁., 𝑁%, 𝑁$, and 𝑛$ as functions of simulation time for both 0 and 

150 mM KCl. For 𝛼 = 2, 4, and 8, 𝑁., 𝑁$, 𝑁%, and 𝑛$ at 150 mM KCl shows similar characteristics 

to 0 mM KCl as discussed in the main texts, whereas some differences are observed for 𝛼 = 6. 

Specifically, we observe 𝑁% to be lower (Figure B.5b) and 𝑁$ (Figure B.5c) to be higher at higher 

salt concentration during the entire simulation. Similar to 0 mM KCl 𝑛$ for the five systems form 

three groups in Figure B.5d corresponding to lowest, intermediate and highest 𝑛$  values 

respectively. However, while at 0 mM KCl 𝛼 = 6 belongs to the group of intermediate 𝑛$, with 

the presence of 150 mM KCl 𝛼 = 6 belongs to the group with the highest 𝑛$. All these different 

characteristics for 𝛼 = 6 are associated with the different mode of aggregation observed at 150 mM 

KCl. At 0 mM KCl 𝑁$ increases monotonically with 𝛼 but at 150 mM KCl 𝑁$ for 𝛼 = 6 is greater 

than 𝛼 = 8. This can be explained by similar 𝑛$ values for 𝛼 = 6 and 8, and higher number of 

DNAs being aggregated for 𝛼 = 6 (to be discussed next).  

𝑄!"
#$%&(𝑡; 𝛼) = 𝑠!" )𝑄'!( +

𝑄")* +𝑁")* −𝑁+(𝑡; 𝛼).
𝑁'!(

/ 

= 𝑠!"(𝑄'!( + 𝑄")*𝛼′) 

B.2 
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Figure B.4: Largest NP formed at the end of 4 µs simulation for systems with 150 mM KCl. (a) 

𝛼 = 2, 𝑠)* = 4; (b) 𝛼 = 4, 𝑠)* = 24; (c) 𝛼 = 6, 𝑠)* = 14; (d) 𝛼 = 8, 𝑠)* = 9 and (e) 𝛼 = 10, 𝑠)* = 

19. DNAs are represented with blue backbone and cyan base pairs, and PEIs in orange. 
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Figure B.5: Number of PEI in different roles, plotted against simulation time: (a) number of free 

PEIs (𝑁.) (b) number of peripheral PEIs (𝑁%) and (c) number of bridging PEIs (𝑁$). (d) Average 

number of bridging PEI between a pair of bridged DNAs (𝑛$). 
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Figure B.6: NP size (black) and charge (red) distributions for 𝛼 = 2-8. The predicted charge (blue) 

is calculated using Eq. 1 (main text). 

Figure B.6 plots the NP size distribution (black) and average NP charge as a function of 

its size. Data shown are obtained from the average over 3.5 to 4 µs of the simulations for both 0 

and 150 mM KCl. Figure B.7a shows the mean NP size 〈𝑠)*〉 as a function of time, which for 150 

mM KCl is fitted with continuous piecewise linear functions in Figure B.7b. Figure B.7c shows 

the steady-state NP size 〈𝑠)*〉 for the systems with 150 mM KCL, again obtained by average over 

3.5 to 4 µs of the simulations. The slopes of the piecewise linear fit in Figure B.7b were plotted 

in Figure B.7d as a measure of the rate of NP growth (𝕣)* ). These plots show that the 

characteristics of aggregation are similar for 0 and 150 mM KCl. Besides the quantitative 

difference discussed in the main texts (“Influence of salt concentration”), the biggest difference 

observed under the two salt concentrations is for 𝛼 = 8. Firstly, the largest NP formed for 𝛼 = 8 is 

smaller at 150 mM KCl than at 0 mM KCl. Secondly, while under 0 mM KCl the steady-state 
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〈𝑠)*〉 is similar for 𝛼 = 6 and 8, with 150 mM KCl the value is noticeably smaller for 𝛼 = 8. Finally, 

for 𝛼 = 8 under 0 mM KCl, 𝕣)* was observed to first decrease from the 0-2 µs time window to 

zero during the 2-2.7 µs time window, and then increase during the 2.7-3.5 µs time window. Such 

an increase is not seen under 150 mM KCl. Because 𝛼 = 8 corresponds to weak specific repulsion, 

the screening from the ions may not be strong enough to enhance aggregation. However, it is 

unclear why for this 𝛼 the aggregation appears to be weakened by the addition of salt. It is possible 

that due to the small specific repulsion and reduced probability of NP collision, the NPs may take 

longer to further grow, but this would need additional investigations. 

Increase in NP size is observed for all 𝛼 except 𝛼 = 8. The increase in NP size is largest for 

𝛼 = 4 which can be explained as follows. The presence of salt is expected to promote NP growth 

by screening the NP-NP repulsions. Since the specific repulsions are weak for 𝛼 = 6 and 8, a 

significant increase in NP growth can be expected for 𝛼 = 2, 4 and 10. However, for 𝛼 = 2 NP 

growth is hindered due to the lack of PEIs in the system. For 𝛼 = 10, NP growth is also hindered 

as the peripheral PEIs accumulate and surround the DNAs, making the phosphate beads 

inaccessible for local NP-NP attraction. The linear nature of the NPs at 𝛼 = 4 further promotes NP 

growth as discussed in the main text, and hence the increase in NP size is most significant for 𝛼 = 

4. 
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Figure B.7: (a) Comparison of 〈𝑠)*〉 as a function of time between 0 and 150 mM KCl (b) 

Continuous piecewise linear function fit of 〈𝑠)*〉 as a function of time for 150 mM KCl (c) Steady-

state 〈𝑠)*〉 for 150 mM KCl. (d) rate of NP growth for 150 mM KCl. 

B.9. Zeta potential 

In experiments, charge of NPs is measured using their mean zeta potential. In Figure B.8, 

we calculate the average NP charge at steady-state for different N/P ratios to make comparisons 

with experimental mean zeta potential. The average NP charge is calculated for 0 and 150 mM 

KCl using two approaches: (1) by considering only bound PEIs and (2) also by considering both 
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bound PEIs and ions. From linear interpolation, the location of zero average NP charge is found 

to be at N/P ~ 4.4 for all the curves in Figure B.8. The shape of the curves also resembles the 

shape of mean zeta potential vs. N/P ratio reported in most experiments (see reference 17, 21, 23, 

64 in the main article). 

 
Figure B.8: Average NP charge calculated as a function of N/P ratio. 

B.10. Distribution of hydrodynamic radius 

The hydrodynamic radius (𝑅&43) of a specific NP is calculated using the Kirkwood[2] 

definition shown in Eq. B.3, where 𝑟56 is the distance between two beads 𝑖 and 𝑗 in the NP, and 

𝑁$273( is the total number of beads in the NP. 
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Figure B.9: Distribution of hydrodynamic radius (𝑅&43) for 0 and 150 mM KCl at different 𝛼. 

This definition is used instead of the Stokes radius (𝑘8𝑇/6𝜋𝜂𝐷) because the latter would 

be subjected to errors associated with the evaluation of diffusion coefficient 𝐷 of macromolecules 

and viscosity 𝜂. Eq. B.3 is usually used for polymers where the beads are connected via covalent 

bonds. In our case, each NP is composed of multiple molecules that can potentially leave the NP 

and join another one. In the steady-state of the simulations, most NPs are stable and the DNAs and 

PEIs within do not change with time. For each of these NPs, ∑ 1/𝑟56596  is calculated at each time 

and a time average is performed to evaluate 𝑅&43 using Eq. B.3, where 𝑁$273( is number of beads 

in the NP. A few NPs have lost or gained molecules during the steady-state stage of the simulations. 

For each of these NPs, the average is performed only over the time in which they are present. The 



 

 273 

collected 𝑅&43 data are used to generate a histogram (Figure B.9). If a NP is only present for a 

fraction of the time, its histogram value is scaled by the same fraction. The first peak in each 

distribution corresponds to unaggregated DNAs. Neglecting this peak, the 𝑅&43 distribution of the 

NPs has a similar shape as the size distribution shown in Figure 5.5 (black curve), i.e., unimodal 

for 𝛼 = 2, bimodal for 𝛼 = 4 and 10, and multi-modal (closer to uniform) for 𝛼 = 6 and 8. 

B.11. Distribution of hydrodynamic radius 

Figure B.10 shows the largest NP formed at 𝛼  = 10 through a two-step PEI addition 

process. A branched NP is formed which has smaller size (less number of DNAs) than the largest 

NP formed at 𝛼 = 10 using a one-step PEI addition. The shape of these NPs is quantified using the 

relative shape anisotropy (𝜅! as shown in Eq. S1). The 𝜅!  averaged over last 0.5 µs of the 

simulation is found to be 0.32 ± 0.02 and 0.24 ± 0.02 for the NP formed using one- and two-step 

process respectively. This shows the largest NP obtained using a two-step process is also more 

compact and closer to being spherical than the one obtained using a one-step process. 

 
Figure B.10: Largest NP formed after 3.5 µs for 𝛼 = 10 achieved by adding 162 PEIs to 𝛼 = 4. 
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Chapter C   

Supporting Information for Chapter 5* 

 

C.1. Additional results for physiological and endosomal pH simulations 

 
Figure C.1: a) Number of free (𝑁!/𝑁"#$), peripheral (𝑁%/𝑁"#$), and bridging PEI (𝑁&/𝑁"#$) 

normalized by the total number of DNAs, and average number of bridging PEIs between a pair of 

bridged DNAs (𝑛&). b) NP size (⟨𝑠#'⟩; left axis) and radius of gyration (〈𝑅(〉; right axis) averaged 

across all NPs. The figure titles provided are for (a) and (b), and the legend is for (a). The maximum 

𝑦-axis in (a) is equal to the 𝛼 of the system.  

C.2. Kinetics of bridging PEIs for 𝜶 = 2 

In Figure C.2, the general trend shows 𝑁!/𝑁"#$ is zero, 𝑁%/𝑁"#$ decreases, 𝑁&/𝑁"#$ 

increases, and 𝑛&  remains steady. The main driving force for this change is the conversion of 
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peripheral to bridging PEIs due to the reduced energy barrier at 𝑞 = 3 after acidification (Figure 

5.2b).  

 
Figure C.2: Number of free (𝑁!/𝑁"#$), peripheral (𝑁%/𝑁"#$), and bridging PEI (𝑁&/𝑁"#$) 

normalized by the total number of DNAs, and average number of bridging PEI between a pair of 

bridged DNAs (𝑛& ). The horizontal lines represent the steady-state value obtained from the 

endosomal pH simulation at 𝛼 = 2. 

C.3. Transition between PEIs 

The transition of free (𝑓), peripheral (𝑝), and bridging (𝑏) PEIs are calculated between 

consecutive timesteps (0.2 ns apart). The total number transitions are normalized by the 

corresponding simulation time 𝑡)*+ in microseconds and by 𝛼 to account for the different number 

of PEIs in the systems (Table C.1). While Table C.1 presents data for both 𝛼  = 2 and 10, 

discussions below are focused on the results for 𝛼 = 10 to support Chapter 5.  

Table C.1 shows that during the acidification the normalized transitions between free and 

bridging PEI is very low. This indicates that bridging PEIs convert to peripheral ones and 

peripheral PEIs convert to free ones, while maintaining a dynamic balance of 𝑁%/𝑁"#$.  
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The reversibility of PEI transitions can be quantified by the ratio between normalized 

transitions in one direction and the net normalized transitions. For bridging to peripheral PEI 

transitions, the ratio %	←	&
%	←	&	.	%	→	&

 is ~376 and ~326 for slow and instant acidification respectively. 

Similarly, for peripheral to free PEI transitions, the ratio is ~53 and ~43 for slow and instant 

acidification respectively. This reaffirms the observations made from Figure 5.6, that slow 

acidification is more reversible than instant acidification. 

Table C.1: Number of transitions between PEIs normalized by the total simulation time (𝑡)*+) in 

microseconds and by the PEI/DNA number ratio (𝛼) at which the NPs were prepared. 𝑓, 𝑝, and 𝑏 

denote free, peripheral, and bridging PEIs respectively, and the arrows denote the direction of 

transition.  

𝜶 System 𝒕𝒔𝒊𝒎 (μs) 𝒇 → 𝒑 𝒇 ← 𝒑 𝒑 → 𝒃 𝒑 ← 𝒃 𝒇 → 𝒃 𝒇 ← 𝒃 

2 Physiological 9.5 18.05 15.58 213.16 213.32 0.11 0 

2 Endosomal 12 8.42 6.50 415.62 414.71 0 0 

2 Slow acidification 13.5 0 0 657.41 657.15 0 0 

2 Instant acidification 13.5 0 0 605.30  605.11 0 0 

10 Physiological 8 157.74 154.84 925.00 923.96 1.74 1.85 

10 Endosomal 6 71.30 68.57 168.13 167.90 0.10 0.08 

10 Slow acidification 7 40.36 41.14 281.44 282.19 0.04 0.06 

10 Instant acidification 7 33.76 34.56 250.57 251.34 0.03 0.04 
 

The transition of PEI states calculated from the first and last timesteps is shown in Table 

C.2. This can be used to calculate the probability that a PEI changes its state. For slow acidification, 

there are 18 𝑏 → 𝑓, 40 𝑏 → 𝑝 and 18 𝑏 → 𝑏 transitions. Among the initially bridging PEIs that 
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have changed their role, the percentage of conversion to peripheral PEIs is &→%
(&→%)5(&→!)

 = 69%. 

The corresponding percentage for instant acidification is 67.8%, and the average of the two is 

68.4%.  This number is given in Figure 5.5b (Step 2b) of the main text. Consequently, 100% – 

68.4% = 31.6% is the average probability of bridging PEIs converting to free ones (Step 2a; Figure 

5.5b). 

Table C.2: Total number of transitions between PEIs by only considering the first and last timestep. 

𝛼 is PEI/DNA number ratio, 𝑓, 𝑝, and 𝑏 denote free, peripheral and bridging PEIs respectively, 

and the arrows denote the direction of transition.  

𝜶 System 𝒇 → 𝒇 𝒇 → 𝒑 𝒇 → 𝒃 𝒑 → 𝒇 𝒑 → 𝒑 𝒑 → 𝒃 𝒃 → 𝒇 𝒃 → 𝒑 𝒃 → 𝒃 

2 Physiological 0 31 18 0 5 0 0 0 0 

2 Endosomal 0 27 19 0 5 3 0 0 0 

2 Slow 
acidification 0 0 0 0 24 12 0 5 13 

2 Instant 
acidification 0 0 0 0 26 10 0 5 13 

10 Physiological 16 162 63 2 13 12 0 1 1 

10 Endosomal 67 153 14 2 31 2 0 1 0 

10 Slow acidification 10 8 0 47 123 6 18 40 18 

10 Instant acidification 13 5 0 43 129 4 19 40 17 

 

C.4. Transition diagram 

The transition diagrams of the entire acidification process are shown in Figure C.3 (left 

panel) for 𝛼 = 2, and in Figure C.4 (left panel) for 𝛼 = 10. In these diagrams, detailed internal 
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structures of NPs (as displayed in Figure 5.6) are replaced by large circles which are colored blue-

red depending on their last occurrence time in the simulation. Small circles denoting 

aggregation/dissociation are colored light-grey, and the ones denoting multiple NPs exchanging 

DNAs are colored dark-grey. Arrows connecting the circles (large or small) represent transitions 

and its thickness is given by 1 + log	((𝑁6789)*6*:9 + 1)/2), where 𝑁6789)*6*:9 is the number of 

transitions in one direction. As explained in the main text, loops corresponding to cyclic transitions 

are removed to retain only principal or “net” transitions in the principal transition diagram. In 

Figure C.3 and Figure C.4, large circles and transitions are colored green if they are present in 

the principal transition diagram. The relative position of circles has no physical significance. For 

clarity, the transitions that are absent in the principal transition diagram are removed in the right 

panel of Figure C.3 and Figure C.4. The following discussion of the transition diagram is based 

on their properties summarized in Table C.3.  

The transition diagrams during instant and slow acidifications for 𝛼  = 2 are shown in 

Figure C.3a, b respectively. The number of NP structures in the transition diagram (𝑁)67;<6;7=) 

are similar for both acidification rates (Table C.3). The number of small circles denoting 

aggregation/dissociation (𝑁8/?) is comparable to 𝑁)67;<6;7= for both acidification rates, indicating 

a large fraction of the NPs undergo aggregation/dissociation. By counting the 𝑁8/?  that last 

occurred before (𝑁8/?,=87AB) and after (𝑁8/?,A86=) 50% of the total simulation time, we find the 

reversibility arises later in the simulation. This likely reflects the instability of large NPs due to 

low number of PEIs. 𝑁8/? in instant acidification is higher than that in slow acidification, which 

indicates NP aggregation/dissociation in instant acidification are more reversible.  
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Figure C.3: Transition diagram (left panel) for (a) instant acidification, and (b) slow acidification 

of NPs prepared with 𝛼  = 2. The arrows between the nodes represent NP transition and its 

thickness is given by 1 + log	((𝑁6789)*6*:9) + 1)/2) , where 𝑁6789)*6*:9  is the number of 

transitions in one direction. The non-principal transitions are removed in the right panel. 

The transition diagrams during instant and slow acidifications for 𝛼 = 10 are shown in 

Figure C.4a, b respectively. 𝑁)67;<6;7=  in slow acidification is higher than that in instant 

acidification, whereas 𝑁8/? and 𝑁=C (number of small circles denoting multiple NPs exchanging 
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DNAs) are similar. This demonstrates that, unlike 𝛼 = 2 where reversibility is mainly caused by 

aggregation/dissociation, the higher reversibility during slow acidification for 𝛼 = 10 is due to 

internal restructuring. Further investigating the 𝑁)67;<6;7= that last occurred before (𝑁),=87AB) and 

after (𝑁),A86=) 50% of the total simulation time reveals that the reversibility is mainly observed at 

the beginning of the simulation.  

Table C.3: Properties of the transition diagram: number of NP structures (𝑁)67;<6;7=), 𝑁)67;<6;7= 

that last occurred before (𝑁),=87AB) and after (𝑁),A86=) 50% of the total simulation time, number of 

small circles denoting aggregation/dissociation (𝑁8/?), 𝑁8/? that last occurred before (𝑁8/?,=87AB) 

and after (𝑁8/?,A86= ) 50% of the total simulation time, and number of small circles denoting 

multiple NPs exchanging DNAs (𝑁=C). The numbers within the parenthesis are the corresponding 

values obtained from the principal transition diagram in the right panel.  

Transition Diagram 𝑵𝒔𝒕𝒓𝒖𝒄𝒕𝒖𝒓𝒆 𝑵𝒔,𝒆𝒂𝒓𝒍𝒚 𝑵𝒔,𝒍𝒂𝒕𝒆 𝑵𝒂/𝒅 𝑵𝒂/𝒅,𝒆𝒂𝒓𝒍𝒚 𝑵𝒂/𝒅,𝒍𝒂𝒕𝒆 𝑵𝒆𝒙 

𝛼 = 2, 
Slow acidification 

150 (39) 91 (22) 59 (17) 120 (18) 47 (6) 73 (12) 0 (0) 

𝛼 = 2, 
Instant acidification 

151 (30) 84 (9) 67 (21) 143 (10) 55 (4) 88 (6) 1 (0) 

𝛼 = 10, 
Slow acidification 

223 (42) 158 (20) 65 (22) 78 (11) 41 (5) 37 (6) 2 (0) 

𝛼 = 10, 
Instant acidification 

131 (37) 70 (16) 61 (21) 75 (9) 37 (2) 38 (7) 1 (0) 
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Figure C.4: Transition diagram (left panel) for (a) instant acidification, and (b) slow acidification 

of NPs prepared with 𝛼  = 10. The arrows between the nodes represent NP transition and its 

thickness is given by 1 + log	((𝑁6789)*6*:9) + 1)/2) , where 𝑁6789)*6*:9  is the number of 

transitions in one direction. The non-principal transitions are removed in the right panel. 
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C.5. Principal transition diagram 

Acidification simulations for 𝛼  = 10 begins with seven NPs. The principal transition 

diagram for the two largest NPs were shown in the main text (Figure 5.6), and the diagrams for 

the remaining NPs, named NP3-NP7, are shown in Figure C.5.  

 
Figure C.5: Principal transition diagrams of NPs at 𝛼 = 10. The black circles denote DNAs, where 

the relative position of circles have no physical significance. The black lines represent bridging 

PEIs, and its thickness is proportional to number of PEIs bridging the DNA pair. The red line 

represents bridge scission, and the circled ‘–’ represents NP dissociation. The last transition time, 

in nanoseconds, is shown in green. 

The principal transition diagrams for 𝛼 = 2 are shown in Figure C.6, where Figure C.6a-

d pertains to instant acidification and Figure C.6e-g to slow acidification. NPs that do not undergo 

any change in the principal transition diagram are not shown. In Figure C.6, the transitions are 

similar for both acidification rates and all NP sizes. Most transitions are NP aggregations, which 

tend to occur near the terminal of linearly structured NPs. In Figure C.6a, e loops are formed in 

the principal transition diagram that cannot be removed. This is analogous to a catalytic chemical 

reaction, with the DNA marked by the red arrow acting as a catalyst to help NPs transition from 

one structure to another (3925 ns in Figure C.6a, 5381.4 ns in Figure C.6e). 
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Figure C.6: Principal transition diagram for 𝛼 = 2 during (a-d) instant and (e-g) slow acidifications. 

Relative position of circles (DNAs) has no physical significance. 
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C.6. Relation between reaction coordinate 𝒒 and PEI state 

The probability of the reaction coordinate 𝑞  is plotted in Figure C.7 for acidification 

simulations with 𝛼 = 2 and 10, and for different PEI states (free, peripheral, and 𝑛-bridging). For 

𝛼 = 2, the curves are absent for free PEIs at both acidification rates, and 4-bridging PEIs at slow 

acidification due to the absence of such PEIs in the simulation. For 𝛼 = 10, the curves for free PEIs 

are identical for both acidification rates. Dashed vertical lines represent 𝑞 = 1 + 1.2(𝑘 – 1), where 

𝑘 is a positive integer. In the main text, these 𝑞 values are used to differentiate PEI states in the 

free energy diagram (Figure 5.2b and c). Figure C.7 shows limited overlap of curves 

corresponding to different PEI states near the vertical lines, i.e., these 𝑞 values are appropriate to 

differentiate PEIs. 

 
Figure C.7: Probability of the reaction coordinate 𝑞 for different acidification simulations and PEI 

state. 
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Chapter D   

Supporting Information for Chapter 6* 

* A version of this chapter’s sections has been published in a pre-print. Adapted from Subhamoy Mahajan, 

and Tian Tang, Meeting Experiments at the Diffraction Barrier: An In-silico Widefield Fluorescence 

Microscopy, bioRxiv 2021, DOI: 10.1101/2021.03.02.433395. Copyright © 2021 Subhamoy Mahajan and 

Tian Tang, CC-BY-NC-ND 4.0 International license. 
 

D.1. Methods 

D.1.1. Generating in-silico microscopy images and videos 

The in-silico monochrome images were rendered using matplotlib[1] imshow with a grey 

colormap. A 2D cross-sectional view depicting the use of PBC and white image frame is shown in 

Figure D.1. The number of periodic images of fluorophores that contributes to 𝐼 	(ℓ′,𝓂′	) depends 

on the dimensions (𝑃ℓ! , 𝑃𝓂! , 𝑃𝓃!) specified for the predetermination of PSF. However, the range 

of (ℓ′,𝓂′) coordinates correspond to the original MS specimen (center box in ℳ𝒮, Figure 6.2). 

For example, if an MS specimen is a cube with side length of 100 nm and 𝑃ℓ!, 𝑃𝓂!, 𝑃𝓃! = 300 nm, 

𝐼 will be calculated for the image coordinates 0 ≤ ℓ′, 𝓂′ ≤ 100 nm, while particles (and their 

periodic images) located at ℓ ∈ [ℓ′ – 150, ℓ′ + 150], 𝓂 ∈ [𝓂′ – 150, 𝓂′ + 150] and 𝓃 ∈	[𝓃′ – 

150, 𝓃′ + 150] can all contribute to 𝐼 at (ℓ′,𝓂′	). In each direction ℓ or 𝓂, the dimension of the 

white image frame is greater than or equal to the largest MS specimen during the entire trajectory. 

For example, if an MS simulation produces two MS specimen with dimensions of (100, 200, 300) 

and (200, 100, 300) nm in the ℓ𝓂𝓃 directions, the white image frame is no smaller than 200 × 

200 nm2. 
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box. The configuration of the system after energy minimization and constrained simulation of 1 

ns in NPT ensemble is shown in Figure 6.1b. Thereafter, an unconstrained NPT simulation was 

run for 4 μs.  

The last configuration of the PEI-DNA aggregation simulation was used as the initial 

configuration for the endosomal acidification simulation. To simulate acidification, every 0.4 ns 

the protonation ratio of a randomly selected PEI was changed from 23% to 46%,[5] followed by 

adding an appropriate number of chloride ions to keep the system electroneutral. After all PEIs 

were acidified (in 108 ns), unconstrained NPT simulation was run for an additional 2.5 μs. 

The DMPC lipid bilayer simulation dataset produced by Miettinen[6] (Copyright © 2013 

Miettinen, Creative Commons Attribution 4.0 International License) was used to calculate mean-

squared-displacement. The system consisted of 128 DMPC and 5097 SPC water molecules and 

was run for 110 ns in unconstrained NPT ensemble using the Gromacs 3[7] package.  

D.1.3. Analysis of in-silico microscopy images 

To determine the number and cross-sectional area of particles from an in-silico image, a 

binary image was produced using a threshold intensity; any pixel with intensity above the threshold 

was considered to be part of a particle. If two pixels were vertically or horizontally adjacent (while 

considering PBC) to each other and both have intensity above the threshold, they were considered 

to be part of the same particle; pixels diagonal to each other were not considered to be adjacent. 

Pixels belonging to the same particle were grouped together. The number of such groups was 

defined as the number of particles, and the cross-sectional area of a particle was calculated from 

the product between the number of pixels in the particle and the area of a pixel (𝛥ℓ%𝛥𝓂′). For 

experimental images, the number of particles and cross-sectional area were calculated using 
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“Analyze Particles” feature in Fiji ImageJ.[8] The number of particles and cross-sectional area 

were then normalized by their corresponding maximum values. 

Single-particle tracking was performed using TrackMate v6.0.2 in Fiji ImageJ.[8,9] Voxel 

dimensions were calibrated to the grid used for PSF calculation, i.e., (𝛥ℓ′, 𝛥𝓂′, 𝛥𝓃′) = (0.1, 0.1, 

0.2) nm. Time interval was set as 1 ns (based on the lipid simulation[6]). The entire image was 

used for analysis, i.e., crop settings was set to default. Particles were detected using Laplacian of 

Gaussian detector with an “estimated blob diameter” of 9.0 and threshold diameter of 6.0. All 

detected particles were selected for tracking using the “Simple LAP” tracker. Maximum linking 

distance, gap-closing distance, and gap-closing frame gap were set to 5.0, 5.0 and 2 respectively. 

Lateral MSD was calculated using 	𝑀𝑆𝐷(𝑡) = 〈8𝒓&(𝑡 + 𝑡') − 𝒓&(𝑡')8
(〉 , where 𝒓&  was the 2D 

position vector of 𝑗 th particle, and the average 〈⋅〉  was performed over different “tracks” and 

different reference time 𝑡'. 

D.1.4. Analysis of MS data 

The number of nanoparticles in a MS was calculated based on Chapter 4.[3] PEIs and 

DNAs were considered to be bound if their minimum distance was less than 0.528 nm. A PEI-

DNA nanoparticle is a collection of all PEIs and DNAs that are directly or indirectly bound to each 

other. At each time, the number of nanoparticles was averaged over the 10 ns after this time. 

Hydrodynamic radius of a nanoparticle was calculated using 𝑅)*+ = 𝑁,-.+/( 〈∑ 1 𝑟&0⁄&10 〉E , where 

𝑁,-.+/ was the number of beads in a nanoparticle (including those from both PEIs and DNAs), 𝑟&0 

was the distance between beads 𝑗 and 𝑙, and 〈⋅〉 represented ensemble average.[10] Cross-sectional 

area of a nanoparticles was approximated by 𝑅)*+(  averaged over 10 ns. 

The fraction of PEI beads that had at least one DNA bead within a cutoff distance was 

determined using the mindist function in Gromacs. The total number of contacts between PEIs and 
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DNAs was calculated using the group option where all DNAs were specified as the first group. 

That is, contacts between a PEI bead and multiple DNA beads were treated as one. Then, this 

number of contacts was divided by the total number of PEI beads to obtain the fraction of PEI 

beads in contact with at least one DNA bead. Similar approach was taken to determine the fraction 

of DNA beads in contact with at least one PEI bead. 

D.2. Point spread function for in-silico microscopy 

To use a point spread function (PSF) for in-silico microscopy, it should be a function of 

coordinates (ℓ′,𝓂′, 𝓃′), where ℓ%𝓂′ are the scaled image coordinates numerically equal to object 

coordinates ℓ𝓂, and 𝓃′ = 𝓃2–𝓃& is distance of an object from the object focal plane. The PSF 

proposed by Gibson and Lanni[11] (Eq D.1, D.2) describes the diffraction pattern produced by an 

object located along the optical axis as a function of the detector position (𝑥+ , 𝑦+ , 𝑧+) in image 

coordinates. In Eq D.1, the subscript GL represents Gibson and Lanni, 𝐶  is a constant, 𝓇 =

sin 𝜃 / sin𝜓 = (𝜇 sin 𝜃)/NA is the normalized radius in a medium with maximum half angle 𝜓 

and refractive index 𝜇, NA is the numerical aperture, 𝑀 is the magnification of the microscope 

(typically >> NA), 𝓀 is the wave vector in vacuum, and OPD is the difference in the optical paths 

followed by the light in non-design and design conditions.  

The OPD is given by Eq D.2, where 𝜇. and 𝓉. are respectively the refractive index and 

thickness of medium 𝑎 ∈ {𝑜𝑖𝑙, 𝑜𝑖𝑙∗, 𝑔, 𝑔∗}; where 𝑜𝑖𝑙 and 𝑔 are respectively immersion oil and 

coverslip, and the superscript ‘*’ denotes the corresponding value under design condition. 𝓉/ and 

𝜇/ denote the distance of the object from the coverslip and the effective refractive index of the 

specimen. 𝛥𝑧 is the defocus of the microscope arrangement and is given by 34
5"#$

= 𝓉%
5%
+ 𝓉&

5&
+ 𝓉"#$

5"#$
−
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𝓉&∗

5&∗
− 𝓉"#$∗

5"#$∗
. It is also the distance by which the stage has to be moved (by changing 𝓉780) to achieve 

the best geometric focus.[11] 

𝑃𝑆𝐹9:(𝑥+ , 𝑦+ , 𝑧+) = b
𝐶
𝑧+
c J' e

𝓀NA(𝑥+( + 𝑦+();/(𝓇
𝑀 f

;

'
𝑒8𝓀>?@𝓇𝑑𝓇b

(

 D.1  

OPD = Δ𝑧	j𝜇780( − NA(𝓇( + 𝓉/ kl𝜇/( − NA(𝓇( −
𝜇780
𝜇/

j𝜇780( − NA(𝓇(m 

+𝓉A kj𝜇A( − NA(𝓇( −
𝜇780
𝜇A

j𝜇780( − NA(𝓇(m 

−𝓉A∗ kj𝜇A∗( − NA(𝓇( −
𝜇780
𝜇A∗

j𝜇780( − NA(𝓇(m 

−𝓉780∗ kj𝜇780∗( − NA(𝓇( −
𝜇780
𝜇780∗

j𝜇780( − NA(𝓇(m D.2  
 

To use the Gibson and Lanni[11] PSF in in-silico microscopy it should be transformed into 

a function of (ℓ%,𝓂%, 𝓃%). Since the objective lens is lateral-shift invariant, having the detector at 

(𝑥+ , 𝑦+) and the object at (0,0) is equivalent to having the detector at (0,0) and the object at 

(−𝑥+ , −𝑦+), i.e., (ℓ%,𝓂%) = nB(
C
, *(
C
o and 𝑟% = l(ℓ%)( + (𝓂%)( =

DB(
)E*(

)

C
. Let the microscope in 

non-design condition be focused on a plane located at a distance of 𝓉/2 below the coverslip, which 

corresponds to the object focal plane 𝓃2. Focusing the microscope at 𝓉/2 implies that the best 

geometric focus 𝛥𝑧 = 0 is achieved by adjusting 𝓉780. The distance of an out-of-focus object from 

the coverslip, 𝓉/, is the sum of the distance between the object focal plane and the coverslip (𝓉/2) 

and the distance of the object from the object focal plane (−𝓃%), i.e., 𝓉/ = 𝓉/2 −𝓃%. The defocus 

produced by this out-of-focus object is given by 𝛥𝑧 = (𝓉%G𝓉%*)5"#$
5%

= − 𝓃!5"#$
5%
. In Eq D.1, the 

maximum value of the PSF is given by (𝐶 2𝑧+⁄ )( , which occurs for OPD = 0 and 𝑟%= 0. To 

maintain consistency with the PSF definition in Chapter 6, (𝐶 2𝑧+⁄ )(  is replaced with 𝐼' . 
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Furthermore, to control the resolution of the in-silico images the full-width-at-half maximum 

(FWHM) scaling factor 𝑓/ is introduced with 𝓀% = 𝑓/𝓀. Using the aforementioned substitutions, 

the PSF in Eq D.1, D.2 can be rewritten as Eq D.3, D.4. This form of the PSF, if denoted by 

𝑃𝑆𝐹9:(ℓ%,𝓂%, 𝓃%; 𝓉/2), can be used in the in-silico microscopy to generate images using the 

convolution 𝐼(ℓ%,𝓂%, 𝓃2) = 𝑃𝑆𝐹9:(ℓ%,𝓂%, 𝓃2; 𝓉/2) ∗ 𝜌ℓ𝓂𝓃. 

𝑃𝑆𝐹9:(ℓ%,𝓂%, 𝓃%; 𝓉/2) = 4𝐼' bc J'(𝓀%NA𝑟%𝓇)
;

'
𝑒8𝓀!>?@𝓇𝑑𝓇b

(

 D.3 

𝑂𝑃𝐷 = −𝓃%l𝜇/( − NA(𝓇( + 𝓉/2 kl𝜇/( − NA(𝓇( −
𝜇780
𝜇/

j𝜇780( − NA(𝓇(m 

+𝓉A kj𝜇A( − NA(𝓇( −
𝜇780
𝜇A	

j𝜇780( − NA(𝓇(m 

−𝓉A∗ kj𝜇A∗( − NA(𝓇( −
𝜇780
𝜇A∗

j𝜇780( − NA(𝓇(m 

−𝓉780∗ kj𝜇780∗( − NA(𝓇( −
𝜇780
𝜇780∗

j𝜇780( − NA(𝓇(m D.4 

 
To demonstrate the similarity between the PSF by Gandy[12] and Gibson and Lanni[11], 

PSF by Gandy[12] is transformed using 𝓇 = sin 𝜃 / sin𝜓 and 𝜇780 sin𝜓 = NA in Eq D.5 (Note 

𝜇/ = 𝜇780 in Gandy[12]). Comparing the PSF by Gibson and Lanni[11] (Eq D.3) and Gandy[12] 

(Eq D.5), we note that their OPD is the same if the in-silico microscope operates in design 

condition (𝜇780 = 𝜇780∗ , 𝜇A = 𝜇A∗ , 𝑡A = 𝑡A∗ ) and 𝜇/ = 𝜇780 . Moreover, PSF by Gibson and 

Lanni[11] does not have the apodization factor cosG;/((𝜃) = y1 − nIJ𝓇
5"#$

o
(
z
G;/L

, which is also 

pointed out by Haeberlé.[13] Adding the apodization factor, the new PSF given by Eq. D.6 (with 

OPD given by Eq D.4) is referred to as the modified Gandy PSF (indicated by subscript MG). 

𝑃𝑆𝐹(ℓ+,𝓂+, 𝓃+) = 𝐼, ,
3 sin-𝜓

2(1 − cos./-𝜓)7 e01𝓀!𝓃!45"#$% 067%𝓇%9
&/%
J,(𝓀+𝑟+NA𝓇)𝓇 >1 − ?

NA𝓇
𝜇:1;

A
-

B
0</=

𝑑𝓇
<

,
,
-

 D.5 



  

 293 

𝑃𝑆𝐹>?(ℓ+,𝓂+, 𝓃+; 𝓉@A) = 𝐼, ,
3 sin-𝜓

2(1 − cos./-𝜓)7 J,(𝓀+𝑟+NA𝓇	)
<

,
𝑒1𝓀!BCD𝓇	 >1 − ?

NA𝓇
𝜇:1;

A
-

B
0</=

𝑑𝓇,
-

 D.6 

 
Figure D.2: In-silico microscopy images generated with different PSF models. Molecular 

simulation (MS) on PEI-DNA aggregation[3] (Section D.1.2) is used as the specimen. PSF is 

modeled with NA = 1.3, 𝜇 = 𝜇780 = 𝜇780∗ = 1.51 (𝜓 = 59.4), 𝓉780∗ = 300 nm, 𝜇A = 𝜇A∗ = 1.522, 𝓉A = 

𝓉A∗ = 320 nm, 𝜇/ = 1.33, 𝑓/ = 530, 𝓃 is 𝑧-axis, 𝓃2 = 12 nm, 𝛥ℓ′ = 𝛥𝓂′ = 0.1 nm, 𝛥𝓃′ = 0.4 nm, 

𝑃ℓ! = 𝑃𝓂! = 𝑃𝓃! = 25 nm, (𝜆, 𝐼') = (670 nm, 0.13) for DNA and (518 nm, 0.27) for PEI. The in-

silico microscope is focused at the distance of 𝓉/2 = 0 and 10 nm below the coverslip. Scale bar, 

5 nm. 

Comparison of in-silico microscopy images generated with Gandy,[12] Gibson and 

Lanni,[11] and modified Gandy PSFs is shown in Figure D.2 using the polyethylenimine (PEI)-

DNA aggregation simulation[3] (Section D.1.2). The in-silico microscope is in design condition 

(𝓉.∗  = 𝓉., 𝜇.∗ = 𝜇.) and focused at a distance of 𝓉/2 = 0 and 10 nm below the coverslip. At 𝓉/2 = 

0 nm, the Gandy[12] PSF considers the apodization factor but not the refractive index mismatch 
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(𝜇/ = 𝜇780), the Gibson and Lanni[11] PSF considers the refractive index mismatch (𝜇/ ≠ 𝜇780) but 

not the apodization factor, whereas the modified Gandy PSF considers both. The difference 

between the images is minimal. At 𝓉/2 = 10 nm, the Gandy[12] PSF produces an image identical 

to that for 𝓉/2 = 0 nm because it is depth-invariant, whereas noticeable changes are observed in 

the images produced from the Gibson and Lanni[11] and modified Gandy PSFs. For these two 

PSFs, the background appears to be brighter for the depth of 10 nm, which is due to spherical 

aberrations arising from refractive index mismatch. These images are also less sharp due to 

increased spherical aberration at higher depth 𝓉/2. Other PSFs such as those by Hell et al.,[14] and 

Richards and Wolf[15] can be used by transforming the PSF to a function of (ℓ%,𝓂%, 𝓃%; 𝓉/2) but 

it is not shown in this work. 

D.3. Modes of in-silico microscopy 

To demonstrate different modes of the in-silico microscopy, a synthetic model cell is 

constructed with a nucleus and transfected with PEI-DNA nanoparticles using the following steps. 

First, the all-atom structure of a nuclear DNA created by Sun et al.[16] was used to create a Martini 

DNA[17] using the stiff forcefield. Second, a model nucleus was created by placing multiple 

Martini DNAs randomly in a cubic box of side 55 nm using Gromacs[4] insert-molecules function 

with a van der Waal radius of 1 nm. Martini DNAs with at least one bead located outside a sphere 

(sharing the center with the box) of diameter 55 nm is removed. Third, the model cell was 

constructed by placing the model nucleus in a cubic box of side 170 nm centered at (100, 100, 100) 

nm. Two-hundred replicas of an aggregated PEI-DNA nanoparticle from a previous work[3] were 

added at into the model cell with randomized orientations and locations using Gromacs[4] insert-

molecules. A total of 5400 DNAs and 54000 PEIs were added into the model cell to form the 

transfected PEI-DNA nanoparticles.  
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Figure D.3: In-silico images of a model cell transfected with PEI-DNA nanoparticles. The 

Gandy[12] PSF is calculated with 𝜓 = 59.4°, 𝜇 = 1.51, 𝓃 is 𝑧, 𝓃2 = 85 nm, 𝛥ℓ′ = 𝛥𝓂′ = 𝛥𝓃′ = 

0.1 nm, and 𝑃ℓ! = 𝑃𝓂! = 25 nm. The phosphate particles of nuclear DNA, phosphate particles in 

DNA of the nanoparticles, and amine particles in PEI emit light of wavelength 461, 670, and 518 

nm respectively, and are assigned blue, red, and green hues respectively. (a) Widefield image is 

generated by using 𝑓/ = 130, 𝑃𝓃! = 50 nm, and (𝐼', 𝜆) = (461 nm, 0.04), (518 nm, 0.06), and (670 

nm, 0.05). (b) OSM image is generated using 𝑓/ = 130, 𝑃𝓃! = 10 nm, and (𝐼', 𝜆) = (461 nm, 0.1), 

(518 nm, 0.09), and (670 nm, 0.06). (c) super-resolution microscopy is generated using 𝑓/ = 520, 

𝑃𝓃! = 2 nm, and (𝐼', 𝜆) = (461 nm, 4.0), (518 nm, 2.0), and (670 nm, 2.0). Scale bars, 50 nm. 

 In-silico microscopy images for this model cell is generated in widefield (Figure D.3a), 

optical sectioning microscopy (OSM; Figure D.3b), and super-resolution (Figure D.3c) modes. 

The thickness of excitation 𝑃𝓃! for the widefield mode should be such that the in-silico image does 

not change when 𝑃𝓃! is increased. For wavelengths 461, 518 and 670 nm, and FWHM scaling 

factor 𝑓/ = 130, such a 𝑃𝓃!  value was determined to be 50 nm (Figure D.3a). To generate an in-

silico image in OSM mode, FWHM scaling factor 𝑓/  is kept the same and the thickness of 

excitation 𝑃𝓃! is reduced. For our model cell 𝑃𝓃! = 10 nm was found to produce an in-silico image 

(Figure D.3b) that resembles an experimental OSM image. Since deconvolution algorithms aim 

to reduce out-of-focus fluorescence, in-silico images in OSM mode also resemble experimental 

widefield microscopy image after deconvolution. For example, deconvoluted experimental 

widefield microscopy images of Schaffer et al.[18] are visually similar to Figure D.3b. To 
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generate an in-silico image in super-resolution mode, FWHM scaling factor 𝑓/ is increased and the 

thickness of excitation 𝑃𝓃! is reduced. For our model cell 𝑓/ = 520 and 𝑃𝓃! = 2 nm was found to 

produce an in-silico image (Figure D.3c) that resembles an experimental super-resolution image. 

D.4. Choosing maximum fluorescence intensity and FWHM scaling factor 

The optimal combination of 𝐼' and 𝑓/ can be determined based on the following guiding 

principles: (1) All fluorophore particles of interest in focus should be visible. (2) Different particles 

of the same fluorophore type, therefore emitting the same color, should be distinguishable if and 

only if they are not bound to each other. (3) Colocalized hues (i.e., mixture of assigned hues) 

should be visible if and only if fluorophore particles of different types are bound to each other. (4) 

The user should take into consideration the desired level of resolution. It is suggested that the 

combination of 𝐼' and 𝑓/ be determined from a simulation time at which the configuration of the 

simulated system is best known. For example, for the MS on PEI-DNA aggregation[3] (Section 

D.1.2), the initial unaggregated configuration can be used to guide the choice of 𝐼' and 𝑓/. In this 

case the basic principles translate to: (1) Both DNA and PEI should be visible. (2) Individual DNA 

molecules should be distinguishable because they are unaggregated. (3) Little to no colocalization 

of DNA and PEI should be observed because DNAs and PEIs are not yet bound to each other. (4) 

Individual particles in DNA and PEI molecules should not be identifiable in order to make better 

comparison with experiments. In silico microscopy images for the initial configuration are 

presented in Figure D.4 for 25 combinations of 𝐼' and 𝑓/. Based on the guiding principles, the best 

combinations are found to be 𝐼' = 0.2 and 𝑓/ = 530, and 𝐼' = 0.3 and 𝑓/ = 660. 
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Figure D.4: In-silico microscopy images for the initial configuration of a PEI-DNA aggregation 

MS, using different combinations of maximum fluorescence intensity 𝐼' and FWHM scaling factor 

𝑓/. 𝐼' and 𝑓/ are kept the same for all fluorophore types. The Gandy[12] PSF is modelled with 𝜓 = 

59.4°, 𝜇 = 1.51, 𝓃 is 𝑧-axis, 𝓃2 = 12 nm, 𝛥ℓ′ = 𝛥𝓂′ = 0.1 nm, 𝛥𝓃′ = 0.05 nm, 𝑃ℓ! = 𝑃𝓂! = 𝑃𝓃! 

= 25 nm, 𝜆 = 670 nm for DNA and 518 nm for PEI; DNA and PEI particles are assigned indigo 

and yellow hues respectively; and no time-averaging is performed. 

Depending on the MS, it may be necessary to choose different 𝐼' for different fluorophore 

types. For each fluorophore type (i.e., a specific wavelength of emitted light), a histogram of 𝐼; (𝐼 

evaluated with 𝐼' = 1) at a reference simulation time can help guide the adjustment of 𝐼'. Such 
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histograms are plotted in Figure D.5a for DNA (670 nm) and PEI (518 nm) particles in the initial 

configuration of the MS on PEI-DNA aggregation[3]. Here 𝑓/ = 530 is used, and both histograms 

are normalized so that the maximum count is one. The peak observed at low 𝐼; represents the 

fluorescence from particles out of focus, and the tail of the histogram at larger 𝐼;  represents 

fluorescence from particles in focus. To improve 𝐼' iteratively, let 𝐼'8  be the value of 𝐼' at the 𝑖th 

iteration with 𝐼'' = 1. Since all 𝐼'8 𝐼; > 1 will be replaced with 1 while generating images, 𝐼'8  must 

be such that 𝐼'8 𝐼; of the in-focus particles is close to 1 (bright) and that of the out-of-focus particles 

is close to 0. So, practically one would first determine the maximum 𝐼;	at which the histogram 

becomes zero, denoted by max 𝐼; , and then propose 𝐼'; = 1/max 𝐼; . max 𝐼; for the two 

fluorophore types in Figure D.5a are marked by the dashed lines with full opacity. 𝐼';  is 

determined to be 0.08 and 0.27 for DNA and PEI particles respectively (12.5 and 3.7 on the 

horizontal axis of Figure D.5a). The in-silico microscopy image with these 𝐼'; values is shown in 

Figure D.5b. Further adjustments of 𝐼' can be made depending on the quality of the images. For 

instance, in Figure D.5b while the fluorescence of PEI is appropriate the brightness of the DNAs 

can be improved. We can also arrive at this conclusion by looking at the histogram in Figure D.5a. 

Since the histogram tail for DNA is very broad, scaling 𝐼; by a small factor of 0.08 leads to low 

intensity for in-focus DNA particles near the beginning of the histogram tail (~ 3 on the horizontal 

axis of Figure D.5a). Further adjustments to 𝐼' can be done recursively using 𝐼'8E; = 𝐼'8/(1 − 𝐼'8). 

Following the guiding principles previously described, 𝐼' for DNA is increased over four iterations 

to 𝐼'M  = 0.13. 1/𝐼'8  for each iteration is shown with decreasing opacity in Figure D.5a. The 

corresponding in-silico microscopy images are shown in Figure D.5c-f.  
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Figure D.5: Adjusting 𝐼'  iteratively for a given 𝑓/ . a) Histogram of 𝐼;  (monochrome intensity 

evaluated with 𝐼' = 1) for DNA-PEI aggregation MS at time 𝑡 = 0. The curves are normalized 

along the vertical axis so that the maximum count is 1. The Gandy[12] PSF is modelled with 𝜓 = 

59.4°, 𝜇 = 1.51, 𝓃 = 𝑧, 𝓃2 = 12 nm, 𝛥ℓ′ = 𝛥𝓂′ = 0.1 nm, 𝛥𝓃′ = 0.05 nm, 𝑃ℓ! = 𝑃𝓂! = 𝑃𝓃! = 25 

nm, 𝑓/ = 530, 𝐼' = 1, 𝜆 = 670 nm for DNA and 518 nm for PEI. For each wavelength, a dashed line 

with 100% opacity is drawn at max 𝐼; where the histogram decays to zero. max 𝐼; = 1/0.27 for 518 

nm and 1/0.08 for 670 nm. The indigo dashed lines with less than 100% opacity are drawn at 

1/0.09, 1/0.10, 1/0.11 and 1/0.13 from right to left, whose reciprocals correspond to 𝐼'8  , 𝐼' after 

the first, second, third and fourth iterations, respectively. b-f) In-silico microscopy images 

generated with the parameters described in (a), and 𝐼' of (DNA, PEI) as (0.08, 0.27), (0.09, 0.27), 

(0.10,0.27), (0.11, 0.27), and (0.13, 0.27) for (b)-(f) respectively. DNA and PEI particles are 

assigned indigo and yellow hues respectively; and no time-averaging is performed. Scale bar for 

(b)-(f), 5 nm. 



���

���� ����������������������������������

��������������������� ������ ������ ������ ���� ���������� ��� ������ ��� ��������� ���� ���

�������������������� �����������������������������������������������������������������������������

��� �������� ��������������� �������� �� ������������� ������� ����������� ��� ������ �������� ����

���������������������������������������

������������������������������������������������� �� ��������������������������������������������

�������������������������������������������������������������������������������������������������������

������������������������������������������������������������������������������������������������

��������������� ���� �������� ��� ���� ��� ����������� ���� ������� ����� ���� ����� ������ ����� ����

����������� ������ ���� ���������� ����� ����� ������ �������� ��������� ��� ���� �������� ��� ���� ��� ����

�����������������������������������������������������������������������������������������������

�������������������������� ������� �������������������� ����������������������������������

���������������������������������������������������������������������������������������������

������� ��������������������������������� ��������������������������������������������������

���������������������������������������� ������������������������������������� ��������������

��������������������������������������������������������� ����������������������������������������

��� ����� � ����� ��� ���� ���� ���� ������ ��������� ������������ �� ���� ��� ���������� �������

����� ���� ���� ���� � � ���� ���� �������� �� ��� � ��� � ����� �� � ��������� ��� �� � ������� �����

���������������������������������������������������������������������������������������������������



  

 301 

shades of orange (yellowish-orange, orangish-red, etc.), and not hues such as blue and green. In 

the color wheel, this points to the minor sector connecting the two hues being mixed (Figure D.7b). 

This artistic intuition of hue mixing can be modeled by treating each element in {𝐻& , 𝑉&} as a two-

dimensional vector or complex number (𝑉&𝑒8PE) and adding them (Figure D.6a). The hue of the 

mixed colors is the angle evaluated from the positive 𝑥-axis counter-clockwise to the resultant 

vector, or the argument of the resultant complex number, 

𝐻N8B = argÖÜ𝑉&𝑒8PE
Q

&R;

á D.7 

The resultant value, however, cannot be simply set to the magnitude of the resultant vector 

or the complex number because the magnitude can be more than one, while a value cannot.[2] 

Here we introduce a new mapping that will create the vector of 𝑉N8B𝑒8PF#G  from the 

sum,	∑ 𝑉&𝑒8PEQ
&R; . To define 𝑉N8B, we recognize that ∑ 𝑎;𝑉&𝑒8PEQ

&R; = 𝑎;∑ 𝑉&𝑒8PEQ
&R; 	. That is, if 

the vector for each color is scaled by a non-negative real number 𝑎;, the hue of the resultant vector 

stays the same while the resultant value (𝑉N8B) is scaled by 𝑎; (Figure D.6b). We wish to define 

𝑉N8B so that all physically valid scaling of the colors (𝑉&𝑒8PE) to be mixed will produce values that 

are not more than 1. Physically valid scaling is specified by the range of 𝑎;. Since the values of 

individual colors after the scaling should be less than or equal to one, 

𝑎;𝑉& ≤ 1	∀	𝑗 ⇒ 𝑎;	𝑚𝑎𝑥;å𝑉&ç ≤ 1  

⇒ 𝑎; ≤
1

𝑚𝑎𝑥;å𝑉&ç
⇒ 𝑎; ∈ é0,

1
𝑚𝑎𝑥;å𝑉&ç

ê  

where, 𝑚𝑎𝑥O(𝑉&) returns the 𝑛ST largest from sorted values (𝑉&) of colors being mixed. 

𝑉N8B is defined such that for the entire range of 𝑎;, 𝑎;𝑉N8B ≤ 1. Conveniently, we set 
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max(𝑎;)𝑉N8B = 1  

𝑉N8B = 𝑚𝑎𝑥;å𝑉&ç D.8 

The following considerations are taken when defining the saturation of mixed colors 𝑆N8B. 

Similar to value, saturation cannot be more than one.[2] It is desirable for two-color mixtures to 

be fully saturated (𝑆N8B = 1), and for mixtures involving more than two colors to be desaturated 

(𝑆N8B  < 1). We propose the following expression for 𝑆N8B, 

𝑆N8B = 1 − 𝑎(	𝑚𝑎𝑥Uå𝑉&ç  

where 𝑎( is a positive real number. When 𝑚𝑎𝑥U(𝑉&) = 0, it represents a two-color mixture and 

therefore 𝑆N8B= 1. For 𝑚𝑎𝑥U(𝑉&) > 0, it represents mixture of more than two colors and 𝑆N8B < 1. 

If after sorting the three largest values of 𝑉& are equal, i.e., 𝑚𝑎𝑥U(𝑉&) = 𝑚𝑎𝑥((𝑉&) = 𝑚𝑎𝑥;(𝑉&), 

𝑚𝑎𝑥U(𝑉&) achieves its largest possible value and 𝑆N8B is smallest. Conveniently, we set this lowest 

𝑆N8B  = 0, i.e.,  

0 = 1 − 𝑎(	𝑚𝑎𝑥;(𝑉&) ⇒ 𝑎( =
1

𝑚𝑎𝑥;å𝑉&ç
	  

In turn,  

𝑆N8B = 1 −
𝑚𝑎𝑥U(𝑉&)
𝑚𝑎𝑥;(𝑉&)

 D.9 

It is interesting to note that expressions of value (V) and saturation (S) provided by Smith[2] 

to describe the conversion from RGB to HSV are very similar to the expressions of 𝑆N8Band 𝑉N8B 

in Eq D.9 and D.10.  

𝑉 = max	(𝑅, 𝐺, 𝐵)  

𝑆 = 1 −
min	(𝑅, 𝐺, 𝐵)
max	(𝑅, 𝐺, 𝐵)  

Here, 𝑅, 𝐺, and 𝐵 refer to the intensities of red, green and blue light respectively. 
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D.6. Choosing hues for fluorophore types 

D.6.1. Choosing hues for two fluorophore types 

Adding hues 180° apart results in colors along the line joining them rather than a sector of 

the color wheel (Figure D.7a). Such hue pairs should be avoided, to ensure a wide range of 

colocalization hues are available. 

D.6.2. Choosing hues for three fluorophore types 

Three fluorophore types can mutually mix, in the form of three pairs. Mixing every pair of 

fluorophore type would produce a range of hues on the minor sector of the color wheel 

corresponding to the hue pair. In order to clearly identify the colocalization of hues, care should 

be taken to avoid overlap between the three minor sectors. For example, if the three fluorophore 

types are assigned red (𝐻V = 0°), green (𝐻A = 120°), and blue (𝐻, = 240°) hues, the minor sectors 

will not overlap (Figure D.7b). On the contrary, if the three fluorophore types are assigned red, 

orange (𝐻7 = 30°) and yellow (𝐻* = 60°) hues, the minor sectors overlap (Figure D.7c). In such a 

case, a mixed hue of 𝐻N8B = 40° can represent colocalization of orange-yellow or colocalization 

of red-yellow, and it would not be possible to provide a unique physical interpretation of the mixed 

hue.  
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𝐻; < 180° D.11 

If 𝐻U < 𝐻; + 180°, 𝐻( will lie on the minor sector of 𝐻; – 𝐻U (Figure D.7e). Similarly, if 

𝐻U > 𝐻( + 180°, 𝐻; will lie on the minor sector of 𝐻( – 𝐻U (Figure D.7f). To avoid such situations 

along with imposing 𝐻U < 360°, 𝐻U should satisfy 

𝐻; + 180° < 𝐻U < min(𝐻( + 180°, 360°) D.12 

D.6.3. Choosing hues for more than three fluorophore types 

Using more than three fluorophore types, the minor sectors of different hue pairs would 

always overlap because the three non-overlapping sectors would span the entire color wheel. 

Therefore, it is not possible to provide a unique physical interpretation for all color colocalizations. 

This is not a limitation of the present color mixing scheme, but rather stems from the limitation of 

a standard human eye, which can only perceive three dimensional colors (H, S, V are three 

dimensions, similarly R, G, B). If it becomes necessary to use more than three fluorophore types 

to represent particles in an MS, we recommend that one of the overlapping pairs of hues be 

assigned to particles that do not colocalize in the MS, so that colocalization of particles can be 

uniquely inferred from the hue of mixed colors. In the case where this is impossible, multiple in-

silico microscopy images can be generated for different triad of fluorophores. 

D.6.4. Considerations for color-blind readers 

Since color-blindness reduces the dimensionality of perceivable colors, use of more than 

two fluorophore types is not ideal, unless certain pairs of fluorophores never colocalize. When 

using two fluorophore types, the difference in their hues should be close, but not equal, to 180° in 

order to increase the color variation as much as possible. It would also be desirable if the chosen 

hues are perceived in the same way by readers with and without color-blindness. For example, 

yellow and blue are perceived in the same way by trichromats (no color blindness), protanopes 
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and deuteranopes, whereas red-pink and cyan are perceived in the same way by trichromats and 

tritanopes.[19] In Chapter 6, yellow-blue combination was not used because their hues are 180° 

apart. Instead, yellow-indigo (hues 60°-255°) combination was used, where indigo is a named 

color that is closest to blue. 

D.7. Implementing color-mixing scheme on experimental images 

The color-mixing scheme described in this work can also be implemented on existing 

experimental images. First, the channels of an RGB image are split to obtain three (or two) 

monochrome images. Then hues can be assigned to each monochrome image and colors can be 

mixed using Eq. 6.3-6.5. To demonstrate this, fluorescence microscopy images of Simpson et 

al.[20] were obtained from Image Data Resource repository (https://idr.openmicroscopy.org). 

Figure D.8a represents the original images from the repository showing HeLa Kyoto cells, where 

colors were mixed in RGB scheme. Three monochrome images were extracted corresponding the 

red, green, and blue channels. Then violet, cyan and orange hues were assigned to the monochrome 

images and mixed using Eq 6.3-6.5 to obtain Figure D.8b. Figure D.8c is obtained using Fiji 

ImageJ[8] by adding the monochrome images in yellow, cyan and magenta channels. From the 

region of interest, it is clear that higher color contrast can be produced using the color mixing 

scheme described in this work. 
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Figure D.8: (a) HeLa cells, where dapi-stained nucleus, expressed CFP-tsO45, and stained cell 

surface tsO45 are shown in red, green and blue respectively (left).[20] Copyright Simpson et al.[20] 

licensed under CC BY 4.0; Image ID: 171499, Well ID: 61941, Plate ID: 408, “idr0009-simpson-

secretion/ScreenA/0001-03—2005-08-01/F5”. The image was modified by adding a red rectangle 

denoting the region of interest, which is shown in the right panel. (b) Intensities from red, green, 
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and blue channels in (a) were used to mix colors in violet, cyan and orange using Eq. 6.3-6.5 (left). 

The region of interest is shown on the right. (c) The red, green, and blue channels in (a) were 

changed to yellow, cyan and magenta channels using Fiji ImageJ[8] (left). The region of interest 

is shown on the right. 

D.8. Luminance of hues and its effects on color contrast 

The visibility of fluorescence is affected by the contrast between the colors of the 

fluorophore (foreground) and its immediate surroundings (background), especially when the 

fluorophore occupies a small number of pixels. Quantitatively, a color contrast ratio[21,22] can be 

defined using (𝐿; + 0.05)/(𝐿( + 0.05)  where 𝐿;  and 𝐿(  are respectively the relative 

luminance[23] of foreground and background colors, and the number 0.05 arises from typical 

viewing flare.[24] To achieve a high contrast, this ratio should be much greater than or much 

smaller than 1. Relative luminance for different pure hues (𝑉, 𝑆 = 1) is shown in Figure D.9, where 

the polar angle represents hue and the radial distance represents relative luminance. Increase in 

value 𝑉 or decrease in saturation 𝑆 increases the relative luminance of a color. 

For example, the visibility of ions (fluorophores with very small size) is examined in 

Figure 6.3e by using different color combinations for DNA-PEI-Ion. On a black background as 

indicated by the red arrows, the visibility follows the trend of yellow-cyan-magenta (YCM) > 

orange-cyan-violet (OCV) > red-green-blue (RGB). This is because the relative luminance of 

magenta > violet > blue (Figure D.9) while the black background has a relative luminance of 0. 

The colors of DNA and PEI have negligible effect here. 
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Figure D.9: Relative luminance of pure hues. The polar angle represents the hue, and the radial 

distance represents the relative luminance. The polar angle is marked for red (0°), orange (30°), 

yellow (60°), green (120°), cyan (180°), blue (240°), violet (270°), and magenta (300°). The 

relative luminance is shown for hues with saturation and value of one. 

The visibility of ions highlighted by white arrows in Figure 6.3e follows a different trend, 

OCV > YCM > RGB. To understand this better, in Figure D.10 we show a zoomed-in view of the 

ion (left), along with the relative luminance (middle) and hue (right) of pixels as a function of the 

distance from the central pixel. Clearly the visibility of ion in RGB is low due to poor color contrast, 

and higher in YCM and OCV due to better color contrast. Though the color contrast is similar for 

YCM and OCV, visibility is higher in OCV due to the larger number of pixels around the center 

with similar luminance, which makes the ions appear larger. 
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Figure D.10: Characteristics of ion visibility. The visibility characteristics of an ion shown by the 

white arrow in Figure 6.3e for color combinations a) red-green-blue, b) yellow-cyan-magenta, and 

c) orange-cyan-violet. For each color combination the image on the left is a zoomed in-silico 

microscopy image centered at the ion of interest. The figure in the middle shows the relative 

luminance as a function of pixel distance from the central pixel. The figure at the right shows the 

hue of the pixels as a function of pixel distance from the central pixel. Each pixel corresponds to 

a 0.1 nm by 0.1 nm square (same as 𝛥ℓ′, 𝛥𝓂′). 

The difference in visibility can also be explained from Figure D.9. In these cases, the 

background color is not black but a saturated hue arising from the colocalization of PEI and DNA 

with trace amounts of ions; the foreground color is a saturated hue arising from the colocalization 



  

 311 

of PEI and ion with trace amounts of DNA. This can be confirmed from the hue data in Figure 

D.10 (right) as the pixel moves away from the center, changing from foreground to background. 

Therefore, we examine the variation in relative luminance in Figure D.9 from a hue halfway 

between PEI and ion to a hue halfway between PEI and DNA. For RGB, the hue is 180° at the 

midpoint between PEI (120°) and ion (240°), and 60° at the midpoint between PEI and DNA (0°). 

In the hue range of 180° to 60°, the variation of relative luminance in Figure D.9 is small (also 

see Figure D.10a (middle) where the relative luminance of pixels varies from 0.16 in the 

foreground to 0.16 ± 0.04 in the background), and the contrast ratio is expected to be close to 1. 

Consequently, the visibility of ion is low. For YCM, the variation of relative luminance in Figure 

D.9 from hue 240° (midpoint hue between PEI and ion) to 120° (midpoint hue between PEI and 

DNA) is large, and thereby the color contrast and ion visibility is high. For OCV, the hue range of 

225° (midpoint hue between PEI and ion) to 105° (midpoint hue between PEI and DNA) overlaps 

significantly with that of YCM. Therefore, the color contrast is expected to be similar. On the other 

hand, the hue range from PEI to ion is smaller in OCV (180° to 270°) than in YCM (180° to 300°). 

This results in a more gradual change of hue from foreground to background (see Figure D.10b, 

c (right)) when OCV is used, and hence more pixels around the center having similar relative 

luminance which is smaller than that of the background (see Figure D.10b, c (middle)). 

Consequently, the ion appears bigger. 

D.9. Time-integrated and time-averaged images 

In experimental microscopy, increasing exposure time increases the number of photons 

sensed by detectors. Within the framework of in-silico microscopy, the number of photons detected 

is modelled by integrating the fluorescence intensities over a certain period of time (the equivalent 

“exposure time”). Numerical integration further translates to a summation. Since all resultant 
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monochrome fluorescence intensities 𝛪 are proportional to 𝛪' (see Eq 6.1 and 6.2), when intensities 

from multiple images (at different time steps) are added, the overall intensity 𝛪 increases. As a 

result, the optimal 𝛪' determined based on histograms without any time integration/summation 

(Figure D.5) may no longer be optimal for time-integrated images. On the other hand, time-

averaged intensity is not expected to change the magnitude of the overall intensity significantly, 

and optimal 𝛪' determined without any time averaging (Figure D.5) can still be used. Therefore, 

time-averaged image is preferred over time-integrated image, which closely models the 

experiments with a certain exposure time. 

D.10. Adding Poisson-Gaussian noise 

Noise in an imaging system can be modelled using a Poisson noise (𝒫) and an additive 

zero-mean Gaussian noise (𝒩). The corrupted image 𝐼W for a noise free image 𝐼 is given by Eq 

D.13, where 𝐼 has values between 0 and 1, 𝑎𝒫 ∈ [0,1] is the effectiveness of the Poisson noise, and 

𝑎𝒩  is the variance of the Gaussian noise. Using 𝑎𝒫 = 1 would add a Poisson noise similar to Lanza 

et al.,[25] and 𝑎𝒫 = 0 would add no Poisson noise. The factor 255 is multiplied to 𝐼 to convert it 

into an unsigned 8-bit integer. After determining the Poisson random variable 𝒫(255𝐼)  it is 

divided by 255 to convert the unsigned 8-bit integer to a real number between 0 and 1. In Figure 

D.11, corrupted images are produced with 𝑎𝒫 	 ∈ {0,0.5,1} and 𝑎𝒩  ∈ {0,0.1}.  

𝐼W = 𝐼(1 − 𝑎𝒫) +
𝑎𝒫𝒫(255𝐼)

255 +𝒩(0, 𝑎𝒩) D.13 
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Figure D.11: Noise corrupted images with Poisson noise parameter 𝑎𝒫  = 0, 0.5 and 1, and 

Gaussian noise parameter 𝑎𝒩  = 0 and 0.1. The Gandy[12] PSF is modeled with 𝑡 = 1 μs, 𝜓 = 59.4°, 

𝜇 = 1.51, 𝓃 is 𝑧-axis, 𝓃2 = 12 nm, 𝛥ℓ′ = 𝛥𝓂′ = 0.1 nm, 𝛥𝓃′ = 0.05 nm, 𝑃ℓ! = 𝑃𝓂! = 𝑃𝓃! = 25 

nm, 𝑓/ = 530, (𝜆, 𝐼') = (670 nm, 0.13) for DNA and (518 nm, 0.27) for PEI; DNA and PEI particles 

are assigned indigo and yellow hues respectively. Scale bar, 5 nm. 

D.11. Deconvolution of in-silico microscopy images 

To demonstrate the use of existing deconvolution algorithms on in-silico microscopy 

images, first 3D in-silico images were calculated using 𝛥𝓃2 = 1 nm. Then deconvolution was 

performed using 150 iterations of Richardson-Lucy algorithm[26,27] with DeconvolutionLab2[28] 

in Fiji ImageJ.[8] To determine the efficiency of the deconvolution algorithm, 3D in-silico images 

of the same system in OSM mode (produced by reducing the thickness of excitation 𝑃𝓃! to 1 nm) 

were used as ground truth. From Figure D.12, it is clear that the accuracy of Richardson-Lucy 

algorithm is high, and errors are minimal. 
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