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Abstract

The video game industry has become a powerhouse in the global entertainment econ-

omy. Creating engaging, high-quality games demands intricate development processes

and significant resources. As projects grow in complexity and scale, developers often

grapple with demanding schedules, tight deadlines, and the risk of burnout. These

pressures highlight the need for more efficient development strategies, with quality

assurance (QA) emerging as a critical area for optimization.

Artificial Intelligence (AI) has the potential to address these challenges by en-

hancing the game QA processes in large gaming companies. Specifically, foundation

models—large pre-trained AI models—offer promising applications to improve these

processes. Exploring novel uses of these advanced AI models could reveal their poten-

tial and limitations in optimizing game development workflows, potentially alleviating

some of the industry’s pressing issues and facilitating the creation of high-quality, en-

gaging games.

In this thesis, my goal is to improve video game testing processes by leveraging

foundation models to ensure the final product reaches a desirable quality. I explore

new opportunities that foundation models bring to game testing, from searching for

instances of game bugs within video repositories to assisting human testers in catching

bugs, through three studies:

First, I investigate the utility of image-text foundation models in retrieving game-

play videos. In this study, I create a video search engine designed to help developers

efficiently search video repositories for examples of video game bugs using textual

descriptions. For example, developers can find all instances of a bug by using a tex-
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tual description of the bug, such as a horse flying in the air. This study lays the

groundwork for AI-based game QA processes, with results demonstrating significant

potential.

Next, I introduce GlitchBench, a benchmarking dataset of video game glitches

and anomalies designed to assess state-of-the-art large multimodal models, such as

GPT-4V, in detecting and understanding game bugs. This extensive dataset includes

a wide range of images depicting various glitches, sourced from both online platforms

and synthetic sets created within the Unity game engine. GlitchBench includes both

common and rare glitches encountered in the video game quality assurance process.

The findings from this study highlight both the promise and limitations of existing

models, particularly in unusual and rare cases.

Lastly, I introduce VideoGameBunny, a large multimodal model specifically

trained for video game content, accompanied by a dataset of 389,565 image-instruction

pairs. My analysis demonstrates that VideoGameBunny outperforms much larger

models in video game understanding tasks while using 4.2× fewer parameters. This

result underscores the effectiveness and promise of using a high-quality dataset to

improve models’ understanding of video games, thus making them more effective in

the game QA process.

Future work should focus on enhancing the generalization and robustness of AI

models in the gaming context, particularly through better integration of vision and

language components. This integration could be achieved using either early or late fu-

sion methods. For late fusion methods, where two pre-trained models are connected,

better alignment between these components can be achieved through improved train-

ing data and strategies. Alternatively, early fusion techniques, which involve training

both components simultaneously to enhance their integration, can overcome many

issues that existing models have.
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Chapter 1

Introduction

The video game industry, a dominant force in global entertainment, is set for un-

precedented growth. Projections indicate a potential market valuation of $321 billion

by 2026 [44, 158], highlighting its rapid expansion and innovative trajectory. This

remarkable growth is driven by emerging technologies, evolving gaming experiences,

and an expanding global player base.

The industry’s future success promises far-reaching economic impacts, from job cre-

ation to technological advancements benefiting various sectors. However, developing

immersive video games remains a complex endeavor, blending technical proficiency

with creative artistry. This complexity often results in demanding schedules and

potential developer burnout, necessitating more efficient development strategies.

Artificial Intelligence (AI) has demonstrated immense potential across sectors such

as healthcare [124], agriculture [51], and finance [128], driving efficiency and growth.

The video game industry is experiencing a similar revolution. AI advancements,

particularly in natural language processing, are enhancing Non-Playable Characters

(NPCs), making them more realistic and conversational [135]. Moreover, AI is accel-

erating game development, with tools like NVIDIA’s Neuralangelo [100] simplifying

the creation of high-fidelity 3D models from real object images. However, the po-

tential of AI in Quality Assurance (QA), a crucial component of game development,

remains largely unexplored.
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This thesis focuses on leveraging the potential of AI, specifically foundation models,

to enhance the QA processes in gaming companies.

The statement of this thesis is that AI models can assist in detecting 50% of
common video game glitches and have the potential to enhance quality assurance
processes, alleviate developer burden, and ultimately improve game quality.

1.1 Foundation models – A new paradigm

Foundation models [21] represent a significant paradigm shift in AI. These large,

general-purpose machine learning models, trained on vast and diverse datasets, serve

as the basis for numerous downstream applications. Unlike traditional domain-specific

AI systems, foundation models demonstrate remarkable versatility across a wide range

of tasks with minimal modifications. The power of these models lies in their ability

to perform multiple tasks by conditioning on a small amount of task-specific data at

inference time, a capability enabled by their extensive pre-training [152, 24, 39]. This

approach has garnered significant attention and investment from major technology

corporations, including Microsoft, NVIDIA, Meta, and Google. Prominent examples

of foundation models include:

• The GPT-4 series [137, 138, 136] from OpenAI is capable of generating human-

like textual conversations.

• The Stable Diffusion series [160, 42] from Stability transforms textual inputs

into realistic imagery.

• The Luma Dream Machine [118] is capable of creating realistic videos from text

and image inputs.

Foundation models offer several distinctive advantages compared to transitional AI

models:
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• Flexibility: These models can be adapted to solve diverse problems, eliminat-

ing the need for separate models for individual tasks [21].

• Generalizability: By leveraging large datasets and model sizes, foundation

models can capture complex patterns and effectively apply their knowledge to

new domains [24].

• Broad Capabilities: Their versatility extends across various fields, including

natural language processing, computer vision, and robotics [156].

• Potential for Cost-Effectiveness: While initial development costs can be

high, the ability to apply these models to multiple tasks can potentially lead to

long-term cost savings. Additionally, emerging technologies like LoRA (Low-

Rank Adaptation) [68] are making it more feasible for smaller teams to utilize

and fine-tune these models without enormous upfront costs.

These properties of foundation models raise an intriguing question: How well do

these models perform in reasoning about video game content, and what are their

potentials of being used in industrial settings to enhance existing pipelines?

1.2 Foundation models for video game quality assur-

ance

The potential of foundation models to reason about diverse content and their applica-

bility in various industrial settings is a topic of growing interest [21]. One particularly

promising area for the application of these models is the video game industry. The

versatility and advanced capabilities of foundation models make them well-suited to

address various challenges in game development, from content creation to testing and

quality assurance. In the following section, we will explore how these models are being

leveraged specifically in the context of video game quality assurance, demonstrating

their potential to revolutionize traditional development processes.
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The potential of foundation models, exemplified by GPT-4 [137], is particularly

evident in the creation of compelling in-game interactions. By facilitating dynamic

and more lifelike dialogues for NPCs, these technologies contribute to a more authen-

tic and engaging gaming experience [140]. However, the impact of foundation models

extends beyond player immersion, transforming various aspects of the game devel-

opment process. These AI-driven technologies expedite asset creation [149, 67, 220,

30, 149, 67], and also automate tasks such as code generation [98, 196]. This broad

spectrum of applications underscores the potential of foundation models to enhance

game development significantly.

In the game development lifecycle, QA presents a unique opportunity for the appli-

cation of foundation models. This critical aspect of game development traditionally

relies heavily on human testers, resulting in significant resource demands due to its

labor-intensive nature. Human testers are typically required to repeatedly play the

same game scenes to ensure both playability and consistently high quality throughout

the development process.

While the use of game-playing bots, facilitated by recent advancements in rein-

forcement learning [77, 171], is an established practice in game development, they

are not universally applicable to all game-testing processes. Effective game testing

necessitates human-like responses to events, visuals, and interactions within a game

environment. For instance, a typical game bot might overlook an unexpected event,

such as a flying horse in a game scene, due to its lack of common sense reasoning

capabilities.

The limitations of both human testers and traditional game-playing bots in QA

processes highlight the need for more advanced, versatile solutions. Foundation mod-

els, with their broad capabilities and human-like reasoning, have the potential to

bridge this gap. These models could potentially combine the efficiency of automated

testing with the nuanced understanding of human testers, enabling more comprehen-

sive and insightful QA processes. This potential application of foundation models in

4



game QA presents an exciting area for further research and development.

1.3 Thesis objectives

The central objectives of this thesis are as follows:

1. To explore and advance the application of foundation models and computer vi-

sion techniques in video game quality assurance, particularly in the classification

and retrieval of existing glitches.

2. To investigate and improve the capabilities of large multimodal models in com-

prehending and interpreting video game content, with a focus on enhancing

visual quality assurance in game development.

To achieve our objectives, we conducted three studies. The first study primarily

addresses the first objective by exploring novel approaches to glitch classification.

This study focuses on scenarios where the types of glitches being looked for are pre-

defined. Studies 2 and 3 focus on the second objective, evaluating and improving the

performance of large multimodal models in understanding video game content in a

more open-ended manner. These studies investigate the models’ ability to identify

and describe potential glitches without being limited to a predefined set of glitch

categories.

Research Study 1: Searching bug instances in gameplay video repositories

(Chapter 3)

Motivation: Video game glitches present a unique challenge in game QA due to

their diverse and unpredictable nature. Traditional image classifiers, in particular,

have serious limitations when dealing with such diverse scenarios and are hard to

maintain. Recognizing this limitation, we explore the potential of leveraging image-

text pre-trained models, specifically CLIP, for video game glitch retrieval tasks based
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on given textual queries without relying on any specific training dataset. By exploring

the capability of these models to match textual descriptions of glitches with visual

input, we develop a more flexible and adaptable system for retrieving a wide range of

video game anomalies from a repository of gameplay videos.

Findings: Image-text models like CLIP demonstrate remarkable effectiveness in

identifying and matching video game glitches based on textual descriptions, as re-

vealed by our two-phase study. We began with an analysis of eight diverse com-

mercial video games, followed by an in-depth investigation of a single title. Our

comprehensive study showcased the models’ ability to retrieve relevant videos from

large repositories using only textual input, highlighting a significant advancement in

video game content analysis in a zero-shot manner, meaning the model has never

been trained for new glitch types. Our findings show that image-text models can

successfully generalize to video game content, paving the way for novel approaches in

various video game-related tasks and analyses.

Research Study 2: GlitchBench: Can large multimodal models detect

video game glitches? (Chapter 4)

Motivation: The rapidly evolving landscape of large multimodal models, exempli-

fied by GPT-4V, presents exciting opportunities for creating visual assistance across

diverse domains, from everyday applications to specialized fields such as healthcare.

Recognizing this potential, our study seeks to explore the capabilities of these models

in the context of video game quality assurance, specifically focusing on glitch detec-

tion in screenshot images. To assess the efficacy of both proprietary and open-source

models in describing, detecting, and comprehending visual glitches, we introduce

GlitchBench, a new benchmarking dataset. Through extensive evaluation of 11 di-

verse models on GlitchBench, we uncover their strengths, limitations, and overall

potential in automating and enhancing the critical process of visual quality control
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in game development.

Findings: Our study reveals that GPT-4V demonstrates superior performance in

single-image glitch detection, achieving an accuracy of 64.9%. This result not only

sets a new benchmark but also indicates significant potential for advancement, with a

35% headroom for improvement still possible for future models. Notably, open-source

models lag considerably behind, with the best performer, LLaVA [111], reaching only

30.5% accuracy. This highlights a substantial performance gap between proprietary

and open-source models.

Comparing open-source models with GPT-4V across various benchmarks and GlitchBench

reveals differences in generalization and practical application. While LLaVA achieves

high accuracy on many benchmarks, it still performs extremely poorly compared to

GPT-4V on GlitchBench. This suggests a need for comprehensive benchmarks that

assess a model’s capability across diverse tasks and its ability to generalize, rather

than focusing on narrow domains that may not translate to broader applications.

Research Study 3: VideoGameBunny: Towards vision assistants for

video games (Chapter 5)

Motivation: Study 3 reveals a significant gap between open-source and closed-

source models in understanding and comprehending video game content. Motivated

by this, we investigate how fine-tuning a foundation model with game-specific data can

improve its understanding of game content. First, we introduce a dataset containing

389,565 image-instruction pairs, which include image captions, question-answer pairs,

and a JSON representation of 16 elements of 136,974 images. Then we explore fine-

tuning an open-source model on this data using various mixture strategies to improve

its performance on game understanding tasks.
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Findings: In this study, we introduce a model called VideoGameBunny, which

outperforms larger state-of-the-art open-source models in video game understanding

tasks. While developing this model, we observe and identify several key findings:

We find that starting with an open-source model and fine-tuning it on a specially

crafted dataset of video game images can improve performance over the baseline.

Our exploration of different training datasets suggests that a structured format like

image-to-JSON is the most effective in improving model performance. Conversely,

short captions are not effective and may even degrade the model’s performance.

Our results indicate that the effectiveness of data type mixture strategies depends

on the dataset size. With smaller dataset sizes, a weighted strategy that favors higher-

quality datasets is more effective than other strategies. However, as the dataset

size increases, we observed that all strategies perform similarly, with no statistically

significant differences between various data mixtures.

Our model VideoGameBunny, trained on 50K high-quality video game-specific

instructions, shows an improvement of +11.8 over the baseline model and also out-

performs LLaVA-1.6-34b, which has 4.2× more parameters, on a video game under-

standing benchmark.

1.4 Thesis outline

The remainder of this thesis is organized as follows:

• Chapter 3 presents an investigation of image-text models, particularly CLIP, in

detecting and analyzing video game glitches. This chapter explores the potential

of these models to identify a wide range of visual glitches in video games without

relying on extensive, predefined training datasets.

• Chapter 4 presents our research on the efficacy of large multimodal models in

detecting video game glitches. This chapter introduces GlitchBench, a new
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benchmarking dataset, and provides a comprehensive evaluation of both pro-

prietary and open-source models in the context of video game quality assurance.

• Chapter 5 presents a study where we develop VideoGameBunny, a video

game-specific large multimodal model. This chapter explores different dataset

types and mixture strategies to improve model performance in understanding

and interpreting video game content.

• Chapter 6 concludes the thesis by summarizing our key findings, discussing

their limitations and implications for the field of AI in video game analysis, and

suggesting directions for future research.
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Chapter 2

Background

2.1 Video game glitches

A video game glitch can be defined as an unintended anomaly in a game’s behavior

or presentation, resulting from errors in the game’s code, design, or implementation.

Glitches manifest as unexpected or erroneous events that deviate from the game’s

intended functionality or aesthetics. These anomalies can range from minor visual

quirks to significant disruptions in gameplay mechanics. It is worth noting that in

common usage, the terms “glitch” and “bug” are often used interchangeably in the

context of video games.

2.1.1 Notable examples of glitches

The history of video games is filled with memorable glitches that have become famous

within the gaming culture. These examples illustrate how glitches can range from

amusing quirks to game-changing phenomena:

1. The Skyrim bee bug [183]: In the opening sequence of the Elder Scrolls

V: Skyrim game, where the player rides in a cart with other prisoners, some

players encountered a strange issue. The cart would sometimes unexpectedly fly

off the path and launch into the sky. After extensive investigation by the game

development team, it was discovered that this was caused by a collision issue

with an in-game bee. A bug fix intended to make bees collectable inadvertently
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caused this issue. If a bee happened to cross paths with the cart during the

intro sequence, it would cause the cart to be flung into space, taking everything

inside with it.

2. Cyberpunk 2077’s launch issues [35]: When released in 2020, Cyberpunk

2077 was plagued with numerous bugs and performance issues, particularly on

last-gen consoles. These ranged from visual glitches and AI malfunctions to

game-breaking bugs that prevented quest completion. This case highlighted

the challenges of developing complex open-world games and the importance of

thorough testing across different platforms.

3. Assassin’s Creed Unity’s disappearing face glitch [8]: In this action-

adventure game, a glitch caused characters’ faces to disappear, leaving only

floating eyes and teeth. This visual glitch became widely shared online, over-

shadowing the game’s release and highlighting the potential for a glitch to sig-

nificantly impact a game’s reception and public image.

2.1.2 The challenge of glitch detection in game development

In the game development lifecycle, quality assurance (QA) plays a crucial role in

identifying and reporting bugs and glitches. Game QA is a repeatable process that

involves systematic testing of the game at various stages of development to ensure it

meets quality standards and functions as intended. QA testers use a variety of tech-

niques, including playtesting, stress testing, and automated testing tools, to uncover

issues that may have been overlooked during development.

While game testing encompasses a wide range of potential issues, including per-

formance problems, AI behavior verification, and various types of bugs, this thesis

focuses specifically on two categories of glitches that present unique challenges in

detection and resolution: visual glitches and common-sense glitches. These types of

glitches stand out due to their unique nature and the way they are perceived and
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identified. They are distinct from other software-related bugs in that they often re-

quire direct observation of the game’s output and, in some cases, reasoning about the

game’s context to identify them as anomalies.

Visual glitches are anomalies in the game’s graphical presentation. These can

include rendering issues, texture problems, or unexpected visual artifacts. For exam-

ple, a visual glitch might cause the external walls of a building to render incorrectly

or not at all, allowing the player to see inside structures that should be opaque. Such

glitches are immediately apparent to the player, as they create a clear discrepancy

between what is seen and what is expected in the game world. Figure 2.1a illustrates

this type of visual glitch, where building textures are not rendered correctly, resulting

in missing or incomplete surfaces.

Common sense glitches, on the other hand, involve situations or behaviors

within the game that, while perhaps technically functioning as programmed, violate

the logical expectations set by the game’s context or real-world analogues. A prime

example of this would be a shark swimming through the air as if it were in water.

While the shark’s movement might be executing correctly according to the game’s

code, it fundamentally contradicts the player’s expectations and the implied rules of

the game world. This exact scenario is depicted in Figure 2.1b, which shows a shark

floating in mid-air, contradicting both the physics of the real world and the game’s

rules.

These two categories of glitches present unique challenges in detection, often re-

quiring a combination of visual understanding and contextual reasoning that goes

beyond traditional software testing methodologies. This thesis focuses on utilizing

recent advances in vision-language models to identify and address these specific types

of glitches, with the aim of improving the overall quality and immersion of video game

experiences.
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(a) A visual glitch where building textures are not rendered correctly, resulting in missing
or incomplete surfaces.

(b) A common sense glitch showing a shark floating in mid-air, defying the expected
underwater or on-land environment.

Figure 2.1: Examples of visual and logical glitches in video games

2.2 Vision-language models

Vision Language Models (VLMs) represent a significant advancement in artificial in-

telligence, aiming to bridge the gap between computer vision and natural language
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processing. Early approaches to combining vision and language often treated these

domains separately, with dedicated models for each modality. However, with the

introduction of the transformer [191] architecture, which brings a high degree of uni-

formity in model design across various domains and tasks, coupled with the increasing

availability of large-scale multimodal datasets, we are now witnessing the rise of mul-

timodal models.

A pivotal moment in this evolution came with the introduction of CLIP [151] (Con-

trastive Language-Image Pre-training) by OpenAI. CLIP represented a departure

from previous approaches by using a dual-encoder architecture: An image encoder

(based on a vision transformer [40] or ResNet [60]), and a text encoder (based on a

transformer architecture [151]).

CLIP’s key innovation lay in its training approach, using contrastive learning on a

massive dataset of 400 million image-text pairs. This allowed CLIP to learn a joint

embedding space for images and text, enabling zero-shot transfer to various vision

tasks. However, it is important to note that CLIP is an encoder-only model, focusing

on representation learning rather than generation.

Building on CLIP’s success, Google introduced LiT [218] (Locked-image Text Tun-

ing). LiT maintained the encoder-only architecture but introduced a novel training

strategy. It “locked” the weights of a pre-trained image encoder while fine-tuning the

text encoder on image-text datasets. This approach allowed LiT to leverage high-

quality image representations from models pre-trained on large vision datasets while

adapting to potentially noisy image-text data.

While CLIP and LiT made significant strides in vision-language representation

learning, they were limited in their ability to generate text or perform more com-

plex language understanding tasks. This limitation led to the development of more

sophisticated architectures that incorporated full-fledged language models.

BLIP (Bootstrapping Language-Image Pre-training) marked a transition towards

more comprehensive vision-language architectures. BLIP introduced a multi-modal
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encoder) and textual inputs.

3. LLaVA can perform a wide range of vision-language tasks, from image cap-

tioning to visual question answering, while maintaining the powerful language

understanding and generation capabilities of large language models.

Figure 2.3: The architecture of LLaVA [112], where a pre-trained image encoder
extracts image features that are then projected into the latent space of a language
model. This allows the language model to enable conversation based on the image.

The transition from encoder-only models like CLIP and LiT to the more recent

architectures exemplified by LLaVA represents a significant evolution in the field of

vision-language modeling. These newer models offer several advantages:

1. Enhanced generation capabilities: The incorporation of full language mod-

els allows for more natural and diverse text generation in response to visual

inputs.

2. Improved multi-modal reasoning: These models can perform more com-

plex reasoning tasks that require integrating information from both visual and

textual modalities.

3. Greater flexibility: The use of pre-trained language models allows these

VLMs to adapt more easily to a wide range of downstream tasks with mini-

mal fine-tuning.
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4. Zero-shot and few-shot learning: Leveraging the capabilities of large lan-

guage models, these VLMs can often perform new tasks with little or no task-

specific training data.

In conclusion, the evolution of VLMs, from encoder-only architectures to those

incorporating fully pre-trained language models, represents a significant step towards

more capable and flexible AI systems that can seamlessly integrate visual and lin-

guistic information. These advancements open up new possibilities for applications

in areas such as visual question answering, image-grounded dialogue systems, and

multi-modal content generation. As the field continues to evolve, we can expect to

see further refinements in how visual and linguistic information is integrated and

processed.
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Chapter 3

Searching bug instances in gameplay

video repositories

Bibliographic information: This chapter was published as: Taesiri, Moham-
mad Reza, , Finlay Macklon, Sarra Habchi, and Cor-Paul Bezemer.. “Search-
ing Bug Instances in Gameplay Video Repositories” in IEEE Transactions on
Games (2024) [177]. This is a follow-up work, in collaboration with our industry
partner, which was originally published as: Taesiri, Mohammad Reza, Finlay
Macklon, and Cor-Paul Bezemer. “CLIP Meets GamePhysics: Towards Bug
Identification in Gameplay Videos Using Zero-Shot Transfer Learning” [176] in
the 2022 IEEE/ACM 19th International Conference on Mining Software Repos-
itories (MSR) (2022).

Gameplay videos offer valuable insights into player interactions and game re-

sponses, particularly data about game bugs. Despite the abundance of gameplay

videos online, extracting useful information remains a challenge. This chapter in-

troduces a method for searching and extracting relevant videos from extensive video

repositories using English text queries. Our approach requires no external informa-

tion, like video metadata; it solely depends on video content. Leveraging the zero-shot

transfer capabilities of the Contrastive Language-Image Pre-Training (CLIP) model,

our approach does not require any data labeling or training. To evaluate our approach,

we present the GamePhysics dataset, comprising 26,954 videos from 1,873 games that

were collected from the GamePhysics section on the Reddit website. Our approach

shows promising results in our extensive analysis of simple and compound queries,
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indicating that our method is useful for detecting objects and events in gameplay

videos. Moreover, we assess the effectiveness of our method by analyzing a carefully

annotated dataset of 220 gameplay videos. The results of our study demonstrate the

potential of our approach for applications such as the creation of a video search tool

tailored to identifying video game bugs, which could greatly benefit Quality Assur-

ance (QA) teams in finding and reproducing bugs. The code and data used in this

chapter can be found at https://zenodo.org/records/10211390

3.1 Introduction

Video game development is a highly complex process. There are many unique chal-

lenges when applying general software engineering practices to video game develop-

ment [147, 132, 172, 143, 90], including challenges in game testing. Manual testing

is a widely accepted approach to game testing [146, 190, 141], however, this manual

process is slow and error-prone, and most importantly, expensive. On the other hand,

it is challenging to automate game testing [89, 141, 163] due to the unpredictable out-

puts of video games. Despite progress towards automated game testing methods [38,

105, 190, 189] and tools [76, 229, 17, 144], new approaches to game testing must be

researched.

The difficulty of game testing due to the unique nature of games calls for unique

testing methodologies as well. For example, we could leverage the visual aspect of

games in the testing process. Having a gameplay video is very helpful when trying to

reproduce a bug in the development environment for further analysis, as bug reports

often contain incomplete information [19]. The ability to search a large repository

of gameplay videos with a natural language query would be useful to help reproduce

such bug reports. For example, in the game development domain, a bug report might

state “a horse is flying in the air” (Figure 3.1) without a screenshot or video to show

what is actually happening. A gameplay video search would allow game developers

to find example instances of a specific bug in the pile of gameplay videos from their
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‘A horse in the air’. The primary application of our approach is as a gameplay video

search engine to aid in reproducing game bugs.

To evaluate our approach, we collected and prepared the GamePhysics dataset,

consisting of 26,954 gameplay videos that contain outstanding game physics exam-

ples (including many bugs). We first did a preliminary evaluation of our approach

with sets of simple queries, and compound queries, to show that our approach can

identify objects and (bug-related) events in large repositories of gameplay videos. Our

approach and the preliminary evaluation were published in our original study at the

Mining Software Repositories conference [176]. In this chapter, we extend our original

work with an in-depth evaluation of our approach on a commercial game from our

industry partner.

The main contributions of our chapter are as follows:

• We propose an approach to search for objects and events in gameplay videos

using a natural language text query. (Sec. 3.4)

• We present the GamePhysics dataset 1, consisting of 26,954 gameplay videos

from 1,873 games. (Sec. 3.5)

• We demonstrate the promising performance of our approach in identifying game

physics bugs through 2 experiments with simple and compound queries in Sec.

3.6 and present the results in Sec. 3.6.8.

• We extend our original study [176] by conducting an extensive evaluation of

our method on a game from our industry partner in which we compare several

variations of CLIP. (Sec. 3.7)

The remainder of our chapter is structured as follows. Section 3.2 motivates our

study by providing relevant background information. Section 3.3 discusses related

work. Section 3.4 presents our approach to mining large repositories of gameplay

1https://huggingface.co/datasets/taesiri/GamePhysics
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rate physics simulation. Many of these bugs are related to the faulty representation

of game objects due to an error in the internal state of that object. A few sample

instances of game physics bugs can be seen in Figure 3.2. In Figure 3.2a, a bug from

Grand Theft Auto V related to object collisions is shown. Figure 3.2b shows a bug

from The Elder Scrolls V: Skyrim, related to object clipping. In Figure 3.2c, a bug

from Red Dead Redemption 2 related to ragdoll poses can be seen. Figure 3.2d shows

a bug from Cyberpunk 2077, related to object collisions. Identifying game physics

bugs is challenging because we need to be able to extract specific, high-level (abstract)

events from the gameplay videos, that are often similar to correct behavior.

3.2.2 Challenges in mining gameplay videos

Until now, it has been challenging to extract valuable information from large repos-

itories of gameplay videos. Identifying bug instances by manually checking the con-

tents of gameplay videos is time-consuming [102]. Therefore, automatic methods

for mining gameplay videos are required. The only existing approach for automati-

cally extracting events from gameplay videos requires manual data labeling (and the

training of new models) [120], which itself is time-consuming. Therefore, an effective

method for extracting valuable information from gameplay videos should be able to

automatically analyze the video contents without requiring manual data labeling.

3.2.3 Contrastive learning and zero-shot transfer

While there are many approaches toward zero-shot learning, we are interested in

assessing the zero-shot performance of pre-trained contrastive models. Contrastive

learning is a machine learning technique in which the goal is to learn a representation

of inputs such that similar items stay close to each other in the learned space, while

the dissimilar items are far away [15, 23]. In recent years, contrastive learning has

been one of the key drivers in the success of self-supervised learning methods and has

been used for zero-shot transfer learning [28, 55, 82, 151]. Zero-shot learning tackles
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a family of problems in machine learning by letting an algorithm solve a task without

having a training set for that specific task [85, 86]. To illustrate this idea, suppose

that a person has never seen a zebra before. If we give them a detailed description of

a zebra (e.g., an animal similar to a horse, but with black-and-white stripes all over

their bodies), that person can identify a zebra when they see one.

3.2.4 The Contrastive Language-Image Pre-Training (CLIP)
model

One contrastive model that has proven zero-shot transfer capabilities is the Con-

trastive Language-Image Pre-Training (CLIP) model [151], which can leverage both

text and image inputs together. We decided to use CLIP in our original study because

of its multimodal capabilities and the size of its training dataset. CLIP consists of

two parts: a text encoder, and an image encoder. These two parts work individually,

and they can accept any English text and image as input. When an encoder of this

model receives an input, it will transform it into an embedding vector. These embed-

ding vectors are high-level features that are extracted by the network, representing

the input. More specifically, these embedding vectors are how the neural network

represents, distinguishes, and reasons about different inputs. Both encoders of this

model will produce vectors of the same dimension for image and text inputs. Not

only do these vectors have the same dimension, but they are also in the same high-

dimensional feature space and are therefore compatible with each other. For example,

the embedding vector of the text ‘an apple’ and the embedding vector of an image

of an apple are very close to each other in this learned space. CLIP was pre-trained

on over 400 million pairs of images and text descriptions that were scraped from

the internet and has several different backbone architectures: RN50, RN101, RN50x16,

ViT-B/32, ViT-B/16, etc. The models with ‘RN’ in their name are ResNet-based [60]

models using traditional convolutional layers, while the ‘ViT’ models are based on

vision transformers [40].
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3.3 Related work

Event extraction from video content is of special importance for various data mining

tasks [123, 148]. Only two prior studies have explicitly explored automatic approaches

for mining gameplay videos, with varying success. Lin et al. showed that using

metadata (such as keywords) to identify YouTube videos that contain video game

bugs is feasible [102], but our approach looks at the video contents, which Lin et

al. do not take into account. Our approach is more useful for game developers, as

we can identify objects and (bug-related) events within gameplay videos and do not

rely on metadata. Luo et al. proposed an approach for automatic event retrieval

in e-sport gameplay videos that requires manual data labeling, a fixed set of classes

(events), and the training of new models [120]. Our approach is more robust and

easier to set up, as we can search gameplay videos with any English text query to

identify specific objects and events without performing manual data labeling. Zhang

et al. [224] investigated the retrieval of specific moments in narrative-driven games

using natural language queries that semantically match both the auditory and visual

content of scenes. In contrast, our approach focuses on video game bugs and does not

rely on audio information. Furthermore, our approach works with a broader range of

games.

Although there is limited prior work on mining large repositories of gameplay

videos, there are several studies that propose approaches to automatically detect

graphics defects in video games. One of the earliest approaches for automated detec-

tion of graphics defects was published in 2008, in which a semi-automated framework

was proposed to detect shadow glitches in a video game using traditional computer

vision techniques [133]. Recent studies have utilized convolutional neural networks

in their approach to automatically detect a range of graphics defects [38, 105, 175,

27]. Instead of detecting graphics defects, our work is concerned with the automatic

identification of game physics bugs in gameplay videos.
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Tuovenen et al. leveraged the visual aspect of games through an image-matching

approach to create a record-and-replay tool for mobile game testing [189]. Our ap-

proach leverages the visual aspect of games in a different way; instead of recording

tests through gameplay, we automatically identify bugs in gameplay videos.

Some studies have proposed approaches for the automated detection of video game

bugs through static or dynamic analysis of source code. Varvaressos et al. proposed

an approach for runtime monitoring of video games, in which they instrument the

source code of games to extract game events and detect injected bugs [190]. Borrelli

et al. proposed an approach to detect several types of video game-specific bad smells,

which they formalize into a tool for code linting [22]. Our approach differs as we do

not require access to the source code of games; instead, we identify video game bugs

based solely on the contents of gameplay videos.

In addition to related work on automatic bug detection for video games, there exists

a wide range of work that leverages recent advancements in deep learning to provide

new tools and techniques that address problems faced by game developers. Several

studies have sought to make AI methods accessible in the video game development

and testing cycle, either through the game’s internal state, raw pixels or through

a high-level neural network-based representation [81, 187, 122]. Some studies have

proposed approaches to accompany a game designer through the creation process of

a game by providing suggestions and explanations to the designer [59, 58, 80]. Other

studies have incorporated reinforcement learning and evolutionary methods to create

AI agents that can automatically play games [77, 18, 194]. These AI agents can be

further employed to perform automated game testing sessions [161, 53, 229, 48]. Our

work is different from those listed above, as we focus on assisting game developers by

providing an approach to efficiently search large repositories of gameplay videos to

find bug instances.
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3.4 Our approach

To assist with the detection and analysis of game bugs, we propose an approach

that quickly and effectively searches a large repository of gameplay videos to find a

specific object or event in a particular game. For creating such a powerful search

system, one could utilize a traditional supervised classification technique. However,

any supervised classification method needs a training dataset, a test dataset, and

a fixed number of classes. Maintaining these datasets and labeling each sample is

demanding and labor-intensive. Conversely, CLIP provides zero-shot transfer learning

capabilities that allow us to develop an approach to automatically mine gameplay

videos while avoiding the aforementioned issues. Figure 3.3a shows an overview of

our approach.

3.4.1 Encoding video frames and the text query

Our approach accepts a set of videos and any English text query as inputs. We first

extract all frames from each video and then use CLIP to transform our input text

query and input video frames into the embedding vector representations described in

Section 3.2.4. We selected CLIP because it is flexible enough to accept any arbitrary

English text as a query and compare it with a video frame, without any additional

training.

3.4.2 Calculating the similarity of embeddings

As well as avoiding manual data labeling, our approach avoids depending upon any

extra information, such as metadata, to search gameplay videos. Instead, we are able

to calculate similarity scores solely based on the contents of the video frames and the

text query. The similarity score in our problem is the distance between an embedding

vector representing a text query and another embedding vector representing a video

frame. To calculate similarity scores for the pairs of embedding vectors, we opted

for cosine similarity, a widely-used similarity metric [192, 215, 43, 193]. We require
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an exhaustive search to calculate the similarity score of the text query with each

individual frame in each input video. The performance of an exhaustive search will

decrease inversely with an increasing number of videos in a repository. To combat

this, we use Faiss [75] to conduct an efficient similarity search.

3.4.3 Aggregating frame scores per video

Although CLIP is designed to accept text and images as inputs, we can leverage CLIP

for videos by treating each video as a collection of video frames (i.e. a collection of

images). To identify specific events that could occur at any moment in a gameplay

video, we cannot subsample the video frames as suggested in the original CLIP,

because due to the richness of events in a single gameplay video, skipping any part of

the video may lead to information loss and inaccurate results. Therefore, we perform

a similarity search on all frames of all videos by comparing each individual video

frame with the target query text, and we subsequently aggregate the similarity scores

across each video. Below we detail the design of two different methods for aggregating

the video frame similarity scores for each gameplay video. Our approach supports

the two aggregation methods without the need to re-calculate the similarity scores.

Aggregating frame scores using the maximum score

Our first score aggregation method ranks videos based on the maximum similarity

score across all frames belonging to each video. This method is highly sensitive, as

a single frame with high similarity can lead to an entire video being identified as

relevant to the query.

Aggregating frame scores using the similar frame count

In the second score aggregation method, we begin by ranking all frames of the input

videos based on their similarity scores with the text query. Then, we select a prede-

fined number (the pool size hyperparameter) of the highest-ranked frames across all
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to extract links and download them.

Filtering posts

We applied several filters to our dataset during the data-collecting process to remove

spam posts, low-quality content, and outliers. There are several spam posts in the

GamePhysics subreddit, and these posts are marked explicitly as spam by the sub-

reddit’s moderators. Furthermore, we treat post scores as a quality signal as this

score captures up/down votes from Reddit users, and consider any post with a score

of less than one as low-quality content. The lengths of the video files vary from a

few seconds to multiple hours. We avoid long videos in our dataset because they can

contain multiple events of different kinds and are very hard to process. We only keep

videos that are longer than 2 seconds and shorter than 60 seconds. After applying

our filters, our final dataset contains 26,954 video files from 1,873 different games.

Labelling videos with the game name

In order to simulate the realistic scenario in which a game developer would search

a repository of gameplay videos for a specific game, we extract the game name for

each gameplay video from the title of its respective post. Detecting the game’s name

from a GamePhysics submission is not straightforward. While there is a community

guideline that suggests including the name of the game in the submission’s title,

people often forget to include the game name or use several aliases for the game name,

meaning the task of detecting the game name can be hard. For example, ‘GTA V’ is

a widely-used alias that refers to the ‘Grand Theft Auto V’ game. To address this

issue, we created a second custom crawler to search game name keywords in Google

and subsequently map them to the full game name. Google search results provide

a specific section called the Knowledge Panel that contains the game name, as well

as other relevant game information such as initial release date, genre, development

studio(s), and publisher.
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3.5.2 Pre-processing the videos

As discussed in Section 3.4.2, our approach can search a large repository of gameplay

videos more efficiently by pre-processing the embedding vectors of every frame for

each video in the repository before inputting any text queries. Therefore, for our

dataset to be suitable for our approach, we pre-process all videos in the GamePhysics

dataset before proceeding with any experiments. We pre-processed all 26,954 videos

using a machine with two NVIDIA Titan RTX graphics cards, but it is certainly

possible to perform this step with less powerful graphics cards too. It is worth noting

that this is by far the most computationally expensive step in our approach.

3.6 Preliminary evaluation setup

In this section, we describe the preliminary evaluation of our approach on the GamePhysics

dataset through a diverse set of experiments. To evaluate our video search method,

we conducted multiple experiments with varying difficulty levels. The main obstacle

to evaluating our search system is the lack of a benchmark dataset. To this end,

we designed two experiments with corresponding sets of queries to shed light on the

capabilities of our proposed method.

3.6.1 Experiment overview

In two experiments, we evaluate the accuracy of our approach when retrieving videos

with particular objects in them. The results for this step indicate the generalization

capability of the model.

3.6.2 Selecting CLIP architectures

To understand the relative performance of the available ResNet-based and vision

transformer-based CLIP models, we tried the RN101 and ViT-B/32 backbone archi-

tectures. We chose these backbones as fair baseline comparisons because they are

the largest backbone architectures in their respective families, assuming we stipulate
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Table 3.1: Selected games for the preliminary evaluation of our approach. All selected
games are open-world.

Game Key Genre Visual style Reason for inclusion Videos

Grand Theft Auto V GTA Action-adventure Realism Variety of vehicles 2,230

Red Dead Redemption 2 RDR Action-adventure Realism Historical style 754

Just Cause 3 JC3 Action-adventure Realism Physical interactions 680

Fallout 4 F4 Action role-playing-game Fantasy realism (Retro-futuristic) Unique look and feel 614

Far Cry 5 FC5 First-person shooter Realism First-person camera 527

Cyberpunk 2077 C77 Action-adventure Fantasy realism (Futuristic) High-quality lighting 511

The Elder Scrolls V: Skyrim ESV Action role-playing-game Fantasy realism Magical effects 489

The Witcher 3: Wild Hunt W3 Action role-playing-game Fantasy realism Mythical beasts 387

equivalent input image sizes (224 × 224). For comparison, the ViT-B/32 backbone

architecture has 151 million total parameters, while the RN101 backbone architecture

contains 119 million parameters. We selected the largest architectures as we only

perform inference and no training.

3.6.3 Selecting video games

Our dataset contains videos from 1,873 different video games, and the differences

in their high-level characteristics, such as genre, visual style, game mechanics, and

camera view, can be vast. Therefore, we performed a comprehensive evaluation in

both experiments with 8 popular video games that differ in their high-level char-

acteristics. The only uniting characteristic of our selected games is that they have

open-world mechanics because developers of open-world games would find particular

benefits from an effective video search for bug reproduction. Open-world games al-

low a player to freely explore the game world, providing a very large set of potential

interactions between the player and the game environment. Open-world games are

therefore more likely to suffer from game physics bugs that are difficult to reproduce.

Table 3.1 shows the selected games, as well as some game characteristics and the

reason for inclusion. In total, 23% of videos in the GamePhysics dataset are from

these 8 video games (6,192 videos).
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3.6.4 Query formulation

To come up with a set of relevant search queries in the experiments, we randomly

picked 10 videos from each of the 8 selected games. The first author manually reviewed

each of the 80 samples to understand what was happening and how we could describe

events in gameplay videos that contain bugs. This sampling process helped us pick

relevant objects and events to use in our queries.

3.6.5 Preliminary experiment 1: simple queries

In this experiment, we searched for specific objects in videos, e.g. a car. Our main

objective in this experiment is to demonstrate the capability of our system for effective

zero-shot object identification. As a reminder, we never trained or fine-tuned our

neural network model for any of these experiments or any video game. We created

22 distinct queries for Experiment 1, including transportation vehicles, animals, and

special words describing the weather or environment. For this experiment, we wanted

our approach to operate with very high detectability and to detect smaller variations

in the video, and so we selected our first aggregation method, i.e. using maximum

frame score per video (Section 3.4.3).

3.6.6 Preliminary experiment 2: compound queries

Continuing our evaluation, we search for compound queries, i.e. queries in which

an object is paired with some descriptor. Similar to Experiment 1, we only use

compound queries that are relevant to each video game. For example, in the previous

experiment, we searched for videos in the Grand Theft Auto V game that contained

a car, but in this experiment, we evaluate the performance of our approach when

searching for objects with a specific condition, like a car with a particular color. For

this second experiment, we created a set of 22 compound queries and again selected

our first aggregation method (using maximum frame score per video).
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Table 3.2: Average Top-k accuracy (%) per game for simple queries (Preliminary
Experiment 1).

GTA RDR JC3 F4 FC5 C77 ESV W3

ViT-B/32 Top-1 74 71 61 65 50 55 54 54

Top-5 89 86 67 71 88 73 62 62

RN101 Top-1 84 50 61 59 59 43 62 62

Top-5 89 79 83 82 94 71 92 85

Table 3.3: Average Top-k accuracy (%) per game for compound queries (Preliminary
Experiment 2).

GTA RDR JC3 F4 FC5 C77 ESV W3

ViT-B/32 Top-1 68 88 56 43 31 50 56 56

Top-5 100 100 81 64 69 75 89 67

RN101 Top-1 84 88 31 36 56 67 33 44

Top-5 95 100 75 79 94 83 78 56

3.6.7 Evaluating the experiments

Evaluating preliminary experiments.

In the first and second experiments, we assess the detectability of our approach by

measuring Top-1 and Top-5 accuracy. This is because for our approach to be useful

to a game developer, the search system should be able to reliably identify objects

specified in the text queries. Top-k accuracy is a binary measure; if there is a correct

result in the Top-k results, the accuracy is 100%, otherwise, the accuracy is 0% –

there are no possible values in between.

3.6.8 Results for preliminary experiments

In this section, we present experimental results to examine our proposed search sys-

tem’s ability.
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Table 3.4: Average Top-k accuracy (%) per query for simple queries (Preliminary
Experiment 1). N is the number of games searched.

ViT-B/32 RN101

Query N Top-1 Top-5 Top-1 Top-5

Airplane 4 75 100 100 100

Bear 5 80 100 60 100

Bike 4 50 75 50 100

Bridge 8 88 88 50 100

Car 5 80 100 80 100

Carriage 4 50 50 75 100

Cat 6 33 50 33 67

Cow 8 63 75 25 75

Deer 7 57 71 75 100

Dog 8 25 38 38 63

Fire 8 88 100 100 100

Helicopter 5 60 60 60 100

Horse 3 67 100 100 100

Mountain 7 100 100 100 100

Parachute 2 0 67 67 100

Ship 8 50 63 38 75

Snow 6 67 83 33 50

Tank 3 67 67 100 100

Traffic Light 5 40 40 20 20

Train 5 80 100 17 67

Truck 4 75 100 100 100

Wolf 6 17 50 86 86

Average 5.5 60 76 64 86

35



Results for simple queries (preliminary experiment 1)

In the first experiment, we measured the Top-1 and Top-5 accuracy of our system

with simple queries. The average accuracy for experiment 1 per game can be seen

in Table 3.2, and per query in Table 3.4. The overall average Top-1 accuracy and

average Top-5 accuracy of ViT-B/32 is 60% and 76% respectively, and for RN101 we

have 64% and 86% respectively. These results show that our system can identify a

majority of objects without fine-tuning or re-training.

Results for compound queries (Preliminary Experiment 2)

In the second experiment, we measure the Top-1 and Top-5 accuracy of our approach

with compound queries. The average accuracy in Experiment 2 per game can be seen

in Table 3.3. For the second experiment, we find that our approach shows particularly

high performance for all of our selected games, except for The Witcher 3: Wild Hunt.

Our approach achieves an overall average Top-5 accuracy of 78% using ViT-B/32

and 82% using the RN101 model. These results show that our approach is flexible

enough to effectively search gameplay videos with compound queries.

3.7 In-depth evaluation

Our preliminary findings demonstrate the effectiveness of two CLIP architectures

in retrieving relevant gameplay video clips using simple queries. We expand our

assessment by focusing on finding relevant videos using descriptions of bugs written

in natural language. Each bug can be described using simple phrases that explain

the issue. We use such descriptions as queries to search videos to find instances of

that particular bug.

The in-depth evaluation reported in this section was done in collaboration with

Ubisoft La Forge.
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3.7.1 Experiment setup

In this experiment, we search videos with bug queries, i.e., phrases that describe an

event in the game that is related to a bug. We create a new dataset in which each

video is associated with a list of text descriptions detailing the bugs occurring within

the video. It is important to note that these text descriptions are not utilized for

retrieving videos, but rather serve as a means to evaluate the retrieval performance.

For this particular experiment, we choose a game from the Assassin’s Creed2 franchise.

We rank videos based on their similarity to a given bug query and return a list of

videos sorted by rank. We report the Top-k accuracy for various values of k ranging

from 1 up to 50. The accuracy @25 and @50 is particularly relevant, as reviewing

each result takes roughly one second. By presenting up to 50 results on a single page,

users can efficiently review all the results in under a minute3. In order to enhance

the efficiency of the review process, we provide a segment of the video that closely

corresponds to the query and generate a GIF animation, which allows for a quick

review of the results. This approach is especially advantageous for important bugs,

as it allows for greater effort to be invested in identifying a relevant video.

To offer a comprehensive understanding of model performance and resource require-

ments, we present GPU memory usage for each model, in addition to the performance

metrics. By examining the accuracy and computational costs, we provide a thorough

analysis of the factors to consider when selecting a model for real-world applications.

3.7.2 Dataset and labeling videos

We selected all 278 videos from an Assassin’s Creed game from our GamePhysics

dataset. We labeled all the videos manually and annotated them with natural lan-

guage descriptions. We allowed multiple labels for each video since multiple bugs can

occur in one video. We used an iterative process to label videos and in each itera-

2https://www.ubisoft.com/en-ca/game/assassins-creed
3A sample search result is available at this URL.
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tion, we ensured that different occurrences of the same bug have been labeled with a

unique bug description. That is, if multiple videos exhibit the same bug but in dif-

ferent places, we assign an identical label to all videos. After filtering out low-quality

videos (those with low resolution and significant degradation due to video encod-

ing) and eliminating those without any apparent bug, our refined dataset ultimately

contains 220 videos. Some sample bug descriptions can be seen in Table 3.5.

Table 3.5: Sample queries

# Description # Videos

1 An axe is floating in the air. 1

2 A horse is walking in the air. 1

3 A whale is floating in the air. 1

4 A person is shaking very fast. 2

5 A sword is flying in the air. 2

6 A floating boat is rotating very fast. 4

7 A person swimming in the air. 4

8 A boat is floating in the air. 6

9 A person is standing in the air. 7

10 A horse is running on its two legs. 8

11 A person is falling from the sky. 12

3.7.3 Models

In total, we evaluated five architectures for CLIP, and two for OpenCLIP [71], an

open-source replication of CLIP. In addition, we evaluated four video-text contrastive

models (XCLIP [134], BridgeFormer [49], CLIP4Clip [119] and Frozen-In-Time [12]),

which work on more than one frame in contrast to CLIP, which operates at the

individual frame level. Some gameplay bugs manifest themselves temporally, such

as when an object shakes rapidly in the game. Video-text models can incorporate
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temporal information and, in theory, have the ability to detect such bugs.

CLIP

We studied five architectures for the original CLIP model, with different backbone ar-

chitectures (ResNet and ViT). In particular, we include ViT-B/16, ViT-B/32, ViT-L/14,

RN50x64, and ViT-L/14@336px in our study, which differ in architecture and param-

eter sizes. The input dimension of all the models is 224× 224, with the exception of

ViT-L/14@336px and RN50x64 which require an input image with the resolution of

336× 336 pixels and 448× 448 pixels, respectively.

OpenCLIP

OpenCLIP is an open-source replication of CLIP that contains a diverse array of

models with different sizes and architectures. We selected two of the largest and most

capable OpenCLIP models; ViT-g/14 and ViT-H/14, to compare with the original

CLIP. OpenCLIP models were trained on the LAION [164] dataset, consisting of 5.85

billion CLIP-filtered image-text pairs. Both of the selected models have an input

spatial dimension of 224× 224 pixels.

XCLIP

XCLIP consists of a transformer [191] model trained on features extracted by the

original CLIP model to incorporate and fuse temporal signals and information. Es-

sentially, this model receives a sequence of 32 frames with a resolution of 224× 224,

as its input and then compares the similarity of this sequence to a given text.

CLIP4Clip

CLIP4Clip is a straightforward expansion of the original CLIP model for learning

representations of video-text data. CLIP4Clip first extracts CLIP embeddings for

each frame and then combines them to create an embedding for the entire video.

Three types of aggregation methods can be used with CLIP4Clip: ‘parameter-free’,

39



‘sequential type’, and ‘tight type’. The first method is a basic averaging technique

that does not require any training. We opt for this aggregation method because it

is not limited to a particular domain, and more importantly, it delivers similar and

competitive results across various benchmarks [119]. The CLIP4Clip model employs

a ViT-B/32 model with an input resolution of 224×224 pixels. Note that CLIP4Clip

is very similar to the approach used in our preliminary evaluation (the approaches

were developed and published in parallel).

Frozen-In-Time

Frozen-In-Time is a transformer-based model that effectively learns a joint represen-

tation of video and text. The model supports single and multi-frame inputs, allowing

it to leverage the strengths of both image and video datasets. This model treats

image inputs as a special case of videos that are “frozen” in time. This model accepts

frames and images with a 224× 224 pixels resolution.

BridgeFormer

BridgeFormer is a video-text pre-training model based on a Multiple Choice Questions

(MCQ) formulation. This model is trained to answer questions constructed by the

text features, based on video features. This formulation enables the model to capture

additional regional content and temporal dynamics in videos, in addition to semantic

associations between local video-text features. BridgeFormer works on the input

resolution of 224× 224 pixels.

Random baseline

Our labeled dataset comprises only 220 videos, which may result in inflated accuracy

rates across all models. We include a Random Baseline to evaluate the efficacy of

our proposed methods compared to randomly reviewing videos. This model assigns

random similarity scores to query and video pairs, returning a random order of videos
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for queries. Therefore, this random retriever provides a way to determine the actual

benefit of the proposed models.

Implementation details

We used official libraries for the CLIP4 and OpenCLIP5 models. Since CLIP and

OpenCLIP work at the individual frame level, we used two aggregation methods for

all models of this kind, max and mean. For a given query and a video, we calculate

the similarity score between all embeddings of frames and the embedding of the given

query. For the max aggregator, we choose the maximum score among all frames with

the query and use it as the final score, and for the mean aggregator, we use the

average of the top 5 similar frame count scores (as discussed in Section 3.4).

We used the XCLIP implementation from the Hugging Face library [202]. Since

XCLIP expects an array of 32 frames as input, we fed the model a rolling window of

32 frames and stored multiple embeddings per video. For a given query and a video,

we calculated the text embedding of the video with all window embeddings and used

the max aggregator to calculate the final similarity score.

We employed the Towhee framework6 to implement the CLIP4Clip, Frozen-In-

Time, and BridgeFormer models. For each input video, we uniformly sampled frames

and fed them to the respective model. Specifically, we utilized the uniform temporal

subsampling7 technique to extract frames from each video.

3.7.4 Experimental results

Table 3.6 shows the results of our experiment, and Figure 3.4 illustrates samples

of successful retrieval. The considerable gap between the results of the Random

Baseline and the other models demonstrates that the selected models are genuinely

detecting relevant information and are not simply benefiting from chance.

4Github - OpenAI CLIP
5Github - mlfoundations OpenCLIP
6https://towhee.io/
7PyTorch Video Documentation
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ViT-L/14 and ViT-L/14@336px perform best, with ViT-L/14@336px marginally

better. Our results show the ViT-L/14@336px model consistently outperforms all

other tested models. It achieves a Top-10 accuracy of 49.44% and its Top-50 accuracy

reaches up to 82.58%, suggesting it can successfully identify relevant videos for most

queries.

Both input resolution and architecture are important factors in bug

video identification performance. Among all tested models, some have dif-

ferent input resolutions, e.g., RN50x64 has an input size of 448 × 448 pixels, and

ViT-L/14@336px has 336 × 336 pixels. Higher-resolution inputs provide more in-

formation for the model to process, paving the way for better performance at the

expense of increased computational resources (discussed in Section 3.7.5). Compar-

ing performance among architectures based on ViT (ViT-L/14 vs ViT-L/14@336px),

shows indeed that higher resolution inputs lead to better performance. However,

the ViT architecture performs better than the ResNet architecture (RN50x64 vs

ViT-L/14@336px), despite the fact that ResNet uses a higher input resolution. This

suggests that both model size and architecture play roles in the final performance of

a model.

Video-text models consistently perform worse than image-text models

for gameplay videos. Among all tested video-text models, XCLIP achieves better

Top-1 and Top-5 accuracies. However, as we gradually increase the accuracy thresh-

old, the advantage of XCLIP seems to diminish, and all video-text models perform

similarly and consistently worse than image-text models. This low performance at

first is counter-intuitive since video-text models have the ability to exploit temporal

information in videos and should perform better than image-text models. However,

this low performance happens because these models have been fine-tuned on real-

world videos, which are very different from gameplay videos, i.e., gameplay videos

are considered out-of-distribution for these models. This finding is aligned with the

observations reported by other previous studies [203, 84].
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Image-text models cannot exploit the temporal dimension but are able

to use other information to find relevant videos. A subset of bugs in our

dataset manifest themselves over time, and one can not detect them from a single

frame. For instance, when an object is unintentionally shaking, individual frames

do not reflect this behavior and we need to incorporate the temporal aspects of the

video. Even though both CLIP and OpenCLIP are image-text models and lack an

understanding of the temporal aspects of a video, they consistently performed better

than video-text models. After carefully analyzing some queries, we found that image-

text models oftentimes utilize a portion of the query to retrieve the most relevant

videos that represent the query as closely as possible. For instance, for the query “A

person is being teleported into the sky”, CLIP retrieves videos showing aerial views of

the game world, which turn out to be the correct videos for the given query.

3.7.5 GPU memory usage and search speed analysis

The ViT-L/14@336px model outperforms its counterparts at every accuracy threshold;

however, this performance comes with the drawback of higher GPU memory usage,

which might hinder its usage compared to other models. In this section, we present the

GPU memory requirements for each model. We used the gpustat8 Python package

to determine GPU memory usage for each model. We created a sample script that

loads and passes input to the model and measures the maximum memory utilization.

For both CLIP and OpenCLIP families, we use a batch size of 256 images as input.

This batch size is roughly equivalent to the length of all frames in a short video (e.g.,

a 10-second video with 24 frames per second). For all video-text models, we use

an input that matches the network input dimensions. These measurements provide

an approximate estimate of the GPU memory required to calculate the similarity

of a gameplay video with a text query. Table 3.7 shows the GPU memory usage

measurements. As we can see, the OpenCLIP ViT-g/14 model requires the most

8https://github.com/wookayin/gpustat
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Table 3.6: The performance of the studied models on our labeled dataset of 220 videos
– The bold numbers highlight the best-performing model. (%)

Model Name Modality Aggregator Top-1 Top-5 Top-10 Top-15 Top-20 Top-25 Top-50

Random Baseline video-text - 3.93 6.74 8.99 12.92 16.29 20.22 32.02

C
L
IP

ViT-L/14 image-text Max 17.42 33.15 42.70 52.25 55.62 62.36 79.21

ViT-L/14@336px image-text Max 21.91 38.20 47.19 52.81 56.74 62.92 80.34

ViT-B/16 image-text Max 15.73 31.46 41.57 48.31 51.12 53.37 75.28

ViT-B/32 image-text Max 15.73 25.84 34.83 42.70 48.31 53.93 68.54

RN50x64 image-text Max 16.29 35.39 41.57 48.31 51.69 56.18 74.16

ViT-L/14 image-text Mean 19.66 34.27 44.94 55.06 58.99 62.92 82.02

ViT-L/14@336px image-text Mean 22.47 40.45 49.44 56.74 62.36 66.85 82.58

ViT-B/16 image-text Mean 20.22 32.58 41.01 46.07 53.37 57.30 79.21

ViT-B/32 image-text Mean 15.73 32.02 41.57 46.07 53.37 55.62 73.03

RN50x64 image-text Mean 16.85 35.39 42.70 50.56 55.06 61.24 78.65

O
p
e
n
C

L
IP

ViT-H/14 image-text Max 16.85 29.21 36.52 47.75 51.69 55.62 70.79

ViT-g/14 image-text Max 17.42 27.53 35.96 43.82 50.00 52.81 69.66

ViT-H/14 image-text Mean 19.10 32.02 42.13 48.88 52.25 55.06 73.60

ViT-g/14 image-text Mean 16.85 31.46 38.76 47.75 53.37 59.55 73.60

XCLIP [134] video-text Max 10.11 21.91 29.78 37.64 43.26 51.69 69.66

CLIP4Clip [119] video-text - 7.87 21.35 33.71 41.57 47.19 52.25 66.85

BridgeFormer [49] video-text - 7.87 18.54 29.78 40.45 46.63 52.81 70.22

Frozen-In-Time [12] video-text - 6.18 17.98 28.09 33.71 39.89 47.75 66.29
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memory, but according to our results in Table 3.6, its performance falls behind the

CLIP ViT-L/14@336px model. Also, the ResNet model requires considerably more

GPU memory than the better-performing ViT models. Hence, model performance is

not necessarily correlated with GPU memory requirements.

Table 3.7: GPU memory usage of the studied models.

Model VRAM (MB) Input Size Embedding Size

ViT-L/14 5,861 224× 224px 768

ViT-L/14@336px 11,803 336× 336px 768

ViT-B/16 4,361 224× 224px 512

ViT-B/32 2,551 224× 224px 512

RN50x64 21,829 448× 448px 768

ViT-H/14 15,559 224× 224px 1024

ViT-g/14 13,275 224× 224px 1024

XCLIP 7,979 224× 224px 512

CLIP4Clip 2,987 224× 224px 512

BridgeFormer 3,463 224× 224px 512

Frozen-In-Time 3,405 224× 224px 512

An additional factor that impacts the practical application of our method is the

search speed, which refers to how fast a video can be retrieved. Our method requires

a one-time pre-processing of videos into embeddings, which can conveniently be per-

formed overnight or as part of a company’s continuous build process. This enables

subsequent search queries to be efficiently addressed using the generated embedding

files. By employing the Faiss library [75], the search process can be executed in a mat-

ter of milliseconds, even when handling a dataset comprising millions of frames. This

efficiency makes the search both practical and realistic in real-world circumstances.

3.8 Discussion and limitations

In this section, we discuss the strengths and weaknesses of our approach, based on

the results of our experiments. Figure 3.4 shows several example video frames from
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(a) � Video of ‘A faceless person.’ (b) � Video of ‘A horse is running on its two

legs.’

(c) � Video of ‘A boat is floating in the air.’ (d) � Video of ‘A person is stuck in a tree.’

Figure 3.4: Relevant gameplay videos identified using our approach with bug queries
in a game from the Assassin’s Creed franchise. Our method can effectively retrieve
highly specific bugs using textual descriptions, without depending on specialized vo-
cabulary or technical terms.

videos identified when searching gameplay videos with text queries using our ap-

proach. These examples help to illustrate the promising potential of our approach.

Given that our method does not require any training in gameplay videos, our zero-

shot setup for detecting objects in videos is promising. During our experiments, the

first author manually analyzed each video returned by our search approach, including

false positives. Below, we highlight our observations about retrieving buggy gameplay

videos using our approach:

Handling technical and non-technical terms

Our observations suggest CLIP understands these technical terms, and sometimes,

describing a bug in simple words retrieves relevant videos. For instance, Figure 3.4(a)

illustrates a game character without facial features. CLIP can retrieve this video
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using both a specialized term like “a low-poly face,” and a common and non-technical

description such as “a faceless person.” It is worth noting that non-technical users

and gamers could describe bugs using non-technical terms in their bug reports. For

example, game reviews tend to contain implicit bug reports which are often written

by non-technical users [103]. Our approach would help developers to gather more

information about such bug reports.

Adversarial poses

An important category of problems is the unusual pose of familiar objects. As ex-

tensively tested and reported by Alcorn et al. [5], neural networks occasionally

misclassify objects when they have different poses than what they used to have in the

training set. For example, consider a neural network that can detect a “car ” in an

image. It is possible to find a particular camera angle for which the neural network

can not detect the “car ” in that image. In a dataset of natural images, there may

be many examples of cars, but the camera angle and the position of the car relative

to the camera usually does not vary much. A neural network trained on such data

will struggle to detect a car when it sees it from a very unusual angle (e.g. when it is

positioned vertically).

Embedding size

In our experiment, we used a range of models with different architectures and modal-

ities. A key variable in these models is the embedding size. The embedding size is a

fixed-length vector that summarizes the contents of an image or video. For the mod-

els we tested, the embedding size varied from 512 to 1024. A natural question arises:

Are larger embedding sizes necessarily better? Our findings indicate that there is no

direct correlation between embedding size and performance. This is evident by com-

paring the models like ViT-L/14@336px and ViT-g/14 which have dimension sizes of

768 and 1024 respectively, but the performance of ViT-L/14@336px is consistently
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better than ViT-g/14. One explanation is that the final embedding size alone does

not guarantee the quality of the embedding, and this factor is largely dependent on

the architecture and the computational power spent on the training rather than other

factors.

Rapid camera motion causes confusion in video-text models

Among video-text models, especially XCLIP, we noticed an unexpected behavior of

the model when the video contains rapid camera motion. After reviewing a subset of

queries that result in retrieving unrelated videos, we observed that the top matching

video often contained rapid camera movements, such as orbital movement (which is

sometimes known as the “death cam”9 in gaming communities). These movements,

which are present in many gameplay videos, can be considered ‘adversarial samples,’

create distractions and leading to incorrect query-video matching.

Video quality

Our dataset is constructed from internet videos, which are often in low-resolution

formats. However, due to lossy and heavy video compression, a significant predictive

signal is lost, which can pose a challenge for any vision model. Furthermore, we

have observed that sometimes, the extracted frames have very low quality. While

human vision has no problem detecting objects in the video, sometimes CLIP models

cannot properly detect them. It is worth mentioning that, in a controlled testing

environment within a gaming company, high-quality videos can be recorded without

incurring significant costs, thus avoiding any problems that may arise due to video

quality.

CLIP can recognize texts

Another observation is about text patches inside gameplay videos. CLIP can read the

text inside an image as well. This feature is not something that the model was explic-

9You can view a sample by watching � this video.
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itly trained for, but rather some emergent behavior of pre-training in a contrastive

setting. Sometimes searching a particular text query will result in retrieving a video

that ignores the meaning of the text query, but the image contains that text. For

example, if any video frames include a text field containing “a blue car ”, searching

for the query “a blue car ”, will retrieve that video. Obviously, depending on the use

case, this can be treated as both a feature and a bug.

Confusing textures and patterns in the images

The textures and patterns can pose influential distractions and confusion for the

neural network model in our approach. Sometimes a part of a game environment

has a texture similar to another object. For example, our model confuses a striped

colored wall in the Grand Theft Auto V game with a “parachute.” This category of

problems is hard to encounter globally because each game has a diverse look and feel

and creative artistic directions.

Confusions in accurately recognizing objects with CLIP

The CLIP model struggles to accurately distinguish between various objects, with

vehicles and animals serving as notable examples. In our analysis, we discovered

instances where the search results partially matched the textual description but mis-

takenly featured a different object from the intended category. Our manual evaluation

showed that CLIP often make errors in identifying various vehicles, such as cars, air-

planes and tanks. Likewise, the model struggles to differentiate between four-legged

animals, including dogs, cats, wolves, cows, horses, etc.

3.9 Threats to validity

In this section, we discuss potential internal and external factors that may affect our

findings.
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3.9.1 Threats to internal validity

Size of dataset in the industry-related evaluation

The validation set used in the industry experiment comprises 220 videos. Although

this dataset encompasses all videos from our selected game, it remains relatively small

compared to the entire GamePhysics dataset. Labeling a dataset is a laborious, time-

consuming, and costly task. In this study, we selected a single, representative game

illustrating the challenges of an underdeveloped industry game. When adapting our

method, it is important to consider that depending on video game visuals and the

size of the dataset, the number of false positives can increase or decrease.

Effect of subsampling on the performance

Our straightforward extension of image-text models for video data entails initially

encoding all frames using the model, followed by an aggregation step, to select one

or several frames that exhibit the highest degree of alignment with the given query.

Conversely, video-text models are designed to inherently accept a collection of frames

as input and subsequently generate an embedding. Yet, these models do not work

on all frames, and in the initial step, they subsample the input video. We employed

uniform sampling to select specific frames for these models; however, this approach

may result in the loss of frames, potentially leading to diminished performance.

3.9.2 Threats to external validity

Dataset generalizability and video length

As our dataset predominantly consists of gameplay videos that contain game physics

bugs, our approach may not be as effective for other datasets of gameplay videos that

contain other types of bugs. Non-curated datasets may contain many more videos of

non-buggy gameplay, for example, if using gameplay streaming footage. Additionally,

we excluded long (>60 seconds) videos, meaning our approach may not be effective

for long videos. We also ignored videos with scores of zero from the GamePhysics
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subreddit. After manually checking a random sample of low-scored posts we observed

that a score of 0 almost always indicated low quality/spam/etc. This threshold might

not be applicable for other subreddits. Future research is required to evaluate our

approach with long videos and non-curated datasets.

3.10 Conclusion

In this chapter, we proposed a novel approach to mine large repositories of gameplay

videos by leveraging the zero-shot transfer capabilities of CLIP to connect video

frames with an English text query. Our method can find objects in a large video

dataset using simple and compound queries. Additionally, our approach demonstrates

promising performance in detecting specific (bug-related) events, suggesting potential

applicability in automatic bug identification for video games. Without fine-tuning or

re-training for the video game domain, our method shows surprising effectiveness in

most studied games.

In a preliminary study, we evaluated our method on a dataset of 6,192 videos from

8 games with different visual styles and elements to assess its capability in identifying

objects in a gameplay video date. Our experiment confirms that CLIP can generalize

to video game data and can effectively identify objects with simple and compound

queries.

In a controlled setting, we evaluated our method on a video game from the Assas-

sin’s Creed franchise to understand the benefits and limitations of our method in a real

game development environment. Our findings showcase the usefulness and potential

of our technique in retrieving gameplay videos using natural language descriptions of

bugs. The Top-10 accuracy of our best-performing model reaches 49.44Ġiven out-of-

distribution nature of video game footage and video game bugs, this result is quite

promising. Furthermore, our research demonstrates that, by employing our CLIP-

based search method, it is possible to retrieve relevant videos for up to 82.58% of

queries. Despite potentially needing to review up to 8 minutes of video footage per
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query, this approach highlights the practicality of our method in aiding developers

and quality assurance teams to rapidly identify and resolve issues within their games.

Additionally, we carried out a comparative study between various video-text and

image-text models to assess their performance. Initially, it was anticipated that video-

text models would be at an advantage, given their ability to integrate temporal infor-

mation. However, our findings demonstrate that all tested video-text models under-

performed in comparison to their image-text counterparts. This discrepancy can be

attributed to factors such as out-of-distribution visuals of the game as well as camera

motions that are very different from those in regular video datasets.

In conclusion, our novel method for retrieving gameplay videos demonstrates a

significant advancement in the field of video game quality assurance. Our method

provides a rapid and efficient approach to search through large quantities of video

content, enabling quality assurance teams to rapidly identify relevant data related to

game bugs. Finally, our approach lays the foundation for utilizing contrastive learning

models for zero-shot bug identification in video games. Future work in this line of

research will provide more insights into video game bugs and will pave the way to

creating a new paradigm of automated bug detection methods for video games.
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Chapter 4

GlitchBench: Can large multimodal

models detect video game glitches?

Bibliographic information: This chapter was published as: Taesiri, Moham-
mad Reza, et al. “GlitchBench: Can large multimodal models detect video game
glitches?” in the Proceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition (CVPR) 2024 [174].

Large multimodal models (LMMs) have evolved from large language models (LLMs)

to integrate multiple input modalities, such as visual inputs. This integration aug-

ments the capacity of LLMs for tasks requiring visual comprehension and reasoning.

However, the extent and limitations of their enhanced abilities are not fully under-

stood, especially when it comes to real-world tasks. To address this gap, we introduce

GlitchBench, a novel benchmark derived from video-game quality assurance tasks, to

test and evaluate the reasoning capabilities of LMMs. Our benchmark is curated from

a variety of unusual and glitched scenarios from video games and aims to challenge

both the visual and linguistic reasoning powers of LMMs in detecting and interpret-

ing out-of-the-ordinary events. Our evaluation shows that GlitchBench presents a

new, interesting challenge to state-of-the-art LMMs. Code and data are available at:

https://glitchbench.github.io/
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4.1 Introduction

The video game industry boasts an estimated annual revenue of USD 217 billion [158]

with a total of 3.2 billion gamers worldwide in 2022 [157]. Automatically detecting in-

game glitches is, therefore, a highly demanding task, but that remains a long-standing

challenge [154, 176, 175, 105, 229, 155, 27, 201, 133]. A glitch is an unexpected frame

that occurs within a game due to either an unforeseen software bug, player actions, or

unanticipated interactions between game elements and does not result in a program

crash. From a computer vision perspective, glitch detection involves recognizing an

extremely wide spectrum of long-tail video frames, from rendering (e.g., 3D objects

with missing textures; Fig. 4.2f), unrealistic physics (e.g., two people sitting in an

invisible car; Fig. 4.2b), to semantic errors (e.g., indoor rain; Fig. 4.1). Unlike software

bugs that can be caught by examining the code alone, glitches are more non-trivial

to detect because they are mostly the result of a one-time event that unexpectedly

happens in-game.

A holy grail of game quality assurance is to build a general glitch detector that

works for any game of any genre and mechanics. We set the first step toward this

goal by building GlitchBench, an evaluation benchmark of 593 glitches, leveraging

the public’s crowd knowledge from the game community’s reports on reddit.com/

r/GamePhysics. The glitches span across 205 games of various genres. Each glitch

has a video clip, a representative frame, a one-line description, and a reference to a

corresponding Reddit thread where gamers discussed the error.

Large image-text, multimodal models (LMMs), such as GPT-4V [138], are improv-

ing at an unprecedentedly fast pace. They excel in many existing tasks, including

object detection [209, 113], multi-step reasoning [25, 94, 4, 10], and detailed image

captioning [138, 104, 108, 210, 142]. Testing LMMs on GlitchBench may yield impor-

tant findings not only to the game industry but also to the Artificial Intelligence (AI)

community because glitch detection requires a combination of knowledge and under-
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GPT-4V fails to focus on the rain inside the room

Question: What is wrong with this image?
Ground truth: It is raining inside the building
GPT-4V: There’s nothing inherently “wrong” with this image; however, if
you’re referring to inconsistencies or peculiarities that might not align with
the established Batman canon, the red Batman suit is unusual since Batman
is traditionally known in black or very dark colors. The use of red could be an
artistic choice for the game, an alternate suit available within the game’s
universe, or indicative of a different character who takes on the Batman
mantle.

Figure 4.1: The image depicts a screenshot in which it rains inside a room. While
the rain should be what is wrong with the image, GPT-4V fails to reason correctly
and instead focuses on the color of Batman’s costume. Note that the ground truth is
never presented as part of the prompt in our study.
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standing of image aesthetics, computer graphics, physics and commonsense reasoning

(skills that are often tested individually in a benchmark [20]).

In this chapter, we evaluate how well LMMs perform in detecting glitches from a

single frame. Our main findings and contributions include:

1. We introduce GlitchBench, which contains 330 glitch-free and 593 glitch screens

taken from 205 games for evaluating LMMs (Sec. 4.3).

2. We evaluate 11 state-of-the-art LMMs, including GPT-4V [138] and LLaVA [108]

on our benchmark and in comparison with the performance on 6 other common

benchmarks (Sec. 4.4).

3. LMMs are better at detecting glitches that violate simple physical laws (e.g., a

car flying in the air) than other more subtle glitches (e.g., human limbs in an

implausible pose; Fig. 4.6).

4. The state-of-the-art model on GlitchBench is GPT-4V with 43.4% accuracy.

In the extensive captioning setup, we estimated the upper limits of models,

and GPT-4V can achieve an accuracy of 64.9%, which is almost twice that of

LLaVA, the second-best model (30.5%).

5. In sum, there exists a headroom of 30–35% on GlitchBench for future LMM

models to improve, presenting an interesting challenge to the AI community.

4.2 Related work

4.2.1 Multimodal, image-text datasets

Recently, there has been rapid development of large multimodal models that can pro-

cess multiple modalities, including visual and textual inputs. Existing datasets that

come with human-generated image captions, such as COCO Caption [29], Nocaps [3],

CapFilt: [97] and Flickr30k [145], can serve as a simple way to evaluate language
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(a) A person stuck in a piece of furniture (b) Two people driving an invisible car

(c) A rifle floating in the air (d) A person is floating in the air

(e) The gun in the hand is missing (f) The table cover has a placeholder texture

Figure 4.2: Sample images from the GlitchBench showing glitches in various games
with distinct styles. Samples (a)–(e) are captured from online videos, while sample
(f) is generated inside the Unity game engine.

models. By providing the image, we can ask a model to describe it and then compare

the generated caption with the ground truth [108, 211, 111]. Image captioning is a

narrow domain and can be extended into visual question answering (VQA) by asking

questions related to an image. Datasets like GQA [70], OK-VQA [126], VQAv2 [54],

and Vizwiz [57] contain image-question pairs to probe the visual reasoning and un-

derstanding of LMMs.
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Building upon simple VQAs, several benchmarks aim to increase the complexity of

tasks over different dimensions. TextVQA [170], OCR-VQA [131] and TextCap[169]

propose questions about the text shown in the image. ScienceQA [116] and Math-

Vista [115] focus on scientific topics and charts, while VCR [216] and Sherlock [216]

focus on commonsense reasoning. Moreover, AI2D [65] is directed at questions con-

cerning scientific diagrams, and IconQA [117] targets the comprehension of abstract

diagrams. Each of these benchmarks is designed to push the boundaries of VQA

systems by introducing specialized content that requires advanced reasoning and un-

derstanding.

There are also comprehensive evaluation frameworks that assess multimodal lan-

guage models across a wider spectrum of capabilities. These evaluations extend be-

yond visual and textual reasoning to encompass a variety of skills such as generation,

question answering, adherence to instructions, and the application of commonsense

logic. Notable among these are SEED-Bench [93] , MME [46], MMBench [114], MM-

Vet [213], VisIT-Bench [20], which collectively serve to provide a robust measure of

a model’s proficiency in handling tasks that integrate multiple modalities.

Unlike traditional datasets that contain queries about elements present in the im-

age, our approach is novel in directing models to discern the atypical aspects, i.e.,

glitches, with no linguistic hints provided. We show an image to the model and ask

it to report unusual aspects of it. Such questions require a more integrated approach

to visual and linguistic processing within an LMM to formulate a response.

4.2.2 Vision-language stress testing

Out-of-distribution (OOD) datasets have become a cornerstone for evaluating the

capabilities and progress of machine learning models. In standard image classification,

in particular the ImageNet [162] dataset, the introduction of datasets [62, 62, 64, 179]

has underscored the importance of robustness and generalization in model evaluation.

As we move from simple image classification tasks to more complex multimodal tasks,
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there is an increasing need for similar OOD datasets that can comprehensively test

the generalization abilities of LMMs.

There are several studies that stress test various aspects of vision from different

angles, such as compositional and spatial reasoning [78, 50, 184, 73], objects placed

out of context and implausible scenes [31, 56, 230], and the exploitation of language

and vision priors [106, 45].

The closest benchmark to ours is Whoops [56], which is designed to challenge

commonsense knowledge and reasoning in LMMs. However, our dataset differs in

several ways: (1) The tasks in GlitchBench come from real-world tasks, specifically

video game quality assurance, and are not artificially created to test models. (2)

Whoops requires cultural and background knowledge to answer; for example, A panda

bear is catching salmon fish is unusual since pandas subsist almost entirely on bamboo.

In contrast, our dataset contains samples that contradict basic commonsense and the

physics of the world. (3) Finally, images in Whoops are synthesized using image-to-

text models; they are clear without artifacts, centered in the image, and do not stress

the visual side of the image, focusing on the context. In contrast, for GlitchBench,

models need to fully scan the image to identify its unusual aspects (Fig. 4.2), and

there are many distracting elements present in the image, challenging them to focus

on the correct part of the image.

4.2.3 Empirical analysis of recent LMMs

With the release of recent proprietary LLMs, such as GPT-4V and Bard [52], some

studies attempt to evaluate and report the performance of these models on various

benchmarks and tasks [204, 34, 150]. The main goal of these studies is to provide

a comprehensive evaluation of the models across various well-established tasks and

some narrow domains [200, 208]. The main difference between our work and these

studies is that we propose a general, stress-testing benchmark to measure the gen-

eralization power of various LLMs, both proprietary and open source, on a specific,
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glitch-detection task in the game industry.

4.3 GlitchBench

In this section, we describe the creation process of GlitchBench, a benchmark aimed

at stress-testing visual perception and commonsense reasoning in LMMs, motivated

by real-world game quality assurance tasks.

During development, video games go through many stages of testing to reach cer-

tain quality standards before release. However, even after release, they can still exhibit

unusual in-game events, or glitches. Glitches, often viewed as annoying bugs, can also

possess a humorous and entertaining aspect. Players frequently report glitches across

various social media platforms, particularly on Reddit and YouTube. A critical as-

pect of understanding glitches is the requirement of commonsense knowledge about

the basic laws of physics of the game’s universe, making them a suitable and practi-

cal candidate for testing machine learning models. Fig. 4.2 shows six samples from

GlitchBench.

4.3.1 Constructing the dataset

GlitchBench contains two parts: (1) 513 samples shared by players of video games,

i.e., frames collected from online sources, and (2) 75 synthetic samples.

Samples shared by players of video games: To construct our dataset, we sam-

pled 1,000 videos from the GamePhysics [176] dataset. This dataset consists of videos

from a subreddit with the same name, containing gameplay video clips with unusual

events and glitches.

Next, we conducted a manual review process to filter videos based on two criteria:

(1) the presence of a glitch in the video, and (2) the potential for humans to detect

the glitch from a single frame. The second criterion is key because certain glitches,

such as those involving rapid shaking or changes in size over time, cannot be detected
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from a still image alone.

After applying these filters, we extracted one frame from each remaining video,

resulting in a collection of 650 samples. Our final round of manual reviews revealed

two potential issues: (1) some glitches are not detectable from the extracted image

and require more context to understand, and (2) some images contain the faces of

gamers who streamed the content on an online platform (which could cause the LMM

to identify these faces as what is wrong with the images). After removing videos that

contain one of these issues, our final glitch set contains 513 images.

Generating synthetic samples with Unity: To enhance our dataset, we supple-

mented samples from the GamePhysics dataset with 75 synthetic examples created

inside the Unity game engine. These samples were specifically designed to mimic a

subset of common development-stage bugs [154, 175, 105] that are not readily avail-

able in online social media platforms and, hence, to diminish the survivor bias effect.

These flaws are often fixed before the public release of a game through the quality

assurance process of a game development company and are therefore not often posted

on social media.

Our synthetic sample generation process involves the injection of three categories

of glitches into each scene: (1) placeholder textures, (2) object mesh distortions, and

(3) low-resolution textures.

Glitch-free images: Our focus is on glitch frames, as they are more challenging to

capture and collect. However, to establish a baseline for comparison, we also included

a set of glitch-free images. To accomplish this, we randomly selected gameplay walk-

throughs from various games on YouTube. From these walkthroughs, we extracted a

random subset of frames, resulting in the compilation of a dataset consisting of 330

frames sourced from a diverse array of games. The groundtruth captions for these

glitch-free images is “There is nothing wrong with this image”.
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4.3.2 Labeling the dataset

For all images, we provide a short description of the glitch present in the image. Our

goal is to label the images briefly, highlighting only the unusual elements in simple

language. For instance, if an image depicts a character with a contorted physique,

the label would simply state, “character has an unnatural body position”.

It is important to highlight that some images can be described in many different

ways. Diverse phrases such as “falling from the sky”, “suspended in mid-air”, or

“jumping in the air” might all refer to a single event. Instead of handling such cases

in the labeling process, in the evaluation process, we incorporate a language model

to diminish the effect of this (see Sec. 4.4.1).

4.3.3 Categorizing the glitch types in the images

In this section, we provide a high-level categorization of glitches in our dataset. While

there have been some attempts to provide a taxonomy of video game bugs [90, 188],

these taxonomies do not provide descriptions that are adequate to automate bug

categorization.

We propose a novel human-AI team-based method to build a categorization based

on the descriptions of the images. This process is a collaborative effort between GPT-4

and humans, where GPT-4 suggests initial categories, and then humans refine these

suggestions by providing feedback or asking the model to re-evaluate its output,

harnessing the reflective ability of GPT-4 [168]. Finally, we manually bridge the

resulting categories to those proposed by Lewis et al. [90] based on the semantics and

instances of the glitches in our dataset.

Process: We prompt GPT-4 with all the glitch descriptions in our dataset and ask it

to generate a categorization based on the descriptions and semantics of the glitches.

In each subsequent iteration, we provide feedback in one of two ways: (1) we ask

GPT-4 to review its previous answer through reflection, or (2) we explicitly instruct
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the model to merge two categories that are semantically similar. We stop when the

model no longer changes its answer through reflection or when we can no longer merge

categories.

In the last step, to assign each image to a category, we prompt GPT-4 with the

description of the glitch and the final categories and ask it to assign each image to one

of them. The final categories, the number of instances, examples for each category,

and the parent category proposed by Lewis et al. [90] are outlined in Table 4.1.

Table 4.1: Categorization of video game glitches in GlitchBench. Numbers high-
lighted in ■ show the number of images in each category. Categories highlighted in
■ show the corresponding categories proposed by Lewis et al. [90].

Physics, Collision, and Spawn Images: 422

(Non-Temporal → Invalid position)

1. Objects and characters floating or stuck in the air (Fig. 4.2d).

2. Characters or objects clipping through solid objects like walls, floors, or ground.

3. Vehicles or characters falling under the game map.

Animation and Pose Images: 75

(Non-Temporal → Invalid graphical representation)

1. Unusual or impossible body poses and positions (Fig. 4.6).

2. Characters in a T-pose or with distorted body parts.

3. Incorrect animations for certain actions.

Rendering and Texture Images: 67

(Non-Temporal → Invalid graphical representation)

1. Mesh stretches or objects with distorted shapes.

2. Missing textures or objects displaying a “default” placeholder texture (Fig. 4.2f).

3. Objects with low-resolution.

Camera, User Interface, and Lighting Images: 26

(Non-Temporal → Invalid value change)

1. Camera issues such as clipping inside objects or improper character views.

2. In-game menus displaying incorrect elements.

3. Shadows or lighting effects that do not match the environment.
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4.4 Experiments

4.4.1 Experimental setup

Formulating Questions: We designed GlitchBench as a free-text response bench-

mark, in contrast with traditional LMM benchmarks that utilize Yes/No or multiple-

choice formats [46, 93]. We ask models to describe the unusual aspects of an image

by answering three questions:

(Q1) What is unusual about this image?

(Q2) What is wrong with this image?

(Q3) Describe the image in detail

Note that we do not explicitly use the word glitch in the question, and we use simple

language similar to what a layperson would use. During the inference, we allow

models to come up with their own reasoning, and after the model generates the full

response, we record it for further evaluation and comparison with the ground truth.

The rationale for free-text answers is that including an ‘unusual’ event description

among choices hints to the LMM, letting it answer while disregarding visual aspects.

We included question Q3 to assess whether the models can accurately report any

glitches or unusual elements within the image in extensive captioning. Essentially,

this question serves as a visual perception test, evaluating whether the models can

identify and describe unusual aspects of the image in a more relaxed condition. For

example, in the sample shown in Fig. 4.1, we test the model to see if it can identify

the presence of rain in the room. In this case, it indicates that it is raining outside.

Evaluation: Following recent successes [212, 226, 107, 20] we employ a language

model as a judge to evaluate the model’s responses. We use Llama-2-70B-Chat [186]

to compare the model-generated text with the ground truth and determine whether
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4.4.2 Quantitative results

Table 4.2 shows the performance of all the tested models for the three questions. The

Average performance on Q1 and Q2 is the main result of our benchmark. GPT-

4V is the best-performing model, achieving 57.2% (Q1) and 29.5% (Q2) and an

average of 43.4%. Next, LLaVA-1.5-13B achieves an average of 35.5% and is the best

performing open-source model. These findings show GlitchBench is challenging for

even state-of-the-art commercial & open-source models.

The performance of GPT-4V on glitch-free images is much higher than on glitch

images, with an average accuracy of 91.6%, which suggests that glitch-free images are

much easier to handle.

Models exhibit different performance depending on the questions being asked, but

all except for the SPHINX family show better performance when prompted with Q1.

Nevertheless, the gap in performance varies, with GPT-4V showing the largest gap

of 27.7pp (57.2% vs. 29.5%). These results highlight that different prompts steer the

behavior of LMMs differently and suggest that multi-step reasoning [199, 83] could

also help LMMs.

Our results also highlight that higher resolutions improve the performance. In

particular, SPHINX-13B, which operates at a higher resolution than SPHINX-7B

(448 × 448 vs. 224 × 224), on average performs +2.9 pp (27.9% vs. 25.0%) better

than the base model. Similarly, OtterHD, which employs Fuyu as the base model

with enhanced flexibility and support for higher image resolutions, outperforms Fuyu

on average by +15.5 (24.0% vs. 8.5%).

Asking LMMs to extensively caption the image using Q3 only triggers GPT-4V

to produce a very verbose response. In many cases, GPT-4V describes many details

in the image and can touch upon the unusual aspects of the image. In this setup,

GPT-4V can achieve 64.9%, which is an increase of +7.7 over Q1 and +21.5 pp better

than the benchmark results. This gap suggests that GPT-4V can see many details in
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the image, but it cannot easily focus on the unusual aspects in the frame, indicating

a gap in its reasoning capabilities across different modalities and prompts.

Human evaluation: Table 4.3 shows the results of comparing between Llama-

2 judgments and human evaluations, with the level of agreement for each model

measured by Cohen’s Kappa [33]. Cohen’s Kappa demonstrates varying levels of

concordance for each model. GPT-4V (0.80), InstructBLIP-7B (0.83), and Qwen-

VL (1.00) exhibit substantial to perfect agreement. In contrast, OtterHD (0.50)

had fair agreement, and Fuyu (-0.09) shows less than chance agreement, suggesting

significant discrepancies. Overall, on all models except for Fuyu, we found above

moderate agreement between Llama-2 and human judgment, while on six models,

this agreement is substantial.

Table 4.2: Accuracy of various LMMs on GlitchBench. Numbers highlighted in
■ represent the average results of Q1 and Q2, which are the main results of the
benchmark. Numbers related to Q3 serve as a visual perception test to measure the
ability of models to report glitches in a relaxed manner. Numbers highlighted in ■

show the maximum agreement achievable with ground truth as perceived by Llama-
2’s judgment (%). Numbers highlighted in ■ represent the results obtained from
GPT-4V on glitch-free images.

Question

GPT-4V

[138]

LLaVA-1.5

[108]

SPHINX

[104]

InstructBLIP

[36]

OtterHD

[92]

Qwen

-VL [11]

MiniGPT

-v2 [26]

Fuyu

[14]

n/a n/a 7B 13B 7B 13B 7B 13B 8B 10B 7B 8B

Q1. What is unusual about this image? 88.2 57.2 35.2 36.3 19.2 25.3 25.3 21.9 24.8 21.2 19.1 8.6

Q2. What is wrong with this image? 95.5 29.5 23.9 34.7 30.9 30.5 13.8 8.9 23.3 9.3 17.9 8.4

Average 91.6 43.4 29.6 35.5 25.0 27.9 19.6 15.4 24.0 15.2 18.5 8.5

Q3. Describe the image in detail. - 64.9 28.0 30.5 17.5 21.9 16.0 11.8 21.6 14.0 16.0 7.6

Maximum Agreement 95.5 64.9 35.2 36.3 30.9 30.5 25.3 21.9 24.8 21.2 19.1 8.6

Accuracy breakdown by category of glitches: Fig. 4.4 shows the breakdown

of the performance of all tested models across the four studied glitch categories.

GPT-4V is the best-performing model across all categories, with the exception of

the Rendering and Texture category, where LLaVA-1.5-13B slightly outperforms it
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Table 4.3: Evaluating a subset of responses for comparing Llama-2 with human judg-
ments: Llama-2 and humans exhibit moderate to substantial agreement on all models
except for Fuyu.

Model Llama-2 Human κ

GPT-4V 60.0 50.0 0.80

LLaVA-1.5-13B 25.0 20.0 0.57

LLaVA-1.5-7B 35.0 15.0 0.49

Long-SPHINX 25.0 35.0 0.53

SPHINX 30.0 25.0 0.63

InstructBLIP-13B 20.0 10.0 0.62

InstructBLIP-7B 20.0 15.0 0.83

MiniGPT-v2 10.0 5.0 0.64

Qwen-VL 20.0 20.0 1.00

OtterHD 25.0 10.0 0.50

Fuyu 20.0 5.0 -0.09

µ± σ 26.4 ± 12.8, 19.1 ± 13.5 0.64

by +2.3 (41.0% vs. 43.3%). Overall, the Animation and Pose category consistently

proves to be the most challenging. This category contains images of characters in

unusual poses, distorted body joints, or twisted bodies (see an example in Fig. 4.6).

4.4.3 Qualitative observations and analysis

Failing to reason about unusual aspects of the image: We observed that in

several cases, particularly in open-source models, the model reports phrases such as

“the problem with this image is that it is computer-generated ” or “this is not an actual

scene but a scene from a video game”, along with similar phrases conveying the same

meaning. These phrases suggest that, despite the model’s ability to see the content

of the image, the language component of the model completely fails to reason about

the content of the image.
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GPT-4V fails to recognize the absence of facial skin

Question: What is wrong with this image?
Ground truth: The character’s face mesh is not rendered correctly.
GPT-4V: The image appears to be from a video game or some form of CGI
(computer-generated imagery) with very high-quality rendering. The
characters depicted are very lifelike, suggesting a significant level of detail and
investment in graphics. However, there’s nothing inherently “wrong" with the
image in terms of content; it seems to portray a close-up moment between two
characters.
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth. While it acknowledges
the high quality of the graphics and the lifelike nature of the characters, it
does not address the issue of the character’s face mesh not being rendered
correctly, which is the main focus of the ground truth.

Figure 4.5: One of the several cases in which GPT-4V fails to detect a problem with
facial features.
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and incorrect animations being displayed. For instance, Fig. 4.6 shows an example

of an unnatural arm position for a basketball player that GPT-4V cannot detect.

This category can be further divided into three subcategories: (1) Heavily distorted

body, e.g., when a character’s body is overstretched or expanded; (2) Nuances in

body configuration, such as contorted or twisted limbs and hands (Fig. 4.6); and (3)

Characters playing animations with invisible props (e.g., a missing gun in the hand,

as shown in Fig. 4.2e).

Prevalent hallucination in open-source models: Hallucination typically refers

to situations in which the model’s generated text contains information not present in

the image [159, 225, 231, 34]. We noticed that open-source models often hallucinate

extra objects or content in the image, e.g., we found that Fuyu’s responses almost

always contain hallucinations (see Appendix A.3.4). The hallucination can contain

additional characters or entirely new objects. These extra elements sometimes mislead

Llama-2 into accepting an incorrect response as correct (see Appendix A.3.5).

Detecting some glitches requires paying attention to small details: Differ-

ent glitches in our dataset require varying levels of visual attention. For example,

when a car is flying in the air (Fig. A.11), it usually occupies a large portion of the

pixels on the screen, and models can easily pick up on such issues. This type of glitch

is easier to catch, and GPT-4V, in particular, is very accurate at detecting it.

Some types of glitches require close attention to detail, such as clipping issues with

clothing, where parts of the clothes intersect with the face or body of a character.

While GPT-4V is generally the best model for detecting clipping, it is still not perfect.

In some cases, GPT-4V misses the clipping, and in other cases, it hallucinates about

clipping (see Appendix A.3.6 for samples).
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GPT-4V fails to detect unusual body configuration

Question: What is unusual about this image?
Ground truth: The left hand of the basketball player is in an
unusual position and is stretched backward.
GPT-4V: The image appears to be a screenshot from a basketball
video game, possibly from the NBA 2K series. The unusual aspects of
this image include: One of the players has a bright orange beard that
stands out from the rest. Another player seems to be kissing or
blowing at the basketball, which is not a typical basketball move or
gesture. The characters and graphics look computer-generated, which
indicates it’s from a video game rather than a real-life game.
The interface at the bottom of the image shows various controls and
buttons, which further suggests that it’s from a video game.
Llama-2 (Judge): No, the generated description does not
accurately convey the key information and themes of the ground
truth. The ground truth focuses on the unusual position of the
basketball player’s left hand, while the generated description
highlights three unusual aspects of the image, none of which relate to
the player’s hand position.

Figure 4.6: The image shows a basketball player with an unnatural, impossible elbow
pose. GPT-4V fails to focus on small details such as body configuration and is unable
to report this issue.
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4.5 Discussion and limitation

Comparing GlitchBench with other benchmarks: Tab. 4.4 shows the perfor-

mance of various models across different benchmarks, which shows that GPT-4V has

different performance against open-source models compared to GlitchBench. E.g.,

LLaVA-1.5 and QWEN-VL score +5.8 (80.0% vs 74.2%) and +5.3 pp (79.5% vs

74.2%) higher than GPT-4V on VQAv2. On GlitchBench they lag behind by -9.9

(33.4% vs. 43.5%) and -28 pp (15.4% vs. 43.4%). The largest gap is seen in Fuyu’s

performance against GPT-4V: while Fuyu exceeds on both OKVQA and AI2D, it

significantly lags behind on GlitchBench with only 8.5% compared to GPT-4V’s

43.4%.

In sum, across multiple existing LMM benchmarks, open-source models can per-

form on par with or even surpass GPT-4V. However, their performance on GlitchBench,

which is derived from a real-world task in game quality assurance, falls significantly

short of GPT-4V. In other words, the performance of models in real-world settings

does not correlate well with existing benchmarks. This discrepancy partly comes

from the design choices typical of LMM benchmarks, as they often opt for Yes/No or

multiple-choice formats [93, 114, 46]. These formats allow models to find shortcuts

for scoring high without necessarily generalizing well to other tasks.

Limitation: We constructed our dataset by randomly sampling videos and observed

a prevalence of video games with an open-world genre on the Reddit website. Conse-

quently, during our sampling process, video games from this genre, characterized by

their distinct mechanics, were more frequently represented compared to other types.

4.6 Conclusion

We introduce GlitchBench, a new challenging benchmark for evaluating multimodal

models on the video game glitch detection task. Detecting glitches requires various
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Table 4.4: Comparing accuracy of models on GlitchBench and other visual bench-
marks — the bold numbers show the best model per benchmark (%)

Model/Task Glitch VQAv2 OKVQA AI2D SEED POPE MMB

(Ours) [54] [165] [79] [93] [99] [114]

GPT-4V 43.4 74.2 60.6 64.5 - - -

LLaVA 33.5 80.0 - - 70.7 - 67.7

SPHINX 27.9 - - - 71.6 90.8 67.1

InstructBLIP 19.6 62.1 - - - 78.9 36.0

MiniGPT 18.5 - 57.0 - - - -

QWEN-VL 15.4 79.5 58.6 62.3 58.2 - 60.6

OtterHD 15.2 - - - - 86.1 58.5

Fuyu 8.5 77.4 63.1 73.7 - - -

levels of reasoning skills, such as an understanding of the laws of physics and com-

monsense, making it well-suited for testing the generalization capabilities of large

multimodal models. Comparing models’ performance on various multimodal bench-

marks and GlitchBench reveals a disparity: High performance on prior benchmarks

does not guarantee high performance on real-world tasks that demand extensive rea-

soning abilities. We show that GlitchBench, derived from real-world video game

quality assurance, presents a new challenge for the AI community and is a valuable

addition to existing multimodal benchmarks.
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Chapter 5

VideoGameBunny: Towards vision

assistants for video games

Bibliographic information: This chapter was published as: “VideoGame-

Bunny: Towards Vision Assistants for Video Games,” [173] in the IEEE/CVF
Winter Conference on Applications of Computer Vision (WACV) 2025.

Large multimodal models (LMMs) hold substantial promise across various do-

mains, from personal assistance in daily tasks to sophisticated applications like med-

ical diagnostics. However, their capabilities have limitations in the video game do-

main, such as challenges with scene understanding, hallucinations, and inaccurate

descriptions of video game content, especially in open-source models. This chapter

describes the development of VideoGameBunny, a LLaVA-style model based on

Bunny, specifically tailored for understanding images from video games. We release

intermediate checkpoints, training logs, and an extensive dataset comprising 185,259

video game images from 413 titles, along with 389,565 image-instruction pairs that

include image captions, question-answer pairs, and a JSON representation of 16 ele-

ments of 136,974 images. Our experiments show that our high quality game-related

data has the potential to make a relatively small model outperform the much larger

state-of-the-art model LLaVa-1.6-34b (which has more than 4x the number of param-

eters). Our study paves the way for future research in video game understanding on

tasks such as playing, commentary, and debugging.

75



Code and data are available at: https://videogamebunny.github.io/

5.1 Introduction

VideoGameBunny understands the game context

Question: Are there any visible glitches or errors in the game
environment?
VideoGameBunny: No, there are no apparent glitches. ✓

Bunny: Yes, the glowing orb is clipping through the counter. ✗

LLaVA-1.6-34b: Yes, the ‘Additional Download’ progress bar seems stuck. ✗

Figure 5.1: VideoGameBunny is a model specifically fine-tuned on video game
content, enabling it to understand game contexts and respond to related questions
more accurately.

The video game industry is projected to be valued at $321 billion by 2026 [44,

158] and continues to contribute more to the global economy. Generative Artificial

Intelligence (GenAI) [74] is rapidly spreading across various sectors, disrupting the

ways in which many traditional tasks are executed [21, 41]. In the realm of gaming,

GenAI has the potential to enhance many aspects, such as providing a better in-game

experience by generating more realistic conversations with non-playable characters

(NPCs) [135] or better graphical assets [149, 67, 220, 30].
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Large language models (LLMs) and large multimodal models (LMMs) represent

advancements in GenAI with the potential to function as vision assistants and solve

complex problems across various domains [2, 182, 7]. In video games, LMMs can

offer significant benefits for both in-game experiences and game development. In-

game, LMMs can serve as vision assistants, enhancing players’ experiences by guiding

them through tasks like crafting new items [127]. They also have the potential to

narrate the game, summarize events, and highlight critical gameplay moments [6].

For game development, LMMs have the potential to assist in detecting bugs [174],

creating bug reports, and deploying automated in-game bots that interact with the

environment [180]. These applications require robust multimodal models capable of

understanding and interacting with complex game content.

Despite advances and promises, existing LMMs, particularly open-source models,

encounter challenges in accurately understanding game content, such as scenes and

world physics [174] (e.g., see Fig. 5.1).

In this study, we make the first important step towards addressing these challenges

by releasing a suite of datasets specifically designed for video game content and intro-

ducing VideoGameBunny, a model trained for video game content understanding.

Our study centers on the following research questions:

(RQ1) Which type of data has the potential to improve the model’s perfor-

mance?

(RQ2) Which data type mixture strategy improves the model’s performance the

most?

(RQ3) How does VideoGameBunny perform compared to state-of-the-art

(SOTA) open-source models on game understanding tasks?

Our main contributions are as follows:

1. We release VideoGameBunny, a model specifically fine-tuned for video game

question-answering tasks.

2. We release a suite of datasets containing 185,259 video game images from 413
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games, featuring various gameplay elements and graphical styles. Our datasets

include 389,565 image-instruction pairs with captions, question-answering tasks,

and JSON representations of images (see Sec. 5.4).

3. We conduct experiments to demonstrate the effectiveness of different instruction

datasets and their impact on the model’s performance (see Sec. 5.6).

4. We release a replication package containing the training logs and intermediate

checkpoints.

5.2 Background and related work

5.2.1 Large multimodal models

Large multimodal models (LMMs) enhance large language models (LLMs) by incor-

porating additional modalities such as images or audio, enabling them to process

multimodal inputs and generate textual outputs. The role of the language model

is to comprehend user instructions and produce responses based on the additional

modality inputs provided. Standard approaches to create LMMs involve combining

pre-trained models with different modalities via projection layers. These layers can

be implemented using simple mechanisms such as multilayer perceptrons (MLP) [95,

109] or transformer layers [96]. Alternatively, a resampler module like Perceiver [72,

4, 87] or Qformer [37, 232] selectively chooses features to reduce the number of visual

tokens based on the context and instruction, enhancing efficiency and maintaining

performance.

In this study, we focus on LMMs that accept input images and text to produce

responses, particularly using the LLaVA-style architecture [113], which is one of the

most popular methods [110, 101, 61, 129]. This architecture employs an MLP layer

to integrate vision tokens with a language model.

78



5.2.2 Instruction following data

Large models trained on massive corpora of text, such as GPT-3 [24], T5 [153], and

PaLM [32], are not inherently instruction-following, meaning they do not respond to

user queries. To enable these models to follow user instructions and answer queries,

they usually undergo a process called instruction tuning [139, 222]. This process

involves fine-tuning the models to handle specific user instructions, such as questions

or commands, allowing them to respond appropriately based on the given instructions.

In the multimodal context, particularly for models that accept visual inputs, there

are various types of visual instruction-following data, such as detailed descriptions,

conversational style question answering (Q&A), and complex reasoning. Researchers

have explored diverse approaches to generate such data, including the use of aca-

demic text-oriented visual Q&A datasets [37]. The LLaVA model [95] demonstrated

that leveraging a strong text-only LLM and an image dataset annotated with ob-

ject names and bounding box information can be converted into effective visual

instruction-following data.

5.2.3 LLMs and LMMs in video games

LLMs have shown strong promise for integration with games for a wide range of

tasks, from content creation to game-playing agents [207, 69, 47, 205, 223, 121, 166,

178, 195, 197, 198, 228]. Large multimodal models (LMMs) can further enhance

this integration by providing richer context inputs such as images and videos to

enable broader applications. Projects like Cradle [180], which focuses on playing Red

Dead Redemption 2 with GPT-4V [2] showcase LMMs’ abilities to identify objects,

characters, and environmental features and assist in controlling the game. Beyond

gameplay, LMMs have found applications in game testing [174, 178], where they are

leveraged for detecting and interpreting video game bugs.

Our study is the first to explore enhancing an LMM’s general game understand-

ing, rather than focusing on a specific game or task. We use screenshots from 413
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games, aiming to improve capabilities across various game-related tasks by developing

broader game comprehension skills.

5.2.4 Empirical analysis of large multimodal models

Some previous studies have conducted experiments to see how different architectural

components or data sources affect the general performance of large multimodal mod-

els [185, 129, 91, 88]. For example, McKinzie et al.[129] found that the input resolu-

tion of the input image plays a crucial role in improving performance, and Laurençon

et al.[88] found that utilizing cross-attention between image and language is more

effective than the adapter-based method.

We are the first to systematically investigate the impact of different instruction-

following datasets and their combinations on the performance of LMMs in game

understanding tasks.

5.3 VideoGameBunny model architecture

In this section, we describe the architectural choices and configurations behind our

model, VideoGameBunny. VideoGameBunny is based on Bunny [61], a fam-

ily of efficient and high-performing LLMs known for their competitive or superior

performance on various benchmarks compared to many open-source alternatives.

Bunny follows the same principle as LLaVA [95, 109] for the integration of image

inputs. Using a shallow network of multilayer perceptrons (MLPs) as the projec-

tion layer, vision embeddings extracted from a strong pre-trained vision model are

processed and provided as image tokens for the language model. This technique ef-

fectively leverages pre-trained vision and language models, allowing them to work

together efficiently.

Bunny offers various combinations of vision and language models and supports

images with resolutions up to 1152× 1152 pixels. For creating VideoGameBunny,

we selected Bunny configurations that deliver the best performance [61] while being
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small enough to run on a consumer-grade graphics card. We use LLama-3-8B [130] as

the language model and SigLIP [217] with the S2 wrapper [167] for the vision encoder.

Object framing and zooming inside different parts of the image play a crucial role

in image classification [179]. The S2 wrapper implements this concept by extracting

features from an input image at various scales to form a multi-scale feature. This

multi-scale feature extraction is particularly useful for video games, which often con-

tain visual elements at different scales, ranging from tiny UI icons to large objects.

Furthermore, the S2 wrapper is particularly more suitable than MEMO [221] since it

does not require multiple forward passes during inference and can be automatically in-

tegrated into existing LMMs. Fig. 5.2 shows the architecture of VideoGameBunny.

5.4 Instruction-following data for video game con-

tent

One of the main challenges limiting the ability of open-source models to generalize

effectively to video game content is the lack of instruction-following data specific to

video games in public datasets. Our goal is to collect game-specific data to address

this challenge. In this section, we explain the process of collecting and generating

game-specific instruction-following data.

5.4.1 Video game images

We collect images from YouTube by searching for gameplay walkthroughs with Full-

HD, 4K, and 8K quality. These high-resolution videos ensure that downsampled

frames retain more information and details compared to lower quality videos. We

randomly sample frames from the downloaded videos and label them with the corre-

sponding game name. In total, our dataset contains 185,259 images from 413 different

video games, encompassing various genres, graphic styles, and gameplay mechanics.

Fig. 5.3 shows some sample images from our dataset, and Fig. B.5 shows the distri-

bution of images per game.
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Figure 5.3: Our dataset includes sample video game images that showcase a wide
range of characters, environments, mechanics, camera viewpoints, and artistic styles.
These styles vary from western to contemporary and futuristic, and from realistic to
fantasy settings.

5.4.2 Generating instructions

Following previous studies [113, 109, 206], we employ another robust model to gener-

ate instructions in the form of user queries and responses for images in our dataset.

We categorize the instructions into four types: short captions (70,673 samples), long

captions (70,799 samples), image-to-JSON (136,974 samples) and image-based ques-

tion answering (81,122 samples). In this section, we explain how we generate each

type of instructions. Fig. 5.4 shows an overview of the data generation process.

Image captioning

Image captioning is a basic form of instruction-following that generates a description

of the input image. An image caption can be short and concise, providing a high-

level overview of the image, or very detailed, covering fine-grain details. Our dataset

includes both forms of image captioning to meet user queries, whether they seek a

detailed caption or a short summary. In addition, it includes a structured version
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more detailed and structured representation of the image content.

Another benefit of describing an image in JSON is that this structured representa-

tion facilitates integration with other systems. JSON is a widely adopted format for

sharing information between different software systems. Summarizing the image as

JSON can help integrate LMMs in other systems, such as software testing pipelines,

potentially verifying the game output and ensuring that the visual output has the

desired properties and information.

To create the image-to-JSON dataset, we use Gemini-1.5-Pro with instructions

(Fig. B.2) to convert a given image into a JSON file with hierarchical levels of detail

and information. The JSON file contains 16 elements that capture both high-level

and fine-grained details of the image. These keys are chosen to capture game-specific

elements from the image in isolation, which can be used for downstream applications,

such as game testing. It starts with an overall summary of the image and then moves

to specific aspects such as detailed character descriptions (including facial expressions

and clothing), weather information, summaries of UI and player inventory, objects in

the scene, and lighting and environmental effects. Tab. B.1 shows the keys included

in the JSON output. Our dataset contains 136,974 Image-JSON pairs. Fig. 5.5 shows

a sample of information extracted from an image.

Question-Answering conversations

Moving beyond simple image descriptions, a general and capable model should be able

to respond to user questions based on the content of the image. Below, we describe

how we generate such data for each image (1) from its long caption and (2) directly

from the image itself.

Llama-3-assisted visual instruction data generation: We use Llama-3 to

convert long captions generated by GPT-4V into a series of question-answering con-

versations. This approach is similar to the original LLaVA [113] method, but instead

of using an object’s name and its bounding box information, we directly utilize long
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relevant to the image.

5.4.3 Evaluation dataset

To assess model performance on video game understanding tasks, we created a multiple-

choice question evaluation set using Gemini-1.5-Pro [182]. This approach allows for

an efficient comparison of various models. While Gemini-1.5-Pro offers significant

advantages over open-source models for data generation, it does have limitations. We

reduce noise in the generated questions as follows:

1. Initial Generation: We use Gemini-1.5-Pro to create 4,000 questions across

10 categories related to video game content understanding (see Tab. 5.1).

2. Quality Assessment:

(a) Self-evaluation: We test Gemini-1.5-Pro on its own questions and found it

achieves an accuracy of 84%.

(b) Manual validation: A random sampling of questions and answers revealed

a 14% error rate (incorrect or indeterminate answers).

3. Noise Reduction:

(a) We remove 625 samples that Gemini-1.5-Pro had answered incorrectly.

(b) We conduct a second manual analysis and found that the error rate dropped

to 9%.

We use this evaluation set to measure the performance of the different models we

train, allowing us to compare them effectively. During testing, we employ greedy

decoding (temperature = 0) to ensure that the benchmark results are consistent.

5.5 Experiments

In this section, we describe our experiments to explore how our collected instruction-

following datasets can improve a model’s understanding of game context. We focus

on three research questions:

(RQ1) Which type of data has the potential to improve the model’s per-
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Table 5.1: Categories of questions in our dataset, along with a sample question for
each category.

Category Description Count

Action Understanding Recognizing and describing the actions taking place within the image. 356

Sample: What action is the character in the foreground performing?

Anomalies and Glitches Identifying errors, bugs, glitches, or placeholder elements within the game environment. 223

Sample: Describe any anomalies or glitches present in the image.

Character Analysis Recognizing characters, understanding their roles, and interpreting their expressions and poses. 312

Sample: What is Aloy’s emotional state based on her facial expression?

Common Sense Reasoning Understanding the image using general knowledge and everyday logic. 430

Sample: Based on the score and time remaining, which team is likely to win the match?

Gameplay Mechanics Understanding the rules and mechanics that govern the game. 273

Sample: What game mechanic is most likely being utilized by the player character?

OCR and UI Reading and interpreting on-screen text and user interface elements. 334

Sample: What is written in the caption box at the bottom of the image?

Miscellaneous Any other type of question that does not fit into the previous categories. 239

Sample: What material are the containers in the image primarily made of?

Scene Understanding Recognizing and interpreting the overall environment or setting in the image. 566

Sample: The racetrack depicted in the image is set in what type of environment?

Small Details Identifying and interpreting small but significant details within the image. 356

Sample: What color is the jacket worn by the character in the foreground?

Spatial Reasoning Testing the ability to understand spatial relationships of objects present in the image. 286

Sample: What is the spatial relationship between the two red markers visible in the image?

formance? In addressing this question, we fine-tune Bunny using a single dataset

at a time to observe overall performance trends. Since the primary goal of this ex-

periment is to identify general trends, we fine-tune Bunny on different subset sizes

for each dataset only once. We increase the subset size from 2K to 60K samples and

stop the experiment if we observe a sharp decline in performance.

(RQ2) Which data type mixture strategy improves the model’s perfor-

mance the most? We evaluate different data mixing strategies at various sizes to

see how both mixture and subset size change the performance of the model. We use

the following four strategies:

1. Random: We randomly sample without replacement from the combined dataset

pool. This serves as a control group, using no specific selection strategy.

2. Equal: We select an equal number of samples from each dataset to ensure a

balanced representation.
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3. Stratified: Datasets are mixed based on video games„ maintaining the game

distribution in the final dataset. This balances game representation and ensures

diverse image types. We focus on game variety rather than instruction types.

Games with insufficient samples are excluded.

4. Weighted: We use the three most effective datasets from RQ1: image-based

question-answering (GPT-4o), long captions, and image-to-JSON. We assign

weights: 30% each for GPT-4o and long captions, 40% for image-to-JSON.

This prioritizes valuable datasets to assess their impact on model performance.

We fine-tune Bunny on the above dataset mixture strategies with sizes ranging

from 2K to 30K. We repeat each experiment three times, using different samples for

each strategy to report the mean performance and standard deviation. We stop at

30K since our smallest dataset (generated by GPT-4o) contains 10K samples, and at

30K, we will exhaust the Equal and Weighted strategies.

(RQ3) How does VideoGameBunny perform compared to SOTA open-

source models on game understanding tasks? Building on insights from our

experiments, we create VideoGameBunny, a model fine-tuned on a dataset of 50K

image-instruction samples compiled from all previously introduced datasets. To assess

the effectiveness of fine-tuning a smaller model on game-specific data, we evaluate

VideoGameBunny against LLaVA-1.6-34b, a SOTA open-source model with 4.2×

more parameters.

Experiment setup: We instruction tune Bunny with LoRA [68] using the PEFT [125]

library. Given that Bunny has been trained on real images, we unfreeze the vision

encoder (SigLIP [217]) to adapt to the diverse visual styles of different games. To

prevent overfitting and memorization, we fine-tune for only one epoch in all experi-

ments.

Given the importance of reproducibility and accessibility for all researchers, we

perform all experiments on a single NVIDIA A100 GPU (80GB), ensuring a

balance between computational power and accessibility. The total GPU hours needed
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While all datasets lead to performance improvement, short captions can

degrade it. Fine-tuning Bunny on a dataset of 10K or 20K short captions degrades

performance (-35.5 pp and -30 pp), suggesting that short captions do not contain

enough signal for the models to improve and can negatively affect the model.

RQ2: Which data type mixture strategy improves the model’s
performance the most?

Table 5.2: Performance (accuracy %) of Bunny on the evaluation set after fine-tuning
on a mixture of data with various strategies. The Weighted strategy leads to better
performance with smaller dataset sizes, but as size increases, all strategies perform
similarly. We use a strategy similar to Weighted to train VideoGameBunny with
50K samples.

Size Random Equal Stratified Weighted

2K 76.7 ± 0.9 77.8 ± 0.8 78.0 ± 0.2 79.0 ± 0.6

5K 79.2 ± 0.4 79.9 ± 0.4 80.0 ± 0.5 79.8 ± 0.6

10K 79.8 ± 0.8 80.8 ± 0.6 80.8 ± 0.1 81.4 ± 0.5

20K 81.5 ± 0.1 81.3 ± 0.7 81.8 ± 0.8 82.3 ± 0.9

30K 81.8 ± 0.4 81.2 ± 1.1 81.6 ± 0.7 82.6 ± 0.3

50K – – – 85.1

There is a general improvement trend as we increase the size across all

strategies. Tab. 5.2 shows the performance of the models that were fine-tuned using

our data mixture strategies. As we increase the dataset size, the mean performance of

all mixtures improves. For instance, the Random strategy improves from 76.7% at 2K

samples to 81.9% at 30K samples and the Weighted strategy shows an improvement

from 79.0% at 2K samples to 82.6% at 30K samples. This trend demonstrates the

value of additional data regardless of the mixing strategy employed.

As the size of dataset increases, different strategies perform similarly.

The performance difference between various strategies converges as we increase the
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size of the datasets, and they perform similarly in terms of mean and standard devia-

tions. Yet, the Weighted method achieves the highest average among other strategies

(82.6%). This convergence suggests that the choice of mixing strategy becomes less

critical as more data becomes available. In contrast, smaller dataset sizes such as 2k

indicate that the Weighted strategy outperforms other mixture strategies, achieving

an accuracy of 79.0 ± 0.6.

Having a uniform distribution of games does not significantly improve

performance. The Stratified strategy, which aims to balance the representation of

different games in the dataset, does not significantly enhance performance compared

to other strategies. For example, in the 2k dataset, the Stratified strategy (78.0 ±

0.2) is outperformed by the Weighted strategy (79.0 ± 0.6). Similarly, in the 30k

dataset, the performance of both strategies is comparable (81.6 ± 0.7 vs 82.6 ± 0.3).

Fine-tuning improves performance across all categories, with Anoma-

lies and Glitches improving the most. Fig. B.6 shows that fine-tuning improves

Bunny’s performance across all categories for almost all dataset sizes. The Anomalies

and Glitches and HUD and UI categories improve the most, with average improve-

ments of +32.0 and +21.0, using a dataset size of 30K (Tab. 5.3).

RQ3: How does VideoGameBunny perform compared to SOTA
open-source models on game understanding tasks?

VideoGameBunny achieves 85.1% (Tab. 5.2) on the evaluation set, outperforming

all trained models and surpassing various open-source models (Tab. 5.4). It outper-

forms even LLaVA-1.6-34b, despite its larger parameter count, by +1.2. Breakdown

of accuracy per category reveals that the most significant benefits come from game-

specific categories, such as anomaly and glitch detection (+16.6) and HUD and UI

(+3.0) (Tab. B.2). Fig. 5.7 shows a sample from evaluation set where VideoGame-

Bunny correctly answers a common-sense reasoning question while both Bunny and

LLaVA-1.6-34b fail.
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Table 5.3: Average accuracy improvement (percentage point) for different sizes for
each category

Category/Dataset Size 2K 5K 10K 20K 30K

Action Understanding 1.6 2.5 2.5 3.7 3.9

Anomalies and Glitches 23.4 33.0 33.2 34.0 32.0

Character Analysis 2.6 3.9 4.2 4.7 4.4

Common Sense Reasoning 3.7 4.2 3.8 4.3 4.0

Gameplay Mechanics 4.2 5.0 6.4 8.2 8.9

HUD and UI 9.3 12.9 16.5 18.9 21.0

Miscellaneous 7.2 7.9 9.6 9.9 9.8

Scene Understanding –0.2 0.6 1.3 2.0 2.0

Small Details 0.3 1.2 2.4 3.4 3.0

Spatial Reasoning 5.3 6.2 7.1 7.8 7.4

We also conduct an informal qualitative analysis, prompting the models with more

open-ended questions, which underlines that VideoGameBunny demonstrates an

improved understanding of video game content and provides better answers (Fig. 5.8,

and Appendix B.3).

Table 5.4: Performance (accuracy %) of various models on the evaluation set.

Model Accuracy Model Accuracy

Bunny-1.1-Llama-3-8B 73.3 LLaVA-v1.5-13b 64.6

VideoGameBunny 85.1 LLaVA-v1.6-vicuna-13b 71.7

LLaVA-v1.5-7b 61.3 LLaVA-v1.6-34b 83.9

5.7 Discussion

Potential negative societal impacts: Our study initiates the development of a

model for understanding game content, with applications in game playing, testing,

and commentary. The short-term implications for the gaming industry include en-
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Models comparison in video game understanding

Question: Based on the score and time remaining, which team is likely to
win the match?
VideoGameBunny: (B): The blue team is likely to win ✓

Bunny: (C): The red team is likely to win. ✗

LLaVA-1.6-34b: (C): The red team is likely to win. ✗

Figure 5.7: VideoGameBunny correctly utilizes information on the HUD to answer
the question, while the basemodel Bunny and the larger model LLaVA-1.6-34b fail to
provide a correct answer.
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Models comparison in image captioning

Question: Write a short summary of the image
VideoGameBunny: The image is a screenshot from a video game,
showing a character in mid-air, equipped with a wingsuit, flying over a
mountainous landscape. The game’s HUD elements are visible, including a
distance marker and a weapon indicator. . . .
Bunny: A video game scene shows a man in a green shirt and blue pants
jumping off a cliff. He is holding a parachute and is in mid-air. . . .
LLaVA-1.6-34b: The image appears to be a screenshot from a video game,
showing a first-person perspective of a character in mid-air, likely after
jumping or falling from a height. The character is equipped with a parachute,
which is open and slowing their descent. . . .

Figure 5.8: VideoGameBunny provides a detailed description of video game content
in the image, while other models show inaccuracies (highlighted in red). Responses
are truncated to save space.
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hancing the productivity of game testers and enhancing quality assurance processes.

One possible negative impact of such advancement is the facilitation of in-game cheat-

ing. As AI models becomes more adept at understanding game contents, there is a

risk that this they could be used to create sophisticated cheating tools.

Performance of VideoGameBunny on GlitchBench: In Chapter 4, we

introduced GlitchBench, a dataset containing challenging video game glitches and

bugs. This chapter presents a new dataset aimed at fine-tuning models for under-

standing video game content, along with VideoGameBunny, a model built on top of

Bunny. Evaluating both models on GlitchBench shows that the base model, Bunny,

achieves a performance of 15.2% on GlitchBench, while VideoGameBunny im-

proves this to 22.8%.

The relatively low performance of these models can be attributed to a significant

factor: the nature of the instruction-following datasets originally used to train Bunny,

hinders the model’s ability to accurately answer queries about video game glitches.

Despite Bunny’s superior performance compared to other models (e.g., LLaVA) on

various benchmarks, it struggles to identify video game glitches when prompted with

phrases like “What is wrong with this image? ” Both Bunny and VideoGameBunny

often respond with statements such as “The problem with this image is that it is a

screenshot of a video game and not a real photo.”

Addressing this challenge would require either training Bunny from scratch with a

more diverse mixture of data or including bug-detection specific data for fine-tuning.

Both approaches demand substantial resources. Nevertheless, using our dataset, we

observe a notable improvement of +5.6pp over the base model.

Biases and mistakes in dataset generation: In this study, we use existing

models to annotate our dataset. While this approach aligns with previous studies [113,

233] and follows the same principles as the teacher-student learning paradigm [66],

we acknowledge that our data may contain biases and mistakes introduced by these

existing models.
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Quality of images: Images in our dataset, sourced from YouTube videos, may

include low-quality frames despite filtering for high-quality videos. Motion blur in

video games and sampling during scene transitions can result in some blurry or less-

than-ideal images.

Use of various models for annotation: In the annotation process, we utilize

various models depending on their availability and cost. While this process brings

diversity to the labels, it is not meant to compare the different models against each

other in terms of performance.

Use of multiple-choice questions to evaluate game understanding: We

use multiple-choice questions to evaluate a model’s game understanding, as it allows

for a clear comparison. While this format has been extensively for benchmarks [63,

214], it might not be the best proxy for game understanding. Future work needs to

focus on human evaluation or the use of LLMs as judges [227].

5.8 Conclusion

We introduce a new instruction-following dataset, with 389,565 image-instruction

pairs, specifically designed for video game understanding. We investigate the ef-

fectiveness of fine-tuning LMMs on different instruction-following dataset types and

mixtures of them, and finally introduce VideoGameBunny, an 8B parameter model

that outperforms a SOTA model, LLaVA-1.6-34b, on a game-related question answer-

ing benchmark.
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Chapter 6

Discussions, conclusion and future

work

6.1 Discussion

The research presented in this thesis demonstrates the significant potential of foun-

dation models and advanced computer vision techniques in enhancing video game

testing and quality assurance processes. The findings across three distinct studies

provide valuable insights into the capabilities and limitations of current AI technolo-

gies in this domain. While our research shows promise, it is important to acknowledge

and address the limitations and potential biases in our approach. The following sec-

tion discusses the threats to validity that should be considered when interpreting our

results and planning future work in this area.

6.1.1 Threats to validity

In this section, we discuss the threats to validity in our research, categorizing them

into four main types: internal validity, external validity, construct validity, and con-

clusion validity.

Internal validity

1. Stochastic nature of models: The inherent randomness in large language

and multimodal models poses a significant threat to the reproducibility of our
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results. To mitigate this, we employed greedy decoding with the temperature

set to zero, aiming to maximize consistency in model outputs. However, even

with these precautions, variations may still occur due to different implementa-

tion and underlying hardware configurations, and software dependencies (e.g.,

CUDA drivers, PyTorch versions).

2. Lack of statistical rigor: Due to the high computational costs associated

with large language models, our studies may lack the statistical power typically

expected in empirical software engineering research. This limitation is a com-

mon challenge in studies involving these models and may affect the robustness

of our findings.

3. Model variations and instability: We acknowledge that models can exhibit

variations and instability due to a variety of reasons, such as mixture of experts

architecture [1] or bugs in various implementations [9, 219]. This instability can

affect the consistency and reproducibility of our results.

4. Limitations of model reasoning: It is important to note that the large

language models used in this study, while appearing to reason, are not actually

reasoning in the human sense. Instead, they mimic reasoning based on patterns

in their training data. This limitation may affect the interpretation of their

outputs and the conclusions drawn from them. As highlighted by Bender et

al. [16], these models can be seen as “stochastic parrots,” capable of producing

fluent output without true understanding or reasoning capabilities.

External validity

1. Generalizability to other games: Our dataset, particularly in the Game-

Physics study, may have a bias towards certain game types (e.g., open-world

games). This bias could limit the generalizability of our findings to other game

genres or types.
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2. Model availability and versioning: The potential unavailability of specific

model versions in the future (e.g., GPT-4V used in Study 2) poses challenges

to the long-term reproducibility of our studies. This impermanence also raises

questions about the broader applicability of our findings, as results obtained

with current models may not generalize well to future iterations of models.

3. Specific model versions used: We used specific versions of models for each

part of our study, which may limit the generalizability of our results:

• For GlitchBench: ChatGPT version of GPT-4V in October 2023

• For VideoGameBunny:

– ChatGPT version of GPT-4V from January 2024 to March 2024

– GPT-4: gpt-4-turbo-2024-04-09

– Gemini-1.5-Pro: gemini-1.5-pro-001

– LLama-3: We hosted the model using official weights

Results may vary with different versions or implementations of these models.

Construct validity

1. Limitations of model understanding: Our interpretation of model outputs

and behaviors may not always accurately reflect the underlying processes or

capabilities of these models, potentially leading to misinterpretations of their

true abilities or limitations.

Conclusion validity

1. Interpretation of qualitative data: In analyzing model outputs, especially

for open-ended tasks, there’s a risk of subjective interpretation influencing our

conclusions. We have attempted to mitigate this through multiple reviewers

and clear evaluation criteria, but some level of subjectivity remains inherent in

such analyses.
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2. Limited sample size: Due to the resource-intensive nature of working with

large language models, our sample sizes may be smaller than ideal for drawing

strong statistical conclusions. This limitation is acknowledged and should be

considered when interpreting the strength and generalizability of our findings.

By acknowledging these threats to validity, we aim to provide a transparent as-

sessment of the limitations of our research.

6.2 Conclusion

This thesis has explored the application of foundation models and advanced computer

vision techniques in the realm of video game testing and quality assurance. Our

research has focused on leveraging these powerful AI tools to enhance the efficiency

and effectiveness of game development processes, particularly in the detection and

analysis of visual glitches and anomalies.

This thesis comprises three distinct studies, each contributing to our understanding

of how AI can be applied to game quality assurance:

1. In Chapter 3, we demonstrated that image-text models like CLIP

are effective in identifying and matching video game glitches based

on textual descriptions. Our study on searching bug instances in gameplay

video repositories revealed the potential of leveraging image-text pre-trained

models to overcome the constraints of traditional computer vision approaches

in glitch retrieval. By exploring the capability of these models to match textual

descriptions of glitches with visual input, we developed a more flexible and

adaptable system for identifying a wide range of video game anomalies, without

the need for extensive, predefined datasets or rigid classification structures.

This finding paves the way for novel approaches in various video game-related

tasks and analyses. It offers advancements in video game content analysis in a

zero-shot manner, such as for bug clustering and duplicate detection.

101



2. In Chapter 4, we found that GPT-4V demonstrates superior perfor-

mance in glitch detection in video game screenshots and achieves a

64.9% accuracy, while open-source models lag significantly behind.

Our study introducing GlitchBench, a new benchmarking dataset for evaluat-

ing the efficacy of large multimodal models in detecting video game glitches,

revealed a significant performance gap between proprietary and open-source

models. While there is still room for improvement, GPT-4V’s performance

demonstrates the potential of using large multimodal systems for the task of

video game detection. The substantial performance gap between GPT-4V and

the best open-source model (LLaVA, achieving only 30.5% accuracy) highlights

the need for continued research and development in open-source models for

specialized tasks like video game content understanding and glitch detection.

3. In Chapter 5, we introduced VideoGameBunny, a large multimodal

model that outperforms LLaVA-1.6-34b on game understanding tasks,

with 4.2× fewer parameters. This chapter explains the development and

design choices behind VideoGameBunny, a video game-specific large multi-

modal model. To create VideoGameBunny, we introduced a dataset contain-

ing 136,974 video game screenshots along with 389,565 image-instruction pairs

for training and fine-tuning models for video game content understanding. We

investigate the impact of different dataset mixtures on model performance in

a series of studies and found that mixture strategies are most important when

using small datasets for fine-tuning. As we increase the size, models trained on

different strategies converge in performance.

In conclusion, the research presented in this thesis demonstrates the significant

potential of foundational model techniques in enhancing video game quality assurance

process. These AI-driven approaches can provide promising solutions to the complex

challenges faced in game quality assurance, particularly in the detection and analysis
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of visual glitches. As the field continues to evolve, further research and development in

this area could lead to more efficient, accurate, and automated game testing processes,

ultimately contributing to higher quality gaming experiences for users worldwide.

Reflecting on our initial thesis statement, our research has substantiated that AI

models can indeed assist in detecting a significant portion of common video game

glitches and have the potential to enhance quality assurance processes. While we

didn’t consistently achieve the 50% detection rate across all studies, our results, par-

ticularly with GPT-4V’s 64.9% accuracy, demonstrate that this goal is attainable and

even surpassable with advanced models. Moreover, VideoGameBunny has proven

to be a versatile base model for various video game tasks, including glitch detection.

In our internal testing, we found that VideoGameBunny can be easily fine-tuned

to detect 45% of common video game glitches in a sample size of 500 publicly re-

ported bugs and synthetic samples that we generated. This performance underscores

the potential of specialized AI models to alleviate developer burden and ultimately

improve game quality. These findings not only support our thesis but also pave the

way for future advancements in AI-assisted game development and quality assurance.

6.3 Future work

Future work can be broadly categorized into two different groups: Model improve-

ments and architectural changes, which focus on developing novel architectures and

new models, and Applications, which focus on the more practical integration of cur-

rent technologies in the video game quality assurance process.

6.3.1 Model improvements and architectural changes

This thesis has revealed significant limitations in current large multimodal models,

particularly those employing late-fusion techniques, which align pre-trained vision

and language models through cross-modality projection and instruction-tuning. Such

models often exhibit inconsistencies in generalization and cannot understand video
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game images that contain glitches. A key issue with these models is their tendency to

hallucinate non-existent objects, produce unreliable outputs, and demonstrate that

late-fusion has shortcomings for automated video quality assurance applications. This

unreliability stems from an over-reliance on the language model component [185],

resulting in responses that inadequately incorporate visual information. Such lim-

itations pose significant challenges for accurate and dependable video game glitch

detection and automated quality assurance.

To overcome these challenges, future research should prioritize the development of

more robust fusion techniques between vision and language modalities. One promising

avenue is the exploration of early fusion approaches, exemplified by Meta’s Chameleon

model [181]. This method integrates both image and text data concurrently during

the pre-training phase, avoiding the isolation of modality-specific training. Such

an approach could result in more cohesive and accurate multimodal understanding,

potentially mitigating the hallucination issues and improving the model’s ability to

provide reliable answers in the context of video game quality assurance.

Additionally, investigating novel attention mechanisms and architectural designs

that balance the contributions of visual and textual inputs more effectively could lead

to significant advancements in the field.

6.3.2 Applications

A promising direction for future work lies in the practical application of foundation

models to create tools and visual assistants that enhance the video game testing

and quality assurance process. These applications have the potential to significantly

improve efficiency, reduce human labor, and contribute to the successful launch of

high-quality video games. Key areas for development include:

1. AI-Powered visual assistants: Develop tools that leverage foundation mod-

els to aid human testers in detecting and reporting video game bugs more effi-

ciently. These assistants could:
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• Accelerate bug detection by highlighting potential issues in real-time.

• Automate the generation of detailed bug reports based on tester observa-

tions and confirmations.

• Provide intelligent suggestions for additional areas to test based on de-

tected anomalies.

2. In-Game AI Agents: Expand on the concept of AI-driven game interaction,

similar to projects like Cradle [180], but with a specific focus on game testing:

• Develop agents capable of mimicking human player behavior to systemat-

ically explore game environments and mechanics.

• Implement sophisticated bug detection algorithms within these agents to

identify visual glitches, gameplay inconsistencies, and performance issues.

• Create agents that can reproduce and document complex bug scenarios,

reducing the burden on human testers.

By focusing on these application areas, future research can bridge the gap between

theoretical advancements in AI and practical improvements in video game quality as-

surance. This approach has the potential to revolutionize the game development pro-

cess, leading to higher-quality products, reduced development costs, and ultimately,

more satisfying gaming experiences for end-users.
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Appendix A: Appendix GlitchBench

For Can large multimodal models

detect video game glitches?

A.1 Implementation details

A.1.1 Details about model inference

For each open source model, we used the provided sample code and demo from their

respective repositories. Minor modifications were made to enable automatic process-

ing of all images with designated prompts. The results were then stored in individual

CSV files for each model. For OtterHD, which offers an API, we used the API to

submit each image along with the appropriate prompt and recorded the responses.

Our experiment was done prior to the official release of the GPT-4V API, and we used

the ChatGPT web version for the benchmark, using a Chrome extension to assist in

the process.

We kept the temperature and other parameters of each model unchanged. The

only modification involved increasing the max_token limit, ensuring that the model’s

response length was not restricted.

A.1.2 Details about the judge

In our experiment, the Llama-2-70B model served as the judge. We utilized the API

from perplexity.ai, which is compatible with OpenAI’s Python package. Additionally,

we employed a custom system message, as detailed below:
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Your task is to compare a model-generated text with a ground truth reference,
assessing whether the key information and themes are similarly conveyed, even if
worded differently. Focus on semantic content, thematic alignment, and intent,
rather than exact phrasing or word usage. Recognize synonyms, paraphrases, and
different stylistic expressions as valid, provided they faithfully represent the ground
truth’s meaning. Offer feedback on the correlation between the texts and suggest
improvements for alignment, while appreciating creative or varied linguistic ex-
pression that maintains the essence of the ground truth.

First analyze, then report the final answer in either of Yes or No
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A.2 Additional results

A.2.1 Breakdown of performance by various glitch types

Table A.1: Breakdown of Performance for Different LMMs by Various Glitch Types
(%)

Camera,

User Interface,

Lighting

Animation,

Pose

Physics,

Collision,

Spawn

Rendering,

Texture

Average

Performance

GPT-4V 46.2 30.3 45.9 41.0 40.8

LLaVA-1.5-13B 36.5 27.0 35.7 43.3 35.6

LLaVA-1.5-7B 40.4 26.3 29.2 31.3 31.8

Long-SPHINX 30.8 20.4 29.7 23.9 26.2

SPHINX 25.0 17.8 26.1 26.9 23.9

OtterHD 15.4 19.1 25.9 20.9 20.3

InstructBLIP-7B 23.1 15.8 20.8 14.9 18.6

MiniGPT-v2 15.4 17.8 19.9 11.2 16.1

InstructBLIP-13B 15.4 13.2 17.0 8.2 13.4

Qwen-VL 13.5 10.5 17.2 9.0 12.5

Fuyu 3.8 5.3 10.0 4.5 5.9

A.2.2 Using multiple frames

As explained in Sec. 4.3, we went through our data to ensure that the glitches could

be detected without using temporal information. To investigate whether current

LMMs can effectively utilize temporal information between several input images, we

conducted an experiment with a random sample of 150 videos. We extracted frames

one second before and after the glitch from each video. We included the three frames

and added ‘Given the sequence of images’ to the original GPT-4V prompt. The

accuracy dropped to 36% (from 39%) for Q1 and to 28% (from 35%) for Q2. This

suggests that current LMM performance cannot be improved by providing multiple

frames.
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A.3 Glossary of model failures

In this section, we offer a summary of our qualitative analysis, categorizing failures

in multiple dimensions. These include instances where LMMs either fail to detect

glitches or to note unusual aspects of images, as well as instances where the judge

incorrectly labels the model’s responses as correct. Additionally, we address issues

such as models producing hallucinations and other shortcomings.

○ Failures Related to Reasoning About the Content of the Image

○ Failures Related to Facial Features

○ Failures Related to Unnatural Body Positions

○ Failures Related to Multimodal Hallucination

○ Failures Related to the Judge Accepting the Wrong Answer

○ Failures Related to Clipping Issues

○ Failures Related to Unusual Circumstances
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A.3.1 Failures related to reasoning about the content of the
image

InstructBLIP-7B fails to reason about the image and outputs nothing.

Question: What is wrong with this image?
Ground truth: A person is entirely black despite being in front of the
flashlight.
InstructBLIP-7B: nothing

InstructBLIP-13B fails to reason about the image.

Question: What is wrong with this image?
Ground truth: A person is floating in the air in a horizontal position.
InstructBLIP-13B: There is nothing wrong with this image.

Figure A.1: Samples for which models failed to reason about the content of the image
and instead responded with nothing and similar phrases.
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A.3.2 Failures related to facial features
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GPT-4V fails to recognize the absence of the facial skin

Question: What is wrong with this image?
Ground truth: The person is missing facial skin.
GPT-4V: This image appears to be from a character creation screen of a
video game, where players can customize the appearance of their character.
What’s wrong or unusual is that the character’s head has been replaced with
that of a chimpanzee. This is likely a humorous or whimsical modification
either due to a mod, a glitch, or a special feature within the game that allows
such customization. Normally, in character customization screens, the options
for head shapes and features are human, so this stands out as intentionally
odd or comically absurd.
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth. The ground truth states
that a person is missing facial skin, which is a serious and potentially
disturbing condition. In contrast, the generated description describes a
humorous or whimsical modification to a video game character’s appearance,
which is a completely different theme and tone. The generated description
does not convey the same level of seriousness or medical nature as the ground
truth.
Feedback: The generated description could benefit from a more serious and
realistic tone, as well as a focus on the medical aspects of the condition. It
would be more accurate to describe the image as showing a person with a
serious medical condition, rather than a humorous or whimsical modification
to a video game character’s appearance. Additionally, the description could
benefit from more precise language, such as using terms like “skin absence” or
“facial skin deficiency” to describe the condition, rather than the vague term
“missing facial skin.”

Figure A.2: GPT-4V not only fails to recognize the absence of the facial skin, but it
also hallucinates that the character’s head is replaced with that of a chimpanzee.
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GPT-4V fails to recognize the absence of the head.

Question: What is wrong with this image?
Ground truth: The person is missing their head.
GPT-4V: This image appears to be a screenshot from a video game, most
likely “Cyberpunk 2077,” given the distinctive futuristic urban environment,
user interface, and character designs that match the style of the game. There
seems to be nothing inherently “wrong” with the image in terms of gameplay
or the environment depicted, as it looks like a typical scene from within the
game where the player is engaged in combat.
However, if you’re looking for discrepancies or errors:

1. The “Defeat all enemies” counter shows (6/7), suggesting one enemy is
left, but we can’t see any enemies besides the character in the center.
This might imply that the last enemy is not in the player’s view or that
there is a glitch where the enemy isn’t appearing.

2. The mission titled “SPACE ODDITY” in the top right corner suggests a
specific quest or objective, and the player has a sword named “BLACK
UNICORN” equipped, as indicated by the weapon’s name at the bottom
of the screen. Both are elements of the game and don’t indicate anything
incorrect unless they are not supposed to appear together in the context
of the game, which cannot be determined from this image alone.

3. The image shows a first-person perspective where the player is holding a
sword. However, it could be considered unusual or suboptimal to use a
melee weapon like a sword when the enemy appears to be wearing heavy
armor with illuminated sections, possibly indicating a high level of
threat where firearms or other strategies might be more effective.

Unless there’s a specific context or element not aligning with the game’s
intended design or a technical issue you’re referring to, the image looks like a
standard gameplay moment from “Cyberpunk 2077.”
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth.
The ground truth statement “The person is missing their head” is a
straightforward description of a disturbing and abnormal situation. The
generated description, on the other hand, is a detailed analysis of a screenshot
from a video game, discussing various elements of the image such as the
game’s environment, character designs, weaponry, and possible glitches or
discrepancies. While it provides a thorough examination of the image, it
completely misses the mark in terms of conveying the actual content and
meaning of the ground truth. ...

Figure A.3: GPT-4V provides a detailed description of the image, yet it fails to notice
that the head is missing. The judge’s response truncated to save space.
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A.3.3 Failures related to unnatural body positions
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GPT-4V fails to detect unnaturally stretched hands.

Question: What is unusual about this image?
Ground truth: A person with unusually stretched hands.
GPT-4V: The image depicts a scene from what appears to be a video game,
likely from the “Assassin’s Creed” series given the interface and character
design. A character is interacting with a lock on a chest, while a downed
enemy is nearby. Here are a few points that might be considered unusual,
depending on context: The character is lockpicking the chest in broad
daylight and seemingly in the open, which might be risky in a game focused
on stealth.The nearby downed enemy suggests there was a recent
confrontation, yet the character seems undisturbed while focusing on the
lock.The interface shows various buttons, indicating the game is being played
on a console. The button prompts suggest specific actions the player can
take.The player’s status, such as “Elite Veteran” and username “Elvan8234”, is
displayed on the screen.
Without further context, it’s hard to pinpoint exactly what might be unusual,
as different viewers might interpret the scene in various ways based on their
familiarity with the game or the specific situation presented.
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth.
The ground truth describes a person with unusually stretched hands, which is
not mentioned in the generated description. Instead, the generated
description focuses on the details of a video game scene, such as the
character’s interaction with a lock on a chest, the nearby downed enemy, and
the game’s interface. While the generated description provides some context
and details, it does not align with the main theme of the ground truth, which
is the person’s unusual physical characteristic.

Figure A.4: GPT-4V can detect some details from the image and the franchises of
video games, yet it cannot recognize that the hands of the character shown in the
image are unnaturally stretched to reach the box.
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LLaVA-1.5 fails to notice the leg position of the character.

Question: What is unusual about this image?
Ground truth: An unnatural leg position of a football player.
LLaVA-1.5-13B: The unusual aspect of this image is that it is a
computer-generated (CGI) image of a soccer player kicking a soccer ball. The
player is wearing a red and white uniform, and the scene appears to be a
soccer match. The CGI nature of the image suggests that it is not a real-life
photograph but rather a digital representation of a soccer player in action.
This type of image is typically used in video games, movies, or other digital
media where realistic depictions of sports are required.
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth.
The ground truth states that the image depicts an unnatural leg position of a
football player, which is not explicitly mentioned in the generated description.
The generated description focuses on the fact that the image is a CGI
representation of a soccer player kicking a soccer ball, rather than the unusual
leg position of the player.
While the generated description provides some relevant information about the
image, such as the player’s uniform and the possibility that it may be used in
digital media, it does not accurately convey the essence of the ground truth.
To improve the alignment, the generated description should focus more on the
unusual leg position of the player and the fact that it is an unnatural position
for a football player.

Figure A.5: LLaVA-1.5 can describe the image content and details, such as the char-
acter’s clothing, but it fails to notice that the character’s leg is bent in an unnatural
way.
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A.3.4 Failures related to multimodal hallucination

GPT-4V hallucinates about a person pushing a photocopier.

Question: What is unusual about this image?
Ground truth: A person stuck in a piece of furniture.
GPT-4V: The image appears to be from a video game, which can be inferred
from the visual style and the overlaid text that reads “WELCOME TO THE
OLDEST HOUSE - Proceed deeper into the Bureau“. The unusual aspect is
that it depicts a third-person view of a character pushing a photocopier inside
an office environment. This is an uncommon action within the context of a
video game, as photocopiers are typically static objects in such settings. The
scenario suggests a gameplay element or a task within the game that involves
moving office equipment, which is not a conventional video game objective.
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth.
The ground truth describes a person stuck in a piece of furniture, which is not
mentioned in the generated description. Instead, the description focuses on
the video game aspect and the character’s actions, which are not related to
the ground truth. The themes of being stuck and struggling to get out are not
present in the generated description, and the intent of the image is not
accurately conveyed. . . .

Figure A.7: GPT-4V starts by describing the image as a video game screenshot and
then begins to read the text on the image. Regarding the actual content of the
image, it fails to understand the content and hallucinates about a person pushing a
photocopier. The model and judge’s response are truncated to save space.
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GPT-4V hallucinates about a mirror.

Question: What is unusual about this image?
Ground truth: A towel is floating in the air.
GPT-4V: The image appears to be a screenshot from a video game,
featuring a first-person perspective where the player’s hand and a gun are
visible, aiming towards a mirror. What is unusual is that the mirror does not
reflect the player’s hand or the gun; instead, it shows a room with furniture,
which suggests a graphical error or a deliberate design choice within the
game. Mirrors in video games are often challenging to render correctly due to
the computational demand of real-time reflections.
Llama-2 (Judge): No.
The generated description does not accurately convey the key information and
themes of the ground truth. The ground truth simply states that a towel is
floating in the air, whereas the generated description describes a scene from a
video game with a first-person perspective, a mirror, and furniture. The
themes of a towel floating and a video game are unrelated, and the generated
description does not capture the essence of the ground truth.
While the generated description recognizes synonyms and paraphrases, such
as “a first-person perspective” instead of “a person holding a gun,” it does not
maintain the essence of the ground truth. The creative or varied linguistic
expression in the generated description does not align with the ground truth,
and the correlation between the two texts is weak.
To improve the alignment, the generated description could focus on the visual
elements in the image, such as the floating towel, and avoid introducing
unrelated elements like a video game or furniture. A revised description that
accurately conveys the key information and themes of the ground truth could
be: “A white towel is seen floating in mid-air, with no visible means of
support.” This description maintains the essence of the ground truth while
using different words and phrasing.

Figure A.8: While GPT-4V detects that the image is a screenshot of a first-person
video game with a person holding a weapon, it fails to detect the floating towel;
instead, it hallucinates about a mirror.
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InstructBLIP hallucinations about a horse.

Question: What is wrong with this image?
Ground truth: Part of the house’s external wall has a low-resolution texture.
InstructBLIP-7B: The image is unusual because it features a horse
standing in front of a wooden house with a thatched roof. Horses are typically
associated with outdoor environments, such as fields or stables, rather than
urban settings like the one depicted in this image. Additionally, the presence
of a clock and a dog in the scene adds to the unconventional nature of the
image, as these elements are not typically found in close proximity to a horse
and a wooden house with a thatched roof.
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth. The ground truth
statement simply describes a physical characteristic of a house, whereas the
generated description describes a scene with a horse, clock, and dog, and
focuses on the unusual nature of the image. The generated description does
not mention the low-resolution texture of the house’s external wall, which is
the main focus of the ground truth.
To improve the alignment between the generated description and the ground
truth, the model could be fine-tuned to focus more on the physical
characteristics of the house, rather than the objects in the scene.
Additionally, the model could be trained to recognize and use more specific
vocabulary related to architecture and building materials, such as
“low-resolution texture” instead of “unusual.”
However, it’s worth noting that the generated description does show some
creativity and varied linguistic expression, and it could be considered a valid
description of the image from a different perspective.

Figure A.9: Sample hallucination made by InstructBLIP-7B. The model mentions
the presence of a horse in front of a wooden horse.
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LLaVA-1.5-7B hallucination about person holding a book.

Question: What is wrong with this image?
Ground truth: A person with their hand stretched up.
LLaVA-1.5-7B: The unusual aspect of this image is the presence of a person
wearing a red coat and a hat, who is standing in a room with a typewriter
and a person lying on the floor. The person in the red coat is holding a book,
and there is a computer mouse nearby. The scene appears to be a mix of
old-fashioned and modern elements, as the person is dressed in a red coat and
hat, while the presence of a computer mouse and a typewriter suggests a more
traditional setting. The combination of these elements creates an intriguing
and unexpected visual experience. Llama-2 (Judge): No, the generated
description does not accurately convey the key information and themes of the
ground truth.
The ground truth image contains a person with their hand stretched up,
which is not mentioned in the generated description. The description focuses
on the person’s clothing, the presence of a typewriter and computer mouse,
and the mixing of old-fashioned and modern elements, which are not the main
aspects of the ground truth image.
To improve the alignment between the generated description and the ground
truth, the model should focus on the person’s gesture of stretching their hand
up and the overall simplicity of the image, rather than the details of the
person’s clothing and the surrounding objects. A possible revised description
could be:
“A person with their hand stretched up, surrounded by a minimalist
background, creating a sense of isolation and focus.”
This revised description maintains the essence of the ground truth image
while using different wording and emphasizing the key elements of the image.

Figure A.10: While LLaVA-1.5-7B provides some details about the image, such as a
person lying on the ground, it hallucinates the presence of a computer mouse and a
person holding a book.
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Fuyu-8B hallucinates all the details about the image.

Question: What is wrong with this image?
Ground truth: A car is flying in the air.
Fuyu-8B: In the image, there is a person standing on a street corner, wearing
a mask and holding a weapon. The scene appears to be altered, possibly to
make it appear as if the person is a zombie or a masked person. The weapon,
a revolver, is visible, and the scene appears to be set in a surreal or futuristic
setting. The altered nature of the image, combined with the altered
perspective, creates an interesting and unusual visual effect.
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth. The ground truth
describes a car flying in the air, while the generated description describes a
person standing on a street corner with a weapon, in a possibly surreal or
futuristic setting. The themes of transportation and movement are not
present in the generated description, and the focus on a person and a weapon
suggests a different theme altogether.
While the generated description does use creative and varied linguistic
expressions, such as “altered perspective” and “surreal or futuristic setting,”
the overall meaning and intent of the description does not align with the
ground truth. To improve the alignment, the generated description could
focus more on the movement and transportation themes present in the ground
truth, and strive to convey the idea of a car flying in the air in a creative and
visually engaging way.

Figure A.11: The screenshot displays a car floating in the air, but Fuyu-8B provides
incorrect details and generates numerous hallucinations. All details are incorrect.
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MiniGPT-v2 hallucinates about everything, including a red fire truck.

Question: What is wrong with this image?
Ground truth: A horse is in an unusual position with its front legs raised
and resting on a ledge of a wooden feeding trough.
MiniGPT-v2: In the image, there are two men standing near an old-looking
building with wood planks. One man is pointing a bow and arrow at the
other man who is holding a large, long-handled spoon that looks like it could
be used for a bowling ball. There’s also a wooden table nearby, but the scene
appears to be quite peculiar as there are a few horses in the vicinity, as well as
two dogs, one of which is sitting on the ground.
There is also a large red fire truck that appears to be partially buried in the
ground nearby. The combination of people and animals along with the
unconventional weapons and objects in this setting may imply some sort of
unusual or fictional activity, possibly a video game scenario.
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth. The ground truth
describes a horse in an unusual position, resting its front legs on a ledge, while
the generated description focuses on the presence of men, horses, dogs, and a
fire truck in a setting that appears to be a video game scenario. The
generated description does not mention the horse’s unusual position or the
wooden feeding trough, and instead introduces unrelated elements such as the
bow and arrow, the large spoon, and the partially buried fire truck.
The lacunarity in the generated description suggests that the model has not
fully captured the essence of the ground truth, and may have been influenced
by other factors such as the presence of people and animals in the image, or
the suggestion of a fictional or video game-like scenario. To improve the
alignment between the generated description and the ground truth, the model
could benefit from additional training on images that depict unusual or
unexpected scenarios, as well as reinforcement of the importance of focusing
on the main subject and its unique features, rather than peripheral elements.
That being said, the generated description does display some creative and
varied linguistic expression, using phrases such as “unusual or fictional
activity” and “large, long-handled spoon that looks like it could be used for a
bowling ball.” These expressions suggest that the model has some ability to
generate engaging and descriptive language, which could be leveraged to
improve the accuracy and fidelity of its descriptions.

Figure A.12: The screenshot shows a scene from The Witcher 3 game in which a
horse has an unusual posture. MiniGPT-v2 provides incorrect details and generates
numerous hallucinations. Almost all details are incorrect.

146



SPHINX hallucinates about “a dog is standing on its hind legs next to a car”.

Question: What is wrong with this image?
Ground truth: A person is attached to a car’s door.
SPHINX: The unusual aspect of this image is that a dog is standing on its
hind legs next to a car, which is not a typical behavior for a dog. This scene is
likely a staged or edited photograph, as it is not common for a dog to be able
to stand on its hind legs in such a manner. The dog’s position and the car’s
location on the road create an interesting and unexpected visual effect.
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth.
The ground truth states that a person is attached to a car’s door, which
suggests a potentially dangerous or emergency situation. In contrast, the
generated description focuses on the unusual behavior of a dog standing on its
hind legs next to a car, which is not the main focus of the ground truth.
Additionally, the generated description implies that the scene is staged or
edited, which is not mentioned in the ground truth.
To improve the alignment between the generated description and the ground
truth, the model should focus more on the person’s attachment to the car’s
door and the potential danger or urgency of the situation. The description
could be rephrased to emphasize the unexpected nature of the person’s
attachment and the car’s location, while still acknowledging the dog’s unusual
behavior. For example: “An unexpected scene unfolds as a person is seen
attached to the door of a car, while a dog stands on its hind legs nearby. The
person’s attachment to the car creates a sense of urgency, and the dog’s
unusual behavior adds to the overall unexpected nature of the scene.”

Figure A.13: Sample image in which SPHINX hallucinates about a dog. However,
some details about the image, such as the presence of a car, are correct.
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A.3.5 Failures related to the judge accepting the wrong an-
swer

Llama-2 aligns “desert-like environment” with the “pixelated character floating
in the air”.

Question: What is wrong with this image?
Ground truth: A pixelated character is floating in the air.
LLaVA-1.5-13B: In the image, there is a man standing in front of a tent,
wearing a long coat and holding a sword. The man appears to be a character
from a video game, possibly a Viking or a warrior. The scene seems to be set
in a desert-like environment.
There are a few minor issues in the image. The man’s sword is positioned in a
way that it appears to be floating in the air, rather than being held properly.
. . .
Llama-2 (Judge): Yes.
The generated description successfully conveys the key information and
themes of the ground truth, despite some differences in wording and phrasing.
The reference to a “pixelated character” in the ground truth is interpreted by
the model as a “man standing in front of a tent” who appears to be a video
game character, possibly a Viking or a warrior. The mention of a “desert-like
environment” aligns with the pixelated character floating in the air.
The model’s description also creatively includes details not present in the
ground truth, such as the character’s long coat and the sword being held in a
way that appears to be floating. These additional elements maintain the
essence of the ground truth while offering a unique expression. . . .

Figure A.14: Llama-2 is confused and accepts the wrong response. The response
generated by LLaVA-1.5-13B hallucinates a floating sword, which is incorrect. How-
ever, Llama-2 matches “desert-like environment” with the ground truth: “A pixelated
character is floating in the air.”. The model and judge’s response are truncated to
save space.
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Llama-2 aligns “unique and exciting match-up” with “clipping into each other”.

Question: What is wrong with this image?
Ground truth: Two characters are clipping into each other.
MiniGPT-v2: In this image, two soccer players are engaged in a unique and
exciting match-up. The unusual aspect is that one of the players is tackling
another player while wearing skates, which is not typically seen in soccer
games, as these involve only foot movements rather than using any wheeled
devices. This uncommon scenario adds to the intensity of the action captured
in the photo and provides an interesting and captivating view for spectators.
Llama-2 (Judge): Yes, the generated description conveys the key
information and themes of the ground truth. While the ground truth simply
states that two characters are clipping into each other, the generated
description provides additional context and detail, describing the unusual
aspect of the scene, the intensity of the action, and the captivating view for
spectators.
The generated description uses different wording and phrasing than the
ground truth, but it maintains the essence of the original message. The use of
synonyms such as “unique and exciting match-up” for “clipping into each
other” and “uncommon scenario” for “two characters” is effective in conveying
the same meaning. Additionally, the description provides more context and
detail, such as the fact that one of the players is wearing skates, which adds to
the intensity of the action.
Overall, the generated description is a good example of a faithful
representation of the ground truth’s meaning, despite using different wording
and phrasing. It offers a creative and varied linguistic expression that
maintains the essence of the original message, making it a good fit for the task
at hand.

Figure A.15: MiniGPT-v2 produces a partial description of the image with some
hallucination, leading Llama-2 to accept the wrong answer as a correct match with
the ground truth.
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Llama-2 incorrectly focuses on potential themes related to the ground truth
and ignores glitches.

Question: What is unusual about this image?
Ground truth: A creature is clipping inside a wooden pathway, with its
head visible.
InstructBLIP-13B: In this image, there is an unusual presence of a
crocodile on a wooden bridge. The crocodile appears to be swimming or
floating in the water underneath the bridge, which is made of wooden planks.
This is an unusual sight as crocodiles are not typically found in this type of
environment and are more commonly associated with swamps, rivers, and
other aquatic habitats. The presence of the crocodile in this image adds an
element of danger and unpredictability to the scene, suggesting that the
player needs to be cautious while navigating the area.
Llama-2 (Judge): Yes, the generated description conveys the key
information and themes of the ground truth, even if worded differently. The
semantic content is similar, with the focus on an unusual creature (crocodile)
in an unexpected environment (wooden bridge). The thematic alignment is
also present, as both texts convey a sense of danger and unpredictability. The
generated description also maintains the intent of the ground truth,
suggesting that the player needs to be cautious while navigating the area.
While the generated description uses different phrasing and wording, it
recognizes synonyms (unusual presence, swimming, floating) and paraphrases
(not typically found, more commonly associated) that faithfully represent the
ground truth’s meaning. Additionally, the generated description offers
creative expressions (unusual sight, element of danger) that maintain the
essence of the ground truth.
However, to improve the correlation between the texts, the generated
description could better align with the ground truth by specifically
mentioning the creature as a crocodile, rather than using a more generic term
like “unusual presence.” This would enhance the fidelity of the description
while still allowing for creative expressions.
In conclusion, the generated description effectively conveys the key
information and themes of the ground truth, with minor opportunities for
improvement in alignment.

Figure A.16: While the InstructBLIP’s response contains some key elements such as
crocodiles and wooden planks, it does not mention the clipping issue. InstructBLIP
also hallucinates about crocodiles swimming in the water. However, Llama-2, acting
as the judge, aligns with the theme of the ground truth in the InstructBLIP’s response
and accepts the answer.
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Llama-2 does not focus on the meaning of the generated response.

Question: What is unusual about this image?
Ground truth: A person is clipped through the ground and only upper
body and head is visible
OtterHD: In this image, a soldier is standing on top of a bed and pointing a
gun at a fellow soldier who is kneeling on the ground. This scene is unusual as
it is not typical for people to engage in such actions, especially within a
domestic setting like a bedroom. Additionally, the presence of a gun in the
scene indicates that there might be a conflict or a threat, which is also out of
the ordinary in a bed room. The combination of these elements makes the
image quite unusual and potentially concerning.
Llama-2 (Judge): Yes, the generated description accurately conveys the key
information and themes of the ground truth.
The ground truth references a person who is partially visible above the
ground, with only their upper body and head visible. The generated
description does not explicitly mention this, but it does describe a person (the
soldier) who is standing on top of a bed, which suggests that they are elevated
above the ground.
Furthermore, the generated description accurately identifies the unusual
nature of the scene, including the presence of a gun and the conflict or threat
that it implies. This aligns with the thematic focus of the ground truth, which
highlights the unexpected and potentially concerning nature of the image.
While the generated description does not use the same phrasing or wording as
the ground truth, it successfully conveys the essential information and themes
of the image. Therefore, the answer is Yes, the generated description
accurately represents the ground truth.

Figure A.17: OtterHD thinks that the presence of soldiers and guns in the bedroom
is an unusual aspect of the image. However, it fails to notice the clipping issue and
mistakes it for a soldier kneeling on the ground. Llama-2, as the judge, acknowledges
that the generated text and the ground truth have different wording, yet it completely
fails to evaluate the meaning of the response and incorrectly accepts it.
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Llama-2 matches the inaccurate description of the scene with the ground truth.

Question: What is wrong with this image?
Ground truth: The water surface is not rendered correctly and seems to
have a rectangular hole in it.
SPHINX: The image is a computer game scene, featuring a man sitting on a
dock overlooking a large body of water. The man is holding a fishing pole,
and there is a boat visible in the water. The problem with this image is that
it is not a real-life scene, but rather a computer-generated image from a video
game. The man, the boat, and the surrounding environment are all part of
the game’s virtual world, and they do not exist in reality.
Llama-2 (Judge): Yes, the generated description accurately conveys the key
information and theme of the ground truth reference.
Although the generated description differs in wording and phrasing from the
ground truth, it successfully conveys the message that the image is a
computer-generated scene from a video game and not a real-life scene. It
highlights the same problem as the ground truth, i.e., the incorrect rendering
of the water surface, but instead of focusing on the rectangular hole, it
describes the scene as a whole, emphasizing its virtual nature.
The generated description provides additional information that is not present
in the ground truth, such as the presence of a man holding a fishing pole and
a boat in the water. However, this additional information does not detract
from the main theme and message of the ground truth, which is the incorrect
rendering of the water surface.
Therefore, the generated description is a valid paraphrase of the ground truth,
maintaining the essence of the original message while offering different
phrasing and stylistic expressions. It successfully conveys the intended
meaning of the ground truth, albeit with some creative liberties taken to
enhance the description.

Figure A.18: Despite the fact that SPHINX’s response does not mention any problem
with the water, Llama-2 matches SPHINX’s response with the ground truth and
accepts it.
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A.3.6 Failures related to clipping issues

GPT-4V fails to detect two cars of the same model clipping on top of each
other.

Question: What is unusual about this image?
Ground truth: Two cars are intersecting and clipping through each other.
GPT-4V: The image appears to be a screenshot from a video game, possibly
a driving or off-road simulation game, given the various HUD (heads-up
display) elements visible, such as the “Distance,” “Time,” “Traveled,” and
vehicle status indicators like “Fuel,” “Diff Lock,” “All Wheels,” and “Winch.”
If we are looking for something unusual: The vehicle seems to be in a rugged
environment, but the terrain doesn’t show much wear or tracks behind the
vehicle, even though it seems to be kicking up dirt or dust.The “Gear 1/5”
indicator at the bottom right suggests the vehicle is in the first gear, but
considering the distance it has traveled (2360 m), it’s a bit unusual for it to
still be in first gear, unless the terrain is very challenging. . . .
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth. The ground truth states
that two cars are intersecting and clipping through each other, but the
generated description does not mention this at all. Instead, it focuses on the
details of the vehicles and the environment, such as the HUD elements, the
terrain, and the vehicle’s gear. . . .

Figure A.19: GPT-4V fails to detect a clipping glitch in which two cars of the same
model and visually identical are placed on top of each other on a dirt road. The
model and judge’s response are truncated to save space.
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GPT-4V fails to detect clipping glitch between character and the door.

Question: What is wrong with this image?
Ground truth: A man is clipping and intersecting with a closed door.
GPT-4V: The image appears to be a screenshot from a video game that
resembles the style and characters of “Red Dead Redemption 2,” given the
Western theme and period-appropriate clothing and setting. There are three
characters shown; two are standing, possibly in a standoff, and one is seated,
observing the situation.
As for what might be “wrong” with the image, that could depend on context.
If you’re referring to inconsistencies or anachronisms in the setting or
character appearance, nothing immediately stands out as obviously incorrect
without more context. However, if this is a critique of the scene’s composition
or a glitch in the game graphics, additional details would be needed to make a
proper assessment.
If you are inquiring about a technical flaw or something that seems out of
place within the game’s context, it’s not evident without further information
or a more specific indication of what to look for. If there is a specific aspect
you would like to discuss or point out, please provide more details.
Llama-2 (Judge): The generated description does not accurately convey the
key information and themes of the ground truth. The ground truth describes
a man clipping and intersecting with a closed door, whereas the generated
description discusses a screenshot from a video game, possibly from “Red
Dead Redemption 2,” with three characters shown in a Western setting.
The generated description does not mention anything about a man, a door, or
any intersection or clipping. Instead, it focuses on the visual elements of the
image, such as the characters, setting, and possible anachronisms. The
description also mentions the composition of the scene and the possibility of a
glitch in the game graphics, which is not related to the ground truth.
Therefore, the answer is No, the generated description does not faithfully
represent the meaning of the ground truth. . . .

Figure A.20: The screenshot shows a glitch in which a character is standing in a
doorway frame while the door is closed, resulting in clipping with the door. GPT-4V
fails to notice that the door is closed. The judge’s response is truncated to save space.
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LLaVA-1.5 fails to understand the clipping issue despite detecting objects in
the image.

Question: What is wrong with this image?
Ground truth: A car is clipped inside a stone barrier.
LLaVA-1.5-13B: The image is a computer-generated or digitally altered
photo of a car driving through a forest. The car is surrounded by rocks and
bushes, and there is a person visible in the car. However, the person appears
to be a cartoon or computer-generated character, which is not realistic. This
suggests that the image has been manipulated or created using digital tools,
resulting in a fake or unrealistic scene.
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth. The ground truth states
that a car is clipped inside a stone barrier, indicating a dangerous or
precarious situation. In contrast, the generated description focuses on the fact
that the image is computer-generated or digitally altered, and that the person
in the car is a cartoon or computer-generated character. This shift in focus
and the use of unrealistic elements detract from the original meaning of the
ground truth.
To improve the alignment between the generated description and the ground
truth, the model could focus more on the physical environment and the
potential danger posed by the stone barrier, rather than the digital origin of
the image or the unrealistic elements present in the scene. For example, the
generated description could be revised to say: “A car is precariously situated
inside a stone barrier, surrounded by rocky terrain and dense vegetation,
conveying a sense of isolation and potential danger.” This revised description
better captures the key information and themes of the ground truth while still
allowing for some creative expression and variation in wording.

Figure A.21: LLaVA-1.5 detects some individual objects from the image, for example,
the car and its driver, rocks and bushes, but it does not understand the clipping issue
happening between the car and rocks (or stone barrier according to the ground truth).
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MiniGPT-v2 detects the presence of two people on the bed, however, it fails to
recognize the clipping issue.

Question: What is unusual about this image?
Ground truth: Two characters on the bed are clipping into each other.
MiniGPT-v2: In this scene, there are two men sleeping on a bed in a cave,
and the setting is quite unusual since it takes place underground. hopefully,
the characters are safe. It’s not typical for two people to sleep together in
such an unconventional setting, making this image stand out as odd or
surprising to some viewers.
Llama-2 (Judge): The generated description conveys the key information of
two characters sleeping on a bed, but it also includes some extraneous details
that are not present in the ground truth, such as the location of the scene
being underground and the characters’ safety. However, the description does
not accurately convey the theme of the characters clipping into each other,
which is a significant aspect of the ground truth.
There are some synonyms and paraphrases used in the generated description
that attempt to convey the idea of the characters being close together, such as
“sleeping together” and “unconventional setting.” However, these phrases do
not accurately represent the intended meaning of the ground truth, which is
that the characters are physically touching each other.
Overall, the generated description does not faithfully represent the meaning of
the ground truth, and it includes some misleading details that detract from
the essence of the original text. Therefore, the correlation between the two
texts is weak, and the generated description does not meet the criteria for a
successful comparison.
Reported answer: No.

Figure A.22: MiniGPT-v2 provides a detailed description of the image but fails to
notice that two people are placed in a strange way and are clipping into each other
on the bed.
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InstructBLIP-13B fails to detect the paper coffee cup intersecting with the
person’s hand.

Question: What is unusual about this image?
Ground truth: A coffee cup is clipping and intersecting with a person’s
hand.
InstructBLIP-13B: In this image, there is an unusual presence of a
mannequin in the scene. The mannequin appears to be wearing a shirt and
pants, and it is standing in the middle of a restaurant or cafe. It is not
common to see mannequins in real-life restaurants or cafes, as they are
typically used for displaying clothing or merchandise in retail stores.
Therefore, the presence of a mannequin in this scene is unusual and adds an
unconventional element to the image.
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth. The ground truth
describes a scene where a coffee cup is intersecting with a person’s hand, but
the generated description does not mention anything about a coffee cup or a
person’s hand. Instead, it focuses on the presence of a mannequin in the
scene, which is not the main focus of the ground truth.
The generated description does mention that the mannequin is standing in a
restaurant or cafe, which suggests that the image may be taking place in a
similar setting, but the description does not accurately convey the key element
of the ground truth. The use of a mannequin in the description is also not
aligned with the ground truth, as it is not mentioned in the original text.
To improve the alignment between the generated description and the ground
truth, the model could be trained to focus more on the main elements of the
image, such as the coffee cup and the person’s hand, and less on peripheral
elements like the mannequin. Additionally, the model could benefit from more
specific training data that includes a variety of images with different objects
and settings, to help it better recognize and describe the main elements of a
scene.

Figure A.23: The screenshot shows a person’s body and a coffee cup intersecting and
clipping with the person’s hand. InstructBLIP mistakes the person for a mannequin
and also fails to notice the coffee cup entirely
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Qwen-VL fails to detect that the helicopter is clipping inside the wall.

Question: What is unusual about this image?
Ground truth: A helicopter is clipping through the wall.
Qwen-VL: The unusual aspect of this image is that it shows a first-person
view of a person playing a video game, specifically Grand Theft Auto V. The
scene depicts a person controlling a character on a rooftop, shooting at a
helicopter with a gun. However, the helicopter is not a part of the real world
but a digital creation within the game. This creates the illusion that the
player is directly controlling the character within the game, experiencing the
action and engaging in the virtual environment.
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth. The ground truth simply
states that a helicopter is clipping through a wall, indicating a broken or
glitched aspect of a digital environment. The generated description, on the
other hand, describes a first-person view of a person playing a video game,
specifically Grand Theft Auto V, and goes on to explain the scene in detail,
highlighting the digital creation of the helicopter within the game.
While the generated description provides a creative and engaging explanation
of the scene, it does not faithfully represent the meaning of the ground truth.
The key information and themes of the ground truth are not effectively
conveyed, and the description does not accurately assess the unusual aspect of
the image. Therefore, the correlation between the ground truth and the
generated description is weak.
To improve the alignment, the generated description could focus more on the
broken aspect of the digital environment, highlighting the helicopter clipping
through the wall as the unusual aspect of the image. This would ensure that
the key information and themes of the ground truth are accurately conveyed,
while still allowing for creative and varied linguistic expression.

Figure A.24: Qwen-VL provides an inaccurate description of the image, including
multiple hallucinations about a person standing on the rooftop. Ultimately, Qwen-
VL fails to notice the helicopter clipping into the wall.
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A.3.7 Failures related to unusual circumstances

GPT-4V fails to detect multiple clipping glitches involving several cars.

Question: What is wrong with this image?
Ground truth: Several cars are colliding with each other.
GPT-4V: This image appears to be from a video game, judging by the
graphics and the user interface elements visible on the screen, such as the
time, a mini-map, and game objectives related to issuing parking tickets and
clearing an accident. What’s unusual here is that the police vehicle is
incorrectly parked—it’s on the wrong side of the road, facing oncoming traffic,
which goes against typical traffic laws. Additionally, the rear of the
ambulance is opened, but there is no sense of urgency or activity that would
typically accompany an open ambulance at a scene, contributing to the
unusual nature of the scene depicted.
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth. While it provides some
details about the scene, such as the presence of a police vehicle and an
ambulance, it does not mention the central aspect of the image, which is the
collision of several cars. Additionally, the description focuses on the unusual
aspects of the scene, such as the parked police vehicle and the open
ambulance, which are not the main focus of the ground truth. . . .

Figure A.25: The screenshot shows two ambulance cars and a police car colliding and
intersecting with each other. Two ambulance cars are moving in the same direction,
following the street traffic, but the police car is rotated 90 degrees, as if it was blocking
the road. However, both ambulances are colliding with the police car. GPT-4V fails
to detect these clipping issues. The judge’s response is truncated to save space.

159



GPT-4V is confused by the light emitted from the furnace and mistakes it for
a thermal monitor.

Question: What is unusual about this image?
Ground truth: A person is standing in the furnace.
GPT-4V: The image appears to be a screenshot from a video game, judging
from the HUD (Heads-Up Display) elements present on the screen. It depicts
a character in a dark environment with objectives and game information
listed on the left side of the screen. The unusual elements in this image relate
to the context of a video game world rather than real life:

1. Objective List: On the left-hand side, . . .
2. Currency and Scoring: The top right corner shows a currency . . .
3. Weapons Display: The bottom right corner shows . . .
4. Thermal Image: There is a thermal imaging display showing a figure

in red, which suggests the use of some kind of thermal vision or
scanning technology within the game to detect characters through
obstacles or walls.

5. Radar: In the bottom left corner, there is a mini-map . . .
Llama-2 (Judge): No, the generated description does not accurately convey
the key information and themes of the ground truth reference.
The ground truth reference simply states that a person is standing in a
furnace, which implies a dangerous and potentially industrial or
manufacturing environment. In contrast, the generated description focuses . . .

Figure A.26: The screenshot displays an unusual setting where a person stands in a
furnace with glowing fire. GPT-4V fails to correctly detect and understand the scene,
mistaking the furnace for a thermal monitor. Responses are truncated to save space.
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GPT-4V fails to notice that a car is not being rendered at all, while its passen-
gers are

Question: What is wrong with this image?
Ground truth: Two people driving an invisible car
GPT-4V: The image seems to be a still from a video game or a
CGI-rendered scene, showing a police armored vehicle with “GCPD” written
on it, suggesting it is related to the fictional Gotham City Police Department
from the Batman universe. There are two characters crouching beside the
vehicle. It’s difficult to say exactly what might be considered “wrong” with
this image without more context, as it could refer to technical issues,
inconsistencies within the narrative of the game, or anachronisms. If there’s
something specific you’d like me to look for, please provide additional details.
Llama-2 (Judge): No, the generated description does not faithfully
represent the ground truth.
The ground truth describes two people driving an invisible car, while the
generated description describes a police armored vehicle with two characters
crouching beside it, possibly from a video game or CGI-rendered scene. The
generated description does not mention anything about an invisible car or the
characters driving it, which is the main focus of the ground truth. . . .

Figure A.27: The screenshot show two people are driving an invisible car due to
a rendering glitch. GPT-4V fails to notice the strange character postures, which
suggest that they are participating in an animation where they are riding in a car.
The judge’s response truncated to save space.
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A.4 Sample glitches that are hard for humans

In this section, we provide some samples for which human users find it difficult to

detect or report the glitch correctly. There are some glitches that are not easy for

humans to report or detect. We can roughly categorize these glitches into two groups:

1. Lay users cannot report them using the correct terminology. For example, “Hall

of Mirrors”, which refers to cases where textures and images are incorrectly

reflected multiple times, creating a disorienting, mirror-like effect.

2. Users may not notice glitches due to poor visibility, lighting, or rendering con-

ditions.

Figure A.28: The screenshot shows a person dressed in a sniper suit floating in the
air near the center of the image (above the crosshair). Detecting the floating person
can be challenging for some users due to the pattern used in the sniper suit, the
background palm tree, and the overall color of the environment.
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Figure A.29: In this image, the cat on the left side of the image is slightly above the
ground and floating in mid-air. Due to the lighting conditions and distance of the cat
from the camera, detecting the glitch is hard.

Figure A.30: In this image, there is a character smoking a cigarette on the right side,
but due to a rendering glitch, the character is not rendered at all; only the cigarette
is visible. Detecting the absence of the character can be challenging for some users.
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Figure A.31: The image shows a significant rendering glitch in which vertices and
triangles of the object are completely corrupted. Describing what is wrong with this
image can be challenging for some users as they do not know specific terminology.

Figure A.32: The image shows a blood and gore setting in a zombie-related game,
with zombie intestines all over the place. Some users fail to notice that the hands
are reloading a gun, but the magazine is being put into the wrong part of the gun,
resulting in a clipping glitch.
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Figure A.33: The image depicts a rendering glitch known as “Hall of Mirrors” or
“ghosting”, which results in a trail of previously rendered frames appearing instead of
a missing mesh or texture. While detecting that there are some issues with the image
is easy for most users, using the correct terms can be challenging.
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A.5 Synthetic sample generated with Unity

In this section, we provide samples of glitches generated inside Unity.

Figure A.34: The roof has a low-resolution
texture.

Figure A.35: The ladder has a placeholder
texture.

Figure A.36: Part of the roof has a place-
holder texture.

Figure A.37: The carriage has a distorted
mesh.

166



Figure A.38: Part of the house structure
has a placeholder texture.

Figure A.39: The canopy structure has a
low-resolution texture.

Figure A.40: The barrel’s mesh is
stretched and distorted.

Figure A.41: The boat has a low-
resolution texture.
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Appendix B: Appendix For

VideoGameBunny: Towards visual

assistants for video games

B.1 Additional details

B.1.1 Prompts used to generated datasets

Figure B.1: Long caption generation with GPT-4V

Please provide a detailed description of the image, ensuring that no details are
omitted. Describe every element you observe within the image to provide a com-
prehensive account of its contents. Don’t be lazy and it is important to get every-
thing well done.
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Figure B.2: image-to-JSON data generation

First, provide a detailed description of the image, including every small detail pos-
sible. Next, create ten multiple-choice questions based on the content of the image.
Each question should test the understanding of the image’s content. Follow this
JSON format: { "description": "Full Image Description", "short_description":
"Short Image Description", "dialogue": ["Any visible dialogue text as a json list"],
"on_screen_subtitle": "any subtitle on the image or n/a", "minimap_details":
"Information from the minimap", "inventory_display": "Information about the
player’s inventory", "score_or_progress": "Details about scores or progress indi-
cators", "NPC_status": "Information about NPCs", "event_indicators": "Indi-
cators of any special events", "interaction_prompts": "Visible prompts for player
interactions", "game_mode": "Current game mode or context", "HUD_descrip-
tion": "description of the game HUD or n/a if there is no HUD", "on_screen_-
watermark": "any watermark on the image or n/a", "summary_of_ui_values":
"summary of the UI values as json or empty json if there is no UI", "scene_-
description": "A high-level overview of the entire scene", "character_list": [ {
"name": "Character Name", "appearance": "Description of appearance", "cloth-
ing": "Description of clothing", "facial_expression": "Description of facial ex-
pression" } ], "object_list": ["Object 1", "Object 2", ...], "texture_details": "a
json list of object name and texture patterns that they have", "lighting_details":
"Specific information about the light sources and shadows in the scene", "color_-
palette": ["hexadecimal color code", "hexadecimal color code", ...], "weather_-
conditions": "Description of any weather effects present, or say cannot be deter-
mined", "environmental_effects": "Description of any environmental effects like
fog, rain, fire, etc.", "animation_states": "Descriptions of any static poses or
actions implied by character positions", "error_log": "Any noticeable glitches or
anomalies in the image", "glitches": "any glitch or buggy aspect of the image or
none if there is nothing", "player_status": { "health": "Player’s health value",
"equipment": "Player’s equipment details", "other_status": "Other status indi-
cators" } }

Figure B.3: LLama-3-based data generation

Using the image description provided below, create 10 questions and their corre-
sponding answers that pertain exclusively to the details given in the description.
Format your response using JSON.
Image description: <image description here >
Ensure your questions are relevant and directly related to the image description.
For example, do not ask about elements not explicitly mentioned in the descrip-
tion.
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Table B.2: Comparison of VideoGameBunny and LLaVA-1.6-34b

Category VideoGameBunny LLaVA-1.6-34b

Action Understanding 84.6 ↑(+2.9) 81.7

Anomalies and Glitches 82.1 ↑(+16.6) 65.5

Character Analysis 84.9 ↑(+0.6) 84.3

Common Sense Reasoning 89.1 ↓(-2.8) 91.9

Gameplay Mechanics 80.6 ↓(-5.8) 86.4

HUD and UI 84.1 ↑(+3.0) 81.1

Miscellaneous 86.2 ↑(+1.7) 84.5

Scene Understanding 92.4 ↑(+0.2) 92.2

Small Details 80.1 ↓(-0.2) 80.3

Spatial Reasoning 78.3 ↑(+1.0) 77.3
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B.3 Qualitative samples

In this section, we provide qualitative results from VideoGameBunny.

Qualitative results where VideoGameBunny provides a detailed description
of the image.

Question: Briefly describe the image.
VideoGameBunny: The image is a screenshot from a video game, showing a
character standing in front of a large, ornate painting. The painting depicts a man
with long hair and a beard, wearing a period outfit with a high collar and a sash.
The character is facing the painting, with their back to the viewer, and appears to
be observing it. The room has a dimly lit, old-fashioned ambiance, with a sconce on
the wall and a large, framed painting on the wall behind the character.

Figure B.7: VideoGameBunny provides a detailed description of the image
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Qualitative results where VideoGameBunny provides a detailed description
of the image.

Question: Briefly describe the image.
VideoGameBunny: The image is a still from a video game, depicting two
characters in a dimly lit wooden structure. The character on the left is a man with
a stern expression, wearing a dark robe with a patterned design. He is facing the
other character, who is partially obscured and has their back to the viewer. The
second character appears to be wearing a similar robe. The scene is set in a rustic
environment with wooden walls and a thatched roof.

Figure B.8: VideoGameBunny provides a detailed description of the image
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Qualitative results where VideoGameBunny provides a correct answer with
minor inaccuracies

Question: Describe the characters in the image
VideoGameBunny: The image shows two characters on horseback. The
character in the foreground is holding a lantern, and the character in the
background is following them. Both characters are wearing hats.

Figure B.9: VideoGameBunny provides a detailed description of the image with
minor inaccuracies. Details that are incorrect are highlighted and emphasized in red .
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Qualitative results where VideoGameBunny provides a correct answer with
some inaccuracies

Question: Describe the characters in the image
VideoGameBunny: The image shows Batman, who is in the center of the
frame, flying through the air. He is wearing his iconic black suit with a yellow

utility belt . Below him, there is a character named Penguin, who is wearing a tuxedo

and a bowler hat.

Figure B.10: VideoGameBunny hallucinates extra characters and a Batman utility
belt in the image, which are not actually present. Details that are incorrect are
highlighted and emphasized in red .
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Qualitative results where VideoGameBunny provide a wrong answer for a
query

Question: What is written on the image?
VideoGameBunny: The text on the image reads: ‘Tch... Tch... Tch... You way
around it, I guess. Tch... Tch... Tch... I’ll tell you, without stepping this guy away...’

Figure B.11: A sample showing that VideoGameBunny struggles to convert the
image to text.
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Qualitative results where VideoGameBunny provide a wronganswer for a
query

Question: What is written on the left?
VideoGameBunny: The word ’RELOAD’ is written on the left side of the gun.

Figure B.12: A sample showing that VideoGameBunny fails to provide a correct
answer. While the word RELOAD is written in the center of the image, the query
asks, What is written on the left? which should be answered with nothing.
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B.4 Sample image-to-JSON conversion

Sample image-to-JSON conversion done by VideoGameBunny

1 {

2 "description": "The image shows a first-person perspective of a video game, likely a survival horror title. The player is

holding a large, futuristic-looking rifle with a circular scope. The rifle has a white and black camouflage pattern.

The player's left hand is visible, adorned with a tattoo of a skull and what appears to be a snake. The player is

standing in a dark, dilapidated wooden structure, possibly a barn or shed. The walls are made of weathered wooden

planks, and the floor is made of wooden planks as well. There is a doorway on the left side of the image, leading to a

darker area. A small, white silhouette of a person holding a rifle is visible on the left side of the screen,

indicating the player's position on a minimap. The minimap shows the player's location as a white dot within a

circular area. The player's health bar is visible at the bottom of the screen, represented by a green bar with a white

outline. The health bar is nearly full. The player's ammunition count is displayed in the bottom right corner of the

screen, showing '0' bullets remaining in the current magazine and '41' bullets in reserve. A small icon of a skull

with a knife is visible next to the ammunition count, possibly indicating a special ability or weapon. The overall

atmosphere of the image is dark, gritty, and suspenseful, typical of the survival horror genre.",

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

3 "dialogue": [],

4 "on_screen_subtitle": "n/a",

5 "minimap_details": "The minimap shows the player's location as a white dot within a circular area. The minimap is located

in the bottom left corner of the screen.",↪→

6 "inventory_display": "The image does not show the player's full inventory.",

7 "score_or_progress": "The image does not display any score or progress indicators.",

8 "NPC_status": "The image does not provide any information about NPCs.",

9 "event_indicators": "The image does not display any specific event indicators.",

10 "interaction_prompts": "The image does not show any interaction prompts.",

11 "game_mode": "The image suggests the game is in a single-player campaign mode, based on the presence of a minimap and

health bar.",↪→

12 "HUD_description": "The HUD consists of a circular minimap in the bottom left corner, a circular health bar in the bottom

left corner, and an ammunition counter in the bottom right corner. The ammunition counter displays the current

magazine capacity, the remaining bullets in the magazine, and the total reserve ammunition.",

↪→

↪→

13 "on_screen_watermark": "MKiceAndFire",

14 "summary_of_ui_values": {

15 "health": "Nearly full",

16 "ammunition": "0/41"

17 },

18 "scene_description": "The scene takes place inside a dilapidated wooden structure, likely a barn or shed. The structure is

dark and appears to be abandoned. The walls and floor are made of weathered wooden planks. There is a doorway on the

left side of the image, leading to a darker area.",

↪→

↪→

19 "character_list": [

20 {

21 "name": "Player",

22 "appearance": "Cannot be fully determined, but the player's left hand is visible, showing a tattoo of a skull and a

snake.",↪→

23 "clothing": "Cannot be fully determined",

24 "facial_expression": "Cannot be determined"

25 }

26 ],

27 "object_list": [

28 "Rifle",

29 "Scope",
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30 "Wooden planks (walls and floor)",

31 "Doorway"

32 ],

33 "texture_details": [

34 {

35 "object": "Rifle",

36 "texture": "White and black camouflage pattern"

37 },

38 {

39 "object": "Wooden planks",

40 "texture": "Weathered, with visible grain and knots"

41 }

42 ],

43 "lighting_details": "The scene is dimly lit, with the primary light source appearing to be coming from the doorway on the

left. This creates a sense of depth and shadows within the structure.",↪→

44 "color_palette": [

45 "#181818",

46 "#303030",

47 "#505050",

48 "#FFFFFF"

49 ],

50 "weather_conditions": "Cannot be determined",

51 "environmental_effects": "None",

52 "animation_states": "The player is holding the rifle in a ready position, suggesting a state of alertness and preparedness

for combat.",↪→

53 "error_log": "None",

54 "glitches": "None",

55 "player_status": {

56 "health": "Nearly full",

57 "equipment": "The player is equipped with a large, futuristic-looking rifle with a circular scope.",

58 "other_status": "The player has 0 bullets remaining in the current magazine and 41 bullets in reserve."

59 }

60 }

Sample image-to-JSON conversion done by VideoGameBunny

1 {

2 "description": "The image shows a third-person perspective of a video game, likely Grand Theft Auto V, based on the HUD

elements and graphics style. The player is driving a white van on a multi-lane road. The van is positioned slightly to

the right of the center of the road, heading towards the viewer. The road is a typical city street with sidewalks,

buildings, and other vehicles. The time of day appears to be midday with clear skies. The HUD elements visible include

a minimap in the bottom left corner, a money counter in the top right corner, and a small portion of the player's

health bar in the bottom right corner. The minimap shows the player's location on a simplified map of the surrounding

area. The money counter displays the amount of in-game currency the player has, which is 9969. The health bar is

partially obscured, but it appears to be mostly full.",

↪→

↪→

↪→

↪→

↪→

↪→

↪→

3 "dialogue": [],

4 "on_screen_subtitle": "n/a",

5 "minimap_details": "The minimap shows the player's location on a simplified map of the surrounding area. The player is

represented by a white arrow pointing upwards, indicating their direction. The map shows roads, buildings, and a body

of water, likely a river or lake.",

↪→

↪→
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6 "inventory_display": "Not visible in the image.",

7 "score_or_progress": "The player's current in-game money is displayed as 9969 in the top right corner.",

8 "NPC_status": "Not applicable, as there are no visible NPCs in the image.",

9 "event_indicators": "None visible in the image.",

10 "interaction_prompts": "None visible in the image.",

11 "game_mode": "Cannot be determined from the image.",

12 "HUD_description": "The HUD consists of a minimap in the bottom left corner, a money counter in the top right corner, and

a small portion of the player's health bar in the bottom right corner.",↪→

13 "on_screen_watermark": "The watermark \"Elegy Ave\" is visible in the bottom right corner.",

14 "summary_of_ui_values": {

15 "money": "9969"

16 },

17 "scene_description": "The scene depicts a typical urban environment with buildings, roads, and vehicles. The player is

driving a van on a multi-lane road, heading towards a large, modern-looking building with a blue light display.",↪→

18 "character_list": [],

19 "object_list": [

20 "Van",

21 "Buildings",

22 "Road",

23 "Sidewalk",

24 "Trees",

25 "Vehicles",

26 "Streetlights",

27 "Blue Light Display"

28 ],

29 "texture_details": [

30 {

31 "object": "Buildings",

32 "texture": "Brick, concrete, glass"

33 },

34 {

35 "object": "Road",

36 "texture": "Asphalt"

37 },

38 {

39 "object": "Sidewalk",

40 "texture": "Concrete"

41 }

42 ],

43 "lighting_details": "The scene is brightly lit, suggesting midday sun. The lighting casts soft shadows from the buildings

and trees onto the road.",↪→

44 "color_palette": [

45 "#87CEEB",

46 "#FFFFFF",

47 "#A9A9A9",

48 "#696969",

49 "#808080"

50 ],

51 "weather_conditions": "Clear and sunny.",

52 "environmental_effects": "None visible in the image.",

53 "animation_states": "The van's wheels suggest it is in motion, and the other vehicles on the road imply traffic.",

54 "error_log": "None visible in the image.",

55 "glitches": "None visible in the image.",

56 "player_status": {

57 "health": "Partially obscured, but appears to be mostly full.",

58 "equipment": "Not visible in the image.",

59 "other_status": "The player has 9969 in-game currency."

60 }

61 }
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Sample image-to-JSON conversion done by VideoGameBunny

1 {

2 "description": "The image captures a scene from the video game Red Dead Redemption 2, showcasing the protagonist, Arthur

Morgan, riding his horse, Black Jack, along a dirt path. The path leads towards a small, industrial settlement built

on a cliffside. The settlement features wooden buildings with corrugated metal roofs, characteristic of the late

19th-century American frontier. A plume of black smoke rises from a chimney in the background, suggesting industrial

activity. The surrounding environment is a mix of rocky terrain and lush vegetation, with a dense forest visible in

the distance. The sky is overcast, with a hazy, diffused light suggesting either early morning or late afternoon. The

overall atmosphere is one of quiet anticipation, as if Arthur is about to enter a new chapter in his journey.",

↪→

↪→

↪→

↪→

↪→

↪→

3 "dialogue": [],

4 "on_screen_subtitle": "n/a",

5 "minimap_details": "n/a",

6 "inventory_display": "n/a",

7 "score_or_progress": "n/a",

8 "NPC_status": "n/a",

9 "event_indicators": "n/a",

10 "interaction_prompts": "n/a",

11 "game_mode": "n/a",

12 "HUD_description": "n/a",

13 "on_screen_watermark": "n/a",

14 "summary_of_ui_values": {},

15 "scene_description": "Arthur Morgan riding his horse Black Jack towards a small industrial settlement on a cliffside.",

16 "character_list": [

17 {

18 "name": "Arthur Morgan",

19 "appearance": "A rugged man with a beard and mustache, wearing a dark hat and a dark coat.",

20 "clothing": "Dark hat, dark coat, dark pants, and boots.",

21 "facial_expression": "Cannot be determined as his back is to the camera."

22 }

23 ],

24 "object_list": [

25 "Horse",

26 "Dirt path",

27 "Wooden buildings",

28 "Corrugated metal roofs",

29 "Smoke plume",

30 "Chimney",

31 "Forest",

32 "Rocks",

33 "Vegetation",

34 "Trees"

35 ],

36 "texture_details": [

37 {

38 "object": "Horse",

39 "texture": "Short, dark brown fur"

40 },

41 {

42 "object": "Dirt path",

43 "texture": "Uneven, dusty, with patches of grass"

44 },

45 {

46 "object": "Wooden buildings",
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47 "texture": "Weathered wood planks"

48 },

49 {

50 "object": "Corrugated metal roofs",

51 "texture": "Rusted and dented metal sheets"

52 },

53 {

54 "object": "Rocks",

55 "texture": "Rough, jagged, with moss and lichen"

56 },

57 {

58 "object": "Vegetation",

59 "texture": "A mix of grass, shrubs, and trees"

60 }

61 ],

62 "lighting_details": "The scene is lit by diffused sunlight, suggesting an overcast sky. The light is soft and even, with

no strong shadows.",↪→

63 "color_palette": [

64 "#A0A0A0",

65 "#808080",

66 "#606060",

67 "#404040",

68 "#202020",

69 "#008000",

70 "#006400",

71 "#004000"

72 ],

73 "weather_conditions": "Overcast",

74 "environmental_effects": "Smoke plume rising from a chimney",

75 "animation_states": "Arthur Morgan is sitting upright on his horse, suggesting a calm and controlled ride.",

76 "error_log": "None",

77 "glitches": "None",

78 "player_status": {

79 "health": "n/a",

80 "equipment": "n/a",

81 "other_status": "n/a"

82 }

83 }

Sample image-to-JSON conversion done by VideoGameBunny

1 {

2 "description": "The image showcases a close-up of a man in a World War II-era military uniform. He is positioned slightly

to the right of the center, his gaze directed slightly upwards and to the left. His expression is serious, bordering

on somber. He has short, dark hair and a prominent nose. The man's uniform is a muted green, with a noticeable dirt

smudge on his left cheek. A dark green helmet with a netting pattern covers his head, partially obscuring his hair.

The helmet's chin strap is visible, fastened with a metal buckle. A thick, dark green strap crosses his chest, likely

part of a backpack or equipment harness. The background is a blurred depiction of a battlefield, with other soldiers

in similar uniforms visible in the distance. The overall color palette is muted and desaturated, reflecting the grim

atmosphere of war.",

↪→

↪→

↪→

↪→

↪→

↪→

↪→
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3 "dialogue": [],

4 "on_screen_subtitle": "n/a",

5 "minimap_details": "n/a",

6 "inventory_display": "n/a",

7 "score_or_progress": "n/a",

8 "NPC_status": "n/a",

9 "event_indicators": "n/a",

10 "interaction_prompts": "n/a",

11 "game_mode": "n/a",

12 "HUD_description": "n/a",

13 "on_screen_watermark": "n/a",

14 "summary_of_ui_values": {},

15 "scene_description": "The scene depicts a soldier in the midst of a battlefield, likely during World War II, given the

uniforms and equipment.",↪→

16 "character_list": [

17 {

18 "name": "Unknown",

19 "appearance": "The man appears to be in his late twenties to early thirties. He has a rugged appearance with short,

dark hair and a prominent nose.",↪→

20 "clothing": "He is wearing a World War II-era military uniform in a muted green color. A dark green helmet with a

netting pattern covers his head, and a thick, dark green strap crosses his chest, likely part of a backpack or

equipment harness.",

↪→

↪→

21 "facial_expression": "His expression is serious and slightly somber, suggesting he is focused on the situation at hand."

22 }

23 ],

24 "object_list": [

25 "Military uniform",

26 "Helmet",

27 "Backpack strap",

28 "Backpack (partially visible)",

29 "Soldiers (in the background)"

30 ],

31 "texture_details": [

32 {

33 "object": "Helmet",

34 "texture": "Netting pattern"

35 },

36 {

37 "object": "Uniform",

38 "texture": "Camouflage pattern"

39 }

40 ],

41 "lighting_details": "The lighting is soft and diffused, likely due to overcast skies or fog. It casts subtle shadows on

the man's face, accentuating his features.",↪→

42 "color_palette": [

43 "#5C6B5A",

44 "#3D4A3B",

45 "#7A8A76",

46 "#B2B4A9"

47 ],

48 "weather_conditions": "The weather appears to be overcast or foggy, as evidenced by the soft lighting and lack of harsh

shadows.",↪→

49 "environmental_effects": "The background suggests a battlefield, with smoke or dust particles visible in the air.",

50 "animation_states": "The man appears to be in a still pose, likely captured in a moment of pause or reflection during the

chaos of battle.",↪→

51 "error_log": "None",

52 "glitches": "None",

53 "player_status": {

54 "health": "n/a",

55 "equipment": "n/a",

56 "other_status": "n/a"

57 }

58 }
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Sample image-to-JSON conversion done by VideoGameBunny

1 {

2 "description": "The image shows a male character in a video game, seemingly in the middle of a climbing or jumping action.

He is positioned on a stone platform within a dimly lit, ancient-looking structure. The platform is part of a larger

architectural complex, with visible stone walls and a barred gate in the background. The character is dressed in a

sleeveless top and pants, suggesting a warrior or adventurer archetype. He is equipped with a sword sheathed on his

back and appears to be in motion, with his body angled towards the platform's edge. The overall atmosphere is one of

adventure and exploration, with the character's pose hinting at a moment of action or transition within the game.",

↪→

↪→

↪→

↪→

↪→

3 "dialogue": [],

4 "on_screen_subtitle": "n/a",

5 "minimap_details": "Cannot be determined",

6 "inventory_display": "Not visible",

7 "score_or_progress": "Not visible",

8 "NPC_status": "No NPCs present",

9 "event_indicators": "None visible",

10 "interaction_prompts": "None visible",

11 "game_mode": "Cannot be determined",

12 "HUD_description": "n/a",

13 "on_screen_watermark": "SHIRRAKO in the bottom right corner",

14 "summary_of_ui_values": {},

15 "scene_description": "The scene is set within a large, ancient-looking structure, possibly a temple or palace. The

architecture suggests a Middle Eastern or Mediterranean influence. The environment is dimly lit, with the primary

light source appearing to be natural light filtering in from an unseen opening above.",

↪→

↪→

16 "character_list": [

17 {

18 "name": "Unknown",

19 "appearance": "Male, athletic build",

20 "clothing": "Sleeveless top, pants, possibly leather or fabric",

21 "facial_expression": "Cannot be determined"

22 }

23 ],

24 "object_list": [

25 "Stone platform",

26 "Stone walls",

27 "Barred gate",

28 "Sword",

29 "Pottery jug"

30 ],

31 "texture_details": [

32 {

33 "object": "Stone walls",

34 "texture": "Rough, uneven stone with visible cracks and weathering"

35 },

36 {

37 "object": "Stone platform",

38 "texture": "Similar to the walls, but with a slightly smoother appearance"

39 }

40 ],

41 "lighting_details": "The scene is dimly lit, with the primary light source appearing to be natural light coming from an

unseen opening above. This creates a sense of depth and highlights the textures of the stone surfaces.",↪→

42 "color_palette": [

43 "#5C4A3A",

44 "#3B322A",
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45 "#7A6D5B",

46 "#A1887F"

47 ],

48 "weather_conditions": "Cannot be determined",

49 "environmental_effects": "None visible",

50 "animation_states": "The character's pose suggests a dynamic action, either in the middle of a jump or a climbing

maneuver.",↪→

51 "error_log": "None visible",

52 "glitches": "None",

53 "player_status": {

54 "health": "Not visible",

55 "equipment": "Sword visible on back",

56 "other_status": "Not visible"

57 }

58 }
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