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Abstract

Multiple-input and multiple-output (MIMO) systems improve wireless system performance 

by exploiting the multiple transmission paths between transmitters and receivers. However, 

hardware implementations based on multiple antennas are generally expensive. This, there

fore, stimulates the need for low-cost, low-complexity techniques that possess the benefits 

of multiple antennas. Antenna selection (where the ’’best” antennas are selected) is one 

such technique. This thesis analyzes the bit error rate (BER) performance of several selec

tion schemes for a simple MIMO system - the Alamouti MIMO system. The system perfor

mance of binary phase-shift keying (BPSK) modulation is investigated. In addition to the 

pre-existing selection schemes, two new selection schemes, which do not require knowl

edge of channel gain for selection, are proposed. Simulation results show the proposed 

schemes to offer comparable performance to that of existing schemes but with simpler 

hardware requirements. As all selection schemes require the estimation of the transmission 

channel gain when implementing the coherent detection, the effects of channel estimation 

error on these selection systems are analyzed and quantified.
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Chapter 1

Introduction

1.1 Background and Motivation

In a world of increasing mobility, wireless communications satisfies people’s desire to com

municate with each other and have access to information regardless of the location of the 

individuals or the information. Whenever we make a phone call to anyone on this planet 

using mobile phone, or browse internet in an airport wireless hot spot, we expect an effi

cient, reliable communication service. This demand has led to the need for techniques that 

can improve the quality of service in wireless communication systems.

Communication systems support the transmission of information from a source to one 

or more destinations. Of particular importance in the analysis and design of these com

munication systems are the characteristics of the physical medium through which the in

formation is transmitted [2]. In wireless transmission, the physical medium may be the 

atmosphere (free space). Its essential feature is that it corrupts the transmitted signal in a 

random manner by a variety of possible mechanisms, such as multiplicative signal fading 

due to the time-variant multipath characteristics of the channel. These features cause the 

distortion of the transmitted signals before they arrive at the destinations.

The distortion of the transmitted signal limits a higher data rate and a better quality 

of service, which are desirable in modem wireless communication systems. Many tech-

1
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niques have been used to overcome this disadvantage. A multiple-input and multiple-output 

(MIMO) system is one of them. In a MIMO system, Lt transmitter antennas are used to 

transmit information signals and Lr receiver antennas are used to receive these transmitted 

signals. Compared to traditional single-input and single-output (SISO) systems, MIMO 

systems employ more transmission paths between transmitters and receivers. As was men

tioned in the previous paragraph, wireless media have a random nature which means some

times better sometimes worse characteristics. If the radio channels consisting of multiple 

paths in a MIMO system are sufficiently separated in space, time, frequency, or polariza

tion, it is unlikely that they will experience bad distortion together. By carefully combining 

the signals from multiple paths together or simply selecting the ’’best” signals among all the 

received signals, the chance of getting a less distorted received signal is greatly increased 

compared to that in a SISO system. Thus, MIMO communication techniques have become 

an important area of focus for next-generation wireless systems [3].

However, MIMO systems with L, transmitter and Lr receiver antennas require Lt +  Lr 

complete radio frequency (RF) chains at both the transmitter and the receiver, including 

low-noise amplifiers, down-converters, and analog-to-digital converters. While additional 

digital signal processing elements may come very cheap, the analog RF elements are still 

expensive. This brings the drawback of any MIMO system, i.e. the increased complexity 

and cost. Due to this reason, there is now increasing interest in antenna selection schemes, 

where the ’’best” Ls out of L antennas (either at one, or at both link ends) are chosen, 

down-converted, and processed. This reduces the number of required RF chains, and thus 

leads to significant savings. The savings come at a price of a usually small performance 

loss compared to the full-complexity system. Therefore, how to select the antennas in an 

efficient manner to obtain fairly good performance but still with low cost becomes a very 

interesting and popular topic. This is also the motivation of the work in this thesis.

In MIMO selection, the ’’best” branches are chosen under the assumption that they ex

perience the ’’least” distortion paths. This assumption is based on the channel estimation of 

these paths at the receivers. This estimation, e.g., which can be generated from pilot signals 

transmitted along with data signals, is impossibly 100% accurate due to the imperfection

2
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of the estimation method and the uncertainty of the wireless transmission medium. There

fore, the accuracy of the channel estimation plays an important role in antenna selection. 

As a still relatively unexplored problem [4], the effect of channel estimation errors on the 

performance of MIMO selection is also investigated in this thesis.

Thus, this work consists of the research of effects of channel estimation errors on selec

tion schemes for MIMO systems. Particularly, we investigate one specific type of MIMO 

system -  the Alamouti MIMO system. This system utilizes only two transmitter anten

nas and multiple receiver antennas. Owing to the size and power limitation, most of the 

current hand-held devices can only accommodate at most two antennas, so the Alamouti 

scheme becomes particularly useful and has been proposed for both the wideband code 

division multiple access (W-CDMA) and CDMA-2000 standards. Uncoded binary phase- 

shift keying (BPSK) modulation is used throughout this work. As the simplest modulation 

technique, BPSK makes the system analysis simpler but the results obtained in this work 

still provide useful guidance to other higher level modulations. The criteria used to evaluate 

the overall system performance is bit error rate (BER).

1.2 Literature Review

MIMO antenna selection combining includes receiver (Rx) antenna selection, transmitter 

(Tx) antenna selection and joint Tx/Rx selection. Since MIMO systems can improve wire

less communication in two different ways, i.e., diversity methods and spatial methods [4], 

selection algorithms and performance analysis for MIMO selection schemes are also devel

oped into two corresponding ways. One focuses on exploiting the multiple paths between 

Tx and Rx antennas and investigating methods to improve the error rate performance. The 

other takes advantage of spatial multiplexing, and studies the impact of MEMO systems on 

the channel capacity.

MEMO Rx selection assumes Ls out of Lr Rx antennas are selected while the Tx uses all 

available antennas. In [5]- [7], different algorithms are proposed to maximize the channel 

capacity. Due to the complexity of describing the statistics of all the Ls selected branches,

3
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an upper bound on the capacity is derived in [5]. A lower bound on the outage capacity is 

presented in [6]. In [8]- [10], the Rx selection criterion is chosen in the sense of achieving 

the maximum received signal-to-noise ratio (SNR). An approximation of pairwise error 

probability is given in [8]. An upper bound on pairwise error probability is presented 

in [9]. In [10], an upper bound on BER is derived.

Tx selection is possible when the channel information is fed back from the receivers. 

In [11] and [12], Tx antenna selection algorithms are discussed based on channel capacity 

for low-rank channels. In [13], Tx antenna selection is considered for a zero-forcing spatial 

multiplexing system. The selection rules are developed for two cases, maximizing ergodic 

capacity and minimizing the average probability of error. Many other papers chose the 

optimal selection rules based on optimizing the total received signal power or SNR gain 

at the receiver [14]- [17]. In these works, the performance analysis of channel capacity, 

outage probability and symbol error rate or BER are discussed. In [15], the BER analysis 

of nonideal Tx antenna selection with slow Tx update rate is also included.

Recently, there has been increasing interest in employing antenna selection at both 

the Tx and Rx side. In [18]- [20], the authors proposed several selection algorithms to 

select a subset of MIMO Tx and Rx antennas in response to different channel conditions 

to minimize the average probability of error. In [20], two selection rules are proposed 

to maximize the channel Frobenius norm when exact channel knowledge is available or 

to maximize the determinant of the covariance of the vector channel when only statistical 

channel knowledge is known. In [14], the optimal selection rule is presented to improve the 

average SNR gain. In [19], by assuming that only knowledge of the second order statistics 

of the channel is known, the selection criterion with both the maximum likelihood and 

zero-forcing receivers is derived, motivated by minimizing the average symbol error rate. 

In [21], a subset of antennas is selected to maximize the average mutual information.

However, most previous work considers the channel state is perfectly known by trans

mitters or receivers, which unlikely happens in practice. Only a few works take imperfect 

channel state information into account. In [15], nonideal channel information is assumed 

as the update rate of channel information at the transmitter side is small compared to the

4
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Doppler fading rate for transmitter selection. The probability density function (pdf) of the 

received SNR is given, but the average BER cannot be solved in closed-form. Instead, 

the BER integral is evaluated numerically. In [16], a noisy channel estimation from pilot 

symbols is considered for transmitter selection. The impact of the SNR of pilot symbols on 

channel capacity is simulated and measured. However, no analytical expression is given.

1.3 Thesis Outline and Contributions

This thesis consists of six chapters. The first chapter gives the basic background and mo

tivations to the research topic. Impressive improvement in capacity and bit error rate have 

motivated the recent interest in MIMO systems. However, the multiple RF chains asso

ciated with multiple antennas are costly in terms of size, power, and hardware. Antenna 

selection is a low-cost low-complexity alternative to capture many of the advantages of 

MIMO systems. Thus, selection schemes for MIMO systems is the main focus of this 

thesis.

Chapter 2 gives a more detailed technical background for the whole thesis. It describes 

the characteristics of a wireless propagation environment and the techniques used to over

come the received signal deterioration problem associated with it. As commonly used 

approaches to combat the wireless propagation environment, several diversity schemes and 

combining techniques are introduced. Among various diversity combining techniques, se

lection combining is the simplest. Thus, at the end of this chapter, a summary of several 

different selection combining methods is provided. A performance comparison of these 

selection schemes is also given.

Chapter 3 gives the system model used in this work. It comprises four sections. The 

first section introduces space-time systems. The system structure and coding techniques 

specific to this system are given. As the simplest type of space-time system, the Alamouti 

system is illustrated in the second section. Three functions of this scheme: the encod

ing and transmission sequence of information symbols at the transmitter, the combining 

scheme at the receiver, and the decision rule for maximum-likelihood detection, are ex-

5
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plained in detail. Section 3 gives an introduction to channel estimation error because, in 

Alamouti diversity systems, channel estimation is needed for both space-time combiners 

and selection schemes. The last section gives a detailed examination of channel estima

tion error for an Alamouti system using one effective channel estimation technique, pilot 

symbol assisted modulation (PSAM).

In Chapter 4, the system performance of several existing selection methods in Alamouti 

MIMO systems is analyzed. The BER of BPSK in Rayleigh fading using the Alamouti 

transmission scheme and receiver selection diversity in the presence of channel estimation 

error is studied. Closed-form expressions for the BER of log-likelihood ratio selection, 

signal-to-noise ratio selection, switch-and-stay combining selection and maximum ratio 

combining are derived in terms of the SNR and the cross-correlation coefficient of the 

channel gain and its corrupted estimate. The effects of channel estimation errors on each 

selection scheme are examined.

In Chapter 5, two new receiver selection schemes, space-time square-law selection di

versity and space-time magnitude selection diversity, are proposed for a MIMO system 

using the Alamouti scheme at the transmitter in a slow, flat Rayleigh fading channel. They 

are proved to provide almost the same performance as SNR selection, but with much sim

pler implementations. The BER of BPSK in Rayleigh fading using these two selection 

schemes is studied and compared to that of previous selection schemes. The effects of 

channel estimation errors on each selection scheme are examined.

Chapter 6 is the conclusion of the thesis’ contributions.

6
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Chapter 2 

Diversity and Combining Schemes

In this chapter, we describe the characteristics of a wireless propagation environment and 

the techniques used to overcome the received signal deterioration problem associated with 

it. Section 2.1 presents a mathematical model for the so-called fading channel, and cat

egories of fading channels are examined. A particular fading model, the Rayleigh fading 

channel, which is analyzed in this thesis, is described. Commonly used approaches to com

bat fading, i.e. diversity schemes and combining techniques, are introduced in Section 2.2 

and Section 2.3, respectively. Among various diversity combining techniques, selection 

combining is the simplest. Section 2.4 summarizes several different selection combining 

methods. A performance comparison of these selection schemes is given in Section 2.5.

2.1 Fading Channel Models

The simplest mathematical model for an imperfect communication channel is the additive 

noise channel. In this model, the transmitted signal is corrupted only by additive noise. 

When the additive noise physically comes from the thermal noise generated in electronic 

components and amplifiers in a receiver, it can be statistically characterized as a Gaussian 

noise process. Thus, the corresponding communication channel is called the additive white 

Gaussian noise (AWGN) channel [2], This is a simple model because it assumes that the 

transmission media are ideal.

7
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However, in a wireless communication system, signal propagation takes place in the 

atmosphere or near the ground. Unlike wired channels that are stationary and predictable, 

there are always some objects between the transmitter and receiver antennas that might 

absorb, reflect, diffract, and scatter a propagating electromagnetic wave. As a result, the 

propagating signal can travel from the transmitter to the receiver over multiple reflective 

paths, and these different propagation paths cause the signal to arrive at the receiver with 

different time delays. When added together, the resulting signal’s amplitude, phase, and 

angle of arrival fluctuate over time. This effect is termed as multipath fading, and the 

wireless propagation channel is called the fading channel [22].

2.1.1 Mathematical Model

A signal received via a fading channel is assumed to be corrupted by channel fading and 

additive noise. Mathematically, it is generally described in terms of a transmitted signal 

s(t), convolved with the impulse response of the channel hc(t), added to an additive noise 

source n{t). Thus, the received signal, r(t), can be written as [2]

r(t) — s(t) *hc(t) + n(t) (2.1)

where * denotes convolution. In the case of a wireless propagation environment, hc(t) can 

be partitioned in terms of two random variables [22]

hc(t) = m(t) x rQ(t) (2.2)

where m(t) is called the large-scale fading component, and rQ(t) is called the small-scale 

fading component.

Large-scale fading, m(t), represents the average signal power attenuation or the path 

loss due to motion over large areas. Both theoretical and measurement-based models in

dicate that m(t) has a log-normal probability density function (pdf), i.e., the magnitude of 

m(t) measured in decibels has a Gaussian pdf. Small-scale fading, r0(t), represents the 

fluctuation of the received signal over a relatively smaller travel distance or a short time 

interval when the signal power has the same local mean.

8
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2.1.2 Small-Scale Fading

Small-scale fading can be categorized into frequency-selective fading and flat fading from 

the point of view of time-spreading, or can be classified into fast fading and slow fading 

depending on its time-variant behaviour [22, Ch. 18].

Time-spreading can be characterized in both the time-delay domain and the frequency 

domain. In the time-delay domain, it is characterized as a multipath delay spread, t .  It 

reflects the fading channel’s non-optimum impulse response. That is, if we transmit an 

extremely short pulse, ideally an impulse, over a multipath channel, the received signal 

would appear as a train of pulses. In the frequency domain, time-spreading can be char

acterized as a channel coherent bandwidth, (A /)c. It occurs if the modulation bandwidth 

exceeds the coherent bandwidth of the channel. Time-spreading partitions the small-scale 

fading in the following manner. When a signal is transmitted through the channel, if (Af ) c 

is small in comparison to the bandwidth of the transmitted signal, the channel is said to be 

frequency-selective. On the other hand, if (A /)c is large in comparison to the bandwidth 

of the transmitted signal, the channel can be viewed as frequency-nonselective or flat, and 

the delay spread is negligible. Frequency-selective fading causes intersymbol interference 

(ISI), which can be compensated for by equalization techniques [2, Ch. 10].

The time-variant behaviour of the channel results from the antenna’s motion or spatial 

changes. As a result of such time variations, the nature of the multipath fading varies over 

time. That is, if we transmit the same pulse over and over, we will observe changes in 

the received pulse train, including changes in the size of the individual pulses, changes 

in the time delays, and changes in the number of pulses observed. In the time domain, 

this behaviour can be characterized as a coherence time, (At)c, while in the Doppler-shift 

domain, it can be characterized as a channel fading rate of Doppler spread, f D. If (At)c 

is smaller than the time duration of a transmission symbol, the channel is said to be fast 

fading. Otherwise, a channel is referred to as introducing slow fading, and the effects 

of Doppler spread are negligible at the receiver. While equalization is used to fight ISI, 

diversity is usually employed to reduce the depth and duration of fast fading.

9
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2.1.3 Rayleigh Fading

In small-scale fading, if the multiple reflective paths are large in number and there is no line- 

of-sight signal between the transmitter and receiver antennas, the envelope of the received 

signal is Rayleigh distributed with pdf [22]

p(r) = - L e- ' 2 /2o^  r  >  o (2.3)
Gr

where r is the envelope amplitude of the received signal, and is the mean power of the 

multipath signal. The phase of the received signal is assumed to be uniformly distributed in 

the interval (0, In).  In this case, the environment is said to be in Rayleigh fading. Rayleigh 

fading is frequently used to describe the statistical time varying nature of the received signal 

envelope of a flat faded signal. Occurring primarily in the ultra-high-frequency (UHF) band 

(300 MHz-3 GHz), it affects mobile systems such as cellular and personal communication 

systems (PCS).

2.2 Diversity Schemes

Diversity techniques have been used for decades and are well-known methods for com

bating the effects of fading in wireless communication systems. Diversity is implemented 

by sending or receiving the same information signal over two or more independent (or at 

least highly uncorrelated) radio paths. If one radio path undergoes a deep fading, another 

independent path may have a strong signal. If the signals from these transmission paths 

are properly combined, both the instantaneous and average signal-to-noise ratios (SNRs) 

of the resulting signal may be improved, often by as much as 20 dB to 30 dB [23]. Thus, 

diversity reduces the severity of fading and improves the reliability of transmission.

2.2.1 Microscopic Diversity and Macroscopic Diversity

As discussed in Section 2.1, there are two types of fading, small-scale fading and large- 

scale fading. The diversity methods used to combat these two categories of fading are 

termed microscopic diversity and macroscopic diversity techniques, respectively [23].
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Small-scale fading, which is characterized by deep and rapid amplitude fluctuations, 

occurs when a mobile user moves over distances of just a few wavelengths. Microscopic 

diversity techniques can exploit these rapidly changing signals to prevent deep fades from 

occurring. For example, if two antennas separated by a fraction of a meter are used in a 

mobile, while one receives a null, the other may receive a strong signal; by selecting the 

stronger antenna, the mobile can improve substantially the average SNR on the forward 

link.

As large-scale fading is caused by shadowing over large areas, macroscopic diversity 

takes advantage of the large separations between the serving base stations. It can improve 

system performance in both the reverse link and the forward link. For example, the mobile 

can select a base station which is not shadowed when others are in order to receive signals 

from a better forward link. Another example is that, if base station antennas are sufficiently 

separated in space, the base station is also able to improve the reverse link by selecting the 

antenna with the strongest signal from the mobile.

2.2.2 Receiver Diversity and Transmitter Diversity

Multiple antennas, either at the transmitter side, the receiver side, or both, have been used 

to increase diversity to combat channel fading. Under the assumption that each pair of 

transmit and receive antennas provides an independent signal path from the transmitter to 

the receiver, these independent faded paths are unlikely to all be in a deep fade, i.e., strongly 

distorted, simultaneously. Thus an improved signal may be obtained by forming a weighted 

combination of the received copies or by selecting the strongest received signals.

The traditional approach for diversity is to use multiple antennas at the receiver end. 

Since the use of radio frequency chains (or selection and switching circuits) in multiple 

antennas increases the size and the cost of the remote units and given that there are re

strictions on the processing power available at remote units, receive diversity has almost 

exclusively been implemented at base stations to improve their reception quality (i.e., in 

the uplink). Clearly, a base station that employs receiver diversity can improve the quality

11
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of the uplink (from the mobile to the base station) without adding any additional cost, size 

or power consumption to the mobile.

The development of transmit diversity techniques started in the early 1990’s and since 

then the interest in the topic has grown in a rapid fashion. In transmit diversity, a receiver 

branch receives the sum of faded signals from all transmitter antennas. In order to achieve 

a better diversity order, different transmission methods have to be applied, e.g., delay di

versity, space-time trellis codes, or space-time block codes, etc. This makes a transmitter 

diversity system more complicated than a receiver diversity system. Recently, there is 

increasing interest in transmitter diversity to realize similar performance benefits in the 

downlink. This is attractive because a performance increase is possible without adding ex

tra antennas, power consumption or significant complexity to the mobile. Also, the cost of 

the extra transmit antennas at the base station can be shared among all users.

2.2.3 Diversity Classifications

Diversity exploits the random nature of radio propagation by finding independent signal 

paths for communications. There are several techniques for obtaining diversity branches. 

This section provides a brief introduction to space, polarization, angle, frequency, and time 

diversity [24].

2.2.3.1 Space Diversity

In space diversity, the distance between the antennas is made large enough to ensure in

dependent fading. At the mobile, a spacing of half of a wavelength between antennas is 

sufficient. However, since the important scatterers are generally on the ground in the vicin

ity of the mobile, the base station antennas must be spaced considerably farther apart to 

achieve decorrelation. Usually, a separation on the order of several tens of wavelengths is 

required at the base station. Because it is relatively simple to implement, space diversity is 

a widely used method in both past and present wireless communications systems.
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2.23.2 Polarization Diversity

Polarization diversity can be considered as a special case of space diversity. It utilizes two 

orthogonally polarized waves -  a horizontally polarized wave and a vertically polarized 

wave. When both waves are transmitted simultaneously, the received signals will exhibit 

uncorrelated fading statistics. However, only two diversity branches are available since 

there are only two orthogonal polarizations.

2.233  Angle Diversity

Since the received signal arrives at the antenna via several paths, each with a different 

angle of arrival, the signal component can be isolated by using directional antennas. Each 

directional antenna will isolate a different angular component. Hence, the signals received 

from different directional antennas pointing at different angles are uncorrelated.

2.23.4 Frequency Diversity

Frequency diversity uses sufficiently spaced carrier frequencies to provide the uncorrelated 

transmission paths. The coherence bandwidth provides the means to determine the required 

frequency spacing. When frequency separations are in excess of more than several times 

the coherence bandwidth, the signal fadings will be essentially uncorrelated.

2.23.5 Time Diversity

Time diversity generates independent paths in the time domain. When the same data are 

sent over a fixed channel at different times, the received signals can be uncorrelated if the 

time separations are large enough. The required time separation is at least as great as the 

reciprocal of the fading bandwidth, which is twice the speed of the mobile station divided 

by the wavelength. For a mobile station, time diversity offers little advantage, in contrast 

to all of the other diversity types discussed above, because the benefit depends on the speed 

of the mobile station.

13

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2.3 Combining Techniques

When independent transmission paths are generated, a receiver needs to properly combine 

the signals from these paths in order to improve the signal quality. In this section, we 

describe several diversity combining methods, selection combining (SC), switch-and-stay 

combining (SSC), maximal ratio combining (MRC), equal gain combining (EGC), and 

generalized selection combining (GSC).

2.3.1 Selection Combining

Selection combining [24] is the simplest method of all. In selection combining, only one 

receiver branch, the one with the highest instantaneous SNR, is connected to the demod

ulator. In practice, the branch with the largest signal-plus-noise is normally used, since it 

is difficult or expensive to measure SNR, especially for a high signalling rate. Practically, 

SNR selection circuitry cannot function on a truly instantaneous basis but has to be de

signed to work on internal time constants shorter than the reciprocal of the signal fading 

rate.

2.3.2 Switch-and-Stay Combining

Switch-and-stay combining [24], [25] is very similar to selection diversity except that in

stead of always using the best receiver branch, all branches are scanned in a fixed sequence 

until one is found to be above a predetermined threshold. The received signal on this branch 

is then selected and monitored. If it falls below the threshold, the scanning process is again 

initiated. It has simpler implementation as it does not require continuous monitoring on all 

the receiver branches, but it offers poorer performance than selection combining.

2.3.3 Maximal Ratio Combining

In maximal ratio combining [24], the received signals from all antennas are first co-phased, 

then weighted proportionately in terms of their signal-voltage-to-noise-power ratios, and
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finally summed. In this way, an output SNR equal to the sum of the individual SNRs 

from each receiver branch is provided. This technique gives the best statistical reduction of 

fading among any known linear combining techniques.

2.3.4 Equal Gain Combining

Equal gain combining is similar to maximal ratio combining as the signals from all receiver 

branches are also co-phased [24]. However, the co-phased signals are combined without 

being weighted. In practice, this scheme is useful when it is not convenient to provide 

weighting coefficients or when modulation techniques have equal energy symbols. The 

performance is only marginally inferior to that of maximal ratio combining and is superior 

to that of selection combining.

2.3.5 Generalized Selection Combining

Generalized selection combining was proposed to overcome the disadvantages of the four 

above selection combining schemes. It combines two techniques, MRC/EGC and SC to

gether [26]. It adaptively selects the strongest (highest SNR) paths among the available 

ones and combines them together by using MRC or EGC. This scheme offers less com

plexity than that of the conventional MRC/EGC receivers since it has a fixed number of 

receiver branches independent of the number of multipaths. Moreover, GSC receivers are 

expected to be more robust with respect to channel estimation errors since the weakest 

SNR paths (and hence the ones which are the most exposed to these errors) are excluded 

from the combining process. However, its better performance over SC comes at a cost of 

increased receiver complexity and power consumption.

2.4 Selection Combining Schemes

The simplest combining scheme, selection combining, is the main focus in this thesis. In 

general, MIMO antenna selection combining includes receiver antenna selection, transmit-

15

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



ter antenna selection and joint Tx/Rx selection. Both Tx/Rx selection and Tx selection 

require that channel estimation be fed back from the receiver to the transmitter. In order to 

avoid the need for a feedback channel, and to keep the system simple, some systems will 

implement Rx selection diversity only. In MIMO Rx selection diversity, Ls out of L  Rx 

antennas are selected while the Tx uses all available antennas.

Conventionally, selection combining selects the receiver branch providing the largest 

SNR. However, some other selection combining schemes have been proposed recently. In 

this section, four selection schemes are considered, SNR selection, S + N  selection, |ar| 

selection, and \aw\ selection.

The traditional selection rule for a selection combining system is based on SNR. When a 

selection takes place at the receiver side, the branch providing the largest SNR is selected 

for data recovery out of L diversity branches. For BPSK signalling in a Rayleigh fading, 

the traditional selection combining model is given in [27] and the BER expression is [28]

where yb is the average SNR per bit.

Note that the BER is computed by averaging the time-invariant (static) channel-error 

rate P{y) over the probability density function f{y)  of the largest instantaneous SNR [29]. 

This method is appropriate only if, in measuring the largest SNR, the average noise power 

is taken over a sufficiently long time, t ,  such that it may be considered as a constant across 

all branches [28].

2.4.2 S 4- N  Selection

The conventional selection combining scheme selects, among the L diversity branches, the 

branch providing the largest signal-to-noise ratio (or largest fading amplitude). However,

2.4.1 SNR Selection

(2.4)
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in practical implementations, the measurement of SNR may be difficult or expensive, espe

cially for high signalling rates. For this reason, the branch with the largest signal-plus-noise 

is often chosen. We use S + N  to denote a signal-plus-noise sample.

The system model for BPSK with S + N  selection diversity combining is shown in [28, 

Fig. 7]. In this selection, signals from all the receiver branches are first co-phased, then 

the one with the largest real part amplitude is chosen to be detected. The BER expression 

is [28]

where a 2 = 2/yb, and f b is the average SNR per bit. The expression (2.5) can be evaluated 

numerically.

2.4.3 \ar\ Selection

The \ar\ selection scheme was first proposed in [30] for a system with 1 Tx antenna and 

L receiver antennas. The selection rule is to choose the receiver branch with the largest 

log-likelihood ratio (LLR). The basic system model is described as follows. The lowpass 

equivalent received signal at the ith branch before phase compensation is

where a- is the fading amplitude in the ith branch, <p( is the fading phase in the ith branch, 

x  represents the BPSK signalling, and ni is the additive complex Gaussian noise in the ith 

branch. After phase compensation, the received signal becomes

2
-  1 • 2 af e~ai dctj

L—l

dx

(2.5)

, =  ate ^ ‘ •x+ n i i =  1,2, • • • ,L (2.6)

Re{(Oie =  at -x+ T}̂  i = l , 2 , - - - , L (2.7)
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where rji = Re{n-e ■M}. Then, the LLR A- in the ith branch is given by

P r(x= -v^ l ai,<l>,coi) 
Pr(coi\ai,<p,x= y /E ^  

Pr(coi.|a/, 0 , x = - v ^ )

(2 .8)

exp | -  |a)(+ a ^ i ^ E b\2/N 0}

The receiver branch which provides the largest | a(r ;| is chosen to be detected and the sign 

of the airi is the hard decision data value. This selection combining is, therefore, referred 

to as |ar|-selection.

The closed-form BER expression is [30]

2.4.4 |aft) | Selection

Based on ar-selection, another simpler selection scheme, \a(o\-selection, was also proposed 

in [30]. |aft)|-selection selects the branch providing the largest It does not require

phase information in the branch selection process and thus substantially reduces implemen

tation complexity. The BER performance however is poorer than that of \ar\ selection.

(2.9a)

where

a  =  v/2 (v / r + ^ + V % ) (2.9b)

(2.9c)
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2.5 Comparisons of Selection Combining Schemes

Fig. 2.1 shows the BER performance versus SNR for the four selection combining schemes 

in a flat Rayleigh fading with L = 2 and L = 4. For comparison, the BER performance of 

MRC is also shown here.

Several interesting observations can be made from Fig. 2.1. First, when L  =  2, MRC 

and |nr|-selection have the same performance, but when L =  4, MRC outperforms \ar\- 

selection by about 0.5 dB. Second, for both 2-fold and 4-fold diversity, |ar|-selection out

performs |aw|-selection, |aw |-selection outperforms S + N  selection, and S + N  selection 

outperforms SNR-selection. Third, while for L =  2, | aw|-selection only shows a slightly 

better performance than S + N  selection, for L = 4, it shows power gains of 0.5 dB over 

S + N  selection and 1.7 dB over STVR-selection diversity systems. Fourth, for all selection 

schemes, the power gain increases with increasing L, as expected.
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Fig. 2.1. The BER versus SNR for four selection combining schemes and MRC.
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Chapter 3 

Space-Time System and Channel 

Estimation Error

The design of a wireless system requires trading-off several different aspects. These include 

bandwidth efficiency, data rate, network capacity, quality of service, and cost, etc. Space

time (ST) wireless communications, which uses multiple antennas at the transmitter and 

receiver in a wireless system, is a promising technology that can significantly improve 

these measures.

This chapter first gives an introduction to space-time systems, including the system 

structure and specialized coding techniques in Section 3.1. As one type of space-time 

system, the Alamouti system is illustrated in Section 3.2. It is the simplest ST system 

which requires only two transmit antennas. It is simple as it requires no feedback from the 

receiver to the transmitter, and no bandwidth expansion if the diversity is achieved in space 

but not in time or in frequency.

In the Alamouti diversity system, channel estimation is needed before a space-time 

combiner (see Fig. 3.2). That is, the performance of the Alamouti system relies on the 

accuracy of channel estimation. Hence, an introduction to channel estimation error is given 

in Section 3.3 and a detailed derivation of channel estimation error for the Alamouti system 

is given in Section 3.4.
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3.1 Space-Time Wireless Communication Systems

3.1.1 Introduction

The use of multiple antennas goes back to Marconi and the early radio pioneers. It became 

an active research area during and after World War II in radar systems. With the develop

ment of digital signal processing in 1970s, started more sophisticated applications in the 

military. Along with several new proposals for using antennas to increase wireless link 

capacity, the research done at Bell Labs began a new revolution in information and com

munications theory in the mid 1990s. Now the research related to ST systems has become 

an important topic and a lot of work has been done in this area.

Space-time systems improve wireless communication in terms of improving the re

ceived SNR and increasing the data capacity. The utilization of multiple antennas exploits 

the multiple paths between transmitter and receiver antennas. With this increased diversity, 

the combined SNR is improved at the receiver side. If the channel between each transmit- 

receive antenna pair fades independently, the diversity order is equal to the product of the 

number of transmitter and receiver antennas, i.e., LtLr. On the other hand, in a wireless 

fading channel with sufficiently rich scattering, space-time systems can achieve capacities 

that were unthinkable even a decade ago. That is, when the wireless channel has a suffi

cient number of degrees of freedom, the data streams transmitted from multiple transmitter 

antennas can be separated, thus leading to parallel data paths. The resultant capacity of the 

radio channel grows with m in ^ ,L r), i.e., linearly with the number of antennas.

3.1.2 Antenna Configurations

There are several different antenna configurations for ST systems. A SISO system is the 

simplest and most familiar configuration. A single-input and multiple-output (SIMO) sys

tem has a single transmitter antenna and multiple receiver antennas. A multiple-input 

single-output (MISO) system has multiple transmitter antennas and a single receiver an

tenna. A MIMO system has multiple antennas at both receiver and transmitter sides. The
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MIMO multiuser (MIMO-MU) configuration refers to the case where a base-station with 

multiple antennas communicates with P users each with one or more antennas.

3.1.3 Space-Time System Structure

Coding
and

Interleaving

Demodulation

Post-filtering

RFModulation

RF

Pre-filtering

Decoding

and

De-interleavinf

Fig. 3.1. A space-time wireless communication system.

Fig. 3.1 shows a typical ST wireless system with Lt transmitter antennas and Lr receiver 

antennas. The input data bits first enter a space-time encoder that inserts parity bits into 

the data stream. These parity bits function as protection against noise and also capture 

diversity from space and possibly frequency or time dimensions in a fading environment. 

After being encoded, the bits are interleaved across space, time, and frequency into Lt 

symbol streams. The symbol streams are then pre-filtered, modulated, and then transmitted 

from Lt antennas.

After being distorted by the fading channel, these transmitted signals arrive at the Lr 

receiver antennas. The RF chains at the receiver corrupt the received signals with additive 

thermal noise. Then the mixture of signal plus noise is matched-filtered and sampled to 

produce Lr output streams. Some form of additional post-filtering may also be applied. 

These streams are then deinterleaved and decoded to produce the output data bits.

The difference between a ST wireless system and a conventional system is that a ST 

wireless system uses multiple antennas, ST encoding and interleaving, ST pre-filtering and 

post-filtering, and ST decoding and deinterleaving.
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3.1.4 Space-Time Coding

Using only receiver diversity, e.g., in a SIMQ system, since receivers can estimate the 

channel and implement MRC, it is possible to achieve a diversity of order Lr. However, 

with transmitter diversity, e.g., in a MISO system, it is more complicated to achieve the 

same diversity order.

If we assume that transmitters know the channel, the transmitted signals can be pre

weighted according to their transmission path strength. In this way, it is still possible to 

achieve an error probability the same as in a SIMO system with MRC. However, if we 

assume that there is no channel knowledge at the transmitter, diversity cannot be achieved 

if only one time interval is used to transmit a single symbol, i.e., no space-time coding is 

involved. This can be solved when we use two time intervals to transmit a single symbol, 

where in the first interval only the first antenna is used and where during the second time 

interval only the second antenna is used, the error rate associated with this method is equal 

to that for the case where we have one transmit and two receive antennas. This simple 

example shows how transmitter diversity is achieved by using space-time coding. However, 

the data rate is halved. In practice, space-time coding is concerned with the harder and more 

interesting question. How can we maximize the transmitted information rate, at the same 

time that the error probability is minimized.

There are two types of ST diversity code, space-time trellis codes (STTCs) and space

time block codes (STBCs). Both codings combine signal processing at the receiver with 

coding techniques appropriate to multiple transmit antennas.

STTCs are an extension to conventional trellis codes to multi-antenna systems. Each 

STTC can be described using a trellis. The encoder output has Lt components correspond

ing to the symbols to be transmitted over Lt transmitter antennas. Specific STTCs designed 

for 2/4 transmitter/receiver antennas perform extremely well in slow fading environments 

and come close to the outage capacity [31]. However, when the number of transmitter 

antennas is fixed, the decoding complexity of a STTC increases exponentially with the 

transmission rate [32].
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STBCs are an extension of block codes to multiple antenna systems. STBCs are attrac

tive due to their low implementation and decoding complexity despite their performance 

penalty compared to STTCs. STBCs will be outperformed by STTCs designed to optimize 

the rank and determinant criteria. However, STBCs concatenated with standard AWGN 

codes can outperform some of the best-known STTCs in terms of error rate performance. 

The simplest STBC is the Alamouti scheme.

3.2 Alamouti Scheme

As the simplest STBC, the Alamouti scheme is much less complex than a STTC for two 

transmitter antennas. Alamouti gave the system model for this two transmitter antenna 

diversity in [1], with both one receiver and two receivers in the system as examples. The 

system can be easily generalized to include L receiver antennas by using the combining or 

selection schemes mentioned in Chapter 2. In this section, we will briefly go through this 

system model. The system structure for the special case of one receiver antenna is shown 

in Fig. 3.2 .

The Alamouti scheme is defined by the following three functions [1], the encoding and 

transmission sequence of information symbols at the transmitter, the combining scheme at 

the receiver, and the decision rule for maximum-likelihood detection.

3.2.1 The Encoding and Transmission Sequence

Signals Sj and s2, corresponding to two information symbols, are sent simultaneously dur

ing two consecutive symbol intervals. At the first symbol interval, Sj is transmitted from 

antenna 1 and s2 is transmitted from antenna 2. During the next symbol period, signal — s2 

is transmitted from antenna one, and signal ^  is transmitted from antenna two, where * 

denotes the complex conjugate operation. In this thesis, BPSK modulation is assumed so 

that the transmitted signal is either +1 or —1. The encoding may also be done in space and 

frequency. That is, instead of two adjacent symbol periods, two adjacent carriers may be
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Fig. 3.2. The Alamouti system with two transmitter antennas and one receiver antenna 

(after [1, Fig. 2]).
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used (space frequency coding).

The channel is assumed constant across two consecutive symbols and is modeled as a 

complex Gaussian process. With g 1 • denoting the complex channel gain between the 1st 

transmit antenna and the ith receive antenna, and g21 representing the complex channel gain 

between the 2nd transmit antenna and the ith receive antenna, the corresponding received 

signals in these two intervals on the ith branch can be expressed as [1]

r i,i =  S i / i + g 2,is2 +  n i,i ( 3 - 1)

r2,i =  - S 1 /2  +  g 2/ i  +  n 2,/> * =  1 , 2  • • • ,  L

where nl • and n2 ■ are complex random variables representing receiver noise and inter

ference. Both g ; , and •, j  =  1,2 are assumed to be Gaussian random variables with 

variances cr| and 0 % in the real and imaginary part, respectively. For BPSK, the average
_ 2(T2

SNR of the received signal is defined here as yh =

3.2.2 The Combining Scheme

The combiner shown in Fig. 3.2 builds the following two combined signals that are sent to 

the maximum-likelihood detector

yi,i =  § h r i , i  +  g2/ h  (3.2)

y 2,i =  *2,«ru “

where and g2 denote the estimates of fading gains g, . and g2 i. They are estimated at 

the receiver prior to space-time combining.

3.2.3 The Decision Rule

These combined signals are then sent to the maximum-likelihood decoder, which uses the 

decision criteria s- — sgn(Re(y;- f)), j  — 1,2, where Sj represents the estimation of Sj and
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sgn(x) — signum(jc) is defined as

1, if x  >  0

sgn(x) =  < 0, if x =  0

— 1, if x < 0.

3.3 Fading Estimation Error

The fading estimate gj t cannot be exactly the same as the channel fading gain gj t because 

it is extracted from fading corrupted signals. The difference between the channel fading 

gain and its estimate is defined as fading gain estimation error and is assumed to be a 

Gaussian error in [33]. This error is due to either an inaccurate estimation method or the 

decorrelation of the fading distortion at the time of estimation compared to the time of 

application in recovering the data symbol.

Same as in [33], we assume here identical statistics for the independent diversity branches, 

and that the correlation between g ;; and its estimate g ,■; is the same on each branch. As theJr Jil

work in [33] only assumes that the variance of the channel gain on all branches is equal to 

that of its estimate, it is extended here to include the case when the variances of the channel 

gain and its estimate are unequal. We define

where d • • is a Gaussian error uncorrelated with g • The parameters Rc and Rcs are given

(3.3)

by

Rc = E[gIgI] = E[gQgQ\ 

Rcs = E[gjgQ} = -E [gQgj}. (3.4b)

(3.4a)

Under the Rayleigh fading assumption, Rcs =  0 [34], and we can simplify (3.3) to

(3.5)
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where b — The variance of the real (or imaginary) component of dj i is a j  =  (1 -  p )o f  

[35], where p  is the squared amplitude of the cross-correlation coefficient of the channel 

fading and its estimate

tf f e T ]  _  *  = ° J *  (3 .6)
^ £[|*I2]E [|||2]

It is commonly used to measure the level of channel estimation error.

3.4 Channel Estimation Error for Pilot Symbol Assisted 

Modulation in an Alamouti System

Pilot symbol assisted modulation has proved to be effective to estimate the fading channel 

gain. In this section, a detailed description of channel estimation error for PSAM is given. 

The squared cross-correlation coefficient of the channel fading and its estimate, p, for 

PSAM in an Alamouti system is derived. Since p in (3.6) is a function of Rc and erf, Rco

and erf are derived first before the final expression of p  is given.o

3.4.1 Fading Estimation in PSAM

We assume that PSAM is used for channel estimation. The PSAM frame format is similar 

to that considered in [36, fig. 2], where pilot symbols are inserted periodically into the data 

sequence. Since there are two receiver antennas and an Alamouti scheme is employed, 

the estimation of channel state information takes at least two symbol intervals and the 

channel state must remain constant over that period. Therefore, we assume that the fading 

gain remains constant over two consecutive symbol intervals. Under this assumption, two 

consecutive pilot symbols are transmitted together between data symbols; j  clusters, each 

with 2 symbols, are formatted into one frame of N  symbols, where N  is an even number, 

with the first two pilot symbols (n =  0) followed by N  — 2 data symbols (1 < n < N /2  — 1). 

The composite signal is transmitted over 2L flat, Rayleigh fading channels. At the receiver,
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after matched-filter detection, the pilot symbols are extracted and interpolated to form an 

estimate of the channel in the following manner.

Rewrite (3.1) to include the above assumptions for BPSK as

=  8A,i,ksl+ g 2 ,i,ks2 + nl,i,k (3Ja)

*2 ,i,k =  - 8 i,i,ks 2 + 8 2 ,i,ksi + n2,i,k (3.7b)

where r ^ - ^ j  — 1,2 denotes the y'st received symbol at the nth symbol cluster of the &th

data frame in the ith receiver branch, nni i t , j  = 1 2  denotes the additive noise for the ist

symbol interval at the nth symbol cluster of the &th data frame in the ith receiver branch, 

and g’j j p j  = 1 , 2  denotes the fading gain between the jth transmitter antenna and the ith 

receiver antenna at the nth symbol cluster of the ftth data frame. Since the pilot symbols 

are known to the receiver, without loss of generality, we assume that the two pilot symbols 

in the first cluster (n =  0) of the frame have the values +1 and - 1 ,  respectively. Then for 

the two received pilot symbols, (3.7a) becomes

ri,i,k =  Si,i,* ~  8 2  ,i,k +  ni,i,k (3.8a)

r 2 ,i,k =  Si,/,* +  §2 ,i,k + n2,i,k- (3.8b)

Averaging (3.8a) and (3.8b), we obtain the estimate of k as

n n nl i k + n2 ik

Subtracting (3.8a) from (3.8b) generates

n° . -  n° .g0 _  0 , 2,i,k 1 ,i,k g, .
8 2  ,i,k — 8 2 ,i,k H 2 ‘ p .yo;

The fading at the nth symbol (1 <  n < N /2  — 1) in the kth frame of the ith branch is 

estimated from 2K  pilot symbols of K  adjacent frames with pilot symbols from -  

previous frames and from |_§ J subsequent frames. These estimates are given by

Lfj LtJ /  rfi A- r fi \
8 h ,k =  E  hU li,k=  X  ^  4 ,*+ W  [ (3.10a)

*=-L̂ J *=-^1 V /
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where h\ is the interpolation coefficient for the nth data symbol in the &th frame.

3.4.2 Derivation of Rc

In an omni-directional scattering Rayleigh fading channel, the autocorrelation of the real 

part of the fading gain is [36]

(3.11)

Since calculation of the correlations for the data symbols is the same at all branches, we 

drop the subscripts {1, /} and {2,i} in (3.9) and (3.10). Then, combining (3.9) and (3.10) 

with (3.4a) and (3.11), we have

Rr = E
LfJ
S  h"E

k=~ ifcij

LfJ
=  2  ^ h p 0 (2nfD\kN-2n\Ts).

(3.12)

3.4.3 Derivation of o fo
From (3.9) and (3.10), the variance of g can be derived as

(3.13)

LfJ /  n° 4- w°V  hn ( p° +  l>i,k + n2,i,k
Zj  "’k \8 l , i ,k '  9

*= -L ^J V

LfJ (  n0’* +n®’*
2

*= -L ^J V
LfJ LfJ

=  2  2  hnkhnma 2gJQ{2nfD\k-m \N Ts) + - f  J  (hnk)2.
* = - L ^ j m = - L ^ j  z « = -L ^ J

LfJ

31

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3.4.4 Derivation of p

From (3.6), using (3.12) and (3.13), we have

Ri <3.14)
[Jjlj Zi= - L%lJ W o(2* /d I*  -  " W  + i  S ^ J_ l ¥ j  (K?

Note that p  is a function of the type of interpolator, the data symbol location, the Doppler 

shift, the data frame length and the symbol interval. When a sine interpolator [37] is used 

and a Hamming window is applied, the interpolation coefficients are given by

hi = sine
' 2  n 
~N

, 2 n ( 2 n - k N )  2 n [ ^ \
0 .5 4 -0 .4 6 cos | — L .  . ’ +  —

K N - l K N - 1
(3.15)

3.5 Conclusion

In this chapter, the space-time system was introduced. As one type of space-time system 

and the focus of this thesis, the Alamouti system was illustrated. Since the performance 

of the Alamouti system depends on the accuracy of channel estimation, the derivation of 

channel estimation errors for this system was given. In the next chapter, this channel es

timation error will be quantified for Alamouti MIMO systems when receiver selection is 

applied. The effects of channel estimation errors on several receiver selection combining 

schemes will be investigated.
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Chapter 4 

Effects of Channel Estimation Errors on 

Receiver Selection Combining Schemes 

for Alamouti MIMO Systems

In this chapter, the BER of BPSK in Rayleigh fading using the Alamouti transmission 

scheme and receiver selection diversity in the presence of channel estimation error is stud

ied. Closed-form expressions for the BER of LLR selection, SNR selection, SSC selec

tion and MRC are derived in terms of the SNR and the cross-correlation coefficient of the 

channel gain and its corrupted estimate. The effects of channel estimation errors on each 

selection scheme are examined.

4.1 Introduction

In this chapter, we examine the effect of channel estimation error on the BER performance 

of a MIMO system using binary phase-shift keying modulation and receiver selection di

versity in a slow flat Rayleigh fading channel. The Alamouti STBC [1] is used at the 

transmitter. The “best” of L Rx antennas is chosen according to some selection criterion. 

Since all selection combining schemes require some knowledge of the complex channel
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gains for all the diversity branches and the complex channel gains have to be estimated 

at the receiver, channel estimation errors affect the performance of all practical selection 

combining schemes. Quantitative results for the effects of noisy channel estimation are 

derived.

Three different selection schemes are considered for Rx antenna selection. The first 

scheme is LLR selection, which was proposed in [30] for a 1 Tx antenna and L Rx antennas 

system. In LLR selection, full knowledge of all the complex diversity branch gains is 

needed and the branch providing the largest magnitude of LLR is chosen. This selection 

scheme was extended in [38] to include a 2 Tx antennas and NR Rx antennas system using 

the Alamouti scheme. The BER for this scheme is given by an expression involving a 

single integral. However, perfect channel estimation is assumed in [38]. Here, we derive 

a closed-form BER expression for this LLR selection scheme, accounting for the presence 

of channel estimation errors.

Traditional selection combining is the second scheme considered in this paper. The 

selection of the best antenna is based on the largest SNR among the diversity branches at 

the detector input. Unlike LLR selection which requires full knowledge of the complex 

channel gains for all the diversity branches, SNR selection only requires ordering fading 

amplitudes on the diversity branches. In [38] and [10], the BER of SNR selection at the 

receiver side is evaluated. In this chapter, this result is extended to include the effects of 

channel estimation errors.

In order to implement all the former selection combining schemes, the receiver needs 

to monitor all the diversity branches to select the “best” branch. Furthermore, the receiver 

may switch frequently in order to use the best branches. It is desirable in some practical 

implementations to minimize switching in order to reduce switching transients. Therefore, 

selection combining is often implemented in the form of switched diversity [24], [25] in 

practical systems, in which rather than continuously picking the best branch, the receiver 

selects a particular branch until its SNR drops below a predetermined threshold. When this 

happens, the receiver switches to another branch. References [39] and [40] investigate a 

switched diversity system with 1 Tx antenna and NR Rx antennas. A performance analysis
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for this system without space-time coding was given in Rayleigh fading in [39] and in Nak- 

agami fading in [40]. In this chapter, we analyze a transmission system with an Alamouti 

code at the Tx and switched diversity at the Rx. The average BER accounting for the effects 

of channel estimation error is derived and the optimal switching threshold that minimizes 

the BER for this switched diversity scheme is determined.

The remainder of this chapter is organized as follows. In Section 5.2, we consider a 

wireless system with 2 Tx antennas using the Alamouti scheme and L Rx antennas, and 

derive the BER for the three selection combining schemes with channel estimation errors 

considered. The analysis of MRC [2] is also recalled and the performances of these three 

selection schemes are compared to the optimal MRC scheme. In Section 5.3, numerical 

results are presented and the relative performances of the three selection schemes are dis

cussed. Conclusions are drawn in Section 5.4.

The system model used in this chapter is the same as in Chapter 3. By symmetry, the BER 

is the same for Sj and s2, so the following analysis will consider sl only. The results for 

st, i — 1,2 can be obtained by appropriately renaming the variables.

Using (3.1), (3.2), and (3.5), the combiner output y l • can be written as

Since s2 =  or —sls each with probability 1/2, we can calculate the BER as Pb = 

l / 2 (Pb,s2=Sl + % 2=-sl) =  Pb,s2=Sl = Pb,s2=Sl=v where the last two equations follow from 
symmetry. For the case s2 =  =  1, we can write the decision variable as

4.2 Bit Error Rate Analysis

(4.1)

t e ( yu ) =b  (l* , /  +  li2/ )  +  Re [ ty (d u  +  “U

+ 8 2 ,i(d2,i ~  d\ / ] + M 8 i,inhi) +Re(g2 in*2!i)

(4.2)
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Normalizing the expression in (4.2) by dividing both sides of the equation with we 

have

Re(y\,i) -  2^2 ( & /  +  Ifc,iI2) +  2 ^ 2
8 g

+  d2 ,i + nl,i) +  8 2,i(d2 ,i ~  d l,i + n2 ,iY

(4.3)

x Re

Conditioning on |gj -|2 and |g2 ,-|2, it can be shown that Re gj i(d[ +  d2;) , Re g2 i{d21 — dl 

Re(g*l in l;.) and Re(g2 tn2 ■) are independent, zero-mean Gaussian random variables with 

variance 2|gM|2<72, 2|g2j.|2cr2, |gM|2cr2 and |g2/ c r 2, respectively. Therefore, Re{yX i), 

conditioned on |gj (|2 and |g2 ;|2, *s a Gaussian random variable as well. It has mean
\8u\ + \82,i\ .

2ct? ; con-^ ( l £ i /  +  l<M2) and variance ^ f ( \ 8 i,i\2 + \g2 ,i\2)- ^  au

ditioned on at, the new decision variable Re(y\ () has mean a i and variance  ̂a f

Using (3.6) and crj =  (1 — p)cr2 [35], this variance is simplified to - - p ^ '+1 <%,-• Define the

effective SNR
P%Yc (4.4)

Then the variance is
Yc

Since gj and g2 ,• are independent, zero-mean complex Gaussian random variables, a (- 

has a chi-square distribution with 4 degrees of freedom and its pdf is given by [2]

f A(cii) — a (exp ( - a ;) (4.5)

4.2.1 LLR selection combining

The LLR Rx selection system model is described in [38] and shown in Fig. 4.1. The LLR 

A(- for data s {, given gj t and y1 is [38]

A; =  In (4.6)

8 bai
N, ’ReCVi.f) =  - ^ - R e f r y ) .
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Thus, with the Alamouti scheme, the LLR Rx selection combining is equivalent to selecting 

the branch providing the largest amplitude of R e ^  •).

Conditioning the expression for R e ^ ^ )  in (4.3) on gx (. and g2 yields

L

pb =  S Pr(Re(>'i)<) < ° ’ ith branch selected) (4.7)
i=i

=  LPr I

(4.8)

< 0 ,1th branch selectedj 

=  LPr^Re(y'1)1) < 0, Re(y'M) > Re(yM)

Let rt — Re(y1t) and rx — —Re(y1)1), then

Pb = L Io [P r(_ r i <  ri < r i \ ri)]L~1 f R ^ d

where / ^ ( r j  is the pdf of rv

Since rx — —Re(y11), f R{r^) is equal to frt{—rx), where /) .(x) is the pdf of r-. From

(4.3), one has that Re(y1 i)^i ^  is Gaussian distributed with mean a (- and variance when
2+|g? -I2
Y~2 ~- Averaging over a., the pdf of r- is given by

p o o

fr ,(x )  =  fr i{A a d f/S .CLi)d a i
J  u

Ycix-cxt) 21

conditioned on a, —

(4.9)

Jo

Yc
2 %a;

exp
2a,

a,.exp (-a ,.) d a t.

Changing the variable of integration to z = and using the result from [41, eq. (3.472)], 

(4.9) can be simplified as

f r.(x) =  A (l+ R |x |)ex p (—5|x |+C x) (4.10)

V ? c (? c  +  2)

(fc +  2)2 B =  V?c(?c +  2)

C  =  Yc-

Then, for the ith branch
/ rx

frt{x)dx
A

= k1 + (k1 - ^ 2r1)e x p (-^ 3r 1) -  (^ H -^ r^ e x p  (~k6 rx)

(4.11)
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1 ( C - B ) 2  z  B — C
k — B _ c  k _ 2 A B + A CL  kA -  {b +  c )2

AB_
+  c
4A53

kr =  —— — kf- =  B + C5 fi +  C 6
knv ? “  (5 2 _ C 2)2-

Combining (4.8), (4.10) and (4.11), the final expression for the BER is obtained as

no o

Pb = L I [fc7 +  (fcj - /c2r1)exp(-A:3r1) (4.12)
J 0

-(^4  +  A:5r l ) eXP ( - V l ) ] L~1 

xA  ( l + R rj) exp(—Brx — C rJ  drx

L—l L —l —n n m I f  T — 1 \ I n

= i X  S  X X X
n= 0 m= 0 p=0q=0 i=0 \  Tl TTl

xAB ‘ l^~pkp l^ ~ qk^ k^~1 _n_m (—1) +P(p +  g +  i)!
A A 1 /  /Vi fVrt iv i /Vi>/v<7 . . • . 1 •

1 2 4 5 7 ( t ,n +  »:6m +  i!+ C ) '’+‘,+'+1

A simpler sub-optimum selection combining rule was also proposed by Kim and Kim 

in [30]. The system model is plotted in Fig. 4.2. Instead of the amplitude of Re(yj (), 

|(yj f.)| is used for this envelope-LLR selection combining. The system model is shown in 

Fig. 4.2. Simulation results for the BER of this envelope-LLR selection scheme will be 

given together with results for the other selection combining schemes in Section 4.3.

4.2.2 SNR Selection Combining

The Rx selection combining scheme model is illustrated in Fig. 4.3. It is same as the 

model in [38] and [10]. In SNR selection combining, the Rx antenna with the largest SNR 

will be chosen for space-time decoding. From (4.2), the SNR, given the ith Rx antenna 

selected, is —  ̂ =  H ? - Therefore, the antenna providing the largest SNR is the 

one providing the largest a-. Let Amax — max [at] . Then, the expression of the BER can be
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rewritten as [38]

Pb = JQ Pr (^CVi,;) ^  0 Amax) fAmax(a )da
p o o  ,  v

= l  ^ y ^ ) f h j v ) da

where the pdf of A max is [42]

J0  f M d a ,
L - 1

/ a ( « )

=  L [ l - ( l  +  a )e x p (-a ) ]  f A(a)

and f A(oc) is given in (4.5).

Expanding [Jq f A(a )da]L 1 in (4.13a) using the binomial theorem gives

L - 1 i I T  — 1 

i = 0 j = 0 \  I
( - i  y

X J  Q a'/+1e x p [-( /+ l)a ]rfa .

Integrating (4.14) term-by-term, the final expression for the BER is derived as

L - 1  i j + 1  (  L _  i  \  (  i

(= 0  j= 0 m = 0  y  I J ]

Q '+ l+ m )!  / 1 ~M i\ 7+2 /  1 +  Mi\ '
m!(l +  /)^+2 V 2 /  V 2 y

(4.13a)

(4.13b)

(4.14)

(4.15a)

Mi
Yc

Yc +  2i +  2
(4.15b)

4.2.3 Switch-and-Stay Selection

The system model is shown in Fig. 4.4. In Rx SSC, with channel estimation error, the BER 

is related to the instantaneous effective SNR of the selected ith branch yc in (4.2), where 

Yc =   ̂ ~  Conditioning on the pdf of yc, the BER is Q ( y /2 f t : ) .
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Following [40], the cumulative distribution function (cdf) of yc can be written as

^x(Yc)  — i
Pr(yC)1 ^  /c)pr(yCi2 < Yc), if Yc < Yth

M r th ^  YC,1 < Yc) (4-16)
+Pr(ycl <  yc)Pr(yc2 < yc), if yc > yth

where yc l and yc 2 are the instantaneous SNR on the 1st and 2nd Rx branches, respectively. 

Since yc =  from (4.5), both yc { and yc 2 have a chi-squared distribution given by

2 YC/
f ( y c,i) = ^ exp (- Yc

i =  1,2.

The pdf is obtained by differentiating the cdf in (4.16) with respect to yc

f ( y )  — j  c1- e  rc) r  *n Y c ) - \  _Ytk _ Yjl
( 2 - e  rc)j-e k Yc>Yth-

Then, the BER is

Ph = £ Q (V 2 V c ) f (V c )d Y c

=  ^ - ^ [ ^ ( ^  +  2) ] -e x p  

{(^3  +  1 ) [ ^ i - Q ( V /2 ^ ) ]  +

2 Yt
Yc ,

y/Yth
v ^ ( f c + 2) exP (-Yth)]

(4.17)

(4.18)

(4.19)

*3 =

V  (fc +  2 )3 -  ye>/)E -  3
2 v / (yc +  2 )3

Yc + 3 I Yc
Yc+ 2  V y?+ 2
2J th
%

k a = i 2Yth . l W  2**
yc yc
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Note that the BER depends on the value of the switching threshold, yth. The optimal

=  0. Differentiating (4.19) with respectvalue, id , is a solution of the equation a Ytk
to yth, we get

Y k = \ [ Q r \ a ) } 2

YcVfc

Y>h=y;h

2
1

a  =
2 2 y /(yc +  2)3 2 ^ ( f c + 2 )^

(4.20a)

(4.20b)

where Q 1 (•) denotes the inverse Gaussian (^-function, and f c is the effective SNR (4.4).

4.2.4 MRC Diversity

In MRC, all the combiner outputs are weighted and summed to form the decision variable 

as illustrated in Fig. 4.5. From (4.3), the combiner output is

Re x

Re X [ s U dl,i +  d2 ,i +  nl,i) +  S2 ,i(d2 ,i -  +  n2,iY

i— 1 
L

(4.21)

i=l

Conditioned on j  this decision variable is a Gaussian random variable
I

with mean y and variance j-. The pdf of y is chi-square distributed with 4L degrees of

freedom [2]

Following [2], the BER for MRC with Alamouti coding is obtained as 

pb = J o Q ( v ^ ) j S ~ y 2L- , ^ ( - y ) d y(21, - 1)!

2L2L- 1  I  2 L - l  + k

h  [ k
(1 +  fh)

(4.22)

(4.23a)

/*2
Yc 

7c +  2
(4.23b)
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4.3 Numerical Results and Discussion

In this section, all the figures are generated from Mento Carlo simulation by using Matlab. 

The simulation results for LLR selection, SNR selection, SSC selection, and MRC verify 

the closed-form BER expressions in (4.12), (4.15), (4.19), and (4.23), respectively. Suf

ficient simulation run times are executed to obtain smooth BER curves. Here we use the 

number of simulation run times equal to - r̂-, where PT is the target error probability.

The BER results are functions of fc, which is in turn a function of p  and yb. Figs. 

4.6^1.8 show plots of the average BER versus SNR per bit, f b, for the different selec

tion diversity schemes in a flat Rayleigh fading channel with perfect channel estimation, 

cross-correlation 0.9, and cross-correlation 0.75, respectively. The envelope-selection is 

evaluated by computer simulation. As expected, these results show that, in all cases, the 

BER increases with increasing fading estimation error (decreasing value of p).

It is observed in Figs. 4.6-4.8 that the performances of LLR selection and MRC are 

the same for dual diversity. The performances are, indeed, identical because, for MRC the 

sign of the combiner output Re(y] ,) + Re(yl 2) is determined by the maximum of Re(yl ■), 

which coincides with the LLR selection rule. The envelope-LLR selection scheme, which 

does require channel estimation of all the channels, performs better than the SNR selection 

schemes but not as well as the LLR and MRC designs. The SSC selection offers the poorest 

performance, in exchange for its simplicity, as expected.

Figs. 4.9-4.11 show the average BER as a function of SNR per bit for the various 

selection schemes used in 4-fold diversity with perfect channel estimation, p  =  0.9, and 

p  =  0.75, respectively. There are a number of interesting observations. First, MRC and 

LLR are not the same, and MRC outperforms LLR, as expected. Second, the LLR selection 

outperforms envelope-LLR selection. Third, the envelope-LLR selection outperforms the 

SNR selection.

Figs. 4.6 -  4.11 show the average BER vs. SNR for specific, constant values of p  for 

L =  2 and L — 4, respectively. These results show clearly the performance differences be

tween the selection schemes. They are also representative of a situation where the receiver
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electronics has reached a limit and cannot provide a better estimate of the channel gain. On 

the other hand, many practical estimators will show a dependence on SNR, i.e. give better 

estimates as the SNR increases. In these cases, a larger SNR value leads to a better chan

nel estimate, which means a higher value of p. To show this effect on BER, we consider 

PSAM as an example. We assume that a sine interpolator with a Hamming window is used 

to interpolate fading estimates, with a frame size of 14, and normalized Doppler shift of 

0.03. Fig. 4.12 and Fig. 4.13 show the average BER versus SNR from 0 dB to 10 dB with 

L  =  2 and L =  4, respectively. Since p is also a function of the symbol location, that is, 

with the same SNR value, in the same frame, data symbols located at different places will 

experience different p  values, we give the BER of the 3rd symbol cluster in a frame as an 

example. Computed from ( 3.14), the value of p for this PSAM system varies from 0.513 

to 0.913 as the SNR varies from 0 dB to 10 dB. Similar to the results in Figs. 4.6^4.11, in 

Figs. 4.12 and 4.13, MRC and LLR selection still have the best performance for L =  2, then 

envelope-LLR selection outperforms SNR selection. The simplest selection scheme, SSC 

selection, has the worst BER performance. For L =  4, MRC outperforms LLR selection.

4.4 Conclusion

In this chapter, analytical BER results were derived for LLR selection, SNR selection, SSC 

and MRC with channel estimation errors using Alamouti transmission systems. The effects 

of channel estimation errors on each selection scheme were examined. In the next chapter, 

two new selection combining diversity schemes will be proposed and the effects of channel 

estimation errors on these two schemes will be investigated.
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Fig. 4.6. The BER versus SNR for the 2 TX and 2 Rx, space-time block code with p =  1.
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Fig. 4.7. The BER versus SNR for the 2 TX and 2 Rx, space-time block code with p  =  0.9.
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Fig. 4.8. The BER versus SNR for the 2 TX and 2 Rx, space-time block code with 

p =  0.75.
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Fig. 4.9. The BER versus SNR for the 2 TX and 4 Rx, space-time block code with p  =  1.
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Fig. 4.10. The BER versus SNR for the 2 TX and 4 Rx, space-time block code with 

p =  0.9.
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Fig. 4.11. The BER versus SNR for the 2 TX and 4 Rx, space-time block code with 

p =  0.75.
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Fig. 4.12. The PSAM BER versus SNR for the 2 Tx and 2 Rx, Alamouti space-time block 

code with Hamming windowing applied to a sine interpolator for K = 30, N  =  14 and 

f DTs — 0.03 with symbol location at n =  3.
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Fig. 4.13. The PSAM BER versus SNR for the 2 Tx and 4 Rx, Alamouti space-time block 

code with Hamming windowing applied to a sine interpolator for K  =  30, N  =  14 and 

f DTs =  0.03 with symbol location at n =  3.
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Chapter 5 

Receiver Selection Diversity Schemes 

without Channel Estimation for 

Alamouti MIMO Systems

In this chapter, two new receiver selection schemes, space-time square-law (STSL) se

lection diversity and space-time magnitude (STM) selection diversity, are proposed for a 

MIMO system using the Alamouti STBC at the transmitter in a slow, flat Rayleigh fading 

channel. The BER of BPSK in Rayleigh fading using these two selection schemes is stud

ied and compared to that of previous selection schemes. The effects of channel estimation 

errors on each selection scheme are examined in detail. Both proposed schemes are in

dicated in this chapter with much simpler hardware implementation but offer comparable 

performance with SNR selection method.

5.1 Introduction

Previous selection schemes include SNR selection, LLR selection, and SSC selection. SNR 

selection requires knowledge of the fading channel amplitudes on all receiver antennas in 

order to select the diversity branches with the largest values of SNR among the diversity
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branches at the detector input. In LLR selection, full knowledge of all the complex diversity 

branch gains is needed and the branch providing the largest magnitude of LLR is chosen. 

As a result, it provides better BER performance than that of SNR selection. The SSC 

selection is a much simpler scheme, compared to the two previous selection schemes, as it 

does not need to monitor all the diversity branches and only switches when the SNR of the 

current chosen branch drops below a predetermined threshold. However, the knowledge of 

the fading channel amplitude of the selected branch is still needed.

Since all the selection schemes discussed above require channel knowledge, we pro

pose a new selection scheme, which we will refer to as STSL selection. The STSL se

lection scheme does not require knowledge of the channel gains to make the Rx antenna 

selection. Furthermore, branch selection is done before the space-time decoding so that 

channel estimation for the space-time decoding is only performed for the branch selected, 

achieving a significant complexity reduction. Compared to the two former schemes, this 

new scheme is much simpler to implement. Significantly, it is shown in the sequel that it 

provides essentially the same performance as the SNR selection scheme.

The proposed STSL selection combining requires squaring the amplitudes of the re

ceived bit signals before making the selection. In order to further simplify the hardware 

implementation, we propose another scheme which only needs the amplitudes of the re

ceived bit signals. Similar to STSL selection, this scheme, called STM selection, does not 

require channel estimation. The simulation results in the following section show that STM 

selection has only slightly poorer BER performance than STSL and SNR selection.

The remainder of this chapter is organized as follows. In Section 5.2, we consider a 

wireless system with 2 Tx antennas using the Alamouti scheme and L Rx antennas, and 

propose the new selection schemes. In Section 5.3, numerical results are presented and the 

performances of all the selection schemes are discussed. Conclusions are drawn in Section 

5.4.
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5.2 New Selection Combining Methods

Both LLR-based and SNR-based selection combining schemes require knowledge of all the 

receiver branch fading gains in order to decide which branch to choose. This increases the 

receiver complexity. Here, we propose two new selection diversity schemes that do not 

require channel estimation for the selection.

5.2.1 Method 1: Space-Time Square-Law Selection

Here, we propose a new selection diversity scheme that selects the branch providing the 

largest sum of the squared amplitudes of the two received bit signals, i.e. \rx (|2 + 1r2 1 \2 (see 

Fig. 5.1). This scheme is similar to square-law combining, although square-law combining 

is used for noncoherent modulation and we deal with coherent modulation here. To the 

best of the authors’ knowledge, this selection combining diversity scheme as used in space

time coding here with coherent modulation is novel. We will call it space-time square-law 

selection.

The advantage of this selection scheme is that it does selection before ST combining 

and it does not require channel estimation to perform the selection. Thus, we only need one 

ST combiner and one channel estimator for all the L receiver branches. Compared to all the 

pre-existing selection schemes, which need L ST combiners and L channel estimators for 

all L receiver branches, this is a big hardware saving. Hence, the receiver implementation 

is simpler than other selection schemes. Moreover, this new scheme provides the same 

performance with SNR-based selection, as is shown in Section 5.3. The reason is explained 

as follows.

Observe that

2K/I  + 2 \r2,i\ =  lr l , /  +  r2,il + \rl , i~ r2 ,i\ (5-la )
2

* l , i ( f  1 ~  Sl) + §2 ,i(sl + sl) + nl,i +  n2,i
2

+  +  s2 ) +  §2 ,i( s 2 -  s l )  +  nl,i ~  n2 ,i

59

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Fi
g.

 
5.

1.
 

Th
e 

ST
SL

 
re

ce
iv

er
 s

ele
cti

on
 

sy
ste

m 
m

od
el

.



and, observe further that Sj +  s2 =  ±2  and s1- s 2 =  0, or +  s2 =  0 and =  ±2, so that

\ r ,; + r^ \ 2 + \ru - r 2 i \21

± 2Shi + nhi + n2 . 

± 2 8 2,i + nl,i + n2 ,i

(5.1b)

+

+
± 2 8 2,i + nl , i~ n2,i 

±28i,i + nhi-ny
j ^ l  —  s 2

\

»«1 =  s 2 ’

|2 , |2Thus, selecting the branch having the maximum value of \rx (|2 +  \r2 i\ is equivalent to 

selecting the branch with the maximum value of

8u  + ni + §2 ,i + n 2 (5.2)

<T2where n\ and n2 are independent, complex noise samples, each of variance - f  in each of 

the real and imaginary components. Observe that when the SNR becomes large, STSL 

selection becomes SiVR-based selection because the noise terms in (5.2) become small. 

Observe further that the noise affecting the branch selection is effectively reduced by 3 dB 

in the STSL combiner.

The simulation results in the following section show that STSL selection has essentially 

the same performance as STVR-based selection.

5.2.2 Method 2: Space-Time Magnitude Selection

The proposed STSL selection combining scheme, which selects the branch providing the 

largest sum of |r1>(.|2 +  |r2 ,|2, requires squaring the amplitudes of the received bit signals 

before making the selection. In order to further simplify the hardware implementation, we 

propose another scheme which selects the branch with the largest sum, |rj f| +  |r2 Similar 

to STSL selection, this scheme, called space-time magnitude selection, does not require 

channel estimation. It is simpler than STSL selection because the receiver only needs to 

drop the sign of the two received signals rx . and r2 ., and then take the sum. The simulation 

results in the following section show that it has only slightly poorer BER performance than 

STSL and SNR selection. The system model is shown in Fig. 5.2.
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5.3 Numerical results and discussion

In this section, all the figures are generated from Mento Carlo simulation by using Matlab. 

The number of simulation run times is equal to where PT is the target error probability.

The BER results in this paper are functions of %, which is in turn a function of p  and 

f .  Fig. 5.3, Fig. 5.4 and Fig. 5.5 show plots of the average BER versus SNR per bit for the 

different selection diversity schemes in a flat Rayleigh fading channel with perfect channel 

estimation, cross-correlation 0.9, and cross-correlation 0.75, respectively. The envelope- 

selection, STSL selection and STM selection schemes are evaluated by computer simula

tion. As expected, these results show that, in all cases, the BER increases with increasing 

fading estimation error (decreasing value of p).

It is observed in Figs. 5.3-5.5, that the performances of LLR selection and MRC are 

the same for dual diversity. The performances are, indeed, identical because, for MRC the 

sign of the combiner output Re(yx j) +Re(yl 2) is determined by the maximum of Re(yl t), 

which coincides with the LLR selection rule. It is also observed in Figs. 5.3- 5.5 that the 

performances of STSL selection and SNR selection are the same, at least to graphical accu

racy. The STM selection scheme performs almost as well as the STSL and SNR selection 

schemes although it is simpler than both to implement. The biggest power penalty between 

STM and STSL is only less than 0.6 dB, which occurs with perfect channel estimation at 

10 dB per bit. As does STSL selection, STM selection choses the best branch without re

quiring any channel estimation. The envelope-LLR selection scheme, which does require 

channel estimation of all the channels, performs better than the STSL, STM and SNR se

lection schemes but not as well as the LLR and MRC designs. The SSC selection scheme 

offers the poorest performance, in exchange for its simplicity, as expected.

Figs. 5.6, 5.7, and 5.8 show the average BER as a function of SNR per bit for the 

various selection schemes used in 4-fold diversity with perfect channel estimation, p  =  0.9, 

and p =  0.75, respectively. There are a number of interesting observations. First, MRC and 

LLR are not the same, and MRC outperforms LLR, as expected. Second, the LLR selection 

outperforms envelope-LLR selection, as one expects. Third, the envelope-LLR selection
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outperforms STSL, STM and SSC. Fourth, the performances of SNR and STSL selection 

are the same, as they were for the dual-branch case. This is a significant result. In order 

to implement SNR selection, the gains of all the diversity channels must be estimated. 

No channel estimation is required to implement STSL selection. The demodulation will 

require channel estimation according to ( 3.2), but in the case of STSL only two channel 

gains need to be estimated, while in the case of SNR selection, 2L channel gains must be 

estimated to implement the branch selection. Last, STM offers a less than 1.6 dB reduction 

of power compared to STSL, with a simpler implementation.

Figs. 5.3-5.8 show the average BER vs. SNR for specific, constant values of p. These 

results show clearly the performance differences between the selection schemes. They 

are also representative of a situation where the receiver electronics has reached a limit 

and cannot provide a better estimate of the channel gain. On the the other hand, many 

practical estimators will show a dependence on SNR, i.e. give better estimates as the SNR 

increases. In these cases, a larger SNR value leads to a better channel estimate, which 

means a higher value of p. To show this effect on BER, we consider PS AM as an example. 

We assume that a sine interpolator with a Hamming window is used to interpolate fading 

estimates, with a frame size of 14, and normalized Doppler shift of 0.03. Fig. 5.9 shows 

the average BER versus SNR from 0 dB to 10 dB with L — 2. Since p is also a function 

of the symbol location, that is, with the same SNR value, in the same frame, data symbols 

located at different places will experience different p  values; we give the BER of the 3rd 

data symbol in a frame as an example. Computed from (3.14), the value of p  for this 

PSAM system varies from 0.513 to 0.913 as the SNR varies from 0 dB to 10 dB. Similar 

to the results in Figs. 5.3-5.5, in Fig. 5.9, MRC and LLR selection still have the best 

performance, then envelope-LLR selection outperforms SNR and STSL selection, which 

in turn slightly outperform STM selection. The simplest selection scheme, SSC selection, 

has the worst BER performance. Again, the performance of SNR and STSL schemes are 

indistinguishable. Fig. 5.10 shows similar results for 4-fold diversity. In this case, MRC 

outperforms LLR selection, but SNR and STSL selection again have the same performance, 

which is marginally better than STM selection.
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5.4 Conclusion

A new selection scheme, STSL selection, was proposed with a much simpler hardware 

implementation for Alamouti transmission systems. The results show that it has the same 

performance as SNR selection. A suboptimal selection scheme, STM, was also proposed 

with a still simpler implementation, but only slightly poorer performance than STSL selec

tion combining. The BER results of these two new schemes were compared quantitatively 

with those of LLR selection, SNR selection, SSC selection and MRC.
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Fig. 5.3. The BER versus SNR for the 2 TX and 2 Rx, space-time block code with perfect 

channel estimation.
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Fig. 5.4. The BER versus SNR for the 2 TX and 2 Rx, space-time block code with p=0.9.
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Fig. 5.5. The BER versus SNR for the 2 TX and 2 Rx, space-time block code with p=0.75.
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Fig. 5.6. The BER versus SNR for the 2 TX and 4 Rx, space-time block code with perfect 

channel estimation.
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Fig. 5.7. The BER versus SNR for the 2 TX and 4 Rx, space-time block code with p= 0.9.
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Fig. 5.8. The BER versus SNR for the 2 TX and 4 Rx, space-time block code with p=0.75.
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Fig. 5.9. The PS AM BER versus SNR for the 2 TX and 2 Rx, space-time block code 

with Hamming windowing applied to a sine interpolator for K  =  30, N  =  14 and 

f DTs = 0.03 with symbol location at n =  3.
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Fig. 5.10. The PS AM BER versus SNR for the 2 TX and 4 Rx, space-time block code 

with Hamming windowing applied to a sine interpolator for K — 30, N  =  14 and 

f DTs =  0.03 with symbol location at n = 3.
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Chapter 6

Conclusions

Multiple antenna diversity methods can improve wireless system performance. It exploits 

the multiple paths between transmitters and receivers through space-time coding techniques 

to reduce the BER. However, the implementation of multiple antennas requires multiple RF 

chains (consisting of amplifiers, analog-to-digital converters, etc.) that are typically very 

expensive. This, therefore, stimulates the need for low-cost, low-complexity techniques 

with the benefits of multiple antennas. Antenna selection is one such technique because 

an antenna selection element is typically much cheaper than RF chains and its system 

performance is only slightly poorer than that of the full-complexity system. With antenna 

selection, transmission/reception is performed through the optimal antenna subset.

Early work in antenna selection has concentrated on the MISO channel or the SIMO 

channel. In our research, the selection is implemented at the receiver side in a MIMO 

system using the Alamouti scheme. This is relatively new and only few papers have inves

tigated this area.

The traditional selection scheme selects antenna branches with the largest SNR. How

ever, this method is not, all the time, the simplest and/or the one which offers the best 

performance. There are several other selection schemes that have been proposed by differ

ent authors: e.g. LLR selection, S + N  selection, etc. In this thesis, these selection schemes 

were re-examined and compared using Alamouti transmission scheme. In addition to the
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existing selection schemes, two new selection schemes for Alamouti MIMO system were 

proposed and analyzed.

In practice, the complex channel gains have to be estimated at the receiver to be able 

to implement the selection algorithm. As a result of noisy channel estimates, system per

formance degrades compared to that of system with perfect channel estimation. Thus, the 

effect of channel estimation error on this Alamouti MIMO system was investigated. The es

timation error using PSAM on Alamouti MIMO systems using different selection methods 

was illustrated. In summary:

1. Channel estimation using PSAM in flat Rayleigh fading with the Alamouti system 

was investigated. The PSAM signal frame structure was defined assuming slow 

Rayleigh fading and the Alamouti transmission scheme. The squared cross-correlation 

coefficient of the channel fading and its estimate, p , for PSAM in Alamouti system 

was derived. The value of p ranges from 0 to 1, representing the poorest estima

tion to perfect channel estimation, respectively. This expression was used to quantify 

the estimation error for LLR selection, envelope-LLR selection, SNR selection, SSC 

selection, STSL selection, STM selection, and MRC.

2. The BER of BPSK in Rayleigh fading using the Alamouti transmission scheme and 

receiver selection diversity in the presence of channel estimation error was studied. 

Various selection schemes: LLR selection, Env-LLR selection, SNR selection, SSC 

and MRC were considered in this scheme. The exact, closed-form expressions for 

the BER of LLR selection, SNR selection, SSC selection and MRC were derived in 

terms of the SNR along with the cross-correlation coefficient of the channel gain and 

its corrupted estimate. The BER of Env-LLR selection was simulated.

3. Two new receiver selection schemes, STSL selection diversity and STM selection 

diversity, were proposed for a MIMO system using the Alamouti space-time block 

code at the transmitter in a slow, flat Rayleigh fading channel. They were proved 

to provide almost the same performance as SNR selection, but with much simpler
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implementations. The BER of BPSK in Rayleigh fading using these two selection 

schemes was simulated.

4. All presently existing selection schemes and the two new schemes were compared 

with both perfect and imperfect channel estimation. First, the effects of channel 

estimation errors on each selection scheme were examined with constant values of p. 

This allowed a comparison between all selection systems when they offer the same 

ps. Then, considering a PSAM estimator with a sine interpolator and a Hamming 

window, the BER performances were compared under different Doppler shifts and 

frame sizes.
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