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Abstract

The electromagnetic transient (EMT) simulation of multi-terminal DC (MTDC) grids
requires a detailed device-level modular multilevel converter (MMC) model, which can
have thousands of state variables and complex internal structures. The fast device-level
insulated gate bipolar transistor (IGBT) transient requires a very small time-step, mak-
ing the computational overhead prohibitive. Based on the analysis of the parallel-in-time
(PiT) implementation of detailed modelled MMCs, this paper proposes a task-based hybrid
PiT algorithm to achieve high parallel efficiency and speed-up of MMC with device-level
modelling. Moreover, a transmission line model(TLM)-based parallel-in-time-and-space
(PiT+PiS) method is proposed to connect PiT grids to conventional or other PiT grids
and exploit the maximum parallelism. Simulation results show greater than 30× speed-up
and 60% parallel efficiency on a 48 cores computer for the hybrid PiT method in a 201-
level three-phase MMC test case, and 20× speed-up in the transient simulation of CIGRÉ
B4 DC grid test system for the PiT+PiS method.

1 INTRODUCTION

The modular multilevel converter (MMC) has gained tremen-
dous attention in high-voltage direct current (HVDC) transmis-
sion systems and multi-terminal DC (MTDC) system [1], where
the electromagnetic transient (EMT) simulation is paramount
for every step of the design, testing, commissioning, oper-
ation, control, and protection [2]. Due to a large number
of states determined by the multilevel nature and the pur-
suit for a small time-step to accurately reflect the non-linear
characteristics of power electronic devices, high computation
efforts are always required. Therefore, several approaches have
been proposed to accelerate the simulation. At the system
level, degrees of freedom reduction technique [3, 4] and vari-
able time-stepping methods [5, 6] are proposed to improve
the simulation efficiency; whilst the graphic processing unit
(GPU) shows its potential in accelerating large-scale DC grid
simulations with power-semiconductor-level modelling [7–9];
the field-programmable gate array (FPGA) and heterogeneous
multi-processor system-on-chip (MPSoC) are also resorted to
performing the simulation [10–13]. In addition, multirate simu-
lation methods are widely used. In 1993, [14] proposed the early
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version of multirate EMT simulation. With the rapid develop-
ment of parallel hardware, recently multirate methods become
more popular, especially for the co-simulation of heterogeneous
system models [15, 16] and hybrid CPU-GPU computation [16,
17]. Although these computing methods achieved satisfactory
speed-ups, they are based on the physical topology reconfigu-
ration, and consequently, the efficiency is limited by the spatial
structure of systems.

Time-domain parallelism methods such as parallel-in-time
(PiT) provides a new perspective regarding multi-threading
computation and have shown effectiveness in fields involving
ordinary differential equations (ODEs) [18]. Although the PiT
algorithms use multiple time-steps, which is similar to multirate
methods, their theoretical foundations are different. The multi-
rate methods are still considered as PiS methods since the sys-
tems are often decomposed into different subsystems with mul-
tiple time-step. For PiS algorithms, the single system is decom-
posed on multiple time-grids, which means the system scale can
be as small as a single MMC or serval simple RLCs but still get
considerable acceleration from PiT computing. A popular PiT
algorithm is the Parareal algorithm, which solves initial value
problems iteratively by using two ODE integration methods.
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It has become one of the most widely studied PiT integration
methods [19]. It has also been proven to be able to solve semi-
differential algebraic equation (DAE) or full-DAE problems in
system-level dynamic simulation [20, 21], and eddy current cal-
culation [22], yet its application in EMT simulation of large-
scale HVDC grids with detailed device-level modelling is to be
explored noticing the apparent computational burden by cur-
rent methods. The demand for detailed submodules to verify
the control scheme in more realistic scenarios, as well as the
desire of power semiconductor transients to facilitate the selec-
tion of a proper power switch type, further justifies the adop-
tion of PiT. Besides, it is currently not practical to solve the
whole power system using the PiT method because all system
elements must be converted to PiT models. Therefore, a prac-
tical approach to connect PiT systems to conventional systems
is needed.

In this work, the Parareal implementation of the ideal switch
model and the transient curve-fitting insulated gate bipolar tran-
sistor (IGBT) model for device-level simulation are investigated
and based on the two implementations, a new PiT method is
proposed by combining the ideal switch and transient curve-
fitting model, which can significantly improve the performance
with flexible accuracy control by adjusting the coarse predic-
tor. Furthermore, in order to handle transmission line models
(TLMs) in EMT simulation and take advantages of the tradi-
tional TLM-decoupling spatial parallel computing methods [23],

a queue-based connection method for PiT systems is investi-
gated to extend the practical value of the PiT method. Following
the proposal of TLM decoupling, a twofold parallelism concept,
that is parallel-in-time-and-space (PiT+PiS), is proposed for the
EMT simulation of the CIGRÉ B4 DC grid composing of 11
201-level MMCs.

The paper is organized as follows: Section 2 briefly describes
the fundamentals of the Parareal algorithm; Section 3 introduces
MMC modelling, including the MMC class architecture, IGBT
ideal switch model, and the transient curve-fitting model; Sec-
tion 4 introduce the PiT implementation for ideal switch model
and hybrid PiT method for the device-level model, and trans-
mission line based decoupling method; Section 5 presents the
case study and efficiency analysis of the proposed methods; Sec-
tion 6 is the Conclusion.

2 THE PARAREAL PIT ALGORITHM

Parallel-in-time methods are parallel methods for temporal dis-
cretization. The Parareal algorithm can be derived as both
a multi-grid method or as multiple shooting along the time
axis [19]. It relies on parallel operation in the time domain to
achieve acceleration.

The Parareal algorithm procedure is shown in Figure 1.
The entire simulation duration [t0, tend ] is decomposed into N
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sub-intervals denoted as I j = [Tj−1, Tj ], where the start-time
t0 = T0, and end-time tend = TN .

At every time instant Tj , the system has a unique solution
for its state variables U j produced by a fine solution operator
 (Tj , Tj−1,U j−1). Therefore, for an overall N intervals, follow-
ing non-linear equations can be established:

W (U ) ∶=

⎧⎪⎪⎨⎪⎪⎩

U1 −  (T1, T0,U0) = 0,

U2 −  (T2, T1,U1) = 0,

⋮

UN −  (TN , TN−1,UN−1) = 0,

(1)

where U0 is the known initial value.
The system (1) can be solved by Newton’s method. For every

U j ∈ U = {U1,U2, … ,U N−1}, the individual update formula is
given by

U
(k)
j = 

(
Tj , Tj−1,U

(k−1)
j−1

)
+

𝜕

𝜕U

(
Tj , Tj−1,U

(k−1)
j−1

)(
U

(k)
j−1 −U

(k−1)
j−1

) (2)

where k represents the iteration number. The
𝜕

𝜕U
is approx-

imated by a computationally cheap operator  in sequential,
which can produce a close approximation to  . Therefore, the
pre-requirement and fundamental principle of the Parareal algo-
rithm is as



(
Tj , Tj−1,U

(k)
j−1

)
≈ 

(
Tj , Tj−1,U

(k)
j−1

)
,



(
Tj , Tj−1,U

(k−1)
j−1

)
≈ 

(
Tj , Tj−1,U

(k−1)
j−1

)
. (3)

Substituting the
𝛿

𝛿U
entries in (2) with the approximation in (3),

the following can be derived:

U
(k)
j = 

(
Tj , Tj−1,U

(k−1)
j−1

)
+ 

(
Tj , Tj−1,U

(k)
j−1

)
− 

(
Tj , Tj−1,U

(k−1)
j−1

)
,

(4)

which becomes a Quasi-Newton method [24].
Implicit integration methods are required to solve circuit sys-

tems as DAEs, which restricts the method choices and brings
more complexity to adapt them in Parareal. The Backward-
Euler and Trapezoidal methods are generally sufficient for EMT
simulation. In this work, the  and  are both based on the
Trapezoidal integration method with a large time-step Δt and
a small time-step 𝛿t respectively, so traditional EMT programs
can be reused for the PiT purpose.

Usually power system components are expressed by dif-
ferential equations. Taking the capacitor as an example, the
discrete-time EMT model under Trapezoidal Rule of a capaci-

tor is expressed by:

I (n) = V (n)Geq + Iceq (n), (5)

Iceq (n) = V (n − 1)Geq + I (n − 1), (6)

Geq =
2C

dt
, (7)

where I is the current going through the capacitor, V is the
voltage across the capacitor, Iceq is a virtural equivalent current
source and Geq is a equivalent admittance under time-step
dt . For PiT simulation, the state variables are U = {V , I }

and (5), (6) form up  and  under a large time-step and a
small time-step, respectively. The {V , I } produced by  and 

participate in the iteration process of (4). Iceq is considered as
a output so no need to store it. The other basic components
like transformers and generators also need to be adapted tp this
form for PiT simulations. Some components like non-linear
diodes do not have differential equations so that their model
remain the same in the PiT simulation. The TLMs like Bergeron
Line Model also has no differential equations, but they contain
delay items which can bring delay differential equations (DDEs)
to the system. These principles were explained in [25] for the
first time.

3 MMC PIT MODELLING

3.1 Three-phase MMC modelling

As shown in Figure 2a, the submodules of the MMC are solved
as individual sub-circuits with the arm current of the previ-
ous time-step as the injection iarm (n − 1) after applying the V -I
decoupling method [26, 27], which is valid since the time con-
stant of the submodule is much larger than the simulation time-
step – normally a few microseconds.

The fact that pure voltage sources cannot be used in nodal
analysis directly prompts the merging of an arm inductor into
the corresponding arm and results in the reduced equivalent
model in Figure 2(b). The reduced equivalent current source and
admittance are used to construct the single-phase or three-phase
MMC topology shown in Figure 2(c), which finally yields a 5×5
element in nodal analysis. The nodal voltages of Nodes 1–5 in
Figure 2(c) are the basic state variables that should participate in
Parareal iteration.

All fundamental modules are wired up in a monolithic top-
level MMC class in Figure 3(a) for the final use in the EMT
simulation program. A typical d -q frame-based control scheme
for grid-connected converters is adopted to regulate the DC
voltage or power as the outer-loop, which generates the three-
phase modular index mabc , as shown in Figure 3(b). The nearest-
level-modulation (NLM) [28] is in charge of MMC internal cur-
rent flow so as to maintain stable submodule capacitor volt-
ages as shown in Figure 3(c). Based on the proposed MMC
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architecture, the ideal switch and device-level transient curve-
fitting half-bridge submodules (HBSMs) are investigated in
this work.

3.2 Ideal switch model

The HBSM has two IGBTs and two diodes, which is shown in
Figure 4. The IGBTs and diodes are represented by fixed on-
state and off-state resistors so it is considered as an ideal switch
model. In normal operation, the control signals S2S1 = 01
means the SM is inserted and the capacitor voltage appears in

the main circuit; S2S1 = 10 means the capacitor is bypassed and
the capacitor stops charging or discharging; S2S1 = 00 is the
blocking state which may be used for charging up the capacitor
in the initialization stage; The discrete numerical integration
methods cause overshoots at the switching instant due to
the discrete nature, which cause numerical oscillation under
the Trapezoidal Rule. Therefore, the blocking state requires
additional measures to handle the numerical oscillations. Some
measures are presented in [27], but here a common interpola-
tion method used by PSCAD® is introduced [29]. As shown
in Figure 5, the interpolation method takes four steps to avoid
the oscillation: (1) the system detects the zero-crossing event
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at t = Δt , then the system move backwards and all the state
variables such as voltages and currents are interpolated to the
zero-crossing time instant t = t0, using the linear interpola-
tion; t0 should be the exact switching time between t = 0 and
t = Δt ; (2) using the system state approximated at t = t0, the
system triggers the diode switching and solve the solution at
t = t0 + Δt ; (3) since the t0 + Δt is not at the original discrete-
time grid, the system performs another linear interpolation
with solutions at t = t0 and t = t0 + Δt to get the solution at
t = Δt ; (4) with the corrected solution at t = Δt , the system
can go back to the normal solution steps.

As mentioned in Section 3.1, the individual submodule is
solved independently from the main circuit, which means for
ideal switch model it needs to solve a bunch of 2×2 matrices
to get the capacitor voltages vcsm and submodule port voltages
vsm , which can be expressed by following discretized equations
under nodal analysis:[

gsw1 + gsw2 −gsw1

−gsw1 gsw2

] [
vcsm (n)

vsm (n)

]
=

[
iceq (n)

iarm (n − 1)

]
,

iceq (n) = vcsm (n − 1)Gceq + icsm (n − 1),

(8)

where Gceq , iceq denotes the capacitor equivalent admittance and
current source, gsw1,2 denote the equivalent admittance of ideal
switches, ic is the capacitor current, and n denotes the discretized
time-step index. Equation (8) forms up the basic  or  with
the global circuit solution, where the capacitor currents and
voltages i csm , vcsm and arm current iarm are the state variables
required in PiT iterations. Since iarm can be inferred from MMC
nodal voltages, the final state vector of ideal switch MMC is
U = {v

p

dc
, vn

dc
, va, vb, vc , vcsm, i csm} .

3.3 Transient curve-fitting model

The transient curve-fitting model provides device-level infor-
mation while also maintaining higher computational efficiency
than the non-linear physical model. The datasheet-driven model
contains two stages [7]:

(1) Steady-State: it is represented by a resistor similar to the ideal
switch model with its value being determined by static iC −

vCE curves, which can be expressed by

rs

(
iC , vg, Tv j

)
=

VCE

iC

= a1
(
iC , vg, Tv j

)
+ a2

(
iC , vg, Tv j

)
⋅ I−1

C
,

(9)

where iC is the collector current, a1 and a2 are coefficients
dependent on factors such as the gate voltage vg, and junc-
tion temperature Tv j .

(2) Transient-State: it models the turn-on and turn-off transient
behaviours of collector current iC and vCE . The rising and
falling time tr , t f are, based on Stone–Weierstrass theorem,
approximated by a polynomial function

tr , f (s1, s2, s3) = k0 ⋅

2∏
i=1

si+

i≠ j∑
i, j=1,2,3

ki si s j + +

3∑
i=1

bi si + b0,

(10)

where the variable si represents one of the three factors such
as iC , Tv j , and Rg provided in the datasheet; ki , bi are con-
stants. The turn-off and turn-on transients are modelled by
a virtual RC circuit which has 𝜏 = r ∗ Cg,Cg = 1nF . The 𝜏
is related to tr , f and the virtual capacitor voltage vCg must be
initialized according to the transient type. The turn-on tran-
sient is triggered by high-level (rising edge) control signals
which charges the vCg to 1V; on the other hand, the turn-
off transient is triggered by low-level (falling edge) control
signals and the RC circuit discharges from vCg to 0. Dur-
ing the RC circuit calculation, a current source is computed
for generating transient iC across the collector and emitter
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poles of the IGBT, which is computed by

iCs (n) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

0,
(
vCg = 1

)
,

iCs (n − 1) + k1 ⋅ Δt∕𝜏,

(
vCg ≤ 1 − e

−2tr

𝜏

)
,

(
iCs (n − 1) − 1

)
⋅ e

−t

k2 + iC ,

(
vCg > 1 − e

−2t f

𝜏

)
,

(11)
where iCs is the current source, k1 and k2 denote the rise
and fall rates of the current, and iC is the steady-state cur-
rent. In this work the ABB® 5SNA2000K450300 StakPak
IGBT module is selected for device-level HBSMs [30]. The
comparison between the transient curve-fitting model and
experimental transient waveforms is shown in Figure 6 [31].

Although it can perform PiT computation by registering all
internal states into the iteration, the model causes great difficul-
ties to the PiT iteration due to these internal transient states and
time-step limitations, making the PiT method slower than the
sequential one. Therefore, a hybrid PiT solution is proposed in
Section 4 B by using the ideal switch model as a coarse predictor.
In this case, the additional state variable from the curve-fitting
HBSM is the gate signals vg from the last time-step, which can
determine the next IGBT stage (turn-on or turn-off) along with
the new control signals.

4 PARALLEL-IN-TIME
IMPLEMENTATIONS

4.1 Parareal implementation

The Parareal algorithm has four stages shown in Figure 7. The
system state vector G is obtained from coarse operator  and
F is obtained from fine operator  . The final refined state vec-

tors U are obtained through iterations. This iterative algorithm
is applied to all system states including system voltages and the
internal states for transient elements according to their model
representation in state space. For the ideal-switch-based MMC,
arm current, gate signals, and capacitor voltage of each HBSM
should appear in the state vector. The control system’s states are
also included.

As shown in Figure 7, the algorithm has 4 major stages:
(1) Initialization; (2) Fine-grid Operation; (3) Sequential Update; (4)
Finalization. More details about Parareal implementation can be
found in [25]. To save system memory, the simulation is divided
into multiple small time windows. The error of each iteration is
evaluated by

error =

N−1∑
j=k+1

‖U
(k+1)
j

−U
(k)
j
‖

‖U
(k)
j ‖ , (12)

where N is the number of parallel fine-grid workers, k is the
iteration index. The synchronization of controllers with discrete
switching events plays a significant role in the algorithm. If the
controller uses the simulation time-step of their worker, the
fine-grid and coarse-grid results differ greatly due to the differ-
ent firing signals generated by controllers under different time-
steps. In practice, even a tiny difference can produce inconsis-
tent results between coarse-grid and fine-grid. The solution is to
define a fixed sampling time for the controller in both grids, and
it is better to be the same as the coarse-grid time-step.

This method works fine with the ideal switch model. How-
ever, the iteration process becomes much slower when the
MMC scale increases. As more state variables are involved in
the iteration, the algorithm becomes harder to converge, and
the overhead increases a lot so that the speed-up cannot be
achieved. This becomes worse with the more complex device-
level HBSM model. Thus, a hybrid PiT model is proposed.

4.2 Hybrid PiT model

The curving-fitting model reflects the behaviour of the IGBT
devices by using simple RC circuits to generate device-level
turn-on and turn-off transients. It is almost equivalent to the
ideal switch model in the steady-state. The controller events
can be captured on the coarse-grid so that the transient-state
will function normally within the fine-grid just like the serial
implementation. The core PiT concept of the Parareal is to
find a computationally cheap coarse predictor to make an initial
guess, so combining the system and device-level model may be
a good solution, which is considered a hybrid model. A similar
approach can be found in [32] for FPGA real-time simulation
without PiT.

The basic concept of the hybrid PiT model is shown in Fig-
ure 8. The coarse-grid arm current iarm , gate signals vg, capac-
itor voltages vc obtained from ideal switch models are passed
to state interpreter first; the state interpreter determines the
device-level IGBT states and initial the variables for the detailed
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FIGURE 8 State interpretation from the coarse-grid ideal switch model to the fine-grid device-level model

transient; finally, the fine-grid device-level curve-fitting model
produces the transients in parallel. The control system only
operates on the coarse-grid so there is no different behaviour
between coarse-grid and fine-grid control signals, making the
synchronization between coarse-grid and fine-grid much eas-
ier. From the experimental results, the ideal switch model pro-
duces accurate enough system-level results so it is possible to
skip the PiT iteration process for extreme performance. The

PiT algorithm is generally a trade-off between accuracy and per-
formance, so if some fault transients require high accuracy or
cause diverge, the algorithm can always use a smaller time-step
or revert to sequential to overcome these difficulties and go
back to PiT in the steady-state.

The hybrid PiT implementation is based on OpenMP®
API. OpenMP® pragmas are directly compiled by the C/C++
compiler which masks the complexity to call system-specific
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FIGURE 9 OpenMP® task-based parallelism for hybrid PiT method for MMC

API functions. Moreover, the OpenMP® API provides many
useful functionalities such as thread-pooling, load-balancing,
tasking and even heterogeneous hardware off-loading in the
OpenMP 5.0 standard, which are extremely useful for parallel
computing [33]. In Figure 9, the coarse-grid predictor launches
a fine-grid parallel task when a solution is ready, which is
implemented by the OpenMP® tasking feature. This task-based
parallel scheme can hide the states translating latency and
benefit from the workload balancing by the task scheduler. A
fixed-size block of memory is assigned to each task for the
outputs.; each task writes to the final result vector in parallel
and overrides the original coarse-grid time points.

4.3 TLM-based PiT+PiS method

Different kinds of elements exist in power systems, while not
all of them currently have a PiT implementation. Transmission
lines modelled based on travelling wave theory bring DDEs to
the systems of EMT simulation [25], which needs extra treat-
ments in PiT methods. The transmission lines bring DDE chal-
lenges, but it also makes it possible to divide a large PiT system
into decoupled PiT subsystems. Therefore, this paper provides a
more pratical and efficient method than in [25] to handle TLMs,
which can also achieve the PiT+PiS goal. The TLM used in this
work is Bergeron Line Model, while other travelling-wave-based
TLMs can also be used with the same principles.

Figure 10 shows the overview of a PiT+PiS simulation
architecture. Because of the usage of TLMs and PiT adapters,
the PiT and traditional PiS methods can be used in subsystems
without modifications. The only difference is that all subsys-
tems should synchronize at the minimal time window required
by PiT systems.

The transmission line elements connect two systems via a
sending-end and a receiving-end queue, which are usually imple-
mented by ring buffers. All queues are managed by a global
queue hub. The queue hub is a hash map in which all trans-

mission line elements can look up their queue objects by the
unique designated names in a string. For multi-thread comput-
ing, these queues are implemented as atomic lock-free single-
reader-single-writer queues.

The coarse-grid and fine-grid line models in the parallel-in-
time implementation must use the same fine-grid history data
to get correct solutions due to the TLM limitation. Besides,
the iteration process requires restarting the simulation. There-
fore, a PiT adapter is used to decouple the queue hub from
PiT TLM and traditional TLM. The PiT adapter is a simple
memory buffer for PiT systems to repeatedly read the history
vector from other systems so that the iteration process can
proceed normally. The size of time windows is limited by the
propagation delay and the memory size of buffers should be
pre-determined according to the system configurations.

In the conventional implementation, a pair of transmission
lines will send and receive one packet of history data via the
queues at each simulation step. For PiT implementation, it is
necessary to synchronize per time window. It also has a PiT
adapter as a buffer between conventional and PiT line models
since the PiT transmission line models may have different inter-
pretation schemes.

5 RESULTS AND DISCUSSION

Figure 11 shows the CIGRÉ B4 DC test system for case stud-
ies. Two cases are presented to evaluate the accuracy and perfor-
mance of proposed methods. The performance is evaluated by
the theoretical speed-up, actual speed-up, and parallel efficiency.
The theoretical speed-up depends on recording function calls to
coarse-grid and fine-grid functions:

Stheor =
Ccoarse +C fine ∗ R fine

Cseq
, (13)
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FIGURE 10 PiT+PiS simulation architecture

where Stheor is the theoretical speed-up, Ccoarse is the number
of function calls to coarse-grid, C fine is the function calls to
fine-grid, R fine is the number of simulation steps in each fine-
grid function call, and Cseq is the number of simulation steps
of the traditional sequential program. By using discrete steps
to compute the speed-up, all software overhead is neglected.
Therefore, it is the best performance that the Parareal algorithm
can achieve. Since the numbers of simulation steps of different
models are not comparable, only the theoretical speed-up of PiT
for the ideal switch model is evaluated.

The actual speed-up is the PiT execution time divided
by sequential execution time, and the parallel efficiency is
computed by

Epar =
Ts

N ∗ Tp
=

S

N
, (14)

where Ts is the execution time of sequential programs, Tp is
the execution time of parallel programs, N is the number of
threads and S is the actual speed-up.

5.1 CASE 1: Single MMC

The Cm-A1 MMC station from DC System (DCS) 1 of CIGRÉ
B4 DC grid is utilized for the testing of both ideal and transient
curve-fitting switch models, with the converter parameters spec-

ified in Appendix Table A.1 in addition to software test envi-
ronment. Resistors are connected between each DC line and
ground to generate a rated load of 800 MW. All submodules
are computed individually in the MMC.

The results are shown in Figure 12. The Fine results were
produced from the ideal switch model with 𝛿t = 1μs, and the
Coarse results were from the ideal switch model with Δt = 1μs,
the PiT results were from hybrid MMC model. For the system-
level solutions, the relative error of the hybrid PiT algorithm
is smaller than 0.1%, while the coarse solution (Δt = 50μs)
has an error of around 2%. This means the hybrid method
achieved the accuracy of fine-grid small time-step while the
computation time is reduced significantly by PiT solution, as
compared with the ideal switch model under coarse time-step,
the MMC currents of the proposed method are more accurate
(error <0.5%) than the Fine solution attributing to accurate ini-
tial values, in addition to a small truncation error accompanied
by the applied time-step.

The hybrid PiT method not only has the same system-level
results of accurate solutions but also produces device-level
waveform, which is shown in Figure 12c,g. In these two figures,
the coarse ideal-switch solutions are step-wise trapezoidal wave-
form due to the large time-step, while the device-level solutions
reflect the voltage overshoot and diode reverse recovery. The
hybrid model IGBT turn-off transient results in Figure 12(d)
are compared to the Figure 12(h), which is the non-linear
behavioural model simulation in SaberRD® conducted under a



158 CHENG ET AL.

FIGURE 11 CIGRÉ HVDC grid test system for the case study

FIGURE 12 Simulation results of Case 1 with PiT and serial methods (a) Three-phase voltages of MMC. (b) DC link voltages. (c) Voltages across the IGBT S2
of SM-0. (d) IGBT turn-off transient from PiT method. (e) Three-phase currents of MMC. (f) Capacitor voltages of SM-0. (g) Currents through the IGBT S2 of
SM-0. (h) IGBT turn-off transient from fourth-order IGBT model igbt1_3x in SaberRD®
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TABLE 1 Performance comparison of ideal switch parareal algorithm with different MMC scales over simulation duration=1s, Thread Number=6, Δt = 50μs
and Δt = 1μs

SM Num. Nsm Parareal (s) Traditional (s) Theoretical speed-up Actual speed-up Average iterations

8 0.31 0.39 2.33 1.28 2.26

16 0.42 0.55 2.20 1.29 2.41

32 0.54 0.67 2.06 1.24 2.57

64 0.92 1.05 1.93 1.13 2.77

100 1.40 1.60 1.88 1.14 2.84

200 2.84 2.74 1.84 0.96 2.91

TABLE 2 Performance comparison of hybrid algorithm with different MMC scales over simulation duration = 1 s, thread number = 6, Δt = 50μs and
Δt = 1μs

SM Number Nsm Hybrid PiT (s) Serial curve-fitting Model (s) Speed-up Parallel efficiency

8 0.168 0.803 4.78 0.80

16 0.267 1.511 5.65 0.94

32 0.471 2.695 5.72 0.96

64 0.872 5.062 5.80 0.97

100 1.714 7.662 4.47 0.75

200 3.491 15.50 4.44 0.74

variable time-step up to 10ns. Despite the curve-fitting model
is computed with a time-step of 1μs, its maximum voltage and
transient duration are close to SaberRD®.

The performance of PiT methods is compared in Tables 1
and 2, where the speed-up is defined as the proposed paral-
lel execution time over that of the conventional method, and
efficiency is calculated as speed-up divided by the number of
threads. Table 1 is the traditional Parareal implementation with
the ideal switch model. With SM numbers lower than 100
per arm, the Parareal program can be 110-120% faster than
the serial program. When the SM number increases to 200,
the Parareal method loses speed-up. Compared to the highly
optimized serial program, although the Parareal gets accurate
results, its iteration overhead is so large that it is difficult to get
a reasonable speed-up with a large SM number.

In Table 2, the hybrid model gets much better performance
with a trade-off of accuracy. The parallel efficiency is greater
than 70% in all cases. When the number of SMs Nsm is between
16-64, almost full parallel efficiency is obtained. This can be
inferred from Figure 9 as when the conventional program fin-
ishes the solution whose length equals Task 1, the PiT method
has almost finished 6 tasks since the coarse prediction in Thread
0 is much faster than the conventional model, and the Thread 0
can also handle tasks when it is idle. If the predictor is not fast
enough or the task executes much longer than the conventional
implementation, which is similar to the Nsm = 8 or 200, the effi-
ciency drops. Thus, this method sacrificed a little accuracy but
gets a huge performance boost.

Since the single MMC station has no limit on the time win-
dow, the thread number can go up to a maximum of 48. Table 3
shows the multi-thread performance of the hybrid algorithm

with a 201-level MMC. High parallel efficiency greater than 60%
is obtained in all test cases. Notice that the simulation for 1s
only takes 0.527s when using 48 threads (30× speed-up) and
𝛿t = 1μs.

5.2 CASE 2: CIGRÉ HVDC Grid

The full-scale CIGRÉ HVDC grid test system is used to verify
the connection among PiT systems. All 11 AC-DC converters
are modelled by the MMC model mentioned in Section 3. DC-
DC converter Cd-B1 is bypassed and Cd-E1 is disconnected
following the guide of the CIGRÉ B4 test case. All MMC
parameters including controller set-points are set according to
the standard power flow as shown in Figure 11, except Cb-D1,
which has only 100 MW generating power at the beginning. The
Cb-D1 power will change to 1000 MW at 7s, and the standard

TABLE 3 Performance test of hybrid algorithm with different number of
threads over Nsm = 200, Simulation Duration = 1s, Δt = 50μs and Δt = 1μs

Threads Time (s) Speed-up Effiency

48 0.527 30.42 0.63

24 0.950 16.87 0.70

12 1.838 8.72 0.73

6 3.612 4.44 0.74

4 5.478 2.93 0.73

2 10.998 1.46 0.73
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FIGURE 13 Simulation results of CIGRÉ B4 DC grid test system (a)
DC-link voltages when power step-change at 7s from the PiT+PiS program.
(b) Real power flow at MMC stations from the PiT+PiS program. (c) DC-link
voltages from PSCAD/EMTDC®. (d) Real power flow from
PSCAD/EMTDC®

power flow should be observed at Cb-A1. All MMCs have 200
curve-fitting device-level HBSMs per arm.

The results are shown in Figure 13. Figure 13(b) shows the
power flow at Cb-A1 and Cb-D1. As the power output of Cb-
D1 increases, the Cb-A1 returns the same amount of power to
the AC system; the final power flow is -1800 MW while the stan-
dard power flow file is around -2000 MW, which is a little differ-
ent. This is because the DC-DC station Cd-E1 is supposed to
transmit 300 MW power from DCS3 to DCS2 in the standard
case. In the simplified case, Cd-E1 is disconnected so the sur-
plus 300 MW power is supplied by Cm-B2, and with the surplus
real power, the Cb-A1’s power generation decreases.

Another scenario for Case 2 is a DC fault that occurs at 6s
in DCS 2. The phase-to-phase fault resistance is 1Ω, which is
located in the middle of Bm-B2 and Bm-B3. The results are
shown in Figure 14; the Figure 14(a) and (b) are DC voltages
and currents respectively of MMCs in DCS 2 with no change
to the SM states. Figure 14c,d is the result of MMCs with SMs
changed to blocking state 100μs after the phase-to-phase fault.
The Cm-B2 and Cm-B3 have a larger impact on voltages and
currents since they are closer to the fault location. Comparing
the blocked SMs to the unblocked SMs, the fault voltages are
similar but their transients become different as the blocked ver-
sion has smaller oscillations. The currents are more different
and the maximum fault current of blocked SMs is about half
of the unblocked SMs’ maximum fault current. The fault cur-
rent reaches the peak value within 50ms in both cases, which
indicates that faster protection equipment is required to effec-
tively protect the power system from the potential damage of
DC faults.

Only hybrid PiT program performance tests are presented.
For the PiT program, 2.81× speed-up and 70% efficiency can
be obtained with four threads. The performance test on the
CIGRÉ system is different from the previous ones. Since mul-

FIGURE 14 Simulation results of a DC line fault in CIGRÉ B4 DCS 2
system (a) MMC DC voltages without blocked SMs. (b) MMC DC currents
without blocked SMs. (c) MMC DC voltages with blocked SMs. (d) MMC DC
currents with blocked SMs

tiple MMC stations can be executed in parallel with high effi-
ciency, it is worthy to check the performance of PiT+PiS against
the traditional TLM decoupled PiS method. However, it cre-
ates two levels of parallelism with a nested relationship, which
brings extra complexity and overhead. In this test, a number of
PiS threads are assigned to the first level of parallelism; each
PiS thread launches its own team of 4 threads for PiT tasks
at the second level; different teams cannot communicate with
each other.

Results are given in Table 4. The PiS method achieves around
80% efficiency when the thread number is equal to or less
than 11 with an exception of N = 8. When N = 8, it may be
affected by the load-imbalance so that the efficiency is lower
than the balanced case N = 11. When the thread number is
greater than 11, the speed-up stops at 10× since there are only
11 MMC stations. For the PiT+PiS program, the speed-up and
efficiency are generally lower than pure PiS or PiT cases due
to the overhead brought by the nested parallelism. However, it
extends the boundary of overall speed-up and can utilize more
threads to accelerate the simulation. Therefore, greater than
20× speed-up is obtained with N > 24.

6 CONCLUSION

EMT simulation of MTDC grids especially with device-level
models for MMC converters is time-consuming not only
due to the accuracy constraint but also due to the excessive
computational burden. This paper investigated a joint parallel
scheme that takes both advantages of traditional TLM-based
spatial and Parareal-based temporal parallel techniques. To
realize the device-level IGBT transient simulation under PiT, a
hybrid PiT method that utilizes ideal switch as the coarse-grid
predictor and curve-fitting IGBT model as fine-grid correc-
tor is proposed and implemented on multi-core CPU using
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TABLE 4 Performance comparison of TLM PiS , PiT+ PiS and serial program, over simulation duration=1s, Δt = 50μs and Δt = 1μs

PiS single level parallel computing PiT+PiS nested parallel computing

Threads N Time (s) Speed-up Efficiency Threads N Time (s) Speed-up Efficiency

1 294.60 1.00 1.00 1 × 4 = 4 105.21 2.81 0.70

2 171.57 1.72 0.86 2 × 4 = 8 69.79 4.22 0.53

4 86.55 3.40 0.85 4 × 4 = 16 34.53 8.53 0.53

6 58.38 5.05 0.84 6 × 4 = 24 15.60 18.89 0.79

8 58.85 5.01 0.63 8 × 4 = 32 12.92 22.80 0.71

11 30.57 9.64 0.88 11 × 4 = 44 14.12 20.86 0.47

16 29.49 9.99 0.62 16 × 4 = 64 12.70 23.20 0.36

32 29.88 9.86 0.31 32 × 4 = 128 12.69 23.21 0.18

48 29.80 9.88 0.21 48 × 4 = 192 13.58 21.70 0.11

OpenMP® tasking to achieve maximum efficiency. A TLM
propagation-delay-based method is integrated into the PiT
systems to enable flexibility regarding forming an MTDC grid.
Test results show a 30× speed-up of the hybrid PiT model for
device-level simulation of a 201-level three-phase MMC with 48
threads, with an error of less than 2%. High parallel efficiency
from 60% to 97% is achieved with the proposed hybrid model.
For the CIGRÉ HVDC grid test system, the PiT+PiS method
shows a 20× greater speed-up than the pure PiT or PiS method.
The case studies on a single MMC and CIGRÉ B4 system show
a significant speed-up of the proposed methods and indicate
great potentials for hybrid PiT+PiS methods for device-level
MTDC EMT simulation. Future applications can be extended
to non-linear physical power electronic simulation, the power
system with renewable energy sources, and other applications
with complex device-level transients.

NOMENCLATURE

DAE Differential-algebraic equation
DDE Delay differential equation
EMT Electromagnetic transient

HVDC High-voltage direct current
IGBT Insulated gate bipolar transistor
ODE Ordinary differential equation

PiT Parallel-in-time
PiS Parallel-in-space

TLM Transmission line model
MTDC Multi-terminal direct current

MMC Modular multilevel converter
 Fine solution operator
 Coarse solution operator
F Result vector of fine solution operator
G Result vector of coarse solution operator
tr Rising time
t f Falling Time

Uk System state vector of k-th iteration
Δt Coarse-grid time-step
𝛿t Fine-grid time-step
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APPENDIX

Test Environment: Compute Canada Cedar cluster; Two Intel®

Xeon® Platinum 8260 processors (24 Cores, base frequency:
2.4GHz, cache L3: 35.75MB, cache L2: 24MB). Software con-
figuration: Operating System: CentOS 7.7, Linux 3.10 kernel;
Compiler: GCC/G++ 7.3, OpenMP 4.5.

TABLE A.1 System Parameters of Study Case 1

Parameter Symbol Value

Submodule number per arm N 200

Capacitor size Csm 20mF

Arm inductance Larm 29mH

System frequency f 50Hz

Controller sample-time Ts 50μs

DC bus voltage Vdc +/−200kV

Active Power P 800 MW
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