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Abstract

Spatial ecology is concerned with examining the spatiatetspof
ecological systems, and it involves the integration of {hetisl attributes
of the study system into hypotheses, experimental desigmaaalyses.
Despite the work that has been undertaken and the diverfsatyabyses
available to ecologists for examining spatial data, ona afe@nalysis has
seen little development in ecology: the examination ofdingpatial
structure in ecological systems. Although linear spatialcsure can be
found throughout ecological systems (e.g., animal movepahs,
burrows, plant roots and shoots), the vegetative sprealdoélcplants
through stolons and rhizomes is of particular interest bseaf the
important relationships between pattern (clonal spread)mocess
(physiological integration, foraging, dispersal, fitnessexual
reproduction). Fortunately there do exist tools that affomthe analysis of
such data. Stochastic geometry and, more specificallyhday of “fibre
processes” and related theory provide methods capableabhde
rigorously with spatial structures composed of linear congnts.
However, their application in ecology awaits. This thestsdduces
methods of analysis applicable to plant ecology presertedavith

examples.



Preface

This thesis is composed of five integrated components teaharresult of
a persistentfort to investigate the feasibility of studying linear sjéti
data from ecological systems, in particular in plant ecpl®gcause the
effort has been continuous, the sections follow a logical oader
document a process of investigation toward the above meedigoal.
Chapter 1 provides an introduction to linear data, a disonss its
relevance in ecology, particularly plant ecology, and agrexew of data
analysis problems and potential solutions. Chapters 2igir® serve to
introduce methods of data analysis relevant to the studyeét data in
plant ecology. In each chapter the analyses are used attengtsier more
well-known analyses to investigate artificial, field or esipeental datasets.
Chapter 2 introduces a new method of examining the secorat ord
structure (clustering or inhibition) of linear data basedesampling using
circular test lines. This analysis was used to examine therst
arrangements of field and forest population&garia virginiana
Chapter 3 introduces a rotational analysis for examiniegdihectional
properties of linear data. The methods are applied to stolappings of

F. virginianaalong a forest-oldfield transition. Chapter 4 presents &gen
randomization analysis and an analysis based on the amalysindom

fibre points. Both of these analyses are used to describértise of



stolon mappings from B virginianatransplanting experiment. Chapter 5
uses some of the previously developed tools and a locabgjmstitioning
analysis to examinE. virginianadata from a nutrient heterogeneity
transplant experiment. Chapter 6 provides closing thayghtluding a

synopsis, further directions and unresolved issues.
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Chapter 1

An introduction to the
examination to linear structure In

ecology

1.1 Introduction

1.1.1 The importance of “spatial ecology”

Spatial ecology is concerned with examining the spatiateispof
ecological systems, and it involves the integration of {hetisl attributes
of the study system into hypotheses, experimental desigmaaalyses.
The spatial aspect of ecological systems is studied wideuighout the
field of ecology, and integration of spatial questions irgolegical field
experiments, theory, and natural experiments has beersprielad (see
Dale (1999) and references therein). Often in ecology, platia aspect of
an ecological problem might be integral to the exploratibthe questions
at hand (e.g., arrangement of vegetation, ranges and leemafimotile

organisms, change of distributions over time and spaceajigttiebution of



species and species assemblages over the landscape).ugstbrs
require the integration of the spatial aspect of the systémtheory,
experimental design, data collection, and analysis.

The study of the spatial aspect of ecology is an importantigct
toward improved understanding of ecological systems. &ftarization of
the spatial pattern might provide insight into the procesiely involved
in pattern formation and persistence (Watt, 1947). Patiaalysis can help
identify or rule out processes that may or may not be involagtie
establishment of observed patterns (Couteron and Kokd@¥,)12egendre
(1993) argues that, in some cases, the consideration oélgiaticture in
ecological models, rather than the addition of more envirental
variables, may fier a more robust explanation of ecological processes. In
addition, biological systems can and do alter their surdings; in
essence, living systems become part of the landscape pesces
themselves, creating ample opportunity for feedback mashes. Further
complicating the matter is the fact that the relationshipveen pattern and
process likely varies from system to system and from plagxatce.

When considering pattern and process in a system, two fuentzn
guestions are to what level can spatial pattern be useddotimé existence
and nature of underlying ecological processes and to whet ¢lwes
process influence pattern (and vice versa). For example,(1@t7), in his
influential paper, discussed the relationship betweemrpafind process in
ecological systems and argued for the existence of a linkdst pattern
and underlying ecological processes. van der Maarel (1&8&)nued the
discussion of pattern and process in the context of patchardies (natural
disturbance and patch structure). More recently, a greagerstanding of

pattern and process in order to provide an improved undetistg of



species coexistence has been highlighted as a suggestenf agsearch
focus (Agrawal et al., 2007).

There are many examples from the literature discussingpedind
process in field research. For example, evidence for preseésBuencing
spatial pattern has been detected in moss (Okland and Bakke2004).
Druckenbrod et al. (2005) have shown that competition, Vigjtfnt
availability and soil moisture availability as principlewers, is responsible
for the spatial pattern of forest vegetation. Also, Odiod &avis (2000)
describe a relatively clear link between fire, recruitmert apatial pattern
of preburn vegetation communities. In some cases the patet
processes can form a feedback system, in which case theayueshow
the relationship became established becomes criticas toniderstanding.
An example of a cyclic reinforcement of pattern and processhe found
in Bruce Tiger, where the pattern, once established, furtiaforces the
original process that was responsible for its formationl¢D&999).
Similarly, a feedback system between wind and alpine tredias been
identified as the most significant factor in determininglireepattern
(Alftine and Malanson, 2004).

In addition, the integrated nature of ecological systemamaehat
ecological components that would be considered separder un
conventional nomenclature and classification approahgs épecies,
genus, functional group) could have an intimate spatiati@hship. The
spatial structure of one ecological component could sesubeastructure
over which another component is distributed or a processiwfaicilitates
or inhibits the second component’s distribution. For exEngeagrasses
and their epiphytes are closely linked to the abundanceunfafaand the

spatial structure of the vegetation components can akealbandance of



these species (Edgar and Robertson, 1992; Irlandi andsBater991).
Further complicating the matter is that more than one psoogght be
responsible for an observed pattern. For example, pattéspEecies
invasions might be caused by a wide range of processesdiFrdhl.,
2007). While ecological process and spatial pattern cag havntegral
relationship, in some cases the link between pattern armepsacan be
elusive. The nature of the relationship also varies betveeetogical
systems. For example, there has been some success inyiohentif
processes from pattern in the case of savanna tree-grdsblarsimulation
and point pattern analyses showed that caution should loewisen
attempting to determine underlying processes from a ssmg@shot of the
system (Jeltsch et al., 1999).

Although the importance of scale in ecological study is vkelbwn
(Levin, 1992), the study of process and pattern is furthemgecated by
the problem of multiple scales (Levin, 2000). In additioifferent
processes can operate dtelient scales of the same system (Fridley et al.,
2007). Gosz (1993) discusses the examination of patterproogss at
many scales in the context of ecotones. PySek and Hulmé)2@ve
stressed the importance of data collected at multiple scalerder to
understand plant invasions. Recently, the concept of $esdeen
discussed in the context of biological diversity (Beevealgt2006).

Despite these challenges, there is an extensive body cHtlite
covering a wide range of techniques available to the ecsi@gshing to
characterize the spatial structure of ecological data,(seg Dale (1999);
Fortin and Dale (2002); Legendre and Fortin (1989); Riplk38(1); Dale
et al. (2002); Perry et al. (2002); Goodall and West (197@¥amples of

such methods include point pattern analyses (Dale and RP@06lL,;



Mugglestone, 1996; Ripley, 1981), quadrat methods (DateNdaclsaac,

1989), contact sampling (Dale et al., 1991), and lacunariglysis (Dale,
2000). It's also important to note that many of the varioustisph analyses
are related in various ways (Dale et al., 2002).

Despite recent advances and active research, dealinghgitspiatial
component of ecological systems is potentially dauntingac® can be
dealt with in one, two or three dimensions. As dimensiopdatitreases,
both computational and data collection requirements bedosreasingly
problematic and labour intensive.

The examination of space in ecology is also fraught withl pmot
considered in the experimental design of field experimexisting spatial
structure can influence tests of significance (Legendre,&2@04). For
example, spatial autocorrelation has been found impoirihe spatial
analysis of plant phenological variablesG@hromolaena odorata
(Almeida-Neto and Lewinsohn, 2004). A number of statidtieats might
be required for the control of spatial autocorrelation {froand Payette,
2002). However, spatial autocorrelation might be besttdeéh by
modelling the spatial data and the autocorrelation strecnd using this
model in a Monte Carlo simulation to make inferences usiregadtatistic
(Dale and Fortin, 2002). A further complication is that splat
autocorrelation may in itself be heterogeneous, and loealsures may be
required to investigate its properties (Boots, 2002).

In many cases, particularly in the case of ecological daaspatial
structure of the process under study changes with locatiete(ogeneous)
andor changes with direction (anisotropic): the process isstationary.
This is problematic because stationarity is an assumpfiomany

statistical analyses, and in order to make inferences usary methods,



the properties of the process must be assumed to be corfiplaty

(1981) defines the stationarity of a stochastic procesgingef two
geometric transformations, translations and rotationstoshastic process
is stationary under translations (homogeneous) if theidigion is
unchanged when the origin of the index set is translatedoghststic
process that is stationary under rotations about the oisgialled

isotropic. Also, see Cressie (1991) for an in depth discunssf
stationarity. Ripley (1981) comments on non-stationditystating, “Note
that they [homogeneity and isotropy] can, at most, be dbrtthecked by,
for example, splitting the study region into disjoint paatel checking their
similarity.” This statement alludes to the need to examineegiobal pattern
in the context of small, local analyses.

Despite the range of work that has been undertaken and taesdi
of analyses available to ecologists for examining spaatddone area of
analysis has seen little development in ecology: the exaimoim of linear
data. Linear spatial structure can be found throughoubgomdl systems.
It becomes patrticularly evident in the study of vegetatiohere a wide
range of structures and potentially associated processgs be
considered (e.g., roots, shoots, rhizomes, stolons, [Mawdstrings &
flarks). Linear spatial structure is also important in thedgtof other
organisms (e.g., micorrhizal fungi (Crites and Dale, 198&idy, 1993),
earthworms (Benes et al., 1997), and animal movement padgmhamou,
2004, 2006; Schick et al., 2008)). The research directighltghted in this
thesis introduces a series of promising approaches to exagrthe linear
spatial structure (e.g., lines and segments) of ecologisiems. This
discussion will put into context the application of a specsiibset of

computational tools that provide for enhanced investoyatif the linear



spatial structure found in some ecological systems. Alginahe methods
will be discussed primarily in the context of clonal plartte potential
application of these methods and approaches extends béyataf clonal

vegetation or of vegetation in general.

1.1.2 \Vegetation and linear structure

Linear spatial structure can be found in vegetation at a wadge of
scales. At scales smaller than the plant, transport syqeims in stalks
and leaves) can be described by collections of lines. At¢htesof the
plant, the repetition of linear modules produces plantigecture that also
can be described using lines. Such structures include aipowend
morphology (stalks, trunks, limbs, stolons) and belowugiebmorphology
(roots and rhizomes). At scales larger than the plant, fisgacture can
arise from the arrangement of the plant community (e.garigm
vegetation, vegetation waves, and the boundary betweestatemn types).
By extension, fallen vegetative material, such as blowddwigs and
needles, can also be expected to produce linear structdnecassibly
provide insight into the processes that resulted in itgidistion (e.g., a
disturbance event, water flow, prevailing wind direction).

The spatial structures produced from linear systems caoiplex
and daunting. For example, see Brisson and Reynolds (1884nf
example of root spatial structure. Below-ground plant congnts (e.g.,
rhizomes) require excavation prior to mapping, and bottvaband
below-ground data collection requires some form of mappaehnique to
capture accurately the linear data in two dimensions. Asaltieghe
collection of such data can be expensive in terms of time &iodte

While the linear structure of vegetatioffiers many promising



avenues of investigation, the vegetative spread of cldaalkpthrough
stolons is the primary focus of this research. Clonal plaatsproduce a
range of spatial structures (e.g., see Bell and Tomlins®801Kenkel,
1993; Maddox et al., 1989). Often clonal species have a hegines of
plasticity, and in some cases they can also exhibit plé#stificomponents
other than stolons and rhizomes. For example, Semchenka20a7)
found that root placement patterns@f hederaceandF. vescagrew
differently when in the presence of neighbours wheifelwescaroots were
stimulated by contact witks. hederaceaThis can have important
ecological implications. For example, Semchenko et all(2®ave also
found that these contrasting rooting behaviourk.imescaandG.
hederaceaan allow for coexistence. Some spatial structures (clonal
growth forms) are likely more suited to specific habitats: &ample,
Sosnova et al. (2010) found disturbance regimes and weddremts in
aguatic and wetland habitats to be important predictoreeftype of
clonal growth strategies employed by species composingdahemunities
at these sites. Regardless of neighbour or site condititretly mapping
stolon or rhizome connections allows for a number of proee$s be
considered in the spatial context (e.g., asexual repraxhyaesource
acquisition, territoriality), and examining the spatittiédutes of the
mapped spatial structure (e.g., the length of stolon in tarea) might
lead to an improved understanding of the underlying prasess

Often a clonal plant remains an interconnected collecticamets
joined together by stolons or rhizomes. Thus, their spreszligh
rhizomes and stolons can result in the development of dallex of genet
networks (e.g., Edwards (1984); Maddox et al. (1989)). Thislead to

physiological integration of interconnected ramets, Whicturn dfers



advantages to clonal plants not available to non-clonatispeFor
example, resource transfer along stolons or rhizomes leetaeparately
rooted ramets can lead to performance increases in hetexogse
environments (Alpert et al., 2003). Some clonal plants cafepentially
allocate plant parts (e.g., rhizomes gordstolons and ramets) to take
advantage of heterogeneous soil conditions and thus sem@aductivity
in the form of biomass (Birch and Hutchings, 1994). This kigfits the
need to consider processes such as foraging, habitatiealaad habitat
preference in the context of clonal spatial patterns. Hertttesis, foraging
will be defined as “the processes whereby an organism seqr@he
ramifies within its habitat, which enhance its acquisitibessential
resources” (Hutchings and de Kroon, 1994). Habitat selectan be
defined as a process whereby an organism makes a seriessibdsaeiith
respect to its habitat (Hutto, 1985), and habitat prefexeran be defined as
the result of the process of habitat selection (Hall et 89,7). There is
also evidence that clonal plants may regulate physioldgitegration
processes. Alpert et al. (2002) found that resource shaehgeen ramets
of F. chiloensiscan be modified by hormones (auxin) suggesting a
potential role for these compounds in regulating clonadgnation
processes. Xiao et al. (2010) found clonal integratioSgdrtina
alterniflorato enhance tolerance to perturbation (flooding). The clonal
growth form is also important in the exploration and maiaigce of
territory. For exampleClintonia borealishas been found to invade
territory in a wedge-shaped fashion due to a combinationtefinode
length and branching angle (Angevine and Handel, 1986).

The clonal growth of plants has received considerable tecen

attention (Stuefer et al., 2002; Price and Marshall, 19@®;anen et al.,



2004; Sammul et al., 2008), particularly in the context ofiemmmental
heterogeneity. However, only first steps have been takexaimige the
explicit spatial structure of clonal plants, and few stgdiave tried to
examine the explicit spatial properties in the context ef¢lonal response
to heterogeneous environments. Maddox et al. (1989) imatstl the
spatial structure oBolidago altissimahizomes by examining rhizome
length and angular distribution. Sammul et al. (2004) fotvad clonal
mobility increased and branching intensity of rhizomeseased when
moving from open meadows to forests. Sampaio et al. (200#hered the
directional growth of a clonal plant and found evidence fabitat
selection in vegetation islands. These studies focus drofider properties
(e.g., directional distribution) but do not use secondeospatial analyses
(e.g., at arange of scales), nor do they take into accoureipblécit spatial
properties of ramets, nodes, and stolon or rhizome int&siodis possible
to consider linear features in terms of branching pattechitacture (Bell
and Tomlinson, 1980), but this approach doesn't allow fardgitative
analysis of structure. Fractal methods have seen applicatiecology
(Halley et al., 2004) and allow the treatment of linear feasybut they do
not provide easy to interpret quantitative measures ofeshiays tempting
to treat clonal plants as networks (Strogatz, 2001), but smalyses would
emphasize connectivity rather than spatial properties.

The lack of explicit spatial treatment of linear spatialistures is
likely due to the fact that the examination of linear datesprés a number
of logistical and theoretical problems. The data, beingposed of points
and lines, both of which can have additional attributesffisre and
computationally-intensive to collect and analyze, reipely. This

requires the development and testing fiifogent field sampling procedures.
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It also requires the utilization and development of compoital and
statistical procedures for data processing and analyss@illection. A
further complication is that linear structure can be sachplaed stored

using two fundamentally elierent formats (raster and vector data) between
which conversion is not always practical nor warranted. ifddally,

spatial heterogeneity and anisotropy are issues thaguthnot specific to
linear data, can render statistical tests invalid. Thesblpms must be
considered before the analysis of linear features caritbetwely adopted

in ecological studies.

1.2 Statistical Considerations

The field of stochastic geometry provides tools that allotle analysis
of spatial structure in a number of dimensions<£D (points), D=1
(lines), D= 2 (polygons), & D= 3 (volumes)) (e.g., see Weibel (1980);
Stoyan et al. (1995)). Some of these methods are well-knowecalogy.
For example, point pattern analysis has been a common mé&ihod

examining the point locations of individual plants.

1.2.1 Spatial analysis: structures composed of points

Point pattern analyses examine the locations of pointsandimensions
(Ripley, 1981). The theory is relatively well-known in eogl and has had
a long history of application in plant ecology. The relatdase of
measuring plant location has led to the wide use of poinepatnalysis to
examine the spatial properties of vegetation, and a widgerahmethods
exist to treat point pattern data (e.g., see Dale, 1999eRidl976, 1981).

The utility of these analyses in ecology is underscored byctintinued
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interest in their application (Wiegand and Moloney, 2002 et al.,
2006; Picard et al., 2004).

1.2.2 Spatial analysis: structures composed of regions

The use of regions, or polygons, is also relatively welkbBshed in
ecology. Polygons often represent regions containing écpéar species
of interest, particularly in the case of plant spatial patt€olygons of
plant community patterns are the result of detailed magpaighe plant’'s
location represented as a 2-dimensional shape. Quavditagthods of
examining polygon change have received some attentiora(fdaqg 2001).
Another family of polygon analyses include tessellatiorthmods, which
have a relationship to point patterns and hold at their doeedea of
dividing the study area into adjacent polygons having spgaioperties
(Mugglestone, 1996; Dale, 1999). Polygons have also besshtos
examine the #ect of neighbours on root distribution irarrea tridentata
(Brisson and Reynolds, 1994). Stochastic geometry alsages methods

to examine regions (Stoyan, 1990; Stoyan et al., 1995; WeibB80).

1.2.3 Spatial analysis: structures composed of lines

The collection of data in the form of lines, contrary to psianhd polygons,
occurs much less frequently in ecology, despite the ubjapiitinear
spatial structures in ecological and biological systemgl&nt ecology,
detailed analyses of linear spatial data are relativeljtdéich There does
exist, however, a suite of statistical tools that allowstfer examination of
such data. Stochastic geometry and, more specificallyhday of “fibre
processes” (Mecke and Stoyan, 1980; Stoyan et al., 1995)edaie d

theory provide methods capable of characterizing spatiattsires
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composed of linear components. To date, however, theredeslitle

application of these procedures to ecological data.

1.2.3.1 Fibres, fibre systems, and fibre processes

The theory of “fibre processes” (Mecke and Stoyan, 1980; MetR81;
Stoyan et al., 1980), and the broader fields of stochastimgay (Stoyan
et al., 1995) and stereology (Stoyan and Gerlach, 1987;&Neib80)
provide methods for the characterization of patterns preduy linear
components. There has been some limited application of thed related
methods to ecological data. Benes et al. (1997) illustrdtedise of length
estimation of fibre processes by examining the pattern ofiearm
burrows, and Stoyan and Kuschka (2001) examined pitfgil dictta to
estimate animal abundance. In addition, the straightridssear spatial
structure has been discussed in the context of animal mawgraths
(Benhamou, 2004, 2006). Although these methods show peoimis
examining the linear patterns produced by ecological sysi¢hey largely
await application in plant ecology.

Fibre processes are a promising framework with which to exam
linear features in ecology due to their foundation in steticayeometry,
and thus their provision for null model hypothesis testifilge general
theory of fibre processes was introduced by Mecke and Sta@g0j. A
fibrein the two-dimensional case is a smootffetientiable curve occurring
in the plane (Figure 1.1A). Mecke and Stoyan (1980) formddfine a
fibre as a subset @? which can be represented as the ima(®, 1]) of
the segment [AL], wherey : (a,b) — R? is a mapping of the segment onto
R?.

It is possible to think of dibre systenas the union of a finite number
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of individual fibres (Figure 1.1B). Formally, a fibre systeits a closed
subset ofR? which can be represented as a union of at most countably
many fibres, with the property that any compact set is intéesby only a
finite number of the fibres and such that distinct fibres hawe @md-points
in common (Mecke and Stoyan, 1980). Howevetan consist of
intersecting curves because fibres can end at intersediots{Stoyan
etal., 1995).

A fibre processb is a process which “distributes” fibres kf or R3
according to some distribution (Figure 1.1C). Mecke ang/&tq1980)
define a fibre process as a random variable that is a measurable mapping
from an underlying probability space onto the family of dipar fibre
systems. This is directly analogous to the tgromt processeferring not
to the points themselves but to the random process thaibdited the

points.

A B C

Figure 1.1: A fibre (A), fibre system (B), and fibre process @presented
in R

In a second paper, Stoyan et al. (1980) apply the theorydutred
by Mecke and Stoyan (1980) to partially oriented fibre systehiney
develop formulae for the determination of the mean lengtimes per unit
area via measurement of the mean number of intersectionsid¢est
line. In a third paper, Mecke (1981) extends the work donetby&h et al.

(1980) by considering the intersection of stationary fim@cpsses with
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arbitrary curved lines of finite total length.

Stoyan (1981) discusses the second-order analysis ofrglarea
processes and provides three example analyses arisinglffiarent
spatial models. Stoyan and Stoyan (1986) introduce moldatsan be
used to analyze dislocation distributions, irregular sppatructures of
interest in the materials sciences. The analysis of ottiemtaf fibre
systems has been explored (Karkkainen et al., 2002), aiydussnd
Gerlach (1987) provide methods for examining curvatur&itigtions for
fibre systems. Overlapping, thick fibres have been examaratia
Boolean model having rectangular grains has been suggaesteduitable
mathematical model (Molchanov et al., 1993).

The basic theory of fibre processes shares its roots withofhadint
processes (Stoyan et al., 1995), and often work discusssi@fid second
order measures on fibre processes discusses point proaeessel (e.g.,
Hanisch et al. (1985)). In fact, several of the measures # fgstems are
close relatives to those of point processes.

Point processes have a rich history of application in plaigtrg&e and
other fields, and the theory allows for flexible applicatiowl &xtension.
For example, in the case of stationary and isotropic spiia system, the
second-order pair-correlation function and K-function && used to
examine its spatial properties (Krasnoperov and Stoyad¥ 28toyan
et al., 1995). Also, the Boolean model (Molchanov, 1995)leen applied
to the analysis of linear systems (Molchanov et al., 1993ichktanov and
Stoyan, 1994). In addition, Penttinen and Stoyan (198% liaed point
patterns to examine the spatial properties of segment psese

Stereology can be considered a branch of spatial stat{&togan,

1990), and Stoyan (1985) provides an introduction to usiegeslogical
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methods to determine the orientation, second-order diesénd
correlations in fibre processes. Stoyan (1998) providestanduction to
random sets and discusses a wide range of models.

Fibre processes, however, are subject to the same assasptithe
theory of point patterns, that of the underlying stochgstacess being
homogeneous and isotropic. Problems of anisotropy have éxqadored by
Benes et al. (1997) and Benes et al. (1994). Cruz-Orive €1985)
provide parametric methods for analysis of anisotropiedinstructures,
and Stoyan et al. (1980) further the discussion by providaeghods for

analyzing partially oriented fibre systems.

First order measures of fibre processes

First order measures give mean values of characteristitsedibre
process under consideration. They provide a descriptidineofeneral
behaviour of the stochastic process as a whole.

These include:

a. Intensity or fibre densityL): This is the average length of fibre

segments in a given arealitt or volume inR3,

To find Ba, the boundary length per unit area, Weibel (1980) provides

/s
BA: §X||_ (11)

where,

Ba = the estimate of the length of line per unit area
I, = the intensity of intersection points (#init length of test line)
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Stoyan et al. (1995) provides equivalent formulae:

If the process is isotropic:

L ax#HT O

AT 2xh(T) (1.2)

where,

I:‘A = the estimate of the length of line per unit area

#T (N @} = the number of intersection points between a test

line set ) and the fibre process

h(T) = the length of test line

If the process is not isotropic:

co _ HCN @)

= 1.3
AT 4xnxR (1.3)

where,

I:C,i = the estimate of the length of line per unit area

#C N @} = the number of intersection points between a

circular test line set®) and the fibre process

R = fixed radius of circular test lines

b. Rose of directions or directional distribution: The age directional
distribution of tangents to the fibres occurring in the spéics a

summary of the orientation of the fibres.
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Second order measures of fibre processes

Hanisch et al. (1985) point out that, in order to describstelung,
repulsion, or other forms of internal correlation, mearueal (first order
measures) are not suitable. For these types of questiengliie
description of fluctuations in the internal structure of adam process) the
second reduced moment function and the pair correlatioctimmcan be
used. The second order measures allow for the examinatite dibre

process properties at a range of radii.

a. Second reduced moment functiéd):(If x is a typical fibre point in
@, theLK(B) is the mean total length of all pieces®fin the ball or

circle B (Stoyan et al., 1995).

b. Pair correlation functiog(r): This is related to th& function but
provides a measure of fibre density®ft a particular distance

(Stoyan et al., 1995).

1.2.3.2 Weighted fibres

It is also possible to consider weighted fibres (Schwandi®88) where
fibres carry additional information. This is directly angdwis to a marked
point pattern analysis and serves the same purpose, tlity &bihclude
more information into the data analysis. The weight can beaatty or a
label and allows for the consideration of additional praojsrof the fibre
during analysis. In a plant system the weight attributedgovan fibre
could represent the diameter of plant parts (e.g., rooth@ots), rhizome
or stolon branching order, the conductive capacity of argsteucture, or

another characteristic of interest.
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1.2.3.3 Along-fibre and between-fibre process

Another important aspect of the application of linear datalysis in
ecology is diferentiating between-fibre processes and along-fibre
processes. In the case of clonal plants, this presents twewbat related,
but conceptually dierent fields of focus: (1) the consideration of nodes
along fibres that represent below-ground components (rabtldizome
branching, ramet formation) and (2) the consideration ofasahat
represent the above-ground point pattern of the ramet Jramet
formation, stolon branching). This conceptual framewargarticularly
powerful because the spatial arrangement of points cantbneted very
differently when considered in the context of between-fibre #obafibre
processes. For example, Figure 1.2 shows how a distanee-basster of
points might look if the underlying fibre system is not corset

(Figure 1.2 A) and how the clustering could change if the {soéme
considered constrained by the fibres (Figure 1.2 B). Abaweextd point
pattern is what is often considered when examining the apa@tiangement
of plants, and reconciling above-ground point patternysisiand
below-ground fibre analyses into a jointed spatial analysthod is a

challenging but promising area for further research.

1.2.3.4 Hard-core and soft-core distances

Other important aspects of the theory to be considered adedwaie and
soft-core repulsion distances in the context of betweene-{ibigure 1.3 A
& B) and along-fibre (Figure 1.3 C) distances. Hard-core arfdicore
distances are important in point process models where theymsrize
important properties regarding the model responsiblelfeigeneration of

events. In the context of point process models, a hard-detargte is
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Genetl — Genet 2 Genetl — - Genet 2

-—

* Ramet (point)
~—— Rhizome (fibre)

A B

Figure 1.2: Rhizome networks of two genets with associatetba
(locations of ramets), (A) distance-based clusters oftgafrthe rhizome
network is not considered (between fibre clusters), (Brdist-based
clusters if the rhizome network is considered (along fibustars).

where points are not allowed to come within a distanoéone another,
while a soft-core distance represents a density functionrad each point
that determines the likelihood of other points occurringhm radiusr.
The pair correlation function can be used to get an indicatiarepulsion
distances of fibres (Krasnoperov and Stoyan, 2004). Howeugent
methods require that fibres will have similar repulsionahses along their
lengths because it considers the points generated by ttierseg to be
equal regardless of their position along a given fibre. ln@atcological
systems, this assumption is most likely not realistic. Iyrha that certain
components of a given fibre system (e.g., the growing tip dizome)
may have very dferent hard- or soft-core properties than a section of
rhizome that has been in place for a longer period of timetidRdairly
challenging is to reconcile the repulsion distances fowsidgusections of
fibre processes with methods that consider repulsion distsaas well as
position of measurement along fibre lengths. Of particuiterest is the
examination of patterns where these distances becomeegrpdontact
andor fusion of adjacent structures). This is particularlyevant with

respect to root and rhizome placement, the spread of clanats, and the

20



placement of branches and leaves.

A B C

Figure 1.3: Repulsion distances in fibre systems: (A) distarbetween
fibres, (B) intersection of fibres with or without fusion, aft@) distances
along fibres.

1.2.4 Practical Application and Examples

A system of fibres can be analyzed by examining the point rette
produced by the intersections of a test system of linedesimar other
fibres (Stoyan et al., 1995). Given a mapping of linear stmad, it is
possible to create a set of test lines that will overlay themirag,
producing a set of points at intersection locations. Thetsections can

then be used to calculate measures of the fibre process.

1.2.4.1 Example 1: Segment Process

A segment process could be considered the simplest exarnglioe
process. This is a type of Boolean model where the germs areethire
points of the segments and the segments are orientatedlagts some
orientation distribution. Figure 1.4 shows a line segmeatess (A), a set
of test lines overlaying the process (B) and the resultaetsection points
that result from the segment process and the test lines (C).

The test line sampling demonstrated in Figure 1.4 makes the

assumption that the spatial process is both stationarysatibpic. In a
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practical sense, it means that the direction of the tess imérelevant
when sampling the structure to generate intersection pdregardless of
the direction of the test lines, the intensity estimate ba&lthe same. This
can be illustrated by sampling a truly isotropic and homegeis segment
process at a range of angles. Figure 1.5(a) shows a randaneseg
process that is isotropic and homogeneous. Figure 1.5¢wssthe
intensity (B) (unit length unit area) for ten instances of processes similar
to that of Figure 1.5(a). The intensities for each segmentgss are
plotted as a function of test line sampling angle on a radatl frach
segment process was repeatedly sampled using straighhessat various
angles, and for each sampling of each process, an interssityate (B)
was calculated. The generally circular radial plots shaat the estimated
intensity remains the same regardless of the angle of thghktrtest lines.
This rotational analysis can also be used to determine Vet dé¢
anisotropy in a system whereby a deformation of the radalqdi linear

intensity indicates anisotropy.
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Figure 1.4: An example of the first stages of a simple fibre ¢gec
analysis. (A) A segment model with 100 randomly locateddoamly
oriented segments forming a simple fibre system, (B) a sefitest lines
generating intersection points with segments, (C) theltiagupoint pattern
to which can be applied stereological formulae (Stoyan.efi8P5).
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(a) Stationary, isotropic segment procesi) Radial plot of estimated linear intensity

Figure 1.5: A rotational analysis of a segment process usetg)of straight
test lines. (a) A stationary segment process (L00, segment leng#i,
total segment length in the ple®6.13). (b) The average estimated linear
intensity for 10 segment processes similar to the examg&)ithat were
sampled using test lines. Each segment process was sarfieieldeng
rotated the indicated number of radians.

1.2.4.2 Example 2:Pteridium rhizome

It is possible to digitize spatial mappings of vegetation&iures (from
either hand-mapped data or digital image data) into catiastof fibres
using a GIS or vector drawing software package. Stoyan €1995) point
out that, for practical purposes, smooth fibres can be tlesgeollections
of short line segments. This greatly simplifies computerl@npentation of
analytical methods.

Figure 1.6 shows a representation of a drawingtfridiumrhizome
(adapted from Watt (1947)). It has been separated into twasdes for
illustration purposes. Pattern 1 and Pattern 2 show tfferéint rhizome
patterns that are actually continuous in Watt’s paper, bag &re used as
an example of a potential change in process being indicatéagochange

in pattern.
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One aspect of the data that can be examined is the directional
distribution. The rose diagrams in Figure 1.7 show the ithgtions of
lengths of lines composing Pattern 1 and Pattern 2. The liageasn for
Pattern 1 (Figure 1.7(a)) shows that there is prefererttiédis growth in
the directionsr/4, (37)/4 and 0. These coincide with the growth directions
in the more regular rhizome pattern in Pattern 1 (Figure J.6TAe rose
diagram for Pattern 2 (Figure 1.7(b)), however, shows ailigion of
radial lengths that fails to indicate a clear preferentraligh direction.

This coincides well with the less regular growth directiamPattern 2.
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Pattern 1 Pattern 2
Figure 1.6: Rhizome patterns adapted from Watt (1947).

As previously discussed, another aspect of the data thdiean
examined is the intensity of the linear structure (lengthyet area). As
pointed out by Stoyan et al. (1995), test lines can be stréiiggs, curves
or circles. The assumption of isotropy is particularly inpat in the case
of linear data, and anisotropic data can lead to sampliraygwhen using
standard, straight test lines. Fortunately, circularltast are robust to
anisotropic data when estimatiig, the length of line per unit area.

Figure 1.8 shows Pattern 1 and a set of randomly placed airtest

lines along with their intersection points (grey). The gy can be
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Figure 1.7: The distribution of linear lengths of line segrsecomprising
the digitizedPteridiumrhizome (rhizome data from Watt (1947)).

estimated using Equation 1.1 where the length of test limésa total
length of circular test line inside the study plot. This noethprovides an
estimate of the average intensity (lengtht area) of the rhizome across
the plot. If the data are resampled using a random set oflairtest lines,
a distribution of intensity estimates can be developedigrgiven dataset
and circle radius. Figure 1.9 shows the box plots of intgrestimates (3=
100 separate samples of the data, each with 100 circlesabbr & eight
circle radii. The horizontal line indicates the exact irsiéyof the rhizome
(calculated from the exact length of the digitized stol@gfments).
Circular test lines can also be placed non-randomly ovestiingy
plot. Figure 1.10 shows Pattern 1 with circular test linesated randomly
along rhizomes (on random fibre points). Intersection pdietween these
non-random circles and rhizomes are shown in grey. Inteosecbetween
a circle and the rhizome on which its centre resides are noherated. By
using circles of radius, this approach measures the intensity within a

given distance around the rhizome. Figure 1.11 shows the intensity of
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Figure 1.8: Circular test lines of radius 10 units{ 100) distributed
randomly over a portion of the data representtigridiumrhizomes
(rhizome data from Watt (1947)).
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Figure 1.9: Box plots of intensity (mmny) of stolon estimated for
Pattern 1 and Pattern 2 using resamplingjih= 100) with circular test
lines ( = 100 circles) randomly distributed over the study plot.
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rhizome calculated for Pattern 1 and 2 using sets of cir¢akrlines with
radiusr. At small radii, the intensity of rhizomes around any given

rhizome is lower and then increases with distance.
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Figure 1.10: Circular test lines & 100) distributed non-randomly over
the study plot but randomly along rhizomes. Intersectionisdetween
the circular test line and nearby rhizome sections (rhizdata from Watt
(1947)).

1.2.4.3 Example 3: Raster data

Mapping linear data in the field by hand is labour and timerisiee. If
field conditions allow, it may be moredtcient to collect linear data in
raster format. Raster data has the benefit of being relgt@asy to collect
using remote sensing technology (e.g., digital camerajvékdimensional
representation of the study plot is stored using a grid oasgpixels, and
each pixel is given either a single numeric value (one vakie/een 0-255
as in a greyscale image) or a range of values (e.g., threes/aktween
0-255 for red, green, blue as in RGB images). Image analgsiséen
some application in ecology. For example, Donnelly et &98) used
pixel-based methods to examine the spatial propertiesngss, growth,
fractal dimension) of mycelial systems. Digital photodrajmave also been

used to study spatial structure of vegetation (Zehm et @032 Chadceuf
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Figure 1.11: Intensity of rhizome in Pattern 1 and Patterbh&range of
distances from any particular rhizome estimated using i@0lar test
lines for each radius (rhizome data from Watt (1947)).

et al. (2000) provide methods for examining the dependeateden two
spatial processes using digital images. They consides plibh mixtures
of spatial structures (e.g., points, fibres, and areas).

Using image analysis techniques, it is possible to extraeal data
from a digital image. Figure 1.12 A shows a colour digital gaanap of a
F. virginianastolon. Figure 1.12 B shows the image map transformed to
extract the linear data contained in the original map, agdrfe 1.12 C
shows a set of test lines sampling the data. Figure 1.12 D sHuav
identification of the center of the stolon (in x-y coordinpteel space)
marking the intersection of the stolon and a linear test l&ng such an
approach, it it possible to extract linear data from digitages and find
intersection points between the linear data (in this dasarginiana
stolons) and a suite of test lines. These intersection paem then be used
to estimate properties of the system (e.g., linear intgnshdditionally, it

is possible to use raster approximations of circular testslirather than
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straight test lines.

Figure 1.12: Raster data analysis. (A) A colour digital imagap of a

F. virginianastolon. (B) The image map transformed to extract the linear
data contained in the original map. (C) The calculation aeahiification

of the center of the stolon (in x-y coordinate pixel spacejkimg the
intersection of the stolon and a test line set. (D) The regylhtersection
points.

1.2.4.4 Example 4: Pixel values

In addition to sampling a colour image, it is possible to exsgreyscale
images in order to characterize the linear properties oktegy. The pixel
value in greyscale images, as in colour images, can promgeitant
spatial information provided that some previous informatbout the
system is known. For example, Figure 1.13 shows the greysedlies of
pixels from a single test line that has been used to samplmage of
conifer needles on the forest floor. Pixel values range batvzero (black)
and 255 (white). In this example the pixel values of conifeedies are
lighter than the shadowed space between the needles, seakeg@ues
along the test line indicate the presence of a needle. Theoosdinate of
each intersection between the test line and the fallen asedin be easily
determined whereby the location of the horizontal test fir@vides the
y-coordinate and the test line pixel value maxima provideta$
x-coordinates indicating intersection. By extension,igesof test lines will

produce a set of intersection points over the entire imagehioh
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stereological formula can be applied. This approach islairto the
approach of Karkkainen et al. (2001), who estimated thentateon

distribution of a fibre process in a digital image using a tiramsect.
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Figure 1.13: The greyscale intensity measured along aitessampling a
digital image of conifer needles.

1.3 Computer Intensive Methods of Inference

While the estimation of measures such as linear intensitypcavide a
snapshot description of a spatial pattern, making inferemegarding the
pattern requires additional consideration. In order to eniakerences, the

approaches discussed in previous sections require eatesisias to allow
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comparison of observed measures or test statistics andettpacted
distributions. A common item of interest when examining aatof data is
the distribution of data from which the observations areiasd to be
drawn, and classical statistical approaches provideiloligions against
which various attributes of a dataset (estimated measomgsit be
compared (e.g., see Zar (1999)). Inferences are made baseldeve the
observed measure or test statistic, calculated from ttee bies on a
theoretical distribution. There are some classical gtegishat might be
applied to linear data, such as angular analyses depenadémtaretical
distributions (Zar, 1999), but these analyses are limiatimber.
Non-parametric methods exist to estimate the directioisalibdution of
line and fibre processes, but these assume the process aiibaaty
(Kiderlen, 2001). Traditionally, classical statisticpigioaches relied
primarily on theoretical distributions, but now computetensive methods
are available as replacements to the classical statisiigabach (Manly,
1997). These methods, such as randomization, bootstraplante Carlo
methods, provide the benefit of not having to rely on an uydegl
theoretical distribution. Instead, they rely on distribas that either are
produced from the original dataset (e.g., bootstrap) omatedying model
(e.g., Monte Carlo). In the case of spatial data, and lingatial data in
particular, the relative lack of theoretical distributsarequires that
computer intensive methods, such as Monte Carlo, randdioizand

bootstrap analyses, be used to make inferences.
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1.4 Monte Carlo, randomization, bootstrap

Monte Carlo simulation is a method of statistical inferemteereby an
underlying model is used to produce a number of expectedzdisens
based on a specific null hypothesis. These samples are thgraced to
the observed data using some measure (or test statistiepdsition of the
observed test statistic in the distribution of expecteceolaions can then
be used as a measure of significance of the observed datséz=dvanly
(1997) for examples).

An important aspect of Monte Carlo methods is the underlying
model, the null model, that is used to generate the expedsétbdtion.
The model represents the expected system based on a nuthkg The
behaviour of the model over many samples will produce aitigion of
observations that can be used as a statistical distribution

That is, the null model, when used in a Monte Carlo simulation
produces an expected distribution of a test statistic thahalogous to the
theoretical distribution underlying a classical statistianalysis (e.g.,
student’s t, Gaussian). Then the observed ecological dathe compared
to the reference distribution produced by the model.

Randomization is a type of Monte Carlo where the underlyirgleh
is one of complete randomization of some aspect of the sydtethe case
of a random, two-dimensional point pattern process, fongta, the x and
y coordinates would be drawn from a distribution of valuewimch all
values are equally likely to arise. Such a case, where tlzeatat
completely randomized, can be termed complete spatiabrandss, or
CSR (Dale, 1999). However, in some cases complete randoomzz
data or randomizing all parameters of the model may not addedevant

ecological questions because it will create unrealistipéeted”
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distributions. In such cases, a constrained randomizatight provide a
more ecologically relevant solution. In this case, onlytai@raspects of the
system are randomized, while others are left untouched i$hi
particularly important when the null model has a number oapeters;

the constrained randomization will allow for the investiga of
hypotheses relating to a specific aspect of the system.

Bootstrap resampling develops an expected distribution by
resampling the observed data. It is based on the idea thaathple data
should represent the variability in the population. As suebampling the
data many times can be used to construct confidence intdovaksst
statistics (see Manly (1997) for additional details). Ipassible to adapt
this application to spatial data. For example, Figure 1dh&d the results
of resampling théteridiumstolon data using randomly distributed circular
test lines. The resampling procedure produced a distabuti linear
intensity estimates, which could be used as a componentaotstoap

procedure.

1.5 Conclusions

The study of linear spatial structure in ecology holds ps@ior the
investigation of questions regarding a wide range of edolgystems.
There are a range of statistical and computational teclesitjuat can be
employed in the investigation of linear data, one of the nmaprtant
being the field of stochastic geometry. The challenges wiafkimg with
this data, that of collection and then the subsequent asah@ve been
addressed in part by the methods in this chapter, and tharepte

opportunity for further extension of the methods in ordeaddress new
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guestions. There is, however, considerably more work todoe dand the
theory and application lend themselves to potentiallytfiuliise in a wide

range of systems.
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Chapter 2

Characterizing clustering and

repulsion in vegetation structure

2.1 Introduction

Plant spatial data can take the form of points, polygonsnesl| To date,
polygons (e.g., distribution maps) and points (e.g., placations) are the
most common forms of spatial data collected in ecologicalists. A wide
range of analytical tools are available to ecologists ferédkamination of
point pattern data (Dale and Powell, 2001; Mugglestone61B$ley,
1981). These analyses allow for the estimation of a rangecaifsures that
describe the spatial properties of point locations. They far example,
indicate at what scales point locations are in a clumpedilaggor random
spatial distribution across the study area. Such charaatem of the data
in turn may dfer insights into the processes driving the location of @ant
and vice versa.

However, the spatial aspects of some systems can be better

represented as lines. For example, in the case of plant ralag) roots,
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shoots, stolons and rhizomes are all amendable to repatigenas lines in
two- or three-dimensional space. Examining the placemigoiaot
structures in space is important, particularly when ccersindy possible
relationships between spatial pattern and processespiigsents a
challenge for ecologists, as there are few methods avaifabthe
examination of linear data in the ecological literaturectsanalyses could
provide insight into the relationships between pattern@nodess as it
relates to the distribution of plant structures in spacehécase of clonal
plants, this becomes particularly meaningful, as theidistion of
vegetative components (e.g., stolons and rhizomes) casdoeiated with
asexual reproduction, competition, appropriation ofritery’, and clonal
spread. Being able to quantify and examine the structureesit linear
components, then, becomes critical to understanding cjdaat ecology.

The field of stochastic geometry, which provides underlyhepry
for point processes, also provides theory that can be apiknear data
in ecology (see Chapter 1). In particular, the theory of 8aed fibre
processes can be incorporated into analyses of this type.

One way to examine the structure of linear data is to estithate
properties of the data using samples from its spatial stracFor example,
it is possible to analyze a system of fibres by examining thetpatterns
produced by the intersections of a test system of linedesitar other
fibres (Stoyan et al., 1995). Applying this approach to cltent data
involves overlaying a series of test lines on a mapping dbagor
rhizomes. The intersection between the mapping and thénestet will
produce a point pattern that can then be analyzed further.

While straight test lines (see Chapter 1) are the easietgmy®

manage computationally, they are subject to the assumetimotropic
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linear data when estimating intensity (Stoyan et al., 1983attice of test
lines can be used, which improves the estimation somewngthé
assumption of isotropy is still required. However, in egital systems
there is no guarantee that the linear structures under stilidye isotropic.
For example, Sampaio et al. (2004) have found evidence ettibnal
growth as a means of habitat selectioiechmea nudicaulisThe linear
data from such a system would not be amenable to sampling asi@ight
test lines. In order to apply sampling methods where aropgtcannot be
assumed, a method not sensitive to anisotropy is requinecul@r test
lines are such a solution. They provide robust estimatidmeér intensity
even in the case of anisotropic data. Stoyan et al. (1995})iamsncurved
or circular test lines, but papers demonstrating their vs@bsent in the
literature.

Circular test lines alsofter the benefit of forming a two-dimensional
sampling region. For example, they can be used as a line to find
intersections with linear data, and they can also be usedexgan in
which points can be enumerated. This raises the possibflinging
sampling circles for the development of joint point-linealrses. Although
not addressed in this research, point-line analyses ceudftuitful area of
further research. There has been some work focussed inréaisBerman
(1986) dfers methods for testing the spatial association betweaett poi
processes and other stochastic processes, and Foxall ddelBga (2002)
examined the association between points and lines. Sudipagtas well
as other methods based on stochastic geometry, includioteatal
point-line analysis using circular test lines, could befulsia plant ecology
applications because of the important ecological relatigmbetween

linear components (e.g., stolons) and point componergs (amets).
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Estimating the intensity of linear data provides a diretineste of
the length of lines per unit area (see Chapter 1). Althougi applicable
to ecological questions, the density of linear data pravatdy the
simplest glimpse of what ecological processes might beabipeyin the
study plot. An estimate of density, for example, does nog¢ giw indication
of the relationship between lines at various distances &aoh other. It
also assumes that the properties of the system across tre@lo
homogeneous; that is, all portions of the plot have the samsity. Both
of these considerations have direct application to ecoldgjuestions, and,
although basic sampling of the data using test lines geseasimple
estimate of density, it does not address them.

Fortunately, using the concept of test line sampling as lalimgj
block, it is possible to construct more advanced analysssatle capable of
addressing more complex hypotheses about the data. Thoss#ybe
because the points given by a sampling test line provitferdnt
information depending on how they are generated. For ex@rapkst line
can be located randomly over the data or its randomizatig/ntie
constrained. It might be straight, and thus sensitive tearopic data, or it
might be curved or circular.

This chapter introduces a novel technique to examine thiaspa
properties (clumping, inhibition or randomness) of lindata that is based
on using circular test lines as sampling units and then apgtochastic
geometry theory to interpreting the resulting intersatpoints between
data and test lines. The approach presented here combio@sdthods of
spatial data sampling into a bootstrap resampling proeeitusrder to
make inferences regarding the structure (the spatialmpattdack thereof)

of the linear data (mappings &f virginianastolons). It provides both an
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introduction to the technique and applies it to field dat&. afirginiana
surveyed in forest and open-field plots. The technique i$egpo field
mappings of. virginianastolons in three plots. The plotsfifired in the
spatial structure of vegetation and vegetation densitythe biological
hypothesis is that. virginianawill exhibit different stolon spatial structure
as a consequence of theétdrence in spatial structure of the forest and field

plots (e.g., due to the density of neighbours and distrioubif light).

2.2 Methods

2.2.1 Resampling analysis
2.2.1.1 Circular test lines

As noted in Chapter 1, straight test lines require an assompf isotropic
data. For example, in the extreme case of having all linessjasial
pattern perfectly parallel to the straight test lines, thneated intensity of
the data would be zero because there would be no intersedt@ween
the test lines and the data. This situation can be overconeeipjoying
what is essentially an isotropic test line, a circle.

Circles can be placed on the study plot by distributing Eoinix-y
coordinate space according to a chosen model (e.g., rancgomd ¥
values). Each point location is used as the centre for tloalair test line of
radiusr that is defined by the equation of a circle centred on poiy (X,
with radiusr. The intersections between the linear data and the cirtegar
lines can then be calculated and the resulting point pati@nrbe further
analyzed.

Another method is to examine the region within the circléhea
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than events (intersections) on its perimeter. A circle fnéel as having
radiusr with its centre situated on the point as in the method abokie. T
area of the circle thus serves as a sample region, and splatiants inside
this area can be recorded. Using the two-dimensional ciske sampling
device allows for the measurement of both one-dimensiames land
zero-dimensional points (Weibel, 1980). The total lendthne inside the
circle can be calculated and the points inside the circlebea@numerated.
The first method, that of finding intersection points, willgresented in

this chapter.

2.2.1.2 Estimating intensity of the stolons across the stydlot

As noted in Chapter 1, sampling linear data with straigHtliees requires
the assumption of stationarity, that is isotropy and homegg. As noted
above, circular test lines are robust in the case of anigmtata.
However, data might also be inhomogeneous (clumped oraggahich
can also lead to inaccuracies in estimates when using migplaced,
straight test lines. This can be avoided by using a randoctegirocess,
Cs, to estimate the intensity of lines across the study plaa{lmnear
length/ total area). A random point proce$,is initiated over the study
area, and circles of radiusare centered on the points. The portions of the
circles contained within the study plot comprise the test BetC.

The intersection points between the test line set and tealidata
are then calculated. The linear data (plant stolon mappargsstored as
groups of lines segments called polylines. These polylapggoximate
closely the irregular curves present in biological data gectly simplify
computational methods. For each circle in the test lineGed]! polylines

are iteratively checked for intersection points with theelei perimeter. The
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density of lines can then be found using a derivative of Eghahd

Eqgn. 1.3, Egn. 2.1.

X {—=—} (2.2)

Ba = the length of line per unit area
C =the test line set composed of circular test lines inside tingysplot
C. = the total length of circular test lines in the study plot

® = the set of linear data

2.2.1.3 Estimating intensity of other stolons around any oa stolon

Randomly located circular test lines provide robust estasaf intensity,
but they do not provide information about the second-ordepégrties of
the fibre process. In order to investigate the spatial regear a fibre
(stolon), a diferent approach must be taken where sampling is constrained
to the fibre of interest. It is possible to do this by centetimg sampling
circles on fibres. Using many circles will sample an envelapeind the
fibre with a width equal to the circle diameter (Figure 2.2).

A point processPs is initiated randomly over the fibre proceds,
and circles with radius are centred on the points creating a circle process,
Cs:. The portion ofCs; within the study plot is the test line s€s The
intersection betwee® andCs, {Cs() @}, is a collection of points which

can be used to estimaiBg using Eqgn. 2.1.
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This method samples the portion of x-y space surrounding the
segment or fibre in the range [O1th Figure 2.1 shows a stolon with circles
of radiusr placed randomly along its length. This can be considered a
constrained randomization of sampling points becausedhegare
restricted to being placed on a fibre, but are otherwise nahddistributed
along the fibre process as a whole. This means that this agpooasiders
the positions of fibres relative to one another, and it wi\pde estimates

of fibre intensity at various distances from any one fibre {Sgare 2.2).

Figure 2.1: A fibre with circular test lines with radiuslistributed along its
length. With many test lines an envelope with radius approximated.

Figure 2.2: A fibre with envelopes at three radii that couldpproximated
by three sets of circular test lines.
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2.2.1.4 Resampling Analysis

These two separate sampling methods, circles distribatedbmly over
the study area and circles distributed randomly over the filbocess
(stolons) can be combined into a resampling analysis thmbeaised to
investigate the second-order properties of the linear. data

The resampling analysis has the following steps:
1. Determine stolon intensity around stolons at a giverusadi

i. Distribute N circles randomly on the stolons

ii. CalculateB;, the intensity of stolons within a radiugising

Equation 2.2.
T
B = E e (22)
where,

B, = the intensity (length of line per unit area)

I, = the intensity of intersection points between the lineaadeid
circular test lines of radiusdistributed randomly on stolons (#

/ unit length of test line)

2. Determine stolon intensity across plot

i. Distribute N circles randomly on the plot

ii. CalculateB, using Equation 2.3 using the intersections of the linear

data and the randomly distributed circles.
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By=35Xlp (2.3)

where,

B, = the intensity (length of line per unit area)

I, = the intensity of intersection points between the lineaadat
and circular test lines of radiugdistributed randomly across

the plot (# of pointg unit length of test line)

. Repeat Step #RS IMtimes to produce a distribution &S IM B,

estimates for the study plot. This is an estimate of the aenatensity

of stolons within the plot given the sampling circle radiug hat is, it is

centred on the total length of the stolons divided by the pieg.

. Repeat 1, 2, & 3 for a range of circle radiE rq, 1, r3....',

. CompareB, alongside the distribution d@, for each radir.

WhereB; deviates from a diicient proportion of thd3, distribution,

say 95% of the distribution, it can be said that the estimateldn

intensity within a given radius of any stolon is significgrtigher or lower

than what we would expect if the stolons were distributedioanly. This

answers the question, “Is the intensity around stolonsiw# specific

distance, greater than (clumping) or less than (inhibjttbe intensity of

fibres across the plot if they were distributed randomly?”

All analyses were conducted in the Python programming laggu

using thelLinear software library developed as a component of the thesis

research (see Appendix B).
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2.2.2 Atrtificial Data

The analysis can be demonstrated using a set of test datag¢F@).
Several replicate sets of separate segment processesreatedowith
varying degrees of heterogeneity. For each level of hetgreity, a cluster
point process was produced with randomly distributed ggreimts as the
centres of circles of radius, units into which were distributed randomly
distributed daughter points. The union of all daughter goaompose the
point proces®. Each point in the proce€3 is then used as the centre of a
line segment having length one and an orientation that dalerbetween

[0, 2n]. Figure 2.3 shows the segment processes generated for

rp = [1.0,2.0,4.0,8.0]. Five parent points were used for the circle centers,
into each of which were placed 20 daughter points (segmeréers) at
random. A plot size of 10 x 10 units was chosen in order to pi®wa

theoretical linear intensity of 1 unftunit 2,

2.2.3 Fragariavirginiana Data

In 2005, three 2 m x 2 m plots were established at the Woodbesddch
Forest, approximately 20 km southwest of Edmonton, Albértee area is
characterized by mixed forest and old-fields with predomilyssandy
soils. One plot was established in an abandoned field, an@lot®were
established in a nearby forested area. The field plot wascteized by
grasses and other small herbs; the only shading at this agdram

F. virginianaramets and surrounding vegetation. The forest plots were
characterized by a patchy, youRgpulous tremuloidesverstory and a
second layer of vegetation composed of broadleaf shrubs/getation
structure in the forest plots resulted in larger patchegybt ind shade.

The plots were surveyed using a sampling frame that parétiadhe plot
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Figure 2.3: Cluster segment processes. Each process isatghasing a
set of five randomly located points as the centres for eacianiu
Orientations are uniformly random from a von Mises disttidw (K = 0).
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into rows of 10 cm x 10 cm quadrants. A ruler was then used tesorea
ramet locations to the nearest millimetre. Each plant wakeakin the
field using a numbered pin inserted in the soil at the ramet.bHse
number of leaves, flowers, buds and longest leaf length veasded for
each ramet.

Plant location data was stored digitally as x-y point cooatiés and
printed to form maps of each plot. The stolons were then mapped
onto the printed map of ramets using the plant locationserfitild and the
sampling frame as guides. The analogue stolon maps werdliti¢éned
using vector graphics software and combined with the raotettion point
data. The stolons were digitized into polylines, collesti@f straight line
segments that approximate a smooth curve, which greatlyliea
storage and computation. As discussed in Chapter 1, Stayn(&995)
points out the practicality of treating smooth fibres asemilbns of short
line segments.

Ramet locations were analyzed using point pattern analy$es
Spatstat package (Baddeley and Turner, 2005) and the Rtisi@tsystem
(R Development Core Team, 2011) was used to conduct the jpaitern
analyses. The(r) (transformed Ripleys K-function) argir) (pair
correlation function) statistics were calculated alonghveimulation
envelopes, and thig(r) andg(r) functions were plotted as a function rof
For each plot, this analysis was conducted for all the ranaditeamets
with flowers or buds, and all ramets with neither flowers natdBeparate
analyses were conducted for plants with floyleusls and for those without
flowers and buds in order to characterize the spatial streictithese two
groups of ramets. Of particular interest was whether flawgeramets

showed clustering arok inhibition at similar scales to the non-flowering
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ramets and, ultimately, if the spatial structure of sexaproduction was
similar to the spatial structure of some aspects of vegetagiproduction
(i.e., stolon production).

Figure 2.4 shows the field plot mappingsfofvirginianaramets in
Plots 1, 2& 3. Plot 1 (field) had 707 ramets and 54.79 m of swl&ot 2
(forest) had 163 ramets and 9.73 m of stolons. Plot 3 (forest)94 ramets
and 4.96 m of stolons.

EachF. virginianastolon mapping was approximated by a polyline,
p, that was composed of connected line segmegiitsp2, p3.... The

resampling analysis was conducted for each sé&t wirginianamappings.

Na S

(a) Plot1 (b) Plot 2 (c) Plot 3

Figure 2.4: The ramet locations and stolon mappingsrafaria

virginianain Plot 1, 2 & 3 located at the Woodbend Research Forest. Plot
sizeis 2 mx 2 m. Plot 1 had 54.79 m of stolanr@mets= 707). Plot 2

had 9.73 m of stolonn(ramets= 163). Plot 3 had 4.96 m of stolon (
ramets= 94).

2.3 Results

2.3.1 Artificial Data

Figure 2.5 (subplots 2.5(a) through 2.5(d)) show point psses produced

by randomly locating points on the segment process in F&gj21&a)
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through 2.3(d) respectively. The size of point clustersease as the size
of segment clusters increase.

Figure 2.6 shows calculation &fr) simulation envelopes showing
expected_(r) (dashed), observed (solid) and CSR (grey) for the point
patterns in Figure 2.5. The solid line represdr(t, and the grey region
represents the envelope produced from 100 random simuadithe data
using the envelope function of the Spatstat package (Baydeld Turner,
2005). Subplots 2.6(a) through 2.6(d) coincide with sutspi3(a)
through 2.3(d) respectively. As the radius of the segmerstels increases
(from 1.0 to 8.0)L(r) of the fibre points correctly indicates reduced
clustering of segments.

Figure 2.7 shows calculation gfr), the pair correlation function,
and simulation envelopes showing expeatéd (dashed), observed (solid)
and CSR (grey) for the point patterns in Figure 2.5. The doi=l
representg(r), and the grey region represents the envelope produced from
100 random simulations of the data using the envelope fomcti the
Spatstat package (Baddeley and Turner, 2005). Subpldis) 2tifough
2.7(d) coincide with subplots 2.3(a) through 2.3(d) resipely. Similar to
L(r), g(r) of fibre points correctly indicates clustering of segmexttsmall
segment cluster radii and no clustering at large radii.

Figure 2.8 shows the intensity of segments estimated by-tienéred
sampling circles at radius(solid line) plotted against the 90% interval of
intensity estimates of segments from randomly placed sagpircles.

For each radii, 100 samples of the data were conducted, eschsing 100
sampling circles. The circle sampling clearly indicatesstring (higher
intensity of segments than expected) at smaller segmestecitadii, and it

correctly shows randomness at the largest cluster sizei(Bt€).
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Figure 2.5: Subplots 2.5(a) through 2.5(d) are point preegproduced by
randomly locating pointsy= 100) on the segment process in
Figures 2.3(a) through 2.3(d) respectively.
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Figure 2.6: Calculation df(r) simulation envelopes showing expected
L(r) (dashed), observed (solid) and CSR (grey) for the poiriepat in
Figure 2.5. CSR envelopes (grey) are from 99 random sinangf the
data and contain 100% of the CSR realizations. Subplotatie(ough
2.6(d) coincide with subplots 2.3(a) through 2.3(d) retipely.
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Figure 2.7: Calculation af(r), the pair correlation function, and
simulation envelopes showing expectgd) (dashed), observed (solid) and
CSR (grey) for the point patterns in Figure 2.5. CSR enveddpeey) are
from 99 random simulations of the data and contain 100% oCBR
realizations. Subplots 2.7(a) through 2.7(d) coincidénwiibplots 2.3(a)
through 2.3(d) respectively.
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Figure 2.8: The intensity of segments estimated by fibréredrsampling
circles at radius (solid line) plotted against the 90% interval of intensity
estimates of segments from randomly placed sampling siréler each
radii, 100 samples of the data were conducted, each one 18ihg
sampling circles.
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2.3.2 F.virginiana Data
2.3.2.1 Point Pattern Analysis

Figure 2.9(a) shows the point pattern analysis for Plot 1d{fid he solid
line represent&(r), and the dashed lines represents the envelope produced
from 100 random simulations of the data using the envelopetion of the
Spatstat package (Baddeley and Turner, 2005). Deviatiomgeahe
envelope indicate overdispersion of the observed ramatitmts, while
deviation below the envelope indicates clumping (undeetision) of the
ramet locations. The analysis indicates significant intldbiat very small
scales €25 mm) and significant clumping at radii above 140 mm.
Figure 2.9(b) shows the point pattern analysis for Plot 2289). The only
significant clumping occurs at small radiZ5 mm) and above 300 mm.
Figure 2.9(c) shows the point pattern analysis for Plot 8¢t). No
significant clustering or inhibition was detected, sugigesthat the points
are distributed at random.

Figure 2.10 showk(r) calculated for all ramets that had either
flowers angor buds in Plots 1 and 2. Plot 3 did not have ramets with
flowers or buds. Plots 1 and 2ffired in their arrangement of ramets with
flowers angor buds. Ramets in Plot 1 (Figure 2.10(a)) were clumped at
distances greater than 200 mm. Ramets in Plot 2 (Figurel®)l®ére
randomly distributed at all radii.

Figure 2.11 showk(r) calculated for ramets that had neither flowers
nor buds in Plots 1, 2, and 3. Ramets in Plot 1 (Figure 2.1%(a)$
randomly distributed at distances less than 300 mm but chahap
distances greater than 300 mm. Ramets in Plot 2 (Figurel®)difowed a

tendency toward randomness between radii 50 mm and 200 mwebat
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clumped at radii above 200mm. Ramets in Plot 3 (Figure 2)1 W(ere

randomly distributed at all scales.
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(a) Plot1 (b) Plot 2
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Figure 2.9:L(r) calculated for all ramet locations in Plots 1, 2, and 3. CSR
envelopes (grey) are from 99 random simulations of the dadacantain
100% of the CSR realizations.
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Figure 2.10:L(r) calculated for all ramets that had either flowers/and
buds in Plots 1 and 2. Plot 3 did not have ramets with flowergoautids.
For Plot 1,n = 247. For Plot 2n = 10. CSR envelopes (grey) are from 99
random simulations of the data and contain 100% of the CSiRatians.
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Figure 2.11:L(r) calculated for ramets that had neither flowers nor buds in
Plots 1, 2, and 3. CSR envelopes (grey) are from 99 randomaiois of
the data and contain 100% of the CSR realizations.
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2.3.2.2 Linear Structure Analysis

Figure 2.12(a) shows the resampling analysis for Plot 1d{fidlote that
the theoretical stolon intensitiefigthyn?) is represented as a horizontal
line. The dashed line represents the upper and lower 90%s lflmrehe
estimation of the plot intensity using sampling circlescgld randomly
over the plot (expected intensity). The stolon-to-stolemsity is highest
at lower radii, and for radii between approximately 60-35@nt is above
the estimated theoretical (expected) intensity, indngatilustering. At
radii beyond 350 mm, the stolon-to-stolon intensity is &mio the
expected intensity.

Figure 2.12(b) shows the resampling analysis for Plot 260r At
radii smaller than approximately 200 mm, the stolon-tdestantensity is
not outside the range of observations that might occur istbens were
arranged randomly. At radii above 200 mm the stolon-toestahtensity
indicates significantly higher intensity than the expegtedicating
clustering at these scales. The maximum intensity occuasadius of
approximately 325 mm.

Figure 2.12(c) shows the resampling analysis for Plot 3&0r At
radii greater than 100 mm, the stolon-to-stolon intensitlicates
clustering of stolons, with a maximum intensity at a radifis o

approximately 250 mm.

58



0.017
|

0.015
|

Intensity (mm / mm”2)
Intensity (mm / mm"2)

0.013
|
0.0015 0.0020 0.0025 0.0030 0.0035
|

0.011
|

0 100 200 300 400 500 0 100 200 300 400 500
Radius (mm) Radius (mm)
(a) Plot 1 (b) Plot 2

0.0020
|

0.0015
|

Intensity (mm / mm"2)
0.0010
1

0.0005
|

T T T T T T
0 100 200 300 400 500

Radius (mm)

(c) Plot 3

Figure 2.12: A resampling analysis for Plots 1, 2, & 3. Thadslahe is the
intensity (mnmimn?) of stolon at radius from any given stolon estimated
using circles placed randomly on the stolons. The dasheddipresents
the upper and lower interval containing 90% of the estimatesolon
intensity using circles of radiusplaced randomly across the plot. The
horizontal line is the exact average intensity of the plot.
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2.4 Discussion

The analysis of the segment processes clearly shows thathmpoint
pattern analysis of fibre points and the resampling anafysigtective
methods of characterizing the scale of clustering of lirtzda.

The circle sampling method reliably indicates the size o$tgrs up
to a segment cluster size of radit#s0 units, and it suggests some
clustering in the case of cluster sizes of radius 4.0 urtitorrectly fails to
detect clustering for cluster sizes over 4.0 units whergtbeess is
producing a spatial structure that is increasingly randeon.example, a
cluster size of 8.0 produces a segment process theidtigely random
across the plot.

The point pattern analysi& () andg(r)) of random fibre points also
provided reliable indication of the size of clusters. T{ge) statistic most
effectively detected the clustering of points, and thus fibfég g(r)
function indicated clustering, but it also showed someitgtiib detect the
repulsion of the clusters of segments. Tt statistic provided a more
useful characterization of the clustering and inhibitidhe g(r) statistic
calculated over random fibre points produced results sirdlthat of the
circle sampling analysis.

In the circle sampling analysis, the variation in the esteda
theoretical intensity is highest at small circle radii. 38 due to the
relatively short total test line length in smaller diametampling circles.
Although the total test line length changes with circle usdthe circle
randomization simulation takes this into account by usipgraximately
the same test line length for each simulation for each radygroducing
a distribution of theoretical estimated intensities, passible to compare

the actual stolon-to-stolon intensity with confidence.
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The hypothesis thd virginianawould exhibit diferent stolon
spatial structure as a consequence of tifi@dince in spatial structure of
the forest and field plots was tested. The analysis girginianastolon
data shows that, regardless of plot, the intensity of swlith respect to
surrounding stolons is not homogeneous in space. The ploigver,
differed from each other in terms of at what radii there was dlingt®r
inhibition. The field plot (Plot 1) had ramets with stolonathended
toward clustering of stolons at smaller radii, while theefgirplots (Plots 2
and 3) tended to have ramets with stolons that tended toviastedng of
stolons at larger radii. The field plot alsdldéired from the forest plots in
that the stolon-to-stolon intensity declinedraacreased. The forest plots
showed lower intensity at lower but significantly higher intensities for
largerr. It is possible that dierences between the forest and field plots
resulted in diferent responses in thevirginianaspatial structure.

Clonal plant research has received considerable atteotienthe
past twenty years (Sammul et al., 2008). Clonal plants aaeacterized by
the ability to reproduce asexually, and they often have aefgyround and
below-ground stems, stolons or rhizomes respectivelylaae daughter
ramets distally from the parent ramet. Usually the phystalbon or ramet
connection is maintained for a period of time, whereby thepiaplant and
daughter ramets are physically connected. In additiondadamets being
physically connected, it is well-known that there can besablpgical
integration within the clongenet. There is little doubt that the spatial
aspect of clonal growth and linear connections betweentsaiménportant
when exploring pertinent ecological questions regardlogal plants.
Plants that use stolons and rhizomes to expand into thewwuings,

sequester resources (light, nutrients, space, watemjrré materials,

61



andor distribute ramets have an important spatial aspect io the
architecture. The genet becomes a network of connectedsaha allows
for clonal integration. This can have important ecologiogbacts. For
example, both nutrient and water transport between ranasteéen found
in Carex arenariaandC. disticha(D’Hertfeldt and Falkengren-Grerup,
2002).Trifolium repenshas been shown to exhibit a spatial division of
labour in heterogeneous environments (Stuefer et al.,)1886ndicator of
physiological integration. The possibility of physicahrat connections
acting as pathways for signaling between ramets during\Vadattack
has seen recent discussion (Stuefer et al., 2004). Inezbcidnes of
Potentilla simplexalso elongate their stolons more so than clones that were
not integrated, suggesting, possibly, that integratiarictallow for
movement away from unfavourable locations (Wijesingheldaddel,
1994). It might also suggest an improved ability for the cectad ramets
to explore their environment more rapidly, leading to thelaved location
and acquisition and utilization of resourc®&atentilla simplexhas also
been found to benefit from clonal integration in heterogeseo
environments, producing more biomass when integratedwimaem
separated (Wijesinghe and Handel, 1994).

The resampling analysis seems to suggest a fundamefitkdice
between field and forest plots in terms of stolon spatiakstme.
Clustering off-. virginianastolons occurs at a range of scales in both field
and forest plots (but not quite the same scalEsyirginianaramets in
forest plots seem to have a tendency toward increased ichgstd larger
radii, while ramets in the open plot seem to show reducedeling at
larger scales. A ramet stolon response to the spatial steiof the

surrounding vegetation in the forest and field plots may&xghe
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difference between forest and field plots.The forest plots were
characterized by small shrubs and broadleaved herbs, alidm@ patchy
Populous tremuloidesverstory. This vegetation structure would create a
larger scale heterogeneous distribution of light resaiccenpared to the
open field plotFragariais a genus where clonal growth and physiological
integration are important components of its ecology. Fanaxle, Alpert
and Mooney (1986) have found that clonal integratiof.athiloensis
ramets increased survival under adverse conditiBnzhiloensishas been
found to segregate roots between connected ramets, wiggests that
integration of clones allows for signal transmission betweamets that
allows root separation (Holzapfel and Alpert, 2003).

Wild strawberry species includeagaria vescaF. chiloensisandF.
virginiana. In particular, Wild Strawberry. virginiana, has an extensive
range across North America. It is also a common forest hextocdn be
found in sites ranging from clearings, such as dry beavedpadio heavily
forested aread:. virginianais one species of octoploid strawberry from a
genus that has an expansive range across North America@madathe
world. Fragaria spp. are important agricultural species, and wild
strawberries serve as a rich genetic resource that can peddyy the
commercial strawberry industry (Hancock and Luby, 1993hil&/a range
of Fragaria sub-species in North America have been studied (Hancock and
Luby, 1993), more recent investigations have suggesteath@ast some
sub-species designations may not be required (Hancock 20au).
Harrison et al. (1997) have examined the morphological aokcular
variation among 37 populations Bf virginianaandF. chiloensisn N.
America. They concluded thé&t virginianaandF. chiloensidikely share a

common ancestor and that the mesic properties of sites wspensible
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for driving the dtferentiation (Harrison et al., 1997). Hancock et al. (2004)
examined the 220 genotypes of American strawberry and fthetdwhile
morphological and genetic variations warrant Eagirginianaand

F. chiloensigdesignations, many subspecies designations should nerong
be recognized. In fact, they conclude tRavirginianaandF. chiloensis
might actually be distal forms of the same species.

Fragaria spp. genets propagate ramets by stolon growth. The stolons
remain connected for the growing season, forming a genesgadially is
composed of ramet locations and stolon connections. Evalsaggests
thatFragaria spp. forage for resources via clonal growth. For example,

F. vescahas been found to forage for resources in heterogeneous
environments (Roiloa and Retuerto, 2006c). This meandhbatpatial
structure of ramet locations and of stolons could be reflecif responses
of clonal expansion to environmental heterogeneity (&ght,
competition, space, nutrients).

Stolons and rhizomes expand into environments that aresalmo
always heterogeneous. As such, the environment they etezauight
generate a response by the genet to alter its strategy. §;hlaere will be a
link between the pattern to ramets and stolons that relatésetunderlying
ecological processes. Changes in reproductive strategylieen
documented. For example, using a combination of spatiapmgand
genetic analysis, Wilk et al. (2009) foudvirginianareproductive
patterns to have a high degree of variation between sitethdtuthere is
some evidence th&t virginianais capable of sex-allocation plasticity
resulting in variation in hermaphrodite sex-expressiosi{Bp et al.,

2010). In addition, the responses of clonal growth to emrrental

conditions varies by species and even within a species. &g #s
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important that methods for examining the spatial aspeattoofal growth
continue to be developed and applied to field and experirhdata.
Further complicating the spatial study of vegetation isrtbed to
account for variations in density and spatial structuree d@énsity of
ramets can vary from location to location. For example, Arge
(Angevine, 1983, 1981) studied the demography of naturalaions of
F. vescaandF. virginianaat three sites. He found that the local conditions
of the site had a greater influence on local demography trem#éntity of
the species and that there was a great deal of variation betilie sites.
Angevine (1983) found a range Bfagaria spp. ramet densities from 1.8
m-2 to 340m~2. In additionF. virginianaproduced higher proportions of
stolon biomass in low density field and wooded sites thandrigknsity
sites (Holler and Abrahamson, 1977). It is unclear how sufation in

stolon biomass might alter the spatial arrangement of sfolo

2.5 Conclusions

The resampling analysis was able to characterize the patiature of
stolons in terms of clustering, inhibition, or randomnesy] it is a

promising method for characterizing mappings of lineaadd@he analysis
showed that the spatial structurefofvirginianastolons difered between
forest and field plots. It is possible that the spatial strceebf resources
(light andor space) in the two sites resulted in foraging responsdgin t

F. virginianagenets, and the fierences between the two sites with respect
to the distribution of these resources could explain tfiedince in stolon

spatial structure.
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Chapter 3

Characterization of the
directional properties of

vegetation structure

3.1 Introduction

The examination of linear data in ecology involves exangmot only the
density of lines per unit area but also the directional prige of the
system. This dferentiates fibre processes from point processes in that
point processes are characterized only by location in eveept three
dimensions. Fibre processes, however, have both locaBodadirectional
properties. In order to understand the properties of a filkobegss and
consider the ecological implications, methods to assesditkectional
properties of a system are critical. For example, Sampaat €2004) have
found evidence of directional growth as a means of habitatten in
Aechmea nudicauliAlso, Clintonia borealishas been found to invade

territory in a wedge-shaped fashion due to a combinationtefinode
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length and branching angle (Angevine and Handel, 1986).

Circular statistics have been used to examine the orientafi plant
segments (stolons) (Macek and LepS, 2003). However, ontbst part,
systems that are anisotropic are problematic because ibleyes/the
assumptions of many statistical methods (Stoyan et al5)198 addition,
non-parametric methods exist to estimate the directiois#ilution of line
and fibre processes, but these also assume the process atidigesy
(Kiderlen, 2001). Although, there are methods to examingadropic
linear structures (Cruz-Orive et al., 1985), the initialgets of analysis
require an initial characterization of the anisotropickencies of the data.
The realities of ecological field data, however, call forgtieal methods of
data exploration. Examining methods for both raster antbvefata is
useful in that it not only illustrates the strengths and wessses of these
two data types, but it also provides a suite of tools for aggpion in
ecology.

Working with raster data presents special challenges aneffite
One benéefit is the potential collection of linear data usinligétal imaging
device (e.g., digital camera). Digital photographs hawenhgsed to study
spatial structure of vegetation (Zehm et al., 2003). Ddgretlal. (1995)
used pixel-based methods to examine the spatial propéi@sass,
growth, fractal dimension) of mycelial systems. Chadceal.g000)
provide methods for examining the dependence between tat@asp
processes using digital images. They consider plots wiktures of
spatial structures (e.g., points, fibres, and areas). Kamkk et al. (2001)
have also shown that it is possible to estimate the oriemtatistribution of
a fibre process using test lines.

This chapter introduces methods to characterize the dhrexdt
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properties of linear data stored in either raster and vdotanats. It
demonstrates the methods on artificial data, then appléss th sets of

field data that illustrate its application. The first set offidata are from a
transect of plots wherg virginianastolons were mapped across a forest to
field transition zone. The hypothesis is that the direclipnaperties of

F. virginianastolons will vary across the forest-field edge, potentialya
consequence of light availability due to variation in vegiein structure

along the transect. The second set of data are from a travfgglots where
conifer needles were imaged across a gradient of hillsmjeesl. Here the
hypothesis is that the needles will show a preferred dwaaliownslope,

potentially as a consequence of physical processes.

3.2 Methods and Data

Methods to extract and characterize the directional aiteoof linear data
are critical to characterizing any preferred orientatibstoucture.
Quantification of the anisotropy can then inform furtherlgsia or be
interpreted in its own right.

The angular distribution of segments and fibres can be measur
readily from vector data where fibres are represented asatahs of
straight lines. Basic geometry can be used to obtain antatien from
each straight line segment, and these orientations with fille new data
required to form a distribution of orientations. More clkealjing, however,
is the detection of a preferred orientation when the datineagaster
format.

Figure 3.1 illustrates one method of investigating angmtrin linear

structure. An anisotropic process (in this case line seg¢shenll have a
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preferred angle (a) and a second angle of variation (b). Téieped angle
can be estimated by using test lines to intersect the spsatiadture and
recording the number of intersections. The test lines (@isthucture) are
rotated and the process repeated. The number of intersgetith be a
maximum when the test lines run perpendicular to the prefeangle and
a minimum when the test lines run parallel to the preferreglearA plot of

intersection counts will give the estimate of this prefdramgle.

Anisotropic Process Test Lines Plot angle of lines and # of pts

\,
/////// AN /o
L
- ISy
Wy / N

2)

Figure 3.1: lllustration of the examination of anisotropitucture using
test lines. Left: An anisotropic process with a preferredlaifa) and level
of variation in the distribution of angles aroufa) (b). Centre: Test lines
with intersection points aligned perpendicular and pal&dl the preferred
direction of segments. Right: The expected number of ieteigns
between straight test lines and the segment process orudaciptot.

3.2.1 Angular distribution

One method to examine the angular distribution is to produwse of
directions based on fibre orientations measured direcity the data. For
smooth fibres this can be a challenge, but sampling the fileatation
randomly along the fibre can provide a means of obtainingtailoligion of

orientations. Such an approach can be used in the case ofdxitir and
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raster data, although these data types requiterént implementations.

If the data are stored in vector format, it is possible to eypphe
method presented below. Fibres are stored as collectiostsaafht line
segments. The orientation of the segment is determinedlianma where a
value horizontal to the right is zero radians and countefalaser radians
is horizontal to the left. In this approach, the fibre pro¢cdsscontainingn
fibres, gives rise to a number of line segmefits,, each with its own
orientationg. The distribution of orientation®), can then be represented
as a rose of directions that uses bins to represent the fieyd
orientations. Although this method will provide some measaf the
orientation of the system it does not take into account thgtteof the line
segments that comprise the fibres.

A variation of the method above is to create a distribution of
orientations whereby each unit length of fibrefins represented by its
orientation. This can be achieved by determining the lerigti each
segment comprising and appending its orientatiof, to the distribution
of orientations@®, , for each unit length. This is analogous to dividing all
the segments that comprise the entire fibre proeksmito segments of
unit length so that each new segment has the same lengthingso a
new collection of segmentS, Then, creat®, from the orientations 08.
®, can then be plotted on a rose of directions where the disioibof
orientations is placed into 18 bins spanning 180 degreesdjans). The
length of the bin is representative of the total length o liraving an
orientation within the range delineated by the bin.

This method takes into account the length of fibres, ensuhatthe
rose of directions o® reflects the length of line in any one range of

orientations.
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3.2.2 Rotational analysis

In some cases, particularly in the case of raster data, itbealfficult to
measure directly the orientation of lines. In the case okatropic fibre
process, the properties of the process will remain statyomader
rotations. Further, estimation & using straight test lines requires the
assumption that the data are isotropic. This also meansshiaiates of the
linear intensityBa, made with straight test lines, which are sensitive to
anisotropy, will be constant as the data are rotated. Cealgrthe
properties of an anisotropic process will vary under rotatiThis allows
for the characterization of directional properties usitrgight test lines
and a rotational data transformation. It is possible tosste anisotropy
of a fibre processp, by rotating the process through a series of discrete
rotationsg = 64, 0,, .. .60\. Figure 3.2 shows a segment process rotated 0,
30, 50, and 80 degrees. After each rotation, the new fibreepsos
sampled using straight test lines and Bygs estimated using Equation 1.2
or 1.1. This will produce a series of length intensity est@szBa(i, N),
one for each rotation. If the process is isotropic the edgsBn(i, N) will
show little variation. If the process is anisotropg(i, N) will have a
minimum when the test lines are aligned parallel to the nitgjof the
fibres and a maximum when aligned perpendicular to the ntgjoffibres.
Figure 3.3(a) shows an example of a segment process gaherate
using the von Mises distribution of angles. The von Misegridhistion can
generate angular distributions ranging from isotropic( 0) to parallel
(K— o). However, it is important to note that K produces anisatrop
behaviour at relatively low numbers. For exampleKat 10.0, a
distribution of angles is strongly anisotropic. The ragtiait

(Figure 3.3(b)) shows the results from sampling ten sepaisitropic
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(K = 0) segment processas£ 100 segments, a total segment (linear)
length= 100 units). Each segment process was rotated in ten degree
intervals and the number of intersections between segraedtparallel
test lines was plotted on the radial plot.

Because the isotropic segment processes are stationagy und
rotations, the estimations & using test lines is consistent when the data
are rotated. This means that will be similar regardless of the angle of
rotation, and the radial plot @, against rotation angle will be circular.

Each of the ten segment processes was also sampled usitigeadat
test lines as a means to estimate the actual length of segimahe plots
(the estimated boundary length). The lattice sampling ote#llows for an
acceptable estimation of linear length in the case of arupat data.
Although the lattice method is used here as a demonstra@mnpling
circles can also be used and provide a more robust estimattbe case of
anisotropic data. Estimating the actual length of lineh@plot is
important because with a good estimate of boundary lengghpibssible to
construct Monte Carlo simulations to examine other progedf the
spatial structure while holding length constant. The baumpdength
(B=96 units for Figure 3.3(b)) is the mean for the ten segmentgsses.
Although this is lower than what might be initially expecteith segment
process having 100 segments that are one unit long, the s¢gmere
allowed to extend over the plot boundary to ensure a homagengrocess
across the plot. This results in a total length of line in the pf 96 units,

which is accurately reflected in the lattice-estimatedileng
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3.2.3 Data
3.2.3.1 Artificial data: Segment processes

A suite of homogeneous segment process models having gdeyials of
anisotropy were used to create reference systems to demraienshd test
the methods presented in this chapter. Pointsl(®0) from a random point
process were used as centres for line segments of lehdihunit in a 10.0
x 10.0 unit study plot. The orientation of each segment wawdrat
random from the Von Mises distribution with a preferred &ngfl zero
(horizontal). Segment models ranged in their degree ob#&oigy from

K = 0.0 (isotropic) toK = 10.0 (strongly anisotropic) (see Figure 3.4 and
Figure 3.10 for example segment processes). These segmentpes
having known directional distributions were then examiosuhg the
methods discussed above. These processes were createthbzead
using the Python programming language andLtinear software library

(see Appendix B).

3.2.3.2 Field data:F. virginiana stolons

Seven contiguous, 2m x 2m, quadrats were sampled in the Véoddb
Research Forest in 2006. The plots were labelled Plot 2,53,61,7, & 8.
The transect traversed the boundary betweBagulous tremuloidestand
and an abandoned field. Plot 2 was situated irRtiteemuloidestand and
Plot 8 was situated in the abandoned field. The x-y coordsnaft&83F.
virginianaramets were recorded to the millimetre and the stolons were
mapped using the methods described in Chapter 2. The mapperg
then digitized using vector drawing software. Table 3.wshthe data

collected for each plot, but primarily analysis of the stoloapping data is
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being reported in this chapter.

Table 3.1: Data collected from seven contiguous
guadrats (2 m x 2 m) that traversed an oldfield-forest
edge.n = 583F. virginianaramets

Data Type Data
Data Type Units
F. virginiana X—Yy location mm
leaves #
longest leaf length mm
stolon #
stolon position mapping
flowers #
buds #
Herbs proportion Braun-Blanquet
Trees DBH mm

3.2.3.3 Field data: conifer needles

During the autumn of 2006, fallen pinPifus strobuandP. resinosaand
spruce Picea glaucaneedles were sampled using a digital camera (see
example image in Figure 3.5(a)) at forested sites appraeiynd0 km east
of Fort Frances, Ontario. Belt transects (one metre in length 10 cm X
10 cm contiguous quadrats) were positioned along hills§@el a single
digital image was collected from each quadrat. The imagecotscted
with the camera suspended one metre above the needle somfacaistom
built sampling pod. A total of 19 transects were establishreterrain with
slopes ranging from 0 to 43 degrees. Twelve transects witjuerslope
angles were analyzed. Needles were assumed to be indepeddemver,
P. resinosaandP. strobuseedles are in bundles of 2 and 5 needles,
respectively. This means that the needles of these speeieaafully
independent. Thisfiect was assumed to be minimal due to the narrow

nature of most needle bundles, and it was assumed that thedkb
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would respond to slope similarly to single needles.

Conifer needles provide a convenient system for examiriagffect
of physical factors (in this case, slope) on a stochasticqe® (the
arrangement of fallen needles). They also provide a s@tsjdtem with
which to demonstrate methods of analysis suitable for exiangifield data
collected in the raster format. They produce a spatial &irac
characterized by high length intensity (high length of negekr unit area)
which results in poor distinction of individual needles da®verlapping.
This makes conversion of the data into vector formétalilt, and it makes
the application of raster data more practical. At a very $stlle, the
arrangement of needles creates a range of structures tyddemaportant
to the ecology of soil fauna. For example, needles with asadropic
arrangement tend to pack more tightly, whereas needlesgadan many
directions tend to be more loosely packed with more gaps mspaaes.
Analysis of images of conifer needles is only one exampleludne this
case might arise. Other examples include blow-down andoibis and
shoots of vegetation.

As discussed in Chapter 1, image processing can be usedateiso
linear data. Figure 3.5(a) shows a colour image represeatdtthe image
samples collected along the transects. Two potential ndstbbimage
processing were considered. The first was analyzing imbgesad been
converted to greyscale (Figure 3.5(b)). The second methadved
analysing images that had first been colour-processed emegrhhe
needle data (Figure 3.5(c)) and then converted to greygemjare 3.5(d)).

Figure 3.6 shows the pixel values of a test line samplingspaie
and colour-transformed images (Figure 3.6(a) and 3.6€spectively).

Greyscale transformation provides the most informatiomglthe
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test line. Using a test line to sample a greyscale image vathther
pre-processing, however, produces a noisy signal (Figé@)3. In
addition to working with greyscale images, it is possibledtour-process
the images (Figure 3.5(c)) in such a way that the desiredrdatains in
the image and any extra signal is removed. The images carbthen
converted to a greyscale image and obtain signals usintrest

(Figure 3.6(b)). Colour processing provides a means toaethe image
complexity and better isolate the maxima that indicate leeeehtres. This
approach was used for the data analysis in this chapter.

Colour processing involved examining each pixel in the R@Br
image of the needle plot. If the pixel had R, G, and B valuekiwispecific
ranges, it was left untouched. If the pixel had colour valugtside of
specific numeric ranges, it was converted to black@RG=0, B=0). For
this analysis, pixels that had colour ranges o=HE@G-100%,
blue=40-100%, and greet#0-100% were retained. These colour ranges
approximate the range of “orange” colours of the needlelsesd sites.

After the images were colour processed to isolate the orahtie
conifer needles from other elements of the forest floor (Wwegs, leaves,
moss), the images were converted to greyscale images. Heswoiihe
converted images are in Figure 3.5. The greyscale, colmgessed image
was then examined using a variation of the rotational amalyi$e digital
image of each quadrat was rotated through 360 degrees iretgaal
increments and the intersections between needles and fpsedel test
lines were enumerated. All image processing used uncosgatedFF
files to ensure that any colour manipulation can be duplitate

All analyses were conducted in the Python programming laggu

using thelLinear software library developed during the thesis research.
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(a) 0 degrees (b) 30 degrees

(c) 50 degrees (d) 80 degrees

Figure 3.2: A segment process rotated at 0, 30, 50 and 80akedrot size
is 10 x 10 unitsp segments: 100, segment length 1.0, mean angle 0,
von MisesK = 0.

77



@) (b)

Figure 3.3: (a) A segment process= 100) having segment orientations
generated from the von Mises distribution. The plot sizelix 1.0 units.
The system is isotropid{ = 0). The von Mises distribution produces an
isotropic process & = 0 and a completely anisotropic (parallel system)
around a preferred orientationlét (b) The radial plot of intersection
counts for ten raster systems ((a) is an example of one sstérsythat
have been rotated in ten degree intervals and sampled wahad garallel
test lines at each rotation. The circular shape of the tearsuposed radial
plots indicate isotropic behaviour of the segment procéss.boundary
length (B) was estimated using a lattice of horizontal antice test lines.
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(a) Segment Process#4,=0,n=100 (b) Segment Process #,= 10,n = 100

Figure 3.4: (a) An isotropic segment process=(100 segments, von Mises
K = 0.0, plot size= 10 x 10 units). (b) An anisotropic segment process
(n = 100 segments, von Misés = 10.0, plot size= 10 x 10 units).
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Figure 3.5: Stages of colour processing in order to extraeaf
data. (a) Original 10 x 10 cm quadrat (1000 x 1000 pixels).T¢g
image in (a) converted to greyscale. (c) The image in (a) with
pixels having RGB valuesRr70-100%, B-40-100%, and
G=40-100% retained and pixels outside this range converted to
RGB=(0,0,0). (d) The image in (c) converted to greyscale.
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Figure 3.6: (a)The pixel values along a test line across ysgede image
1000 pixels wide (similar to Figure 3.5(b)). Dots indicadedl maxima.
The local maxima of the greyscale intensity (high pixel eslindicate
conifer needles). (b) The pixel values along a test linesxeogreyscale
image that was first colour-processed (similar to Figuréd})5Dots
indicate local maxima.
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3.3 Results

3.3.1 Angular Distribution
3.3.1.1 Artificial data: Segment processes

Figure 3.7 shows two segment processes and their respexsef
directions that show their length-weighted distributidrsegment
orientations. Segment Process #1 (Figure 3.7(a)), whislahen Mises

K = 0.0, is isotropic. This is clearly demonstrated by the rose&ations
which shows that all segment orientations are distributetkly between
/2 and 2r/3 (Figure 3.7(b)). Segment Process #2 (Figure 3.7(c)), whic
has a von Mise& = 10.0, is strongly anisotropic with a preferred angle of
zero radians (horizontal on this plot). This anisotroproency is detected

using the rose of directions (Figure 3.7(d)).
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(c) Segment Process #2, von Midés= 10,(d) Rose of directions: segment orientations
n=100 of Segment Process #2

Figure 3.7: Two segment processes (a & ¢) and their resgeases of
directions (b & d) for the length-weighted distribution @gnent
orientations.

82



3.3.1.2 Field data:F. virginiana stolons

Figure 3.8 shows aspects of the field data from the Woodbeladdiiets.
Figure 3.8(a) shows the number of ramets per plot. There &argl
decrease in the number Bfvirginianaramets per plot along the transect.
Although the number of ramets generally decreases alonigahsect from
forest stand to abandoned field, the length of stolon pertraroeases
(Figure 3.8(b)). Figure 3.8(c) shows the total length ofasiger plot vs.
the number of ramets per plot. It seems to suggest that theramimodal
response in total stolon length. At very high ramet dengiiy total length
of stolon decreases. Figure 3.8(d) shows the average lehgtblon per
ramet vs. the number of ramets per plot. Generally, as thetrdensity
increases in the transect plots, the length of stolon peetrdecreases.
Figure 3.9 shows the rose diagrams for the stolons of ramek=i
seven plots. Stolon in plots farthest from the field edget(@2p 03) do not
have a preferred direction of spread. Plots progressivesecto the
abandoned field, however, tend to show an increasing tepdeward a
preferred orientation of stolons parallel to the transadt jgerpendicular to
the forest edge (zero radians on the radial plot). This predeorientation

is particularly evident in Plots 07 and 08.
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Figure 3.8: Data showing number of ramets and length of stlmba
transect of 2 m x 2 m plots traversing a forest-field edge atWhedbend
Research Forest near Edmonton, AB. Plot 02 is located irotfest, Plot
08 is located in the field, and the forest-field edge is located
approximately Plot 07. (a) The number of ramets per plotfl{b)average
length of stolon per ramet, (c) the stolon length vs. the #aofets and (d)
the average stolon length per genet.
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(a) Plot02 (b) Plot 03 (c) Plot 04

(d) Plot 05 (e) Plot 06 (f) Plot 07

(g) Plot 08

Figure 3.9: Rose diagrams showing the distribution of “anglits” of
stolon fibres. A set of orientations was produced where eaitt{ram) of
line segments comprising stolon fibres was represented layndle.
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3.3.2 Rotation Analysis
3.3.2.1 Artificial data: Segment processes

Figure 3.10 shows an analysis where segment processes gérermated
using eleven values of von Mis&s(0-10). Ten segment processes were
generated for each value Kfand one example is plotted beside the
respective radial plot. Radial plots show the number ofrggetions
between parallel test lines and segments. As the valteisincreased,
the segment processes begin to exhibit a preferred oriemtatvard zero
(horizontal in segment plots and radial plots). On the fgul@ts, the
preferred orientation is perpendicular to the line drawouigh the longest
portion of the plot. AtK = 10 the segment process is almost parallel, and
the resulting radial plots from the ten processes cleadicate the
direction (zero radians) where the number of intersectim@iaeen test
lines and segments is a minimum. Note that B, the estimamalflength,
is slightly less than 100 units due to portions of randomstribhuted
segments falling outside the plot boundary. Also note thatestimate of

total length is accurate regardless of the level of aniggtro
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(a) K=0.0 B=96.0(b) K=1.0 B=96.0(c) K=2.0 B=97.0(d) K=3.0 B=97.0
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Figure 3.10: Rotational analysis for 11 segment modelsh(egglicated 10
times) where a raster representation of a segment proceased using
horizontal test lines for each of 36 ten-degree rotatiomalements. The
segment models ranged in their degree of anisotropy #om0.0
(isotropic) toK = 10.0 (strongly anisotropic). The preferred angle of the
models was zero. The average length of the segment proceases
estimated using a lattice of test lines.
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3.3.2.2 Field data:F. virginiana stolons

Figure 3.11 shows the results of a rotational analysis basexstimated
linear length B, for F. virginianastolons in each plot of the Woodbend
field data. The length estimates for each rotation of the aiealotted
against the rotation angle on circular plots. The plots éoted at the
same scale, so the diameter of the radial plot can be compategen
plots. Generally plots farther into the forest (e.g., Ploh&ve less stolon
per ramet compared to plots near the field (e.g., Plot 8). Ntsplave a
circular radial plot. Although centred on the origin, PI8ts5, 6, 7, and 8
are not circular, suggesting that the stolons are not ipmtadly distributed.
Plots 2, 4 and 8 are not symmetrical across the plot origiat ') they are
“off centre”, which indicates that the stolons are heterogesigou
distributed across the plot. Plots 3, 5, 6, and 7 have cleadyced
estimates oB at rotations of zero radians, which indicates preferretbato
growth parallel to the transect and perpendicular to thesfsfield edge.
Plot 8 also exhibits slightly lower estimates®ft a rotation of zero an,

indicating preferential stolon growth perpendicular te threst edge.
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Figure 3.11: Radial plots of estimated boundary length. @irginiana
stolons in 2 m x 2 m plots along a transect that traversed atibiedd edge
at the Woodbend Research Forest. The intensity was estiraaiteg
horizontal, straight test lines plotted against the rotatingle of the
original data. At a rotation of zero and the test lines align with North and
South in the field, are parallel with the transect, and peatjgetar with the
forest-field edge.
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3.3.2.3 Field data: conifer needles

Figure 3.12 shows the results of the rotational analysis®@tbnifer
needle data. Each radial plot shows the mean number of eéutgras
between parallel vertical test lines and needles in coatigyuadrats
along transects that were orientated down hill slopes.

At the very steepest slopes (43 and 52.7 degrees), a defomudt
the radial plot of intersection counts is evident. Therecanesiderably
fewer intersections between needles and test lines aicoi@igles near
zero andr (horizontal on the radial plot). At these rotation anglés, t
parallel test lines are vertical in the image and are aligragdllel to the
slope of the hill. This elongate shape of the rose of inteises, also
shown in Figure 3.10(k), is a clear indication of preferahgilignment of
linear structure. In the steepest of slopes (43 and 52.&dsjjthe
preferential orientation is aligned parallel of the slope.

The rose of intersections, aside from indicating prefeaént
orientation, also provides an indication of the densityedédles in the
guadrats. All roses of intersections in Figure 3.12 aret@tbat the same
scale, and their relative size indicates the relative dgwo$ineedles along
the transect. Transects that have fewer needles (illestiatthe example

images in Figure 3.12) also have smaller radial plots witallndiameter.
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Figure 3.12: The examination of conifer needles from 12geats 1 m
long, each with 10 quadrats (10 cm x 10 cm). Radial plots shgwhe
mean number of intersections between parallel test lindparcessed
images of conifer needles for the quadrats in the transeetl0 quadrats).
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3.4 Discussion

The analysis of artificial data (segment processes) dematesthat both
the summary of the angular distribution using radial plotd the
rotational analysis can providé&ective summaries of the directional
properties of a fibre system. Plotting the angular distrdwuits best applied
when the data are available in the vector format becauserigretation of
fibres represented by polylines can be easily measured badata are
loaded into the appropriate software package (e.gl.ithear software
library). There are methods available to determine ortendrom raster
data such as “tracing” the fibre at an intersection point @itast line (the
tracing methog, as well as calculating orientation based on thEedence
between observed and expected fibre width as measured lsstime
(theline width methodl The tracing and line width method both require
assumptions that could lead to errors if they are not adherdulit they are
viable methods for examining raster data. Although theyewet
presented here, the software librduipear provides functions that will
facilitate the application of both methods. The rotaticaadlysis presented
in this chapter provides a means of examining the angulqgrties of
data in raster format that requires fewer assumptions tiatirte width
method and the tracing method. The rotational analysisiges\a means
to estimate preferential direction of raster data with atre¢ly simple
image transformation and straight test lines.

The segment processes were generated completely in a dettor
format and then converted to a raster format prior to ansiysorder to
demonstrate the practical need for a bridge between rastierector
analysis when working with linear data. Null models and dagu

distributions are easier to implement and mdient using vector
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methods. In the case of completely vectorized data, it isprdationally
simpler to calculate exact linear properties of the systehef dealing
with simple, first order measures, such as length and otienjaHowever,
the conversion of linear data into a vector data format (éhgough the
digitization of stolon mappings using a GIS or vector graplsoftware)
can be very time consuming. In the case of complex linear (@adg,
heavily crossed conifer needles), vectorization of tha daight not be
practical. In such cases, the use of raster data methodsl\Wweureferred.

The rotational analysis was used to test the hypothesistméfier
needles on hillslopes will show a preferred direction ddems, potentially
as a consequence of physical processes. The examinationitéroneedle
data showed that, in the steepest of slopes (43 and 52.7ed¢gqreedles are
preferentially aligned parallel of the slope. The preféisdrarrangement
on steep slopes suggests the presence of a physical pretiegsom the
hill slope, possibly the result of a physical interactiotmEen the needles
and water that moves down the slope during storm events. fdlgsas of
this data also demonstrated that, given some knowledgeaistem (e.g.,
colour ranges for fallen conifer needles), it is possiblegbmate the
characteristics of linear data from complex datasets usietpods that are
efficient in terms of field and laboratorytert.

The angular distribution and rotational analyses were tséekt the
hypothesis that the directional propertiedo¥irginianastolon will vary
across a forest-field edge. The analysis offfhé@rginianadata seem to
indicate that stolons have a preferred orientation peripafat to the forest
edge in plots near the old field. This suggests that the ptiepaf the
edge may be influencing the growth direction of stolons, aesiby a

foraging response to light at a large scale (on the scalesaféimsect).
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Forest-field edges have been shown to be vegetation gradMainers
and Pickett, 1999), and the Woodbend site exhibited gragieperties in
terms of species preseriabsence and tree CBH.

The lack of preferred direction &t virginianastolon in many of the
plots farther into the forest may reflect a foraging respdodight at a
small scale (at the scale of the plants in the herb layer).di$tebution of
light in the heavily forested plots is heterogeneous, anading for these
smaller scale light patches could explain the lack of anxgat behaviour
in these plots.

The literature suggests thiatagaria spp. can respond to
heterogeneity. Angevine (Angevine, 1981, 1983) studiedi&gmography
of natural populations df. vescaandF. virginianaat three sites. He found
that the local conditions of the site had a greater influemclecal
demography than the identity of the species and that theseavgaeat deal
of variation between the siteB. chiloensishas been shown to increase
vegetative reproduction in areas of low light but high rgea (Alpert,
1999b). Alpert (1999b) also showed that integration carelifVerent
effects on plasticity at dierent levels of plant organizatioR. virginiana
has been found to increase biomass allotment to vegetafiweductive
organs when plant density is low (Holler and Abrahamson)9IT has
also been found th&t virginianaproduced higher proportions of stolon
biomass in low density field and wooded sites than higheritjesites
(Holler and Abrahamson, 1977). This agrees with the field dathe
Woodbend site, where average stolon length per genet senless the
density of ramets decreased.

Clonal plant foraging for light in other species has beerudoented

in the literature. Shibaike et al. (1996) found distinct piapions ofOxalis

94



corniculataexhibited a range of foraging responses along a light gnadie
and a range of plastic responses along a nutrient gradiantntsil et al.
(2004), examined vegetation from forests, wooded meadamgsmeadows
and concluded that foraging abilities might be favouredmeted
environments where light is heterogeneously disperseathlanx
strategy is favoured in undisturbed (unmown) meadows. Tdreatherb
Glechoma hederacdaas been found to produce longer, unbranched stolon
internodes in low-light conditions and short, frequerihanched stolon
internodes in high-light conditions (Slade and Hutchirdg@g87b). Such a
response would allow for utilization of resources in higiseurce zones
and more rapid spread through zones of low-resource au#yab
Lamiastrum galeobdolofL.) exhibited a foraging response to light,
producing shorter internodes and higher branching intynsider high
light conditions (Dong, 1993)Asarum canadensgenets have been found
to have shorter rhizomes in high light forest than genetewnlight forest
(Cain and Damman, 1997). Some clonal species have exhdntedility

to respond to light heterogeneity through changes in tieggllof
integration. For exampl&olidago canadensisas been shown to respond
to changes in environment that resulted in increased resdlight)
heterogeneity by increasing clonal integration (Hartaatt Bazzaz, 1983).
This is a somewhat fferent response than changing structural attributes,
but it is an important illustration of the flexibilityfeorded by the clonal
growth form. Similarly, shading can have an impact on spatracture as
well. Huber and Stuefer (1997) found that, although shadidgnduce
changes in branching pattern, théeet was the result of slowed

development of ramets that were shaded.
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3.5 Conclusions

The characterization of the directional structure of Imeeological data
can provide important insights into potential underlyimggesses when
combined with additional data about the system under stRidyting the
orientation distribution directly onto radial plots is thest method if the
data are readily available in vector format. If the data areavailable in
such a format (i.e., it is stored as raster data), a distabwdf orientations
can be extracted from raster data using test lines usinigtyandor
line-width methods, but these require specific assumptabosit the data.
The rotational analysis has been shown to beftectve and #icient
means of determining preferred orientation, and it is recemded for
these reasons.

In the case of thé&. virginianafield data, both the rotational analysis
and the plots of directional distribution seem to sugge$edint ramet
behaviour in terms of stolon direction along the forestdfignsition zone.
The spatial arrangement of stolons farther from the fordgeenay be
driven by a foraging response to light heterogeneity at kscales. Closer
to the forest-field edge, howevét,virginianamay be responding to the
source of light from the open field.

In the case of the conifer needles on hill slopes, the rotatio
analysis indicates artfect of slope on needle orientation. It seems likely
that physical processes, such as the flow of water duringexaants, is

responsible for needle alignment.
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Chapter 4

Incorporating genet structure

Into spatial analyses

4.1 Introduction

Characterizing the spatial structure of segments andatectfibres in
space can involve a wide range of tools. Chapters 1 througv& h
introduced and applied some of these methods. In ecologyséms,
however, the nature of the system may require additiondysesithat take
into account specific properties of the system. This is paldrly relevant
in the case of clonal plants where a genet might be composaawiber
of stolons that are connected to more than one ramet. Indkes, ¢the
connections of the “lines” (stolons) have meaning; thenrextions result
in the potential physiological integration of the genetimets. Any
analyses that do not take such a higher level structure ¢touet might
fail to incorporate the properties of the entire genet. Tidygses proposed
in Chapters 1 through 3, for example, examine each intad, fdralogous

to a single stolon, separately. They are useful in examitiiagttributes of
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a system of fibres, but they cannot provide insight into thaieix
connections between fibres. For example, the methods expioprevious
chapters cannot determine whether a clumped arrangemstaions is
due to a clumped arrangement of genets.

In order to consider the structure of several interconmecimets
together, the data must include not only the location ofstellines) but
also their connections and the locations of ramets (poiftte)ight also be
important to distinguish betweenfti#rent categories of points (e.g., parent
and daughter ramets). With such data in hand, it is possititedin to
address questions, such as whether the clustering of geadtsto
clustering of stolons. The examination of the second orpatial
properties has been mentioned in previous chapters, baid®ying these
properties at the level of the genet requires further dsioasof
“randomness”.

An important aspect of examining point patterns, which Haeen
used extensively in plant ecology, is the application of ptate spatial
randomness (CSR) (Dale, 1999). Models of CSR are used toie&gaint
patterns for clumping, randomness, or regularity. In treeaa a study plot
with N plant locations, a logical model of CSR is to randomize eaxhtp
location. In the case of a clonal plant mapped into 2D spam&elier, CSR
becomes more ficult to define. Should all the ramet locations or
stolongrhizomes be randomized in isolation? The physical streadfithe
clone would be destroyed in either case. Should the lengttotdns,
branching angle, or internode length of stolons be randedtan the case
of these variables, randomization is likely not ecolodicaleaningful, so
other models must be investigated. Clearly, the consideraft linear data

in the ecological context, particularly in the case of placlogy, requires
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careful application of randomization glod Monte Carlo techniques to
investigate the higher level spatial characteristics efésystems.

Despite the challenge of their development, methods of
randomization that take into account the properties ofeipliants could
provide insight into a higher level of spatial structurertltan be achieved
by considering individual components of a plant separatedy example,
Aralia nudicaulishas been found to have a clumped distribution of shoots,
but the clumps are formed from ramets of manetent genets (Edwards,
1984). The clustering of shoots observed by Edwards (19@4yigoint to
a foraging response where ramets are placed in responssotarees. This
agrees with the foraging concept of de Kroon and Hutchin§8%). Aralia
nudicaulishas also been found to exhibit regular ramet patterns atctile s
of the ramet, demonstrating an inhibition distance nedrdhthe average
radius of a ramet (Kenkel, 1993). In this case, the regylatibwed for
modelling of the ramet locations. Exploration of such syseising
methods incorporating the spatial arrangement of stglbizemes and
ramets, while preserving the stolon-ramet connectiongddead to more
insight into clonal plant behaviour.

This Chapter introduces randomization and Monte Carlo od=h
analogous to those methods used in point pattern analysien applies
the approaches to artificial data to illustrate thdiicacy. It also applies
them to the investigation of experimental field data frlerwirginiana
ramets transplanted into clumped, random and regulargeraents. The
hypothesis is that stolons will elongate in shade producad heighbour
genets and shorten and produce more ramets in patchestpflighas a
consequence the resulting stolon structure will not foltbat of the

original planting arrangement.
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4.2 Methods and Data

4.2.1 Constrained Randomization Analysis

A constrained randomization approach allows for some aspé@ set of
spatial data to be randomized while keeping others statjo@ven a
mapping of several distinct clonal plants, each ge@gt(ramets and
stolons) is randomized in the x-y plane while maintaining skructure of
the genet itself. The location of the entire genet is randecdhivithout
changing the internal structure of the genet itself.

The constrained randomization analysis has the followieps

1. Determine stolon intensity around stolons at a giverusa(@o,) for

each geneg;, in the study plotD.

i. DistributeN circles randomly on the stolons

ii. Calculate intensity of stolons within a radiusising, Equation 2.2.
Ignore all stolons belonging to the same genet. Note that thi

requires the fibres (stolons) be ‘marked’ with a genet-djdaibel.

2. Randomize in th& — y plane all genets without changing their
individual structure. The parent ramet’s location is randeed, and the
rest of the genet is subjected to the same translation. Ad@iredge
correction is used to adjust for edg@eets caused from randomization.
One way to accomplish this is by creating a new pigtthat is 3 x 3
times the size of the original study plot. The study plot datB is
randomized and copied to each of the nine plots making.upalculate
Ber using the same method as in Step 1HEgry), the sub-plot oE.
Figure 4.1 shows a field plot of ramets and stolons (a) anddte n

randomized data (b).
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3. Repeat Step 2 NSIM times to produce a distributioBgfestimates for
the study plot. This is an estimate of the intensity of steltsom all
other genets around gereeait a radiug when the genets are distributed

completely at random across the plot.
4. Repeat 1, 2, & 3 for a range of circle radi= rq, r,, rs....1,
5. CompareBo, alongside the distribution @g, for each radir.

Figure 4.1 shows a 2m x 2m plot of mappedirginianastolons and
ramets (a) and the randomized data with toroidal edge dare(b). In
(b), only the data in the innermost region is used for theyesl The
innermost region has dimension 2m x 2m, the second innenragsn has
dimensions 6m x 6m and the entire randomized plot area hasndilons

10m x 10m.

== ﬁ &):é gt
L Tsek T86L |
S7R0 S B

(a) Randomly Distributed Genets (b) Circle Sampling Analysis

Figure 4.1: A 2 m x 2 m plot of mappéHd virginianastolons and ramets
(a) and the randomized data with a toroidal correction (b).

All analyses were conducted in the Python programming laggu
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using thelLinear software library developed as a component of the thesis

research (see Appendix B).

4.2.2 Artificial Data

Three sets of artificial spatial data were used to illustitategenet
randomization procedure. The datasets represent gea¢trérandom
(Figure 4.2(a)), clumped (Figure 4.3(a)) and regular (Fegu4(a)). These
datasets were constructed manually, by replicating theopmgpof a

F. virginianagenet and positioning the copied data into the desired

arrangement.

4.2.3 Field Data

In the spring to 2005, approximately 14B0virginianaramets were
transplanted from the Cooking Lake-Blackfoot ProvinciacReation Area
into 2 m x 2 m plots at the University of Alberta Ellerslie Rasgh Station.
Each plot corner was marked with a permanent stake, andveéots
separated by a 1 m Her. A planting arrangement experiment was
conducted in 24 plots using 384 of tRevirginianaramets. Sixteen ramets
were planted in either random, clumped and regular arrargesin each
plot (n plots= 8, 8, and 8, respectively). The regular planting arrangemen
was a 4 x 4 ramet array, with ramets approximately 400 mm hetvaeray
rows and columns. The clustered arrangement was formecchyig four
point locations in the center of each 1 m x 1 m quadrant congdsie

plot. At each quandrant center, four ramets were plantedrta & square
with a length and width of approximately 250 mm. The samegpativas
used for all replicates. Two plots (one random, one clumpeate lost

during the experiment. The remaining 22 plots were survayddigust.
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A custom-built, four-legged camera pod was constructetivtioald
allow a digital camera to capture images while verticallgmended above
the ground. A series of test images taken using the pod wesktos
calculate the calibration factor for distance measuremeamd it was
determined that images collected using this pod had a saectierfof 2.4
pixelgmm or 0.42 mrypixel.

Each plot was digitally imaged during the 2005 season using a
camera mounted on the sampling pod. Approximately 40-5@aweing
digital images were taken of each plot in a grid pattern aed tompiled
using graphics software into a composite image repreggtiimentire 2m
x 2m plot. The composite image was cropped to the boundafribe dield
plot (using permanent corner markers as a reference) atetisdde final
plot image had dimensions 4730 pixels x 4730 pixels.

Each composite image was converted to a vector datasesesireg
the plot with points indicating ramets and polylines reprégisg stolons.
Using the composite plot image as a background, vector gragbftware
was used to mark stolons with polylines and ramet locatiaiis points.
Parent and daughter ramet locations (identified in fieldesyg\and hand
sketches) were identified as parents and daughters, rasghgatith
marked points. Stolons were marked with polylines that gérstarted at
the parent ramet and extended outward toward daughtergamet

In addition to digital imaging, a hand sketch was drawn ohgalot
showing ramets and their stolon connections. For each ramemnber of

variables were measured (Table 4.1).
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Table 4.1: Data collected froifa virginianaplants in
22 (2 m x 2 m) plots at the University of Alberta
Ellerslie Research Station.

Variable Units

X —y location mm
leaves #

longest leaf length mm
stolon #
stolon position mapping

flowers #
buds #

4.3 Results

4.3.1 Atrtificial Data

Figure 4.2(a) shows artificial data in a 2m x 2m plot where ¢gehave a
random arrangement, and Figure 4.2(b) shows the resuitstfre
constrained randomization analysis on the data. The obdéntensity of
the genet stolons is within 80% of the observations at alesq@adii of
sampling circles). This indicates that the intensity ofate from other
genets around any particular genet stolon in the observedddes not
significantly difer from what would be expected if all the genets were
positioned randomly.

Figure 4.3(a) shows artificial data in a 2m x 2m plot where tgene
have a clumped arrangement, and Figure 4.3(b) shows thiésrésmn the
constrained randomization analysis of the data. The obdantensity of
the genet stolons is above 80% of the observations at abds¢adii of
sampling circles) below 450 mm. This indicates that, ateschklow 450
mm, the intensity of stolons from other genets around antyquéar genet
stolon in the observed data is significantly higher than wiatld be

expected if all the genets were positioned randomly.
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Figure 4.4(a) shows artificial data in a 2m x 2m plot where tene
have regular locations, and Figure 4.4(b) shows the regalisthe
constrained randomization analysis on the data. The obdéntensity of
the genet stolons is below 80% of the observations at akksdahdii of
sampling circles) below 400 mm. This indicates that, aseschélow 400
mm, the intensity of stolons from other genets around aniquéar genet
stolon in the observed data is significantly lower than whadild be

expected if all the genets were positioned randomly.

M/f

Intensity of stolon (mm/mm~2)

0.000 0.001 0.002 0.003 0.004 0.005

100 200 300 400 500

Radius (mm) of sample circle

(a) Randomly Distributed Genets (b) Constrained Randomization Analysis

Figure 4.2: (a) Artificial data simulating randomly distried genets in a 2
m X 2 m plot. (b) Constrained randomization analysis showiiget-genet
stolon intensity (solid line) with an 80% envelope (greynr 100
randomizations of the genet data<£ 100 sampling circles).
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Figure 4.3: (a) Artificial data simulating clumped genetsid m x 2 m
plot. (b) Constrained randomization analysis showing tgeeet stolon
intensity (solid line) with an 80% envelope (grey) from 1@@ddomizations
of the genet datan(= 100 sampling circles).
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(a) Regularly Distributed Genets (b) Constrained Randomization Analysis

Figure 4.4: (a) Artificial data simulating regularly distted genets in a 2
m X 2 m plot. (b) Constrained randomization analysis showiget-genet
stolon intensity (solid line) with an 80% envelope (greynr 100
randomizations of the genet data£ 100 sampling circles).
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4.3.2 Field Data

Over the course of the summer, 360 m of stolons were produgcétkeb
transplanted ramets, and there were 950 total ramets irldke p
Figure 4.5 shows one example mapping from each of the clurmpedom

and regular arrangement treatments.

4.3.2.1 Genetrandomization

Figure 4.6 shows the results of the genet randomizatiorhfeet
characteristic plots where the parents had a random amsaTge
(Subplot 4.6(a)), a clustered arrangement (Subplot 4).,64byl a regular
arrangement (Subplot 4.6(c)). These plots are illusteaiithe general
results for the analysis for each initial parent configamatiFull results for
plots with parents having a random arrangement, clusteradgement,
and a regular arrangement can be found in Figures A.1 and¥32and
A.4, and A.5 and A.6 respectively. In the case of the genetaamzation
for plots where parent ramets had a random distributiorufieid\.1 and
A.2), almost all plots had linear spatial structure that waisdifferent than
what would be expected if the genets were arranged compktehndom.
In the case of the genet randomization for plots where pasenéts
originally had a clustered distribution (Figure A.3 and A@most all
plots had linear spatial structure that was ndisstent than what would be
expected if the genets were arranged completely at randothelcase of
the genet randomization for plots where parent ramets hagudar
distribution (Figure A.5 and A.6), all plots had linear sphstructure that
was not diferent than what would be expected if the genets were arranged

completely at random.
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(a) Clumped Arrangement

(c) Regular Arrangement

Figure 4.5: Examplé&. virginianamappings from plots having an initial
parent ramet planting arrangement that was either clunrpadpm and
regular. Plot size is 2 m x 2 m, amd= 16 original transplant ramets in
each plot. Plots were established at the Ellerslie Reseztation, and
ramets were grown during the summer of 2005. Ramets wergpiamnted
from the Cooking Lake-Blackfoot Provincial Recreation are
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Figure 4.6: Constrained randomization analysig.ofirginianaplots
showing genet-genet stolon intensity (solid line) with &¥8envelope
(grey) from 100 randomizations of the genet data (100 sampling
circles). Plot size is 2 m x 2 m, amd= 16 original transplant ramets in
each plot. Plots were established at the Ellerslie Reseztation, and
ramets were grown during the summer of 2005.
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4.3.2.2 Pair correlation,g(r), of fibre points

The pair-correlation function was calculated for randomefipoints using
the method explained in Chapter 2. Figure 4.7 shows exarapldts for
the pair-correlation function for a transplant plot thatl llerandom
arrangement of parent ramets (Subplot 4.7(a)), a clusteradgement of
parent ramets (Subplot 4.7(b)), and a regular arrangenfi@atrent ramets
(Subplot 4.7(c)). The results for the remainder of the ramddustered
and regular plots can be found in Figure A.7 and A.8, A.9 arftDAand
A.11 and A.12 respectively. All plots, regardless of plagtarrangement
show significant clustering at small (below 200 mm) radiith&lugh
Subplot 4.7(a) and 4.7(b) suggest inhibition at largeriradtinost all plots
had fibre point structures that did not significantlffeli from a random

point process (as demonstrated in Subplot 4.7(c).

4.3.2.3 Point pattern analyses of ramets

Figure 4.8 shows the pair correlation function calculatadafplot having a
random parent arrangement. The remainder of the plots atttiamly
distributed parents are in Appendix A.1. Figures A.13 antd/show the
pair correlation function calculated for all ramets in thetp where parent
ramets had a random arrangement. Figures A.15 & A.16 giiow
calculated for all parent ramets for plots where parent tatnad a random
arrangement. Figures A.17 & A.18 shayfr) calculated for daughter
ramets in random treatment plots. In the majority of plotghtparent and
daughter ramets were randomly arranged at all scales.

Figures A.19 & A.20 shows thie(r) function calculated for all
ramets in the plots where parent ramets had a random arramgem

Figures A.21 & A.22 show(r) calculated for all parent ramets for plots
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Figure 4.7: Pair correlation function calculated on fibrenpsampled
randomly from stolons in 2 m x 2 m plots when the parent plantin
arrangement was either random, clustered or regular. C&&ages (grey)
are from 99 random simulations of the data and contain 1008teo€SR
simulations.
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where parent ramets had a random arrangement. Figures AR34%&
showL(r) calculated for all daughter ramets in the random treatrplens.

Figure 4.9 shows the pair correlation function calculatacafplot
having a clustered parent arrangement. The remainder gidbtewith
clustered parents are in Appendix A.1. Figures A.25 & A.26vsQ(r)
calculated for all ramets in the plots were parent rametsahadstered
arrangement. Figures A.27 & A.28 shafr) calculated for all parent
ramets for plots where parent ramets had a clustered amsrge The
pair-correlation function for parent ramets clearly irated clustering at
radii between approximately 200 to 400 mm. This coinciddh e
original cluster sizes used for the parent ramets. Figur2s & A.30 show
g(r) calculated for daughter ramets in random treatment pldts.
daughter ramets in almost all plots in the clustered treatnim@wever, do
not show the clear pattern of clustering exhibited by theparamets.

Figures A.31 & A.32 show(r) calculated for all ramets in the plots
where parent ramets had a clustered arrangement. Figu38AA.34
showL(r) calculated for all parent ramets for plots where parenietam
had a clustered arrangement. Figures A.35 & A.36 sh@calculated
for all daughter ramets in the clustered treatment plots.

Figure 4.10 shows the pair correlation function calculdted plot
having a regular parent arrangement. Figures A.37 & A.38vshbe pair
correlation function calculated for all ramets in the plotre parent
ramets had a regular arrangement. Figures A.39 & A.40 g{ow
calculated for all parent ramets for plots where parent tarinad a regular
arrangement. Figures A.41 & A.42 shafr) calculated for daughter
ramets in the regular treatment plots. The pair correldtoparent ramets

reflects the regular arrangement of parent ramets, showimbition at
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radii below around 200-300 mm. Clustering was detectedgé leadii
(around 400 mm) which is the scale of the array of regulargcep
ramets. The pair correlation function for daughter rametheé same
experimental plots, however, does not detect regulanstelad, the study
plots, including the one in Figure 4.10(b) show a tendencgéughter
ramets to be either clustered or random.

Figure A.43 & A.44 showd.(r) calculated for all ramets in the plots
were parent ramets had a regular arrangement. Figures AALB@&show
L(r) calculated for all parent ramets for plots where parenietarhad a
regular arrangement. Figures A.47 & A.48 shb(w) calculated for all

daughter ramets in the regular treatment plots.
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(a) Parent ramets (b) Daughter ramets

Figure 4.8: Pair-correlation functiog(r), calculated for parent ramet
locations (a) and daughter ramet locations (b) for Plot 7reviparents were
randomly arranged at time of transplant. CSR envelopeg)agre from 99
random simulations of the data and contain 100% of the CSRlatrans.
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Figure 4.9: Pair-correlation functiog(r), calculated for parent ramet
locations (a) and daughter ramet locations (b) for Plot 1@relparents
were clustered at time of transplant. CSR envelopes (greyfyam 99
random simulations of the data and contain 100% of the CSRlatrans.
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Figure 4.10: Pair-correlation functiog(r), calculated for parent ramet
locations (a) and daughter ramet locations (b) for Plot 28relparents
were regularly arranged at time of transplant. CSR envsl{gey) are
from 99 random simulations of the data and contain 100% o€{&R
simulations.
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4.4 Discussion

The analysis of artificial data shows that the genet randaiioiz
procedure is capable of characterizing the spatial streactfigenets in
terms of clustering, inhibition (regularity) and randoraseThe analysis
relies on the fundamental concept of the well-known and lyideplied
point pattern analysis with a random Poisson point processmodel of
CSR. An important aspect of this analysis is that it astrained
randomization. Not all aspects of the data are randomibedstructure of
the genet is maintained but translated randomly in the x goidrye so that
the model of CSR is eandom genet proces&urther, by sampling only
stolons that are from other genets, the analysis ignoresering or
inhibition within the genet structure and instead focusethe spatial
relationship between genets.

The genet randomization procedure was used to test thelmsgist
that stolon spatial structure will not follow that of thetial planting
arrangement because stolons will respond to neighbout ghade by
elongating stolons and respond to increased light in opessany
producing shorter stolons and more ramets. Analysis oFth@giniana
plot data suggests that the initial parent ramet configumaibes not seem
to influence the spatial structure of either daughter ramessolons. The
constrained randomization shows that stolons were arcarsgelomly
regardless of the spatial configuration of parents, suggestat clonal
spread of the transplant&dvirginianais not influenced by the initial
arrangement of parent ramets. This strongly suggest§&thaginiana
does not follow an obvious set of growth rules. If simple giiovules
dictated stolon growth, it would be expected that the stmacof parent

ramets would therefore result in corresponding structutbe stolon
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structure. The point pattern analysis of fibre points faitedetect
repulsion or clustering of stolons, supporting the findifithe genet
randomization.

The point pattern analyses of ramet locations detectedrtifieial
spatial structure of parent ramets, correctly identifytimg clustered,
random or regular (inhibited) structure of the originahsplants. The fact
that daughter ramets did not adopt the spatial structuresif parents
supports the idea that stolon structure does not followtitage fixed
rules, as such rules would have produced daughter spatiatuste that
mirrored that of parent ramets. It also may suggest thattsiare not
placed preferentially in relation to existing parent ptant

The lack of structure is particularly interesting becabsérginiana
does show spatial structure in its stolon arrangementslahlets
(Chapters 2 & 3). Further, a clumped distribution of rametsllescales has
been found in other species (Hossaert-McKey and Jarry,)1 @9t
potential explanation for the lack of structure is the hoeragpus nature of
the transplant plots. The soil was tilled prior to transgilag and it is
assumed that this tilling would have mixed the soil into a bgeneous
state in terms of physical structure and nutrients. Thidcteuplain the
lack of spatial structure in stolons and daughter rametspaggeneous
soil conditions would be expected not to drive foraging oeses as
heterogeneous soil conditions might.

Foraging as a unified concept applicable to clonal and nonat!
species has been proposed (de Kroon and Hutchings, 199%. tHe
ramets, leaves and root tips are the “resource acquisitiootares” that
are distributed in the environment by rhizomes and stoland,stems and

root branches respectively (de Kroon and Hutchings, 1995Kroon and
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Hutchings (1995) define foraging as “the processes wheneloyganism
searches, or ramifies within its habitat, which enhanceacigslisition of
essential resources.”

Some clonal plants can preferentially allocate plant p@:ts., roots)
to take advantage of heterogeneous soil conditions andrbresase
productivity in the form of biomass (Birch and Hutchings929. It has
been found that resources are translocated along stolalevé&doping
ramets from established ramets (Slade and Hutchings, 198@&nett and
Bazzaz (1985) found that clonal growth$wolidago canadensisneasured
by length of rhizomes and number of rhizomes per plant, was
density-dependent. Sampaio et al. (2004) have found estdein
directional growth as a means of habitat selectioAéchmea nudicaulis
Slade and Hutchings (1987a) found thatGlechoma hederaceaigh
resource availability resulted in more intensive foragitgle low resource
availability caused more extensive foraging.

There is little doubt that thE. virginianaramets that are physically
connected by stolons are also physiologically connectbdrdis a
considerable literature discussing the physiologicagration ofFragaria
spp. Alpert and Mooney (1986) have found that clonal integneof
F. chiloensigamets increased survival under adverse conditions. Alper
(1996) found thaF. chiloensigamets on a stolon shared nitrogen, but large
net transfers only occurred to younger ramets from oldeetanin
younger ramets the sharing resulted in an increase in boaras
allocation to stolons, but in older ramets the sharing tedth a possible
decrease in biomass.

Alpert (1999a) found that ramets Bf chiloensigaken from

homogeneous environments shared fewer resources thatsriaken from
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heterogeneous environments. Further, Alpert (1991) fahathitrogen is
shared between rametsfefchiloensisand heterogeneous soil distribution
can influence the architecture of the plant by altering tloelpction of
ramets and stolons. This suggests a dynamic developmeahoécted
ramets whereby potential site heterogeneity would be éggdo influence
the clone structure in the plots. Roiloa and Retuerto (2pfiiand that
physiological integration if. chiloensisvas important in stressful,
heterogeneous conditions whereby demand for resourcegughter
ramets in unfavourable habitats increased the photosyniticiency of
parents. Zhang et al. (2009) found that clonal integratidfragaria
orientalisallowed the maintenance of ramets in water-stressed c¢onslit
Similarly, Mao et al. (2009) showed that water moves throkigigaria
ananassatolons to drought-stressed ramets due to a water potential
gradient.

As the density of ramets and stolons changed over time, dssiple
that the production of stolons could also vafyvirginianawill increase
biomass allotment to vegetative reproductive organs wieemt gdensity is
low (Holler and Abrahamson, 1977. virginianaproduced higher
proportions of stolon biomass in low density field and woosliéels than
higher density sites (Holler and Abrahamson, 1977). Intaatdi Xiao
et al. (2011) found that the sexual reproduction, growth, survival of
daughter ramets increased with clonal integration whidegtarent ramet
performance was reduced. The detection of such a phenoratthlie
possible by sampling the plot repeatedly at evenly spadedvials and
examining changes in stolon production.

However,F. virginianamay have other qualities which negate the

need to place ramets carefully.chiloensishas been found to segregate
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roots between connected ramets, which suggests thatatitegof clones
for signaling between ramets makes possible root separg@tiolzapfel

and Alpert, 2003).

4.5 Conclusions

The genet randomization analyses provides a method totigaesthe
spatial arrangement of genets while excluding the integeakt structure.
Coupled with methods that examine the general fibre streciumproves
the level of understanding that can be achieved.

The transplant experiment suggested thatrginianaadapts its
foraging behaviour to its environment, reacting to a honmegels resource
distribution by random clonal spread and random estabkstt of
daughter ramets in the short term. Longer term monitoringld/be
required to determine if there is a change in stolon spdatiatsire

formation and placement of ramets over time.

120



Chapter 5

Characterizing heterogeneity in

linear spatial data

5.1 Introduction

Foraging has been defined as a process where an organismesxplthin
its habitat in such a way so as to increase the acquisitioesafurces

(de Kroon and Hutchings, 1995). This is particularly rel@va clonal
plants that maintain physiological connections betwesouee

acquisition structures (e.g., leaves and roots). If suahtplcan locate such
structures in resource-rich regions grcavoid unfavourable areas, it
should lead to an overall benefit to the clone and an improméméditness.
For example, there is some evidence for environmental bgeeeity
resulting in adaptation in the form of plastic foraging resges in clonal
plants Ranunculus reptangvan Kleunen and Fischer, 2001). This agrees
with Hutchings and Price (1993), who argued that clonaltslaespond to
environmental quality, and thus environmental heterotgne

Such behaviour has been found in various species of cloaatsl
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Heterogeneity in soil nutrients has been shown to influetteet p
competition and the placement of roots (Day et al., 2003l &€ al.
(2003b) grewBriza medisandFestuca ovinan both homogeneous and
heterogeneous soil conditions and found an increase in ettop (as
measured by reduction in yield) and preferential placeroérdots in the
heterogeneous treatmefthardamine hirsuténas been found to respond to
heterogeneous nutrient supplies by producing more roogtsnd total
biomass when grown in soils with heterogeneous nutrieftioigion (Day
et al., 2003a). Li and Wang (2011) found nitrate translacato be
important inEichhornia crassipesand Sun et al. (2011) found fialograss
(Buchloé dactyloidgsncreased production of ramets in high nutrient
patches while at the same time reducing production of ramegtatches
that were nutrient poor. Roiloa and Retuerto (2007) fourad th
microtopography causing environmental heterogeneity In@ae costs for
ramet development. Spatially explicit modelling of clogabwth in
heterogeneous environments has shown that in some casasipyl@f
spacer length (short versus long spacers) can influencatibeof ramet
placement in resource-rich sites, but other environmestsited in spacer
length plasticity having no benefit in ramet placement oveulamodel
with random ramet placement (Oborny, 1994). The perforreafia
clonal species in a heterogeneous environment is not orggiitant to
understand the ecology of that particular species, butytafso be
important to developing an understanding of other spe€iesexample,
Eilts et al. (2011) have found that clonal plants can infleesecies
diversity in heterogeneous environments when they aretaldpan the
distances between resource patches.

Fragaria spp. have been found to exhibit foraging responses as well.
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F. chiloensishas been found to shorten stolon length, increase stolon
numbers, and increase ramet densities in response to secreaounts of
nitrogen (Tworkoski et al., 2001} vescahas been found to forage for
resources in heterogeneous environments (Roiloa and iRet2606c),
and in the case of heterogeneously contaminated soigsceplaced
ramets randomly but established ramets in non-contandr{reourable)
patches (Roiloa and Retuerto, 2006b). Roiloa and Retu2@@6p) also
found thatF. vescgparent ramets produced much more reproductive
biomass if a daughter ramet had colonized a contaminatéaire§soil,
indicating a possible escape response.

Trifolium repend.. has shown significant increase in branching when
growing in soil versus growing in sand (Welham et al., 20@&)ch a
response could be considered a foraging strategy, as sicggaranching
could potentially also increase the number of ramets in argarea.
Genotypes oRanunculus reptanfsom competitive heterogeneous
environments were found to be more able to respond to cotigretiy
altering stolon internode angle and stolon length than tyges from a
homogeneous environment without competition (van KleusmahFischer,
2001). Salzman (1985) showed habitat selectioArbrosia psilostachya
where non-saline soil was preferred over saline soil. Séfalund that
genotypes varied in their discrimination between salirgraon-saline
patches.

Increases in soil fertility has been found to increase rateasity,
mean height and total biomass in some clonal plaDggmagrostis
epigejogL.) Roth, Solidago canadensis,, andTanacetum vulgare.)
(Rebele, 2000). However, ifrientalis europaed.., increased nutrients

have been found to influence tuber growth in but not stolomtro
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(Piqueras et al., 1999). Macdonald andftees (1993) have found
Calamagrostis canadendis exhibit a foraging response when confronted
with heterogeneous resource distribution, and Kleijn aad 8roenendael
(1999) found thaElymus repenselectively extended stolons into
favourable patches, suggesting foraging in heterogeneaitats.

Clonal foraging responses are not always consistent across
heterogeneity types. For example, when grown in areas efdgtneous
plant densitiesElymus lanceolatussp. Lanceolatus, did not seem to
exhibit clonal foraging, which was opposite its behaviauthie case of
nutrient heterogeneity (Humphrey and Pyke, 2001). Desbpisevork,
more work is needed to improve our understanding of foragling case
has recently been made for the examination of heterogeexitycitly in
growth experiments (Hutchings and John, 2004), and recerk as
suggested that thefects of soil heterogeneity and plant foraging precision
on plants and plant communities requires further explonakKembel and
Cabhill, 2005).

The study of environmental heterogeneity and fte@ on clonal
growth presents additional challenges that arise fronrbgémeously
distributed data. These challenges have been known for SoraePollard
(1971) discusses methods of distance estimators of dearsityllustrates
the bias in density estimates that can occur in cases whecgetsity of
plants (points) are not uniform over the study region. Gitvemareas, both
with plants distributed at random, thaff@ir in density, it might be
desirable to estimate the densities in these two areas (eottity and size
of the two regions are unknown). In light of this simple exdenthe
problems associated with an area that has an unknown setgdhs” with

unknown mean density and variance become obvious. The@nedm be
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extended to linear data as well. In another example, ciadleplaced at
random over an area and Poisson-distributed numbers afspanie
distributed (uniformly and independently) at random witbach circle.
Only the size of the circles vary between the two realizatiddnly the
radius of the circles separate the two processes, the sradieis
producing a pattern that would be considered obviouslyegaied and the
larger radius producing a pattern that would be considelaubdly
heterogeneous. If one considers that a continuum of ciacle exist
between these two examples, this is problematic and disTeag because
it illustrates the lack of clear distinction between clustg and
heterogeneity from the point of view of detection and chemazation. The
problem of heterogeneity, illustrated by this example seesally a
problem of scale of observation. Early attempts at dealiitly gpatial
heterogeneity focused simply on identifying the patterh@sogeneous or
heterogeneous using global analysis. Diggle (1977) stgdestwo-stage
procedure to detect random heterogeneity where a preligntaat of
randomness is followed by a heterogeneity test. This alfowa four-way
classification of spatial point patterns into regular, @mehomogeneous,
random-heterogeneous or aggregated types. This methadugh, global
classification and does not provide for local, exploratorglgsis.

Arbia (1990) developed a method that essentially uses &Gl zes
to describe the non-stationarity of a particular regionisHpproach
focuses on lattice processes (processes operating oviel) agd is based
on resampling the spatial data several times using a slidindow over an
area ofn by mcells. Instead of a global estimate of the selected measures
(e.g. mean, variance), the method generates a set of estimar the grid.

Pélissier and Goreaud (2001) proposed the delineatiosgidms of
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interest that would be homogeneous in terms of point deasitlyof
second order characteristics. Local neighbour densitysandnd order
neighbour functions can be used to draw “isolines” of dgresitd then use
special versions of Ripley’s K in each homogeneous regiawéver, this
is only applicable to “simple cases of heterogeneous végetahat lend
themselves to objective delineation of homogeneous stbpid not more
complex problems such as smooth intensity gradients. Tpkcagions of
such methods would also be problematic to fibre system pattire to the
increased complexity of the pattern under consideration.

The methods of Brix et al. (2001) and Couteron et al. (2003),
however, are promising because they combine some contegpects of
moving windows and delineating homogeneous regions. Tapter takes
initial steps in applying the methods of Couteron et al. @G0 examine
the heterogeneity of spatial patterns produced by linedufes (“fibre
processes”) rather than points (“point processes”). Itréras the spatial
structure ofF. virginianathat have been grown in heterogeneous soil
conditions, and it applies various methods of linear datdyesis to
characterize the stolon spatial structure that arise utheése soil
conditions. The biological hypothesis is tiatvirginianawill respond to
nutrient heterogeneity by shortening stolon length, iasieg stolon
production, and increasing ramet production in regiondexfaged nutrient
concentration. As a result, stolon spatial structure vatywith nutrient

heterogeneity spatial structure.
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5.2 Methods

5.3 Local Global Analysis

The general framework of the fibre heterogeneity analyss tise work of
Couteron et al. (2003) as a foundation, but it has been adl&mteise with
linear data. The methodological procedure follows a seriasseps that can
be grouped broadly into two main families, components irgdgtio (1)

local analysis and (2) global analysis. This combined lgtabal analysis
is applied with the aim of detecting the scale of the hetemegg in the

plot as measured by a tradé-between local variance and global bias.

Local analysis

The local analysis focuses on finding the “optimal” partititg of the
study area into cells of a given size by finding the cell partisize that
minimizes the total mean squared error of a statistic catedlboth
globally and locally over the study plot. For this exercise mean
interpoint distance between points of intersection wasl asehe metric.
One hundred random fibre points were distributed over thedibr
the study plot. The rhizome mapping was then divided int@asegells of
width w. In each of the cells a Monte-Carlo simulation was perforied
randomized the random fibre points in that cell. The fibre samthe cell
were then compared to an equal number of completely randamispo
using the mean interpoint distance. It was assumed thasfibseributed at
random across the cell (a homogeneous and isotropic pjogeasl
produce fibre points with a specific distribution of intenmutadistances.
Departures from this distribution will indicate departsifeom complete

spatial randomness of fibre position and orientation. Theicance of
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the test is given by the relative number of times the simdlatgerpoint
distance is greater than the observed distance. The Mae-S&imulation
was repeated in each cell for a range of cell sizes (divistb8s 4, 5, 6, 8,
10,12, 14, 16). See Couteron et al. (2003) for a descripfidineo
Monte-Carlo simulation.

The Monte-Carlo simulation produces a significance valué¢hfe
test in each cell of the study area. Tp@alue should be low when there is
inhibition of intersection points in the quadrat and highaenhthere is
clustering in the quadrat. The number of horizontal andearpartitions
determines the quadrat size in which the analysis is caotikdDetecting
the optimal quadrat size provides an indication of the satWehich
analyses can be conducted whereby tfiects of heterogeneity are at a
minimum. By extension, it can be expected that the areasmiitie
optimal quadrats are the most homogeneous. Because thetpadl|
differ from each other in terms of their internal propertiess #pproach
can be used as a means of identifying the scale of plot hedneoty.

The optimal quadrat size is defined as the quadrat size tmatmzes
the total mean squared error (Eqn. 5.9), the traffi&etween squared
global bias (the squared mean of all local biages, j), and variance
(Egn. 5.8) attached to the statistic used for the global @stiteron et al.
(2003) states that the squared bias will likely increaseelisize increases
due to the points within the cells becoming increasinglyomiogeneous
and that variance will likely be high when quadrats are vemalédue to
small numbers of points. The minimum of the error functidret,
represents the balance of these two phenomena.

In order to estimate local biakg(i, ), (Eqn. 5.7) first- and

second-order intensity functions (Couteron et al., 200&)ecalculated for
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each cell {, j) based on the density of fibre points within each cell.
The first-order intensity functions include both horizdrieegn. 5.1)

and vertical (Egn. 5.2) components. These components exdime
density in cells adjacent to the current cell j{, horizontally and
vertically. The second-order intensity functions inclimteizontal

(Egn. 5.3) and vertical (Eqn. 5.4) components, as well agashal
components (Eqgn. 5.5) and (Eqn. 5.6). These component&leotise
first-order functions adjacent to the current cellj), horizontally,

vertically, and diagonally. These components are listéovine

(d(i, j+1)-d(i,j- 1))

heh(i. 1) = @iy G-
o di+L])-di-1 )

veh(i. ) = @iy 62

hd2(|, J) — (hdl(l’ J + 1) - hdl(l’ J - l)), (53)
@)

vy < 0+ L)~ v~ 1) 54
@

ey ) < T+ D= v - 1) 59

(2)
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(hdi(i + 1, j) — hdy(i — 1, j))

vha(i, j) = @

(5.6)

whered(i, j) is the density of intersection points in the cellj{.
The intensity functions are stored in the matriégsandB;; and used

to calculate the bias for the cell {) (Egn. 5.7),

Aj = [ ha(i, j) veh(, j) ]

hdy(i, j) hva(i, j)
hvay(i, j)  vdh(i, )

L nij(nij — 1
b, j) = Z—'Atrace(Bij)—(Z i’ Bijqu%uTr (AijAJ')W)/Nsim,
N

(5.7)

whereny; is the number of points in the cell,andw are arrays
containing the x and y values of random points, &g, is the number of

simulations in which there are more than one point in the cell

Global analysis

The global variance that results from a given cell size (aonber of
divisions) is then calculated (according to Couteron et24103)) via

Egn. 5.8,
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o1
12N,

(5.8)

g

whereNq is the proportion of cells having more than one point (and
as a result also have a bias estimate). The variance meamddere is
altered slightly from that of Couteron et al. (2003), whoaenendN, as
the absolute number of cells having more than one point,weastfound
that use of an absolute value fidg can not produce the behaviour
described by their results. In addition, the variances aases were found
to differ widely in their scales, such that the variance estimagrs wrders
of magnitude smaller than the bias estimates. The low vdltieeo
variances is obvious from the structure of Eqn. 5.8. To acttar this
both measures were standardized such that each rangecchdtyg.

A measure of the mean squared error is then given by Eqn. 5.9,

E=Db%+02 (5.9)

whereb? is the squared mean bias of all cells having more than one
point. The cell size that minimizes this value is then chasethe cell size
that provides the best tradéfdetween small cell size (and increasing
variance) and large cell size (and increasing bias).

In addition to the local-global analysis, a circle samplamglysis,
fibre point analysis and point pattern analysis of dauglaterats was
conducted on each plot.

All linear data analyses were conducted in the Python progriag

language using theinear software library developed as a component of
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the thesis research (see Appendix B). Point pattern arsalysee

conducted using R as in previous chapters.

Field data

In the summer of 2006, a soil nutrient heterogeneity expentwas
conducted in plots at the Ellerslie research station. Fe&tinents were
established that attempted to alter the spatial distobutf soil nutrients in
2 mx 2 m plots. Each treatment was replicated four times for af twft20
plots, and the plots were randomized. FBuvirginianaplants were
planted in specific locations in each plot in June. The plaatsbeen
transplanted at the University of Alberta Ellerslie Resbatation in the
spring of 2005. They were then moved from their transplacdtion into
their experimental plot location. The five nutrient treairtseare illustrated
in Figure 5.1. Grey areas represent regions that receivienu
application. Each 4 Aplot received 33.9 mL of 24-8-16 (24% N, 8%
P,0Os, 16% K;O) all purpose fertilizer. The dry fertilizer was spreadye
by hand inside predefined regions of the plot, and it was asduhat there
would be little migration of the nutrients into adjacent Hentilized areas.
The plots were fertilized twice throughout the duration xperiment (June
26 & July 15).

Plots were imaged with a digital camera on (July 17 & July 26
(approx. 2 & four weeks)) using the sampling tripod used &npling the
2005 Ellerslie plots. Digital images were assembled intorapmosite
image and scaled using the same methodology as in Chaptech. E
composite image image was then converted from raster tovedata by
hand using vector graphics software as in Chapter 4. Thevadtwas

used to trace manually all stolons, identify stolon conioestand
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branches, and mark the location of daughter and parent saifie¢ vector
dataset describing each plot was analyzed usingjitiear software library

(see Appendix B).

s o ||® (®
e l|@® ®

B5

Figure 5.1: Nutrient experimental design. Each treatmexst igplicated
four times. Four plants where transplanted into each plae@ments, 4
replicates= 80 plants in 20 plots). Grey areas represent regions that
received nutrient application. Each 4 piot received 33.9 mL of 24-8-16
(24% N, 8% BOs, 16% K;0) all purpose fertilizer. Plot size is 2 m x 2 m.
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5.4 Results

5.4.1 Local Global Analysis
Treatment B1

Figure 5.2 shows the results of the local partitioning asialfor treatment
B1. Plots 1, 16, and 21 all show a recommended plot size oftitipas
(16 cells), while the recommended plot size for Plot 39 is ifpans (36
cells). The minimum of the mean squared error representsasietrade-fi
between bias and variance (the recommended level of paitiy).

Figure 5.3 shows plots showing thevalues for Monte Carlo
analysis at the scale of plot division recommended by thetjpeing
analysis (Figure 5.2). Lighter values indicate plots wiidphp-values
indicating clustering of fibre points relative to a randonmnp@rocess. This
provides a spatially explicit indication of the locationdescale of

clustering in the plot.
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Figure 5.2: The mean squared error calculated for the Bintea plots.

The mean squared error is plotted against the number ofipagin the x
and y direction. The vertical dashed line represents thénmoim partition
size.
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Figure 5.3: The-value maps for the B1 treatment plots. Tirealue is the
significance of a Monte Carlo point pattern analysis conelliagt each
partition of the plot. The-value map for each plot is shown with the
number of partitions indicated in the partitioning anadydiighter colours
represent higher significance (clustering of points in theifon).
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Treatment B2

Figure 5.4 shows the results of the local partitioning asialfor treatment
B2. Plots 13, 24, 35, and 37 all show a recommended plot size of
partitions (16 cells).

Figure 5.5 shows plots showing tpevalues for Monte Carlo
analysis at the scale of plot division recommended by thetjmening
analysis (Figure 5.4). Lighter values indicate plots wiidphp-values

indicating clustering of fibre points relative to a randoninp@rocess.
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Figure 5.4: The mean squared error calculated for the B2nea plots.

The mean squared error is plotted against the number ofipagin the x
and y direction. The vertical dashed line represents thénmoim partition
size.
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Figure 5.5: The-value maps for the B2 treatment plots. Tiregalue is the
significance of a Monte Carlo point pattern analysis conelliagt each
partition of the plot. The-value map for each plot is shown with the
number of partitions indicated in the partitioning anadydiighter colours
represent higher significance (clustering of points in theifon).

139



Treatment B3

Figure 5.6 shows the results of the local partitioning asialfor treatment
B3. The recommended plot size for Plots 3 and 36 is 4 parst{@6 cells).
The recommended plot size for Plot 31 and 38 is 5 and 11 parsiti
respectively.

Figure 5.7 shows plots showing thevalues for Monte Carlo
analysis at the scale of plot division recommended by thetjpeing
analysis (Figure 5.6). Lighter values indicate plots wiigphp-values

indicating clustering of fibre points relate to a random ppiocess.
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Figure 5.6: The mean squared error calculated for the Btea plots.

The mean squared error is plotted against the number ofipagin the x
and y direction. The vertical dashed line represents thénmoim partition
size.
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Figure 5.7: The-value maps for the B3 treatment plots. Tiregalue is the
significance of a Monte Carlo point pattern analysis conelliagt each
partition of the plot. The-value map for each plot is shown with the
number of partitions indicated in the partitioning anadydiighter colours
represent higher significance (clustering of points in theifon).
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Treatment B4

Figure 5.8 shows the results of the local partitioning asialfor treatment
B4. The recommended plot size for plots 30 and 40 is 4 panst{a6
divisions). The recommended plot size for Plots 2 and 48 isdb7a
partitions respectively.

Figure 5.9 shows plots showing thevalues for Monte Carlo
analysis at the scale of plot division recommended by thetjpeing
analysis (Figure 5.8). Lighter values indicate plots wiigphp-values

indicating clustering of fibre points relative to a randoninp@rocess.
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Figure 5.8: The mean squared error calculated for the Béntea plots.

The mean squared error is plotted against the number ofipagin the x
and y direction. The vertical dashed line represents thénmoim partition
size.
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Figure 5.9: The-value maps for the B4 treatment plots. Tiregalue is the
significance of a Monte Carlo point pattern analsysis cotetlim each
partition of the plot. The-value map for each plot is shown with the
number of partitions indicated in the partitioning anadydiighter colours
represent higher significance (clustering of points in theifon).

145



Treatment B5

Figure 5.10 shows the results of the local partitioning sysik for
treatment B5. The number of partitions for Plots 5, 19, 42, 4Bis 9, 10,
10 and 8 partitions, respectively.

Figure 5.11 shows plots showing tpevalues for Monte Carlo
analysis at the scale of plot division recommended by thetjmening
analysis (Figure 5.10). Lighter values indicate plots vhiidph p-values
indicating clustering of fibre points relative to a randoninp@rocess.

Figure 5.12(a) and 5.12(b) shows the original data for Plrd the
results of the partitioning analysis, respectively. Fegtrl2(c) shows the
genet data from Plot 1 artificially manipulated so that theeparamets are
in a similar arrangement to those in treatment B5. Figurg2(®8)ishows the
corresponding results from the partitioning analysis. dthithe original
data and the translated data, the partitioning analyssmetended
partitioning by 4 (16 cells). The mean squared error curvetfe artificial
data (Figure 5.12(d)) doesftir from that of the original data
(Figure 5.12(b)) in that it is unimodal in nature, startioglecrease after a
maximum at a partitioning level of 7. The mean squared emorecfor the

original data is monotonic.
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Figure 5.10: The mean squared error calculated for the Bntrent plots.
The mean squared error is plotted against the number ofipagin the x
and y direction. The vertical dashed line represents thénmoim partition
size.
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Figure 5.11: Thep-value maps for the B5 treatment plots. Tealue is
the significance of a Monte Carlo point pattern analsysislooted in each
partition of the plot. The-value map for each plot is shown with the
number of partitions indicated in the partitioning anadydiighter colours
represent higher significance (clustering of points in theifon).
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5.4.2 Circle sampling

Appendix A contains the results of the circle sampling otpia the
various treatments. Generally, treatments B1, B2, B3 and B4
(Figures A.49, A.50, A.51, A.52, respectively) show similesults. There
is clustering at small radii, but inhibition at larger radireatment B5
(Figure A.53), however, shows a considerablffatient structure, with

clustering but no inhibition.

5.4.3 Fibre point analysis

Appendix A contains the results of the fibre point analysiplofs in the
various treatments. Treatment B1 resulted in similar filmi@tresults
across plots, indicating clustering at small scales, itibitbroughly at the
scale of planting (400-800 mm), and clustering at 1000 mmyuie A.54).
Figures A.55, A.56, and A.57 show the results for treatmB@atsB3 and
B4, respectively. Treatments B2 and B3 do not show a comgisteponse
within the treatment. Treatment B4, does seem to exhibisistent
clustering at small scales and inhibition at medium scalesatment BS
(Figure A.58) shows a markedlyftirent spatial structure. Here, there is
no inhibition detected at medium scales and no clusteritayge scales

(as in the case of treatment B1).

5.4.4 Point pattern analysis

Appendix A contains the results of the point pattern analg§idaughter
ramet locations in the various treatments. Generally, tietpattern
analysis of treatments B1, B2, B3, B4, B5 (Figures A.59, AS®1,
A.62, A.63, respectively) showed similar patterns betwiberplots.
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Daughter ramets tended to be strongly clustered at smadéissga400
mm), but in many cases they tended toward randomness oitiohiat

scales above 400 mm.

5.4.5 Null models of genet responses

Although not used in the analysis in this chapter, Monte &arlalyses
using spatially explicit null models are a promising aveotiurther
investigation. A variety of null models might be employedsirch
analyses. Such models, however, would require some form of
parametrization, in which case existing data about theatlplant is
important. TheLinear software library was used to extract information
about theF. virginianamapping in preparation for this work.
Figure 5.13(a) shows the average stolon length per genetfdr of the
five treatments. Figure 5.13(b) shows the daughter to paaemet distance
for all parent-daughter pairs in each treatment. Figur8(8)lshows the
number of ramets per plot for each treatment. Figure 5.183{d)vs the
total stolon length per plot.

Genet models were developed using lteear software library as a
first step to implementing the analyses. Figure 5.14 showsrebd
F. virginianastolon data (a), a parameterized spatially explicit mofléie®

data (b) and a model with stolon turn angles randomized (c).
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Figure 5.14: Actual (a) and simulatédvirginianagenets (b and c). The
simulation model in (b) was parameterized using the obsletaga in (a).
The simulated model in (c) was parameterized using the védetata in
(a), but turn angles were random. Model parameters are nuohls&lon,
branching likelihood, initial stolon orientation, turngla distribution, and
distribution of segment lengths.
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5.5 Discussion

With some adjustment, the partitioning analysis defined by & al.
(2001) and applied by Couteron et al. (2003), shows pronsseraeans of
characterizing the heterogeneity of linear spatial patteising the
proportion of points folNg, as opposed to the point count suggested by
Couteron et al. (2003), was the only means by which the veeiameasure
would behave in the fashioned described. The need to stdirdahe bias
and variance may have been the result of having to work with a
fundamentally dierent geometrical structure, although comparison of the
results of Couteron et al. (2003) and the formula for the gletariance
from that paper suggests that a transformation had beeorpeé but not
explicitly reported. A potentially fruitful and necessaea of further
research is the development of new, more intuitive measifresriance”
and “bias” that are more appropriate for linear features.

The larger cells, with few divisions, provide relatively nyarandom
fibre points due to their larger area, but they have a reduo#itydo
characterize the fibre system due to the decreased resol@mmversely,
small cells, and thus many divisions, result in the fibre fsofor test lines)
producing point patterns that are very representativeefiite system,
but the number of points in each cell is reduced. This redndti sample
points, although reducing the bias, resulted in an increade adjusted
variance of the cells. The interpoint distance metric usae hequires at
least two points in the cell. Metrics that are based on an arezh as the
convex hull of a cluster of points, would require at leasethpoints.
Realistically, these metrics are much more useful if theeen@any more
than two or three points within the cell. An important corsation is that

the number of intersection points can be controlled by veyyhe interval
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of the test lines (if test lines are being used to generate fibmts), the
number of sampling circles or the number of fibre points thated on the
observed data.

Although the mean interpoint distance was used in the MoatéC
analysis, this analysis provides ample possibility foeesion and
alteration. For example, fierent models could be used in the Monte Carlo
analysis. One promising approach not applied here is thefuseandom
segment model in the Monte Carlo simulation instead of aoangoint
process. This segment model would then be sampled usiniiest
sampling circles, or random fibre points. The points geeerhy the
intersections with the test lines and the data would therobgpared to the
points of the observed intersection or fibre points. Inst#atie point
intensity remaining constant (as in Couteron et al. (20QB¥ intensity of
the segment process system within the cell is kept constanss
simulations with the position and orientation of the segta&eing
randomized.

In addition to this, the Monte Carlo analysis could be conedc
using measures that are not point- or line-based. Such mesasght
include a directional distribution comparison betweendhserved data
and a random segment process. Using more complex approacicasas
measures relating to the second order measures of fibregsexs;ere also
areas of promising investigation that await further depsaient.

In this investigation, the number of fibre points were heldstant
per unit area, but alternatively they could have been hatdtamt per unit
length of observed data. There exists no recommended nwndensity
of randomly distributed fibre points for use in charactewgiinear data.

Further, there exists no recommended intensity of tess$ lamesampling
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circles used to generate intersection points. Experinientavith test line
intervals, circle sampling densities and fibre point déesiare areas that
require further investigation so that the behaviour of éhggstems can be
better understood when such densities are altered.

The high proportion of cells having zero-valperalues is expected
due to the considerable regions of relatively open spadeeiR.tvirginiana
mappings. This is likely to be a typical result for rhizomeppengs in
general as there tends to be a considerable amount of opes Igative to
the actual fibres (e.g., Maddox et al., 1989; Edwards, 19848 p-values
for plot partitions that were non-zero, however, variedsiderably,
usually between 0.5 and 1.0 (random and strongly clusteesgectively),
which indicates that in partitions where there was more thanfibre
point, the point patterns ranged between clustering amtbraness. This
indicates that the heterogeneity of the mapping is beingatied by the
analysis. Generally, such a result means that caution dlb@uxercised
when applying standard analysis approaches across thaspsisumptions
of homogeneity might be violated. If deemed substantialghdo warrant
treatment, the heterogeneity can be addressed by firstigairig the plot
using the local-global analysis and then conducting furtimalyses inside
the cells. While there have beefiarts to deal with anisotropic fibre
processes (Benes et al., 1997, 1994), the assumption df@siy process
cannot be avoided and global-local methods such as thisderav
promising method by which heterogeneous patterns can beiegd with
analyses requiring the stationarity assumption.

The local-global analysis was used to test the biologicpbltlyesis
thatF. virginianawill respond to nutrient heterogeneity by shortening

stolon length, increasing stolon production, and incregasamet
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production in regions of elevated nutrient concentratiesulting in stolon
spatial structure varying with nutrient heterogeneitytsatructure. The
partitioning analysis did indicate varying partition sZer different plots.
Overall, although there was variability within treatmenkere was some
indication that the nutrient heterogeneity might have irficed the
structure of the genets, particularly in the B3, B4 and BplBotentially,
this could reflect a foraging response or some other phygitdbresponse
to the increased nutrients in some regions of the plots. Moty in the
B1-B4 treatments had a suggested partition size of the noimizh x 4
partitions. This relatively large partition size indicatarger areas of
homogeneity in the fibre point distribution and, by extensibe

F. virginianastolons. However, some plots within each of the treatments
B1, B2, B3 and B4 had much higher levels of partitioning (ug@o
partitions). In these cases, the smaller partition sizeN®d by increased
heterogeneity of fibre points at a smaller scale.

The larger partitioning of the B2 plots might be reflectivetueé
larger scale nutrient heterogeneity. They were similanéoB1 plots in
that thep-value maps indicated large regions of clustering. The kemal
partitions (5 and 11 partitions) in two of the four B3 treatrhplots
indicates heterogeneity at smaller scales in these twe.pltiis could be
an indication of a response to the smaller scale of nutrieté@rbgeneity in
the B3 treatment. The B4 treatment showed high variabiktydeen plots
in terms of partition size. Two plots had higher numbers afipans, but
the resultanp-value mappings didn’t seem to indicate a concentration of
stolon clustering around the plants in the higher nutriemiez The B5
treatment showed the most consistent results across ploshigh

number of partitions indicates small scale heterogenaitgt,thep-value
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maps clearly indicate the concentrated stolons. It is @stémng to note that
the small partitions vary considerably in terms of theiralues, indicating
various degrees of clustering in the partitions.

Although the original planting arrangement of the B5 treztis
differed slightly from the other treatments, this planting mgeament can
not fully account for the consistent high level of partitiog required in the
B5 plots. This is supported by the artificial manipulatioritod genet data
from Plot 1 (B1) into a “planting” arrangement similar to tpiets in BS.
Reanalysis of this artificial data showed a recommendediparsize that
was unchanged from the original data. If planting arrangsitie the case
of treatment B5) was solely the cause for the partitionirsylits, the
manipulation of the B1 data would have resulted in partitigrand
p-values similar to those of B5. This was not the case, whigjyssts that
the structure of the stolons in the B5 plots, rather than kirttye
aggregation of parent ramets in the planting arrangemesiijted in the
observed partitioning angtvalue maps.

It was expected thadt virginianawould exhibit some response to the
nutrient heterogeneity. It is known that other species efAtagaria genus
do respond to heterogeneous environments. For exampletA991)
found that nitrogen is shared between ramets. chiloensisand
heterogeneous soil distribution can influence the arcthite®f the plant
by altering the production of ramets and stolons. Alpert.g2803) found
that, although~. chiloensigdid show diferences in performance in the
heterogeneous environment, it did not shoftiedences in division of
labour as measured by root allocation as a function of rapmatection. In
addition, Alpert and Mooney (1986) have found that clonggmnation of

F. chiloensigamets increased survival under adverse conditions. It was
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expected that similar responses would be exhibiteB. lyrginiana. It may
be that the history of the plants may have also impacted thétse Latzel
and KlimeSova (2010) suggest that the phenomena of tearesgtional
plasticity may also be applicable to clonal plants. Thigmufs Roiloa

et al. (2007) who found thdt chiloensifrom more heterogeneous
habitats have greater ability for division of labour tHarchiloensidrom
more homogeneous environments. However, other evidemggested that
ramets would respond regardless of past history. D’Hddeét al. (2011)
found that clonal plants responded to heterogeneity réggsdf the
nutrient availability of the previous environment. Thisluided plants from
resource poor sites responding to nutrient heterogertaityher research
is required orf. virginianain this area.

The potential for other clonal species to respond to hetarely is
well known. Clonal plants have the ability to preferengiallocate plant
parts (e.g., roots) to take advantage of heterogeneouswsalitions and
thus increase productivity in the form of biomass (Birch &hdchings,
1994). Foraging has been documente#iy@rocotyle bonariensighere
ramets were located preferentially outside of unfavowalatches in a
heterogeneous environment (Evans and Cain, 1995). Inéegcéones of
Potentilla simplexhave been found to elongate their stolons more so than
clones that were not integrated, which suggests that iatiegrcould allow
for movement away from unfavourable locations (Wijesinghd Handel,
1994). It might also suggest an improved ability for the ceetad ramets
to explore their environment more rapidly, leading to theliaved
acquisition and utilization of resources.

The clonal herlislechoma hederacdaas been found to produce

longer, unbranched stolon internodes in low-light coidisi and short,
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frequently-branched stolon internodes in high-light ddods (Slade and
Hutchings, 1987b). Such a response would allow for utilizabf
resources in high-resource zones and more rapid spreadjthrones of
low-resource availabilityG. hederacedas also been found to exhibit a
foraging response to nutrient conditions by forming shuighly-branched
internodes in high nutrient areas and long, lowly-brandhestnodes in
low nutrient areas (Slade and Hutchings, 1987c).

However, not all foraging would take place by the alteratbstolon
structure. In their review, de Kroon and Hutchings (199%)gast that
morphological plasticity of roots and shoots (i.e., morplyy at the level
of the ramet) provide mechanisms for foraging, while gelhereon-plastic
length of stolon and rhizome spacers provide mechanisnmesgearch
through the habitat for resources. In addition, precisiomot foraging for
soil nutrients has been found to vary between species aadatg within
species in response to the spatial arrangement of the mist(M/ijesinghe
et al., 2001) G. hederacedas also been found to respond to heterogeneity
of nutrient patches by increased root allocation in highgrient patches
(Wijesinghe and Hutchings, 1999). In such cases, a chargaimal
structure of stolons would not be expected in heterogenemnditions,
even when foraging is taking place. In addition, the scalesdérogeneity
could be important in the case of root foragitig). hereraceahowed root
foraging in course-scale heterogeneity, but it respondeilesly to
fine-grained heterogeneity as to homogeneous, poor soilres
distribution (Wijesinghe and Hutchings, 1997).

Even without preferential placement of plant parts (ragssots,
stolons, rhizomes, roots or leaves), physical connectiehseen ramets

can allow physiological integration, allowing for resoesdo be
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transported from sources to sinks throughout the gétatentilla simplex
has been found to benefit from clonal integration in hetemeges
environments, producing more biomass when integratedwiam
separated (Wijesinghe and Handel, 1994). Slade and Hgsliir®87a)
have found that, in the case of heterogeneous environnaavsloping
ramets in resource-poor locations received more resotn@m@sramets in
resource-rich sites, which enabled for growth similar tat tof ramets in
resource rich sites. They also found that when ramets azgratied in
heterogeneous conditions, with ramets in both unfavoarabtl favourable
conditions, ramets in resource-poor locations were abiierage for
resources more intensely than if they were in uniform, pescurce
conditions (Slade and Hutchings, 1987a). This behavionevan vary
within species. For example, Alpert (1999a) found that riamé
F. chiloensigaken from homogeneous environments shared fewer
resources than ramets taken from heterogeneous envirégimen
Modelling of the foraging behaviour of clonal plants alserss to
suggest that the phenomena of clonal foraging is far fronpnCain
(1994) modelled clonal growth in arffert to examine foraging behaviour.
He found that, even though ramets may have shorter rhizamfasourable
areas, internode length, branching angles, and pattenan€bing
strongly influence the foraging response. Models have alggested that
foraging responses are likely influenced by environmemaddions, such
as resource patch size, number and arrangement (Cain E2%6.).
Although some species of clonal plants have been found tibbiéxh
clonal traits that favour environmental heterogeneitynynspecies require
further study (Price and Marshall, 1999). As illustratedioy results of

this experiment, examining responses to heterogeneitpeamallenging,
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and the research can be further complicated by the questromsg the
study and by the species. For exampleyirginianaproduces relatively
long stolons, so experiments examining heterogeneityiregelatively
large plot sizes in order for genets to develop. In additionger time
frames allowing for more development of ramets and incigtatzon
production would be beneficial. However, the requirementtath long
time frames and large plot sizes pose significant challetoyéee
researcher.

Simulation models, howeverfter an avenue to overcome these
challenges. The case has been made for complex simulatidalsio
serve as experimental systems that can be manipulated mtvaty
existing systems cannot (Peck, 2004), and Bolker et al.3R0Bcuss a
range of models of the spatial dynamics of plant communifesstin
(2002) discusses the importance of integrating ecologiiesdry into
modelling approaches, and vice versa, when making spaéélgiions of
species distributions. This chapter has introduced sitimnanodels for
individual F. virginianagenets, and an important area of future research is
the development of multi-genet simulations using theseetsoak a
foundation.

Various modelling approaches have been used to investiatal
growth and foraging behaviour for some time, which is likelypart due to
the challenges described above. The clonal grow®abdidago altissima
has been modelled using deterministic, stochastic simoualand
random-walk models that used “clonal growth parametensir(bhing
angles, rhizome lengths, rhizome initiation points, anchhars of
daughter rhizomes) as model parameters (Cain et al., 182ir).(1994)

modelled clonal growth in anfrt to examine foraging behaviour, and
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found that, even though ramets may have shorter rhizomesaufable
areas, internode length, branching angles, and pattenan€bing
strongly influence the foraging response. Models have alggested that
foraging responses are likely influenced by environmemaddions, such
as resource patch size, number and arrangement (Cain E2%6.).

Cain (1990) used random-walk models to examine the spre&d of
altissimaand found the models to be good predictors of clonal spreat], a
the clonal growth offrifolium repenshas been modelled using
neighbourhood models (Cain et al., 1995). In a non-spatimleh
de Kroon and Shieving (1991) modelled the allocation of ueses to
rhizomes or stolons in clonal plants and predicted thatation should be
low when resources are very high or very low and that alloceshould be
higher when resources are at a medium level.

Models can also examine the physiological aspects of iatemg.

For example, Ushimaru and Genkai-Kato (2011) modell@@dint levels

of resource translocation. This work could be integratéal spatially

explicit models ofF. virginiana. Herben (2004) uses this approach using a
spatially explicit simulation model of clonal growth, cogtgion and
translocation. He found translocation provides a comigeté#gdvantage
provided the costs of that translocation are not too high.

Parameterization of clonal growth parameters, howeveghnhgrove
challenging. Cook (1988) mapped the rhizomebefdeola virginianaand
found that the parameters of clonal growth to be highly \deia
suggesting that deterministic models of clonal growth arteappropriate
for predicting the spatial properties of clonal plants.sl¢tdnclusion is
supported by the research here, which found consideralikigy in the

spatial properties df. virginiana. The detailed mappings of the
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F. virginianacollected in this experiment, as well as in the field and
experimental plots used for the investigations in previchepters,
however, provide for rich datasets that can be used to paesizesvarious
growth models. The variability in some of these data, howeteygest that
stochastic models may be more appropriate. This is an arfeduoé
research focus.

It is likely that both sexual and asexual reproduction play a
important role inF. virginianapopulation maintenancé. virginianadoes
utilize both methods of propagation, but more researchgsired to
investigate fully the roles of sexual and asexual repradaogh
heterogeneous environments. The results of this reseatdtl be used to
inform these advanced modellinff@ts. In other species, genetic analysis
has suggested that sexual reproduction is important fabksthment of
clonal populations while clonal growth is likely importéot the
maintenance and expansion of the population after estaiat (Dong

et al., 2006).

5.6 Conclusions

The local-global approach is a promising method of exangisipatial data
that is heterogeneous in nature. It promises a potentiallyepful
framework on which analyses for linear data can be develdpadher
modification of the global-local analysis will improve thesthod by taking
into account concerns that are specific to linear features {he
development of new measures of “bias” and “variance” to wagpthe

effect of reduction in cell size). This research also suggesisral areas of

promising new work, notably, the use of a wide range of nultels, some
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newly developed and others based on published models ofatege
spread, to investigate spatial patterns and the invegtigat the

relationship between sampling line intensity, behaviduiwe process
analysis and ecologically relevant parameters measuredstudy
organism/F. virginianamay have showed some response to the nutrient
heterogeneity within experimental plots, but further egsh is required in
this area to understand better the level and type of respénseginiana
may have to nutrient heterogeneity and how thiis@s spatial structure. In
general, the data exploration methods developed in thistehaere
successful in characterizing tRevirginianaspatial structure and detecting

potential responses to nutrient heterogeneity.
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Chapter 6

Summary

6.1 Synopsis and further directions

This work has started to address the analysis of linearadjuia in
ecology, partly through the application of stochastic getsyn It has
introduced stochastic geometry theory, including fibrecpsses, and
applied this theory to clonal plant data in both field and expental
settings. It has also made connections to the theory anitapph of point
processes which have been used extensively in plant ecdloggdition, it
has suggested avenues of future research that would expanditial
exploration.

Chapter 2 introduced a new method of examining the secoret ord
structure of linear data. A resampling analysis using ¢aictest lines and
fibre-based sampling with circular test lines were combitogdrm a
Monte Carlo simulation to assess inhibition or repulsiostofons. The
analysis of the segment processes clearly shows that beftoiht pattern
analysis of fibre points and the resampling analysis fisxtve methods

of characterizing the scale of clustering of linear datae fé#sampling
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analysis was used to examine the stolon arrangements o&helébrest
populations of-. virginiana The analysis oF. virginianastolon data
shows that, regardless of plot, the intensity of stolons wespect to
surrounding stolons is not homogeneous in space. The ploigver,
differed from each other in terms of at what radii there was alungt®r
inhibition.

Chapter 3 introduced a rotational analysis and appliedatr@ange of
linear data, including stolon mappingsfefvirginianaalong a
forest-oldfield transition. The analysis of artificial dés@gment processes)
demonstrates that both the summary of the angular disiitbusing radial
plots and the rotational analysis can provideetive summaries of the
directional properties of a fibre system. The rotationalysispresented in
this chapter provides a means of examining the angular prep@f data
in raster format that requires fewer assumptions than tieaWidth method
and the tracing method. The rotational analysis providegsansto
estimate preferential direction of raster data with a nedfyf simple image
transformation and straight test lines. Analysis of théostonappings
showed that ramet density decreased in plots near the add fiellso
showed that forest plots had stolons with little directiqmaference, while
plots closer to the field had a preferred orientation pererar to the
forest-field edge. In the case of tRevirginianafield data, both the
rotational analysis and the plots of directional distibatseem to suggest
different ramet behaviour in terms of stolon direction alongonest-field
transition zone. The spatial arrangement of stolons faftben the forest
edge may be driven by a foraging response to light heteradiyeatesmall
scales. Closer to the forest-field edge, howeverjrginianamay be

responding to the source of light from the open field.
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Chapter 4 presented a genet randomization analysis anchfyrsisn
based on the analysis of random fibre points. The analysigib€ial data
shows that the genet randomization procedure is capableascterizing
the spatial structure of genets in terms of clustering bitioin (regularity)
and randomness. The analysis relies on the fundamentatpbotthe
well-known and widely-applied point pattern analysis watrandom
Poisson point process as a model of CSR. Both of these asalyse
effective in describing the structure of stolon mappings frofmarginiana
transplanting experiment. Analysis of tRevirginianaplot data suggests
that the initial parent ramet configuration does not seemftognce the
spatial structure of either daughter ramets or stolons.cbnstrained
randomization shows that stolons were arranged randomérdéess of the
spatial configuration of parents, suggesting that clonadapof the
transplantedr. virginianais not influenced by the initial arrangement of
parent ramets. The transplant experiment suggesteé.thiaginiana
adapts its foraging behaviour to its environment, reading
homogeneous resource distribution by random clonal s@eddandom
establishment of daughter ramets in the short term. Lorager studies
would be required to determine if there is a change in stobatial
structure formation and placement of ramets over time.

Chapter 5 uses some of the previously developed tools toiegkam
F. virginianadata from a nutrient heterogeneity transplant experiméent.
also introduced the application of a local-global partitig analysis that
uses a Monte Carlo approach to divide a region into quadrathtive a
more homogeneous spatial process. With some adjustmergattitioning
analysis defined by Brix et al. (2001) and applied by Coutetaal. (2003)

, Shows promise as a means of characterizing the heterdgenénear
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spatial pattern. This is a promising means of partitioniaelogeneous
processes, and the methodology lends itself to extensiamiumber of
ways. In particular, the alteration of the underlying nubael in the
Monte Carlo analysis is a promising means of applying théyaisto a
range of questions.

Due to the challenges involved in the heterogeneity exparina
second area of future focus is the modelling-o¥irginianagrowth using
the framework constructed through this research (and dstraiad in
Chapter 5). Further modification of the global-local anelysill improve
the method by taking into account concerns that are specificdar
features (i.e., the development of new measures of “biad™@griance” to
capture the fect of reduction in cell size). This research also suggests
several areas of promising new work, notably, the use of @ wadge of
null models, some newly developed and others based on pellimodels
of vegetative spread, to investigate spatial patternstamdhtestigation of
the relationship between sampling line intensity, behavas fibre process
analysis and ecologically relevant parameters measuredstudy
organism/F. virginianamay have showed some response to the nutrient
heterogeneity within experimental plots, but further egsh is required in
this area to develop a better understanding of the levelygpeldf
responseg. virginianamay have to nutrient heterogeneity. In general, the
methods developed in this chapter were successful in deaizng the

F. virginianaspatial structure.
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6.2 Software library for the analysis of linear
data

The analyses in this work were conducted mostly in the Python
programming language and required the development of amsive
software library [inear) designed specifically to examine linear data and
clonal plants. This library is a collection of Python classead methods
written explicitly to support this work. The library prowd basic spatial
elements (e.g., circle, segment, point, fibre), higherlIlspatial elements
(e.g., point, segment, and fibre processes), simple mea&icg, length of
fibre, orientation of segment), methods and high level agaye.g., circle
sampling analysis, randomization of genets). The libragsuPython
classes (objects) to implement spatial elements and awlgad it uses
methods (functions) to perform specific operations on theatb (data and
spatial structures). The current primary usé.ioiear is as a library with
which researchers can construct advanced analyses usifython

programming language.

6.3 Unresolved problems

This work explores several theoretical and practical apgies to
examining linear data in an ecological context, primaniyelation to
clonal plants. However, the exploration was not exhausénd there
remain unresolved issues. The responde girginianato heterogeneous
environments requires further exploration, possibly it use of
modelling simulations to overcome thditkulty of experimentation.

The local-global analysis provides a rich framework fotHier
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development of the analysis. The various components ofrtalysis
(Monte Carlo null model, method of generating fibre points,)eshould
be more fully explored using simulation models. This wouldva a better
understanding of the performance of the analysis when wbffeyent
components in its structure and given data with various domehtal
structural properties.

This work introduced basic genet simulation models. Thesdats
require application toward further investigationfofvirginiana. The
development and analysis of simulation models will be ugefdevelop
further new analyses by providing a source of artificial datdesting
analysis behaviour. They may also prove useful in the deweémnt of null
models for Monte Carlo analysis. The use of these modelslasodels,
however, poses a challenge that remains not fully resothedssue of
developing a null model having many parameters. The usesslof
complex null models remains to be explored, and their usehaile to be
accompanied by clear assumptions and detailed informatidheir
parameters so that inferences based on these models cavpleelyr

interpreted.

6.4 Potential applications

Although the chapters of this work demonstrate potentiatiical
applications for the theory and methods relating to theyasmabf clonal
plants, there is ample opportunity for extending the ajppikin of these
approaches. These methods are applicable to examiningeerande of
vegetation structures (e.g., roots, shoots, leaf tramsygstems, rhizomes

and stolons) because of the tendency of these structuresrdast
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themselves as lines. However, these methods can be appligdmore
broadly in ecology (e.g., animal movement paths, vegetdtaundaries,
trails, and burrow systems). They can also be applied to gstgs that
produces spatial linear structure (e.g., transportateiwaorks, faults, river

channels, or ice fractures).

6.5 Integration of spatial analysis in ecological
thinking

This work focused largely on the technical and practicarapghes of
spatial analysis of linear data in ecology. It was a seriegeyfs made
toward improving the ability to understand the spatial dince of plants, in
particular, clonal plants. In the case of plant ecologytigpstructure is a
critical aspect of understanding the dynamics of plant pettjans and
plant communities. This becomes even more important indke of
clonal plants because of their ability to reproduce aséyuzten through
the extension of stems (stolons and rhizomes). Therelesdittubt that in
order to understand many of the processes in plant systepects of the
spatial pattern must be examined and characterized.

This reasoning can be extended to ecology in general. Many
processes in ecology operate over finite distances and #wesahspatial
component that might be important in their functioning. Whhe spatial
context is not necessarily always examined in ecologicll §idies due
to the complexity of collecting and analysing such dataatgeiment can
be made that the spatial aspect of any system is a fundanaspiadtt of
how processes unfold. As investigations of any ecologigstiesn become

more refined and as understanding improves, it is likelyttaspatial
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aspect of the system will be become of greater and greateartanrce. It is
important that new methods of spatial data collection aradigidata
analysis be developed continually in order to aid the edstog these
investigations. In particular, the practical challengespatial data analysis
(e.g., type of data, applicability to field data, softwargelepment) need
to be included in this ongoing development so that ecolsgiah include

spatial analysis into their research programs.
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A.1 Chapter 4: Additional Figures

A.1.1 Genet randomization
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Figure A.1: Constrained randomization analysigofirginianaplots
showing genet-genet stolon intensity (solid line) with &¥8envelope
(grey) from 100 randomizations of the genet data (100 sampling
circles). Plot size is 2 m x 2 m, amd= 16 original transplant ramets in
each plot. Plots were established at the Ellerslie Resé#ation, and
ramets were grown during the summer of 2005. Initial rametrerement
was random.
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Figure A.2: Constrained randomization analysigofirginianaplots
showing genet-genet stolon intensity (solid line) with &¥8envelope
(grey) from 100 randomizations of the genet data (100 sampling
circles). Plot size is 2 m x 2 m, amd= 16 original transplant ramets in
each plot. Plots were established at the Ellerslie Resé#ation, and
ramets were grown during the summer of 2005. Initial rametrerement
was random.
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Figure A.3: Constrained randomization analysigofirginianaplots
showing genet-genet stolon intensity (solid line) with &¥8envelope
(grey) from 100 randomizations of the genet data (100 sampling
circles). Plot size is 2 m x 2 m, amd= 16 original transplant ramets in
each plot. Plots were established at the Ellerslie Resé#ation, and
ramets were grown during the summer of 2005. Initial rametrerement
was clustered.
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Figure A.4: Constrained randomization analysigofirginianaplots
showing genet-genet stolon intensity (solid line) with &¥8envelope
(grey) from 100 randomizations of the genet data (100 sampling
circles). Plot size is 2 m x 2 m, amd= 16 original transplant ramets in
each plot. Plots were established at the Ellerslie Resé#ation, and
ramets were grown during the summer of 2005. Initial rametrerement
was clustered.
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Figure A.5: Constrained randomization analysigofirginianaplots
showing genet-genet stolon intensity (solid line) with &¥8envelope
(grey) from 100 randomizations of the genet data (100 sampling
circles). Plot size is 2 m x 2 m, amd= 16 original transplant ramets in
each plot. Plots were established at the Ellerslie Resé#ation, and
ramets were grown during the summer of 2005. Initial rametrerement
was regular.

201



8
& 2 < g _
& e £ S |au__
£ m S~ N R
E e _ I R
E o T~ E o
5 2| s 8- o ___----_-_.
3 R R
n - n
5 /—/_— 5
N e R
2 sHL_------°-° g S
g o |~ g o
£ £
(=] o
o o
S S
oS T T T T T S T T T T T
100 200 300 400 500 100 200 300 400 500
Radius (mm) of sample circle Radius (mm) of sample circle
(a) Plot 26 (b) Plot 28
N
-
2
S}

0.015
|

Intensity of stolon (mm/mm~2)
0.010
1
\‘
{
1
Intensity of stolon (mm/mm~2)
1
1
!

0.008
|
!

0.004
|

0.005
|

(=] o
o o
S S
oS T T T T T S T T T T T
100 200 300 400 500 100 200 300 400 500
Radius (mm) of sample circle Radius (mm) of sample circle
(c) Plot 29 (d) Plot 33

Figure A.6: Constrained randomization analysigofirginianaplots
showing genet-genet stolon intensity (solid line) with &¥8envelope
(grey) from 100 randomizations of the genet data- (100 sampling circles
). Plot size is 2 m x 2 m, and = 16 original transplant ramets in each plot.
Plots were established at the Ellerslie Research Statnohraanets were
grown during the summer of 2005. Initial ramet arrangemeat vegular.
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A.1.2 Pair correlation, g(r), of fibre points
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Figure A.7: Pair correlatiorg(r), calculated on all random fibre points for
plots having an initial ramet arrangement that was rando8R €nvelopes
(grey) are from 99 random simulations of the data and corit@@?o of the
CSR simulations. Plot size was 2 m x 2 m.

203



3.0
|
3.0
|

25

2.0
2.0
|

o(r)
15
a(n)
15

1.0
1.0

0.5

0.0
1
0.0
1

T T T T T T T T T T T T
0 200 400 600 800 1000 0 200 400 600 800 1000

radius (mm) radius (mm)

(a) Plot 25 (b) Plot 46

3.0
|

2.0

a(r)
15
|

1.0

0.5

0.0
1

0 200 400 600 800 1000

radius (mm)

(c) Plot 47
Figure A.8: Pair correlatiorg(r), calculated on all random fibre points for
plots having an initial ramet arrangement that was rando8R €nvelopes

(grey) are from 99 random simulations of the data and corit@a@®o of the
CSR simulations. Plot sizewas 2 m x 2 m.
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Figure A.9: Pair correlatiorg(r), calculated on all random fibre points for
plots having an initial ramet arrangement that was clugtesSR
envelopes (grey) are from 99 random simulations of the dadacantain
100% of the CSR simulations. Plot size was 2 m x 2 m.

205



3.0
|
3.0
|

25

2.0
2.0
|

o(r)
15
a(n)
15

1.0
1.0

0.5
0.5
|

0.0
1
0.0

T T T T T T T T T T T T
0 200 400 600 800 1000 0 200 400 600 800 1000

radius (mm) radius (mm)

(a) Plot 17 (b) Plot 34

3.0
|

2.0

a(r)
15
|

1.0

0.5

0.0
1

0 200 400 600 800 1000

radius (mm)
(c) Plot 41
Figure A.10: Pair correlatiory(r), calculated on all random fibre points
for plots having an initial ramet arrangement that was elest. CSR

envelopes (grey) are from 99 random simulations of the dadacantain
100% of the CSR simulations. Plot size was 2 m x 2 m.
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Figure A.11: Pair correlatiorg(r), calculated on all random fibre points
for plots having an initial ramet arrangement that was r@g@SR
envelopes (grey) are from 99 random simulations of the dadacantain
100% of the CSR simulations. Plot size was 2 m x 2 m.
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Figure A.12: Pair correlatiorg(r), calculated on all random fibre points
for plots having an initial ramet arrangement that was reg@SR
envelopes (grey) are from 99 random simulations of the dadacantain
100% of the CSR simulations. Plot size was 2 m x 2 m.
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A.1.3 Point pattern analyses of ramets
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Figure A.13: Pair correlatiory(r), calculated on all ramets (parent and
daughter) for plots having an initial parent ramet arrangeithat was
random. CSR envelopes (grey) are from 99 random simulatibtiee data
and contain 100% of the CSR simulations. Plot size was 2 m x 2 m.
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Figure A.14: Pair correlatiory(r), calculated on all ramets (parent and
daughter) for plots having an initial parent ramet arrangeithat was

random. CSR envelopes (grey) are from 99 random simulatibtiee data
and contain 100% of the CSR simulations. Plot size was 2 m x 2 m.
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Figure A.15: Pair correlatiory(r), calculated on parent ramets for plots
having an initial ramet arrangement that was random. CSRlepes
(grey) are from 99 random simulations of the data and corit@@?o of the
CSR simulations. Plot size was 2 m x 2 m.
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Figure A.16: Pair correlatiory(r), calculated on parent ramets for plots
having an initial ramet arrangement that was random. CSRlepes

(grey) are from 99 random simulations of the data and corit@@®o of the
CSR simulations. Plot sizewas 2 m x 2 m.
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Figure A.17: Pair correlatiory(r), calculated on daughter ramets for plots
having an initial ramet arrangement that was random. CSRlepes

(grey) are from 99 random simulations of the data and corit@@?o of the
CSR simulations. Plot size was 2 m x 2 m.
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Figure A.18: Pair correlatiory(r), calculated on daughter ramets for plots
having an initial ramet arrangement that was random. CSRlepes

(grey) are from 99 random simulations of the data and corit@@®o of the
CSR simulations. Plot sizewas 2 m x 2 m.
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Figure A.19:L(r) calculated on all ramets for plots having an initial ramet
arrangement that was random. CSR envelopes (grey) are faanéom
simulations of the data and contain 100% of the CSR simuiatiBlot size
was2mx2m.
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Figure A.20:L(r) calculated on all ramets for plots having an initial ramet
arrangement that was random. CSR envelopes (grey) are faanéom

simulations of the data and contain 100% of the CSR simuiatiBlot size
was2mx2m.
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Figure A.21:L(r) calculated on parent ramets for plots having an initial
ramet arrangement that was random. CSR envelopes (grefypar®9
random simulations of the data and contain 100% of the CSRlatians.
Plot sizewas 2 mx 2 m.
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Figure A.22:L(r) calculated on parent ramets for plots having an initial
ramet arrangement that was random. CSR envelopes (grefypar®9

random simulations of the data and contain 100% of the CSRlatmns.
Plot sizewas 2 mx 2 m.
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Figure A.23:L(r) calculated on daughter ramets for plots having an initial
ramet arrangement that was random. CSR envelopes (grefypar®9
random simulations of the data and contain 100% of the CSRlatians.
Plot sizewas 2 mx 2 m.
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Figure A.24:L(r) calculated on daughter ramets for plots having an initial
ramet arrangement that was random. CSR envelopes (grefypar®9

random simulations of the data and contain 100% of the CSRlatmns.
Plot sizewas 2 mx 2 m.
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Figure A.25: Pair correlatiory(r), calculated on all ramets (parent and
daughter) for plots having an initial parent ramet arrangeinthat was
clustered. CSR envelopes (grey) are from 99 random siroukabf the
data and contain 100% of the CSR simulations. Plot size wax 2 mm.
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Figure A.26: Pair correlatiory(r), calculated on all ramets (parent and
daughter) for plots having an initial parent ramet arrangeithat was

clustered. CSR envelopes (grey) are from 99 random sironksbf the
data and contain 100% of the CSR simulations. Plot size wax 2 m.
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Figure A.27: Pair correlatiory(r), calculated on parent ramets for plots
having an initial ramet arrangement that was clustered. &8flopes
(grey) are from 99 random simulations of the data and corit@@?o of the
CSR simulations. Plot size was 2 m x 2 m.
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Figure A.28: Pair correlatiory(r), calculated on parent ramets for plots
having an initial ramet arrangement that was clustered. @8Rlopes

(grey) are from 99 random simulations of the data and corit@@®o of the
CSR simulations. Plot sizewas 2 m x 2 m.
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Figure A.29: Pair correlatiory(r), calculated on daughter ramets for plots
having an initial ramet arrangement that was clustered. &8flopes
(grey) are from 99 random simulations of the data and corit@@?o of the
CSR simulations. Plot size was 2 m x 2 m.
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Figure A.30: Pair correlatiory(r), calculated on daughter ramets for plots
having an initial ramet arrangement that was clustered. @8Rlopes

(grey) are from 99 random simulations of the data and corit@@®o of the
CSR simulations. Plot sizewas 2 m x 2 m.
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Figure A.31:L(r) calculated on all ramets for plots having an initial ramet
arrangement that was clustered. CSR envelopes (grey)amed® random
simulations of the data and contain 100% of the CSR simuiatiBlot size
was2mx2m.
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Figure A.32:L(r) calculated on all ramets for plots having an initial ramet
arrangement that was clustered. CSR envelopes (grey)aamed® random

simulations of the data and contain 100% of the CSR simuiatiBlot size
was2mx2m.
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Figure A.33:L(r) calculated on parent ramets for plots having an initial
ramet arrangement that was clustered. CSR envelopes @efiom 99
random simulations of the data and contain 100% of the CSRlatimans.
Plot sizewas 2 mx 2 m.
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Figure A.34:L(r) calculated on parent ramets for plots having an initial
ramet arrangement that was clustered. CSR envelopes @efrom 99

random simulations of the data and contain 100% of the CSRlatmns.
Plot sizewas 2 mx 2 m.
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Figure A.35:L(r) calculated on daughter ramets for plots having an initial
ramet arrangement that was clustered. CSR envelopes @efiom 99
random simulations of the data and contain 100% of the CSRlatimans.
Plot sizewas 2 mx 2 m.
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Figure A.36:L(r) calculated on daughter ramets for plots having an initial
ramet arrangement that was clustered. CSR envelopes @efrom 99

random simulations of the data and contain 100% of the CSRlatmns.
Plot sizewas 2 mx 2 m.
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Figure A.37: Pair correlatiory(r), calculated on all ramets (parent and
daughter) for plots having an initial ramet arrangement\wes regular.
CSR envelopes (grey) are from 99 random simulations of thee afzd
contain 100% of the CSR simulations. Plot size was 2 m x 2 m.
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Figure A.38: Pair correlatiory(r), calculated on all ramets (parent and
daughter) for plots having an initial ramet arrangement\wes regular.
CSR envelopes (grey) are from 99 random simulations of thee atzd
contain 100% of the CSR simulations. Plot size was 2 m x 2 m.
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Figure A.39: Pair correlatiory(r), calculated on parent ramets for plots
having an initial ramet arrangement that was regular. CSilepes (grey)
are from 99 random simulations of the data and contain 1008teo€SR
simulations. Plot size was2 m x 2 m.
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Figure A.40: Pair correlatiory(r), calculated on parent ramets for plots
having an initial ramet arrangement that was regular. CSielepes (grey)
are from 99 random simulations of the data and contain 1008te0€SR
simulations. Plot size was2 m x 2 m.
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Figure A.41: Pair correlatiorgy(r), calculated on daughter ramets for plots
having an initial ramet arrangement that was regular. CSilepes (grey)
are from 99 random simulations of the data and contain 1008teo€SR
simulations. Plot size was2 m x 2 m.
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Figure A.42: Pair correlatiory(r), calculated on daughter ramets for plots
having an initial ramet arrangement that was regular. CSielepes (grey)
are from 99 random simulations of the data and contain 1008te0€SR
simulations. Plot size was2 m x 2 m.
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Figure A.43:L(r) calculated on all ramets for plots having an initial ramet
arrangement that was regular. CSR envelopes (grey) ared@arandom
simulations of the data and contain 100% of the CSR simudatiBlot size
was2mx2m.
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Figure A.44:L(r) calculated on all ramets for plots having an initial ramet
arrangement that was regular. CSR envelopes (grey) ared@arandom
simulations of the data and contain 100% of the CSR simudatiBlot size
was2mx2m.
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Figure A.45:L(r) calculated on parent ramets for plots having an initial
ramet arrangement that was regular. CSR envelopes (geejhoan 99
random simulations of the data and contain 100% of the CSRlatians.
Plot sizewas 2 mx 2 m.
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Figure A.46:L(r) calculated on parent ramets for plots having an initial
ramet arrangement that was regular. CSR envelopes (geejnoan 99
random simulations of the data and contain 100% of the CSRlatrans.
Plot sizewas 2 mx 2 m.
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Figure A.47:L(r) calculated on daughter ramets for plots having an initial
ramet arrangement that was regular. CSR envelopes (geejhoan 99
random simulations of the data and contain 100% of the CSRlatians.
Plot sizewas 2 mx 2 m.

243



1000
|
1000

800
|
800
|

600
|

L(r)
L(r)

200
|

200
|

0 200 400 600 800 1000 0 200 400 600 800 1000
radius (mm) radius (mm)
(a) Plot 26 (b) Plot 28

1000
|
1000
|

800
|
800
|

L(r)
600

400
|
400
|

0 200 400 600 800 1000 0 200 400 600 800 1000
radius (mm) radius (mm)
(c) Plot 29 (d) Plot 33

Figure A.48:L(r) calculated on daughter ramets for plots having an initial
ramet arrangement that was regular. CSR envelopes (geejnoan 99
random simulations of the data and contain 100% of the CSRlatrans.
Plot sizewas 2 mx 2 m.
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A.2 Chapter 5: Additional Figures

A.2.1 Circle sampling

Treatment B1
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Figure A.49: Circle sampling analysis for B1 treatment pl&olid line is
the observed intensity measured from sampling circles radiusr placed
randomly on stolons. Dashed lines are the intervals with 80¢e
intensity estimates calculated using sampling circlesdiusr placed
randomly over the plot. The horizontal line is the actuaisity of stolons
calculated by dividing the total stolon length by plot area.
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Figure A.50: Circle sampling analysis for B2 treatment pl@&olid line is
the observed intensity measured from sampling circles rausr placed
randomly on stolons. Dashed lines are the intervals with 80#be
intensity estimates calculated using sampling circlesdiusr placed
randomly over the plot. The horizontal line is the actuagisity of stolons
calculated by dividing the total stolon length by plot area.
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Figure A.51: Circle sampling analysis for B3 treatment pl@&olid line is
the observed intensity measured from sampling circles rausr placed
randomly on stolons. Dashed lines are the intervals with 80#be
intensity estimates calculated using sampling circlesdiusr placed
randomly over the plot. The horizontal line is the actuagisity of stolons
calculated by dividing the total stolon length by plot area.
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Figure A.52: Circle sampling analysis for B4 treatment pl@&olid line is
the observed intensity measured from sampling circles rausr placed
randomly on stolons. Dashed lines are the intervals with 80#be
intensity estimates calculated using sampling circlesdiusr placed
randomly over the plot. The horizontal line is the actuagisity of stolons
calculated by dividing the total stolon length by plot area.

248



Treatment B5

0.006 0.008
| |
0.015 0.020 0.025

0.004
Intensity (mm / mm~2)

Intensity (mm / mm~"2)

0.010

0.002
0.005

T T T T T T T T T T
0 200 400 600 800 0 200 400 600 800

Radius (mm) Radius (mm)

(a) Plot5 (b) Plot 19

Intensity (mm / mm”2)
1
Intensity (mm / mm~2)
0.010 0.015 0.020 0.025 0.030 0.035

0 200 400 600 800 0 200 400 600 800

Radius (mm) Radius (mm)

(c) Plot 42 (d) Plot 43

Figure A.53: Circle sampling analysis for B5 treatment pl@&olid line is
the observed intensity measured from sampling circles rausr placed
randomly on stolons. Dashed lines are the intervals with 80#be
intensity estimates calculated using sampling circlesdiusr placed
randomly over the plot. The horizontal line is the actuagisity of stolons
calculated by dividing the total stolon length by plot area.

249



A.2.2 Fibre Point Analsysis
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Figure A.54: Pair correlatiory(r), calculated on all random fibre points in
plots in the B1 treatment. CSR envelopes (grey) are from 88awn
simulations of the data and contain 100% of the CSR simudatiBlot size
was2mx2m.
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Figure A.55: Pair correlatiory(r), calculated on all random fibre points in
plots in the B2 treatment. CSR envelopes (grey) are from 88awn
simulations of the data and contain 100% of the CSR simuratiBlot size
was2mx2m.
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Treatment B3
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Figure A.56: Pair correlatiory(r), calculated on all random fibre points in
plots in the B3 treatment. CSR envelopes (grey) are from 88awn
simulations of the data and contain 100% of the CSR simuratiBlot size
was2mx2m.
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Treatment B4
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Figure A.57: Pair correlatiory(r), calculated on all random fibre points in
plots in the B4 treatment. CSR envelopes (grey) are from 88awn
simulations of the data and contain 100% of the CSR simuratiBlot size
was2mx2m.
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Treatment B5
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Figure A.58: Pair correlatiory(r), calculated on all random fibre points in
plots in the B5 treatment. CSR envelopes (grey) are from 88awn
simulations of the data and contain 100% of the CSR simuratiBlot size
was2mx2m.
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A.2.3 Point patterns of ramets
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Figure A.59: Pair correlatiory(r), calculated on daughter ramets in the B1
treatment plots. CSR envelopes (grey) are from 99 randomlatians of

the data and contain 100% of the CSR simulations. Plot size2wa x 2

m.
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Figure A.60: Pair correlatiory(r), calculated on daughter ramets in the B2
treatment plots. CSR envelopes (grey) are from 99 randomlatians of

the data and contain 100% of the CSR simulations. Plot size2wa x 2

m.
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Figure A.61: Pair correlatiory(r), calculated on daughter ramets in the B3
treatment plots. CSR envelopes (grey) are from 99 randomlatians of

the data and contain 100% of the CSR simulations. Plot size2wa x 2
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Figure A.62: Pair correlatiory(r), calculated on daughter ramets in the B4
treatment plots. CSR envelopes (grey) are from 99 randomlatians of

the data and contain 100% of the CSR simulations. Plot size2wa x 2
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Figure A.63: Pair correlatiory(r), calculated on daughter ramets in the B5
treatment plots. CSR envelopes (grey) are from 99 randomlatians of

the data and contain 100% of the CSR simulations. Plot size2wa x 2
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Appendix B

Linear Software Library

B.1 Introduction

The analysis of linear data was conducted in the Python pmdgnguage
using theLinear Python library. This library is a collection of Python
classes and methods written to allow the analyses of lingtar d'he
library provides basic spatial elements (e.qg., circlensat, point, fibre),
simple measures (e.g., length of fibre, orientation of segnand high
level analyses (e.g., circle sampling analysis, randatmoizaf genets).
Where required, the software library relies on extensicth@®ylibraries
(PyX (postscipt drawing), ScypMumpy (matrices), and the Python
Imaging Library (reading and writing image files)). The Rtgys was used
for most of the plots and point pattern analyses, but it ismegrated with
theLinear package. Given that the nature of ecological field data edylik
to vary, this library was designed to provide the researakenuch
flexibility as possible to the researcher. On the followiages, a
documentation manual is provided that describes the chipedof the

Linear software library.
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C

1.1

lass Index

Class Hierarchy
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Chapter 2

C

2.1

lass Index

Class List

Here are the classes, structs, unions and interfaces with brief descriptions:

Linear.Analyses.Raster_Analyses.Circle_Sample . . . ... ... ... ... 5
Linear.Analyses.Raster_Analyses.N_Intersections_Rotate . . . .. ... .. 6
Linear.Analyses.Raster_Analyses.Rast_Analysis . . . ... ... ...... 7
Linear.Analyses.Raster_Analyses.Square_Lattice_Sample . . . ... .. .. 8
Linear.Analyses.Vector_Analyses_v2.Line_based_intensity_circles . . . . . 9
Linear.Analyses.Vector_Analyses_v2.Vector_Analyses . . . ... ... ... 13
Linear.Geometry.geom_2.Geom_functions . . . . . . .. . ... ... ... 20
Linear.LinIO.Lin_IO.Read_data . . . . . . ... ... ... . . ....... 26
Linear.LinlO.Read_Xfig.Read_data . . ... ... ... ... ........ 27
Linear.Object.Circle.Circle . . . . . . ... ... ... ... .. ....... 29
Linear.Object.Circle.Circle_circum . . . . . . . . ... ... ... .. ... 30
Linear.Object.Circle.Circle_rad_coord . . . . . .. ... ... ... ..... 31
Linear.Object.Circle.Circle_rad_Point . . . . ... ... ... ... ..... 32
Linear.Object.Fibre.Fibre . . . . . . .. .. ... ... ... ... ...... 32
Linear.Object.Genet.Genet . . . . . . . . . . .. . . ... 35
Linear.Object.Group.Group . . . . . . . . . . . ... 41
Linear.Object.Pattern.Pattern . . . . . . . . ... ... ... ... ...... 42
Linear.Object.Point.Point . . . . . . ... ... ... ... . ... ... . 44
Linear.Object.Rectangle.Rectangle . . . . . . .. ... ... ... ...... 46
Linear.Object.Region.Region . . . . . . .. ... ... ... ... ...... 48
Linear.Object.Segment.Segment . . . . . . . ... ... ... ... ..... 52
Linear.Object.Segment.Segment_Polygon_Rect . . . . . ... ... ... .. 58
Linear.Process.Proc_fibre.Generate_Fibre . . . . . ... .. .. ... .... 59
Linear.Process.Proc_genet.GenetProcess . . . . . ... ... .. ...... 60

Linear.Process.Proc_pt.PointProcess . . . . ... ... ... ... ...... 66



Class Index

Linear.Process.Proc_pt.PtProc . . . ... .. ... ... ... . ....... 66
Linear.Process.Proc_seg.SegmentProcess . . . . . ... ... ... ..... 68
Linear.Raster.Object.Circle.Circle . . . .. ... ... ... ... ...... 71
Linear.Raster.Object.Collection.Collection . . . . . . ... ... .. .... 72
Linear.Raster.Object.Fibre.Fibre . . . . . . ... ... ... ... ..... 72
Linear.Raster.Object.Intersection.Point . . . . . . ... ... ... ..... 73
Linear.Raster.Object.Pattern.Genet . . . . . . . . . ... ... ... ..... 73
Linear.Raster.Object.Pattern.Pattern . . . . . .. ... ... ... ...... 74
Linear.Raster.Object.Point.Point . . . . . . ... ... ... .. ...... 74
Linear.Raster.Object.Region.Region . . . . . . ... ... ... ... .... 76
Linear.Raster.Object.Segment.Segment . . . . . . ... ... ... ..... 80
Linear.Raster.Object.Segment.Segment_Polygon_Rect . . . . ... ... .. 83
Linear.Raster.Object. Test_Line.Test_Line . . . . ... ... ... ...... 84
Linear.Raster.Object.Test_Line. Test_Line_efficient . . . . . . ... ... .. 88
Linear.Raster.Object.Test_Line_Set.Test Line_Set . . . ... ... ... .. 89
Linear.Raster.Object.Test_Line_Set.Test_Line_Set_eff . . ... ... .. .. 90
Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new . ... .. ... .. 91

Linear September 2, 2011



Chapter 3

Class Documentation

3.1 Linear.Analyses.Raster Analyses.Circle Sample Class Reference

Public Member Functions

o def _init__

Public Attributes

¢ circle_data

e total_perimeter_length
e L_test_line

* n_intersections

I L

*B_A

Static Public Attributes

¢ tuple im_display = im_in.copy()

¢ tuple im_display_write = im_display.load()
« tuple circ = Circle.Circle()

* coords = circ.circle_coords

e string name ="_N_"



6 Class Documentation

3.1.1 Constructor & Destructor Documentation

3.1.1.1 def Linear.Analyses.Raster_Analyses.Circle_Sample.__init__ ( self,
RAW_DATA_FILENAME, im_in, USE_PICKLE_ DATA='FALSE’, RAW_IMAGE_WIDTH
=1000, RAW_IMAGE_HEIGHT =1000, BACKGROUND_MIN =254,
BACKGROUND_MAX =255, BACKGROUND_COL =255, PIXEL_UNIT_.CONVERSION
=0.01, OPEN_RAW_IMAGE =’ TRUE’, CIRC_RADII=10, CIRC.N=1,
IMAGE_TYPE="1", WRITE.IMAGE='FALSE’ )

Initialize an instance of the class Circle_Sample.
Parameters:

Returns:

The documentation for this class was generated from the following file:

* Raster_Analyses.py

3.2 Linear.Analyses.Raster Analyses.N Intersections _Rotate Class
Reference

Public Member Functions

e def init__

Static Public Attributes

* tuple pickle_filename = str(RAW_DATA_FILENAME + "_" + str(SCALE_-
OF_ANALYSIS) + "_" + "data.pickle")

* tuple f = open(pickle_filename, *w’)

* list data_out = [boundary_length_estimate_list,boundary_length_intensity_estimate_-
list, num_intersections_list, rotations, test_line_set_list]
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3.3 Linear.Analyses.Raster_Analyses.Rast_Analysis Class Reference 7

3.2.1 Constructor & Destructor Documentation

3.2.1.1 def Linear.Analyses.Raster_Analyses.N_Intersections_Rotate.__init__ ( self,
RAW_DATA_FILENAME, SCALE_OF_ANALYSIS, USE_PICKLE_DATA =
"FALSE’, CREATE_ROTATED_IMAGES =' TRUE'’, USE_ROTATED_IMAGES
=’ TRUE’, RAW_IMAGE_WIDTH=1000, RAW_IMAGE_HEIGHT =1000,
BACKGROUND_MIN =254, BACKGROUND_MAX =255, BACKGROUND_COL =255,
INTERNAL_BORDER_COL = 0, PIXEL_UNIT_.CONVERSION=0.01, PICKLE DATA =
"FALSE’, OPEN_RAW_IMAGE =' TRUE’, im_in="NULL" )

Initiate an instance of N_Intersections_Rotate.
Parameters:

Returns:

The documentation for this class was generated from the following file:

e Raster_Analyses.py

3.3 Linear.Analyses.Raster Analyses.Rast_Analysis Class Reference

Public Member Functions

o def init
¢ def Rotate_Image_Intersections

e def Square_Lattice_Sample

3.3.1 Detailed Description

Class of type Rast_Analysis. A suite of raster analyses.
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Class Documentation

3.3.2 Constructor & Destructor Documentation

3.3.2.1 def Linear.Analyses.Raster_Analyses.Rast_Analysis.__init__ ( self,
RAW_DATA_FILENAME, SCALE_OF_ANALYSIS, USE_PICKLE DATA =
"FALSE’, CREATE_ROTATED_IMAGES =' TRUE'’, USE_ROTATED_IMAGES
=’ TRUE’, RAW.IMAGE_WIDTH=1000, RAW_IMAGE_HEIGHT =1000,
BACKGROUND_MIN =254, BACKGROUND_MAX =255, BACKGROUND_COL =255,

INTERNAL_BORDER_COL = 0, PIXEL_UNIT_.CONVERSION=0 .01, PICKLE_DATA =
" FALSE’ )

Initialize an instance of the class Rast_Analysis.
Parameters:

Returns:

3.3.3 Member Function Documentation

3.3.3.1 def Linear.Analyses.Raster_Analyses.Rast_Analysis.Rotate_Image_Intersections
( self, RAW_DATA_FILENAME, SCALE_OF_ANALYSIS, USE_PICKLE_DATA =
"FALSE’, CREATE_ROTATED_IMAGES =' TRUE’, USE_ROTATED_IMAGES
='TRUE’, RAW_IMAGE_WIDTH=1000, RAW_IMAGE_HEIGHT=1000,
BACKGROUND_MIN =254, BACKGROUND_MAX =255, BACKGROUND_COL =255,
INTERNAL_BORDER_COL = 0, PIXEL_UNIT_.CONVERSION=0.01, PICKLE_DATA =

"FALSE’, ROTATIONS = range (0, 360, OPEN_RAW_IMAGE =’ TRUE', im_in
= "NULL n )

Rotate image and find intersections.
Parameters:

Returns:

3.3.3.2 def Linear.Analyses.Raster_Analyses.Rast_Analysis.Square_Lattice_Sample (
self, RAW_DATA_FILENAME, SCALE_OF _ANALYSIS, USE_PICKLE_DATA =
"FALSE’, CREATE_ROTATED_IMAGES =' TRUE’, USE_ROTATED_IMAGES
='TRUE’, RAW_IMAGE_WIDTH=1000, RAW_IMAGE_HEIGHT=1000,
BACKGROUND_MIN =254, BACKGROUND_MAX =255, BACKGROUND_COL =255,
INTERNAL_BORDER_COL = 0, PIXEL_UNIT_.CONVERSION=0.01, PICKLE_DATA =
"FALSE’, REMOVE_BORDER='FALSE’, OPEN_RAW_IMAGE =' TRUE’,
im_in=" NULL"' )

Sample with a lattice of straight test lines.
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3.4 Linear.Analyses.Raster_Analyses.Square_Lattice_Sample Class Reference 9

Parameters:

Returns:

The documentation for this class was generated from the following file:

¢ Raster_Analyses.py

3.4 Linear.Analyses.Raster_Analyses.Square_Lattice_Sample Class
Reference

Public Member Functions

o def _init__

3.4.1 Constructor & Destructor Documentation

3.4.1.1 def Linear.Analyses.Raster_Analyses.Square_Lattice_Sample.__init__ ( self,
RAW_DATA_FILENAME, SCALE_OF_ANALYSIS, USE_PICKLE_DATA =
"FALSE’, CREATE_ROTATED_IMAGES =' TRUE'’, USE_ROTATED_IMAGES
=’ TRUE’, RAW_IMAGE_WIDTH=1000, RAW_IMAGE_HEIGHT=1000,
BACKGROUND_MIN =254, BACKGROUND_MAX =255, BACKGROUND_COL =255,
INTERNAL_BORDER_COL = 0, PIXEL_UNIT_-CONVERSION=0.01 )

Initialize an instance of the class Square_Lattice_Sample.

Parameters:

Returns:

The documentation for this class was generated from the following file:

¢ Raster_Analyses.py
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10 Class Documentation

3.5 Linear.Analyses.Vector_Analyses v2.Line based intensity_circles
Class Reference

Public Member Functions

* def line_based_intensity_circles

o def line_based_intensity_circles_sim_rand

* def line_based_intensity_circles_genet_exclude_self
* def line_based_intensity_circles_seg

Static Public Attributes

* tuple rand_proportions_x = scipy.rand(N_RAND_PTS)

* tuple rand_proportions_y = scipy.rand(N_RAND_PTS)

* list x_range = x_limit[1]

* listy_range =y_limit[1]

* tuple x_range_prop = rand_proportions_xx*(x_range + 2+radius)
* tuple y_range_prop = rand_proportions_yx*(y_range + 2xradius)
* tuple x_pts = x_range_prop+(x_limit[0]-radius)

* tuple y_pts = y_range_prop+(y_limit[0]-radius)

* list n_points_corrected_list =[]

e list I_circle_perimeter_corrected_list =[]

* list circ_cen_x = x_pts]i]

* list circ_cen_y = y_pts[i]

* tuple rad = (radius/reduction)

* tuple center_location = Linear.Object.Point.Point(circ_cen_x,circ_cen_y)
* tuple circle = Linear.Object.Circle.Circle()

* w = circle.prop_in_rect

* float perimeter = 2.0

* |_circle_perimeter_corrected = perimetersw

* list intersection_points = [ ]

e list pt_x1 = PATTERN.Iist_of_fibres[m]

e list pt_y1 = PATTERN.Iist_of_fibres[m]

e list pt_x2 = PATTERN.Iist_of_fibres[m]

e list pt_y2 = PATTERN.Iist_of_fibres[m]

* tuple intersection_points_tmp = (Linear.Geometry.geom.circle_segment_intersection_-

points(pt_x1, pt_y1, pt_x2, pt_y2, circ_cen_Xx, circ_cen_y, radius))
* tuple n_points = float(len(intersection_points))
* tuple n_points_corrected = n_points*(1.0/w)
* n_points_corrected = n_points
* tuple leng = scipy.sum(l_circle_perimeter_corrected_list)
* tuple n_pt = scipy.sum(n_points_corrected_list)
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3.5 Linear.Analyses. Vector_Analyses_v2.Line_based_intensity_circles Class

Reference

11

e I_L =n_pt/leng
e floatB_A=2.0
« tuple f = open(filename, ’a’)

3.5.1 Member Function Documentation

3.5.1.1 def Linear.Analyses.Vector_Analyses_v2.Line_based_intensity_circles.line_based_-

intensity_circles ( self, x_limit, y_limit, RADIUS, N_RAND_PTS, n_perimeter_points,

INTER_POINT_EDGE_CORRECT, filename_prefix, PATTERN )

Find the intensity of lines using circles placed randomly over
the linear data. Repeat the process for a range of circle radii.

Points are distributed over the fibres.

Parameters
x_limit : list

Limits of the plot, [x minimum, x maximum]
y_limit : list

limits of the plot, [y minimum, y maximum]
RADIUS : list

List with the range of circle radii to use
N_RAND_PTS : int

The number of random points to distribute over the linear data.

n_perimeter_points

INTER_POINT_EDGE_CORRECT

filename_prefix

PATTERN
Object of type Pattern where linear data is stored in a
list of fibres.

GENET_PROC_OBS

WRITE_DATA

Returns

filename_prefix+"_stat_line_based_intensity.txt" : output file
Output file with intensity estimates for each circle radius

filename_prefix+"radius_" + repr(r)+"_segments.txt" : output file
Output file with fibre segments

filename_prefix+"radius_" + repr(r)+"_points.txt" : output file
Output file with ramet points

filename_prefix+"radius_" + repr(r)+"_circles.txt" : output file

Output file with sampling circles

3.5.1.2 def Linear.Analyses.Vector_Analyses_v2.Line_based_intensity_circles.line_-
based_intensity_circles_sim_rand ( self, x_limit, y_limit, RADIUS,

N_RAND_PTS, NSIM, PLOT_SIM_DATA, N_PLOT_SIM_DATA, n_perimeter_points,

INTER_POINT_EDGE_CORRECT, filename_prefix, PATTERN )

Simulation: Estimate the intensity of lines using circles placed
randomly over the plot.
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Distribute N_RAND_PTS randomly over the plot. Estimate the B_A
(boundary length per unit area) based on the count of intersection
points. Repeat NSIM times.

Points are distributed randomly over the plot.

Parameters
x_limit : list
Limits of the plot, [x minimum, x maximum]
y_limit : list
limits of the plot, [y minimum, y maximum]
RADIUS : list
List with the range of circle radii to use
N_RAND_PTS : int
The number of random points to distribute over the linear data.
n_perimeter_points
INTER_POINT_EDGE_CORRECT
filename_prefix
PATTERN
Object of type Pattern where linear data is stored in a
list of fibres.
GENET_PROC_OBS

WRITE_DATA

Returns

filename_prefix+"_stat_line_based_intensity.txt" : output file
Output file with intensity estimates for each circle radius

filename_prefix+"radius_" + repr(r)+"_segments.txt" : output file
Output file with fibre segments

filename_prefix+"radius_" + repr(r)+"_points.txt" : output file
Output file with ramet points

filename_prefix+"radius_" + repr(r)+"_circles.txt" : output file

Output file with sampling circles

3.5.1.3 def Linear.Analyses.Vector_Analyses_v2.Line_based_intensity_circles.line_based_-
intensity_circles_genet_exclude_self ( self, x_limit, y_limit, RADIUS, N_RAND_PTS,
n_perimeter_points, INTER_POINT_EDGE_CORRECT, filename_prefix, PATTERN,
GENET_PROC_OBS, WRITE_DATA )

Find the intensity of lines using circles placed randomly over
the linear data. Repeat the process for a range of circle radii.

Do not collect points from lines on the same genet as the point
centre of the sampling circle.

Parameters
x_limit : list
Limits of the plot, [x minimum, x maximum]
y_limit : list
limits of the plot, [y minimum, y maximum]
RADIUS : list
List with the range of circle radii to use
N_RAND_PTS : int
The number of random points to distribute over the linear data.
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n_perimeter_points
INTER_POINT_EDGE_CORRECT
filename_prefix

PATTERN

GENET_PROC_OBS
WRITE_DATA

Returns

filename_prefix+"_stat_line_based_intensity.txt" : output file
Output file with intensity estimates for each circle radius

filename_prefix+"radius_" + repr(r)+"_segments.txt" : output file
Output file with fibre segments

filename_prefix+"radius_" + repr(r)+"_points.txt" : output file
Output file with ramet points

filename_prefix+"radius_" + repr(r)+"_circles.txt" : output file
Output file with sampling circles

3.5.1.4 def Linear.Analyses.Vector_Analyses_v2.Line_based_intensity_circles.line_-
based_intensity_circles_seg ( self, x_limit, y_limit, RADIUS, N_RAND_PTS,

n_perimeter_points, INTER_POINT_EDGE_CORRECT, filename_prefix, SEG_PROC )

Find the intensity of lines using circles placed randomly over
the linear data. Repeat the process for a range of circle radii.

Do not collect points from lines on the same genet as the point
centre of the sampling circle.

Parameters
x_limit : list

Limits of the plot, [x minimum, x maximum]
y_limit : list

limits of the plot, [y minimum, y maximum]
RADIUS : list

List with the range of circle radii to use
N_RAND_PTS : int

The number of random points to distribute over the linear data.

n_perimeter_points
INTER_POINT_EDGE_CORRECT
filename_prefix

PATTERN

GENET_PROC_OBS

WRITE_DATA

Returns

filename_prefix+"_stat_line_based_intensity.txt" : output file
Output file with intensity estimates for each circle radius

filename_prefix+"radius_" + repr(r)+"_segments.txt" : output file
Output file with fibre segments

filename_prefix+"radius_" + repr(r)+"_points.txt" : output file
Output file with ramet points

filename_prefix+"radius_" + repr(r)+"_circles.txt" : output file

Output file with sampling circles

The documentation for this class was generated from the following file:
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* Vector_Analyses_v2.py

3.6 Linear.Analyses.Vector_Analyses_v2.Vector_Analyses Class Ref-
erence

Public Member Functions

* def genet_rand_location

* def genet_rand_location_genet_ex_self
* def point_pattern_multiscale_xfig_input
o def point_pattern_xfig_input

¢ def genet MC

* def angle_measure_segs

Static Public Attributes

e int DEBUG =0

e int N_RAND_PTS =100

* int rad_start = 50

* int rad_max = 600

* int rad_step = 50

* tuple RADIUS = range(rad_start,rad_max,rad_step)

e int X_limit min=0

e int x_limit_max = 2000

* inty_limit_min =0

* int y_limit_max = 2000

e list x_limit = [x_limit_min,x_limit_max]

e list y_limit = [y_limit_min,y_limit_max]

¢ tuple PLOT_AREA = (x_limit[1]-x_limit[0])

e list xmax = x_limit[1]

e list xmin = x_limit[0]

* list ymax =y_limit[1]

e list ymin = y_limit[0]

* int n_perimeter_points = 400

¢ string INTER_POINT_EDGE_CORRECT = "FALSFE’
* filename = FILENAME

* tuple data_in = Linear.LinlO.Read_Xfig.Read_data()

o string PICKLE_DATA = "True’

* tuple gen_proc_obs = Linear.Process.Proc_genet.GenetProcess()
* tuple n_segs_per_order = gen_proc_obs.n_segs_per_order()
* string obs_filename_prefix = "obs_"
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* line_analysis_obs =\

e int NSIM = 100

* string DRAW_SIM = "TRUE’

¢ string FILE_PLOT_PREFIX = "func_genet_sim_"

e list x_limit_sim = [0,6000]

e list y_limit_sim = [0,6000]

e list simulations =[]

* list genet_process_list =[]

* tuple new_genet_process = copy.deepcopy(gen_proc_obs)

¢ list x_old = new_genet_process.genets[i]

¢ list y_old = new_genet_process.genets[i]

e tuple x_new = scipy.random.uniform(high=x_limit[1],low=x_limit[0])
e tuple y_new = scipy.random.uniform(high=y_limit[1],low=y_limit[0])
¢ x_translation = x_new-x_old

 y_translation = y_new-y_old

* tuple new_genet_process_ref = copy.deepcopy(new_genet_process)

¢ int nothing = 0

e list x_additional_translation = colxx_limit[1]

¢ list y_additional_translation = rowxy_limit[1]

* tuple new_genet_process_tmp = copy.deepcopy(new_genet_process_ref)
* tuple filename_plot_eps = FILE_PLOT_PREFIX+str(SIM)

¢ float canvas_extent = 20.0

* tuple ¢ = canvas.canvas()

* tuple data_extent = float(x_limit[1]-x_limit[0])

¢ int radius = 1

* int sim_count =0

* list pt_x1 = new_genet_process.genets[gg]

* list pt_y1 = new_genet_process.genets[gg]

* list pt_x2 = new_genet_process.genets[gg]

* list pt_y2 = new_genet_process.genets[gg]

¢ tuple rad = (radius/data_extent)

e list x_limit_sim_plot = [2000,4000]
e list y_limit_sim_plot = [2000,4000]
¢ string CIRC_SAMP ="TRUFE’

e string sim_filename_prefix = "sim_
¢ line_analysis_sim =\

e string WRITE_DATA = "FALSFE’
e int DRAW_SIM_N =5

e x_limit_min = x_limit_min

e x_limit_max = x_limit_max

e y_limit_min = y_limit_min

e y_limit_max = y_limit_max

e list list_of_fibres =[]
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tuple temp_pattern = Linear.Object.Pattern.Pattern(list_of_objects=[list_of_fibres],list_-

of_types=['fibre’])

int nrand_points = 100

string filename = "_point_locations.txt"
tuple f = open(filename, *w”)

list xlimits = [ ]

list ylimits = []

list point_patterns =[]

list limits = []

list npt =[]

list density =[]

list scale = [4,5,6,7,8,9,10,11,12]

list quadrat_pp =[]

list quadrat_size = x_limit[1]

list new_x_limit = [ ]

list new_y_limit =[]

list x_limit_tmp_0 = x_limit[0]

list y_limit_tmp_0 = y_limit[0]
x_limit_tmp_1 = x_limit_tmp_O+quadrat_size
y_limit_tmp_1 =y_limit_tmp_0+quadrat_size
x_limit_tmp_0 = x_limit_tmp_1
y_limit_tmp_0 = y_limit_tmp_1

list columns = [ ]

list columns_limits = [ ]

list npt_columns =[]

list density_columns =[]

list rows =[]

list rows_limits = [ ]

list npt_quadrat =[]

list density_quadrat = []

list current_x_limit = [new_x_limit[i][0],new_x_limit[i][1]]
list current_y_limit = [new_y_limit[j][0],new_y_limit[j][1]]

list new_pp =[]

list pt_x = temp_pattern.distributed_points[k]
list pt_y = temp_pattern.distributed_points[k]
list mc_sim_count =[]

listme_p =[]

list random_points_all =[]

list row_mc_sim = [ ]

list row_p =[]

list random_points_all_r =[]

list col_mc_sim =[]

list col_p =[]
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¢ list random_points_all_c =[]

¢ list random_points_all_tmp =[]

e list me_sim =[]

e listp=1[]

* list npts = npt[ndiv]

e list dist =[]

¢ tuple dist_tmp = sqrt(pow((point_patterns[ndiv][row][col][pt2][0]-point_patterns[ndiv][row][col][pt1][0]),2)+pow((poin
patterns[ndiv][row][col][pt2][1]-point_patterns[ndiv][row][col][pt1][1]),2))

¢ tuple mean_dist = mean(dist)

e int COUNT =0

e list me_pts =[]

¢ tuple x = random.uniform(limits[ndiv][row][col][0][0],limits[ndiv][row][col][0][1])

¢ tuple y = random.uniform(limits[ndiv][row][col][1][0],limits[ndiv][row][col][1][1])

e list medist =[]

¢ list medist_tmp =[]

¢ tuple memean_dist = mean(mcdist_tmp)

e listhd_1=[]

e listvd_1=1]

e list columns_hd_1 =]

e list columns_vd_1 =[]

e listquad_hd_1 =]

e list quad_vd_1 =[]

e inttmp_hd_1=0

e inttmp_vd_1=0

e tuple tmp_hd_1 = (density[ii][i][j+1] - density[ii][i][j-1])
e tuple tmp_vd_1 = (density[ii][i+1][j] - density[ii][i-1][j])
e list scale_hd_2 =]

e list scale_vd_2 =]

e list columns_hd_2 =[]

e list columns_vd_2 =[]

e listquad_hd_2 =[]

e listquad_vd_2 =[]

e inttmp_hd_2=0

e inttmp_vd_2=0

e tuple tmp_hd_2 = (hd_1[ii][i][j+1] - hd_1[ii][i][j-1])
e tuple tmp_vd_2 = (vd_1[ii][i+1][j] - vd_1[ii][i-1][j])
e list scale_vhd_2 =[]

e list columns_vhd_2 =[]

e list quad_vhd_2 =[]

e int tmp_vhd_2 =0

e tuple tmp_vhd_2 = (hd_1[ii][i+1][j] - hd_1[ii][i-1][])
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list A =[]

list B=]

list A_row =[]

list B_row =[]

list A_column = []

list B_column =[]

tuple A_tmp = array([hd_1[ii][i][j],vd_1[ii][i][;]1])

tuple B_tmp = array([[scale_hd_2[ii][i][j],scale_vhd_2[ii][i][j]],[scale_vhd_2[ii][i][j],scale_-
vd_2[ii][1][511D

list bs_pre_sum_levels =[]

list bs_sum_levels = [ ]

list bs_pre_sum_columns =[]

int bs_sum =0

list bs_pre_sum_rows = [ ]

int bs_part_temp = 0

tuple mc_u = zeros([2,1])

tuple me_w = zeros([2,1])

tuple rl = scipy.random.random_integers(0,len(random_points_all[ii][i][j])-1)
tuple r2 = scipy.random.random_integers(0,len(random_points_all[ii][i][j])-1)
tuple bs_part_temp = (npt[ii][i][j]+float(transpose(matrix(mc_u))+matrix(B[ii][i][j])*matrix(mc_-
w))

bs_sum = bs_sum-+bs_part_temp

list bs_levels =[]

list bs_columns =[]

list bs_rows =[]

int bs =0

tuple bs = (npt[ii][i][j]1/24.0 * numpy.trace(B[ii][i][j]))

list bs_tmp =[]

list bs_quad =[]

listbs_c =[]
listbs_r =[]
list var =[]

list var_c =[]

int quad_count = 0

list var_r =]

list mse =[]

list bs_sq_tmp = bs_quad[ii]
list var_sq_tmp = var[ii]
tuple bs_quad = bs_quad/sum(bs_quad)
tuple var = var/sum(var)
rad_start = rad_start
rad_max = rad_max
rad_step = rad_step
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¢ list RADIUS =[]

e rad_tmp = rad_start

¢ string PLOT_SIM_DATA = "FALSE"

e int N_PLOT_SIM_DATA =1

« string filename_plot_txt = "obs_stat_line_based_intensity_simulation.txt"
* tuple file = open(filename_plot_txt, "r")

* tuple data = file.readlines()

* tuple n_ints = len(data)

¢ float intensity_tmp = 0.0

* list intensity_data = data[i]

¢ tuple intensity_tmp = intensity_tmp-+float(intensity_data[5])
* intensity_average = intensity_tmp/n_ints

e tuple area = (x_limit[1]-x_limit[0])

* tuple nrand_points = int(intensity_averagesxarea)

3.6.1 Detailed Description

Class of vector analyses.

3.6.2 Member Function Documentation

3.6.2.1 def Linear.Analyses.Vector_Analyses_v2.Vector_Analyses.genet_rand_location (
FILENAME )

genet_rand_location (v2):

Randomization model for the generation of spatial structures composed of
linear and point data.

A set of linear and point data (in ’'genet’ structures) is randomized

in the x-y plane and then copied to a 3x3 set of contiguous square regions.
The central region (plot) will then have a complete set of the randomized
data with the effect that linear data extending beyond the plot

boundary will be wrapped to the opposite side of the plot.

Parameters
FILENAME : string

Filename of xfig file containing genet data

Returns

3.6.2.2 def Linear.Analyses.Vector_Analyses_v2.Vector_Analyses.genet_rand_location_genet -
ex_self (  FILENAME )

genet_rand_location_genet_ex_self (v2):
Randomization model for the generation of spatial structures composed of
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linear and point data.

A set of linear and point data (in ’'genet’ structures) is randomized

in the x-y plane and then copied to a 3x3 set of contiguous square regions.
The central region (plot) will then have a complete set of the randomized
data with the effect that linear data extending beyond the plot

boundary will be wrapped to the opposite side of the plot.

Current genet excludes self from analyses.
Parameters
FILENAME : string

Filename of xfig file containing genet data

Returns

3.6.2.3 def Linear.Analyses.Vector_Analyses_v2.Vector_Analyses.point_pattern_multiscale_-
xfig_input ( FILENAME, x_limit_min, x_limit_-max, y_limit_min, y_limit_max

)

point_pattern_multiscale_xfig_input (v4):

Conduct a multiscale local-global analysis using random fibre
points distributed over genets.

Parameters
FILENAME : string

Filename of xfig file containing genet data

Returns

3.6.2.4 def Linear.Analyses.Vector_Analyses_v2.Vector_Analyses.point_pattern_xfig_input (
FILENAME, rad_start, rad_max, rad_step, x_limit_min, x_limit-max, y_limit_min,
y_limit_max )

point_pattern_xfig_input (vl):

Use circle sampling to estimate intensities a various r
Parameters

FILENAME : string

Filename of xfig file containing genet data

Returns
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3.6.2.5 def Linear.Analyses.Vector_Analyses_v2.Vector_Analyses.genet_ MC ( FILENAME,
NULL_MODEL_TYPE, rad_start rad_max, rad_step, x_limit-min, x_limit_max,
y_limit_min, y_limit_max )

Simulation model for the generation of spatial structures
composed of linear and point data.

Parameters
x_limit_max : float
x_limit_min : float
y_limit_max : float
y_limit_min : float
Returns

3.6.2.6 def Linear.Analyses.Vector_Analyses_v2.Vector_Analyses.angle_measure_segs (
FILENAME, x_limit-min, x_limit_-max, y_limit_min, y_limit_max )

Measure the angles of the segments composing a collection of fibres

Parameters

x_limit_max : float

x_limit_min : float

y_limit_max : float

y_limit_min : float

Returns

"obs_len_angles.txt" : output file

The documentation for this class was generated from the following file:

e Vector_Analyses_v2.py

3.7 Linear.Geometry.geom 2.Geom functions Class Reference

Public Member Functions

e def turn_angle_ccw

e def turn_angle_ccw_test

e def turn_angle_ccw_test_orientation
e def turn_angle_ccw_v2

e def turn_angle_ccw_to_smallest

e def mean_theta

e def theta
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* def rad2deg

e def deg2rad

* def cart2polar

e def polar_to_cart

* def intersect_seg

e def intersect_line

* def intersect_seg_pt

* def slope

* def In_eqn_2D

¢ def pdf_marriot

* def sample_marriot

* def circle_segment_intersection

* def circle_segment_intersection_points
* def circle_segment_intersection_points_version_2
* def circle_segment_intersection_old
* def point_point_distance

¢ def midpoint

Static Public Attributes

* int turn_theta_tmp =2

* turn_theta_tmp = turn_theta

* string inter = "NO_SOL_HOR"

* tuple inter = array([eqn2[1],eqn1[1]])

* listy =eqnl[1]

* eqn =eqn2

* tuple x = (eqn[1][2] - eqn[1][1]xy)

* listx =eqnl[1]

* tuple y = (eqn[1][2] - eqn[1][0]*x)

« tuple A = scipy.array([(eqn1[1][0].eqn1[1][1]),(eqn2[1][0],eqn2([1][1])])
* tuple B = scipy.array([eqn1[1][2],eqn2[1][2]])

* tuple y_a = ((-1)*b + (sqrt(abs((bxb)-(4xaxc)))))
* x b=pt _xI

* tuple y_b = ((-1)*b - (sqrt(abs((bxb)-(4xaxc)))))
* listinter_pt_1=[x_a,y_a]

e inti_1=1

* listinter_pt_2 =[x_b, y_b]

e inti_2=1

* y=ptyl

e h =circ_cen_x

* k =circ_cen_y

e r =radius
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e inta=1

e floatb=2.0

¢ tuple ¢ = (hxh)

* tuple x_a = ((-1)*b + (sqrt(abs((bxb)-(4xaxc)))))

ey a=pt_yl

e tuple x_b = ((-1)xb - (sqrt(abs((bxb)-(4xaxc)))))

ey b=ptyl

e tuple a = (pt_x2 - pt_x1)

e inth=2

e tuple sol_1 = ((-1 x b) - scipy.sqrt( (bxb)-(4xaxc)) )
e tuple sol_2 = ((-1 x b) + scipy.sqrt( (bxb)-(4xaxc)) )
¢ list inter_points = ["FALSE"]

o xdiff = x2-x1

o ydiff = y2-y1

¢ float deltax = 2.0

¢ float deltay = 2.0

¢ x_mid = x1+deltax

e y_mid = yl+deltay

¢ list midpoint = [x_mid,y_mid]

3.7.1 Detailed Description

Generic geometry functions

3.7.2 Member Function Documentation

3.7.2.1 def Linear.Geometry.geom_2.Geom_functions.turn_angle_ccw ( seg1, seg2 )

Calculate the (counter clockwise) turn angles for two line segment
angles (taken from 0/2pi - horizontal).

Parameters

Returns

3.7.2.2 def Linear.Geometry.geom_2.Geom_functions.turn_angle_ccw_test ( seg?, seg2 )

# Calculate the (counter clockwise) turn angles for two line segment
# angles (taken from 0/2pi - horizontal).

# The "angle" function in Segment works correctly (used extensively
# for finding intersection points).

Parameters

Returns
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3.7.2.3 def Linear.Geometry.geom_2.Geom_functions.turn_angle_ccw_test_orientation ( seg1,
seg2 )

# Calculate the (counter clockwise) turn angles for two line segment
# angles (taken from 0/2pi - horizontal).

# The "angle" function in Segment works correctly (used extensively
# for finding intersection points).

Parameters

Returns

3.7.2.4 def Linear.Geometry.geom_2.Geom_functions.turn_angle_ccw_v2 ( seg1, seg2 )

# Calculate the (counter clockwise) turn angles for two line segment
# angles (taken from 0/2pi - horizontal).

Parameters

Returns

3.7.2.5 def Linear.Geometry.geom_2.Geom_functions.turn_angle_ccw_to_smallest (
list_of_angles )

turn_angle_ccw_to_smallest
Parameters

Returns

3.7.2.6 def Linear.Geometry.geom_2.Geom_functions.mean_theta ( list_of angles )

# Find the mean angle of a list of angles given in
# radians.

Parameters

Returns

3.7.2.7 def Linear.Geometry.geom_2.Geom_functions.theta ( x1, y1, x2, y2)

# Find the angle (counter-clockwise from polar Opi rads)
# to the line defined by the two points.
#
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# Return:
# one angle (radians):
# 1. small angle (returned by cos and sin)
# (NOT ret) 2. large angle (small + pi)
Parameters
Returns

3.7.2.8 def Linear.Geometry.geom_2.Geom_functions.rad2deg ( radians )

rad2deg
Parameters

Returns

3.7.2.9 def Linear.Geometry.geom_2.Geom_functions.deg2rad ( degrees )

deg2rad
Parameters

Returns

3.7.2.10 def Linear.Geometry.geom_2.Geom_functions.cart2polar ( x1, y1, x2, y2)

cart2polar
Parameters

Returns

3.7.2.11 def Linear.Geometry.geom_2.Geom_functions.polar_to_cart ( theta, r, x, y)

polar_to_cart
Parameters

Returns
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3.7.2.12  def Linear.Geometry.geom_2.Geom_functions.intersect_seg ( seg1, seg2 )

# Complete a check to see if there is a ’possibility’ of the segments

# intersecting. This avoids the need to calculate an intersection
# point if there is no possibility of the segments intersecting.

Parameters

Returns

3.7.2.13  def Linear.Geometry.geom_2.Geom _functions.intersect_line ( eqn1, eqn2 )

intersect_line
Parameters

Returns

3.7.2.14 def Linear.Geometry.geom_2.Geom _functions.slope ( x1, y1, x2, y2)

Generate the segment using two endpoints of type Point
Parameters

Returns

3.7.2.15 def Linear.Geometry.geom_2.Geom _functions.In_eqn 2D ( x1, y1, x2, y2, m)

# Returns the equation of a line:
# eq = Axx + Bxy = C

#as eq = [A, B, C]

# as converted from y - yl = m(x - x1)
Parameters
Returns

3.7.2.16  def Linear.Geometry.geom_2.Geom _functions.pdf_marriot ( K, psi )

pdf_marriot
Parameters

Returns
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3.7.2.17 def Linear.Geometry.geom_2.Geom_functions.sample_marriot ( K, sample_size )

sample_marriot
Parameters

Returns

3.7.2.18 def Linear.Geometry.geom_2.Geom_functions.circle_segment_intersection ( pt_x1,
ptyl, ptx2, pty2, circ_cenx, circ_cen.y, radius, verbose="FALSE" )

circle_segment_intersection
Parameters

Returns

3.7.2.19 def Linear.Geometry.geom_2.Geom_functions.circle_segment_intersection_points (
ptx1, ptyl, ptx2, pty2, circ_cen_x, circ_cen.y, radius )

circle_segment_intersection_points
Parameters

Returns

3.7.2.20 def Linear.Geometry.geom_2.Geom_functions.circle_segment_intersection_points_-
version 2 ( ptx1, ptyl, ptx2, pty2, circ_cenx, circ_.cen.y, radius

)

circle_segment_intersection_points_version_2
Parameters

Returns

3.7.2.21 def Linear.Geometry.geom_2.Geom_functions.point_point_distance ( x1, y1, x2, y2)

point_point_distance
Parameters

Returns
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3.7.2.22 def Linear.Geometry.geom_2.Geom_functions.midpoint ( x1, y1, x2, y2)

midpoint
Parameters

Returns

The documentation for this class was generated from the following file:

* geom_2.py

3.8 Linear.LinlO.Lin_I0.Read_data Class Reference

Public Member Functions

e def init

e def v_read_fib

e def v_read_fib_xfig
* def make_objects

* def read_segs

Public Attributes

* extents_mat
* point_mat

* point_list

* pt_mat

* seg_mat

* fib_mat

* n_seg

e Data_Region
« fib_list

* list_of_patterns
« fib

* max_Ingth

« fib_ID
 extent_list

* group_list

* group_ID_list
« fib_ID_list

* point_ID_list
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* circ_points

« fib_points

* fib_segments

* list_of_segments
¢ segment_process
* segment_pattern

3.8.1 Constructor & Destructor Documentation

3.8.1.1 def Linear.LinlO.Lin_|O.Read_data.__init__( self )

Initialize the Read_data class

3.8.2 Member Function Documentation

3.8.2.1 def Linear.LinlO.Lin_10.Read _data.v_read_fib ( self, filename )

Read fibres from a text file.
Parameters:

filename : string
The name of the input data file.

3.8.2.2 def Linear.LinlO.Lin_l0.Read_data.v_read_fib_xfig ( self, filename )

Read fibres from an Xfig file.
Parameters:

filename : string
The name of the input data file.

3.8.2.3 def Linear.LinlO.Lin_|0.Read_data.make_objects ( self )

Make Linear objects from the data once it has been read by "v_read_fib".
Parameters:

Returns:

self.list_of_patterns : list
List of patterns holding the points and fibres contained in the
original data.
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3.8.2.4 def Linear.LinlO.Lin_|0.Read_data.read_segs ( self, filename, x_limit, y_limit,
printsegs =’ FALSE’ )

Read a segment process from a text file. Each line is one segment with format:
Ptl_x Ptl_ vy Pt2_x Pt2_y

Return a list of segments, a segment process and a Pattern.

The documentation for this class was generated from the following file:

* Lin_IO.py

3.9 Linear.LinlO.Read Xfig.Read data Class Reference

Public Member Functions

e def __init__

e def v_read_fib

* def v_read_fib_xfig

* def make_objects

* def make_patterns_colours

Public Attributes

* extents_mat
e point_mat

* point_list

* pt_mat

* seg_mat

¢ fib_mat

* n_seg

* Data_Region
 fib_list

* list_of_patterns
 xfig_list

* fib

* max_Ingth

* fib_ID

¢ extent_list

* group_list

* group_ID_list
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e fib_ID_list

e point_ID_list

e point_ID_colour_list
e point_ID_label_list
e fib_ID_colour_list

« fib_ID_label_list

e group

¢ circ_points

« fib_points

« fib_segments

¢ colour_ID_list

e colour_ID_list_temp
e colour_list_of_points
¢ colour_list_of fibres
¢ list_of_objects

« list_of_types

¢ pattern

Static Public Attributes

* int count_pt =2

* int count_seg = 1

¢ int max_Ingth = 0

* tuple max_Ingth = len(self.group_list[h].fib_list[i])
* tuple vert_correction = max(extent_mat[:,5])

¢ float unit_correction = 1.0

¢ extent_mat = extent_matsunit_correction

The documentation for this class was generated from the following file:

* Read_Xfig.py

3.10 Linear.Object.Circle.Circle Class Reference

Public Member Functions

o def _init

e def init_rad_Point

e def point_in_circle

e def proportion_in_rectangle
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Public Attributes

* radius

* X_cen

* y_cen

* centre_point

* perimeter_points
e pts_in_rect

* prop_in_rect

3.10.1 Detailed Description

Class of type circle. This is the primary circle class, and all
types of circle will be of this class. The method of initialization
("init_’) will differ for different circles.

3.10.2 Constructor & Destructor Documentation

3.10.2.1 def Linear.Object.Circle.Circle.__init__ ( self )

Instantiate an object of type circle.

radius = 0
center x = 0
center y = 0

3.10.3 Member Function Documentation

3.10.3.1 def Linear.Object.Circle.Circle.init_rad_Point ( self, radius, Point )

Instantiate a new circle using a radius r and point (x,Vy)

Arguments:
radius -- circle radius
Point -- a point of type Linear.Object.Point.Point

3.10.3.2 def Linear.Object.Circle.Circle.point_in_circle ( self, Point )

Test to see if a point of type Point is in the circle

Arguments:
Point -- a point of type Linear.Object.Point.Point
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3.10.3.3 def Linear.Object.Circle.Circle.proportion_in_rectangle ( self, xmin, xmax, ymin,
ymax, n_perimeter_points )

Calculate the proportion of the circle in a rectangle.

Arguments:

xmin -- the minimum x value of the rectangle perimeter
xmax —-- the maximum x value of the rectangle perimeter
ymin -- the minimum x value of the rectangle perimeter
ymax —-- the maximum x value of the rectangle perimeter

n_perimeter_points —-- the number of equidistant points on the circle
perimeter used to estimate the proportion.

The documentation for this class was generated from the following file:

* Object/Circle.py

3.11 Linear.Object.Circle.Circle_circum Class Reference

Public Member Functions

e def __init__
e def get_x
e def get_y

Public Attributes

* X_cen
* y_cen
* rad
°a

* bx

* by

e C

3.11.1 Constructor & Destructor Documentation

3.11.1.1  def Linear.Object.Circle.Circle_circum.__init__( self, Point1, Point2, Point3 )

Class of type circle defined by three perimeter points of type
Point.
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3.11.2 Member Function Documentation

3.11.2.1 def Linear.Object.Circle.Circle_circum.get x ( self, y )

Find the x coordinates of the circle given a y value.

Arguments:
y —— a y value on the x-y plane

3.11.2.2 def Linear.Object.Circle.Circle_circum.get_y ( self, x)

Find the y coordinates of the circle given a x value.

Arguments:
X —— a x value on the x-y plane

The documentation for this class was generated from the following file:

* Object/Circle.py

3.12 Linear.Object.Circle.Circle_rad coord Class Reference

Public Member Functions

e def _init__

Public Attributes

* radius
* X_cen
e y_cen
e 7_cen

3.12.1 Detailed Description
Class of type circle. Defined by circle center and radius.

The documentation for this class was generated from the following file:

* Object/Circle.py
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3.13 Linear.Object.Circle.Circle_rad_Point Class Reference

Public Member Functions

o def __init__

Public Attributes

¢ radius
e centre_point
e X_cen
e y_cen

3.13.1 Detailed Description

Class of type circle. Defined by circle center of type Point
and radius.

The documentation for this class was generated from the following file:

* Object/Circle.py

3.14 Linear.Object.Fibre.Fibre Class Reference

Public Member Functions

o def _init

e def gen_from_segs

e def gen_from_sim

e def gen_from_sim_branches

e def print_fibre_points

¢ def distribute_random_points
e def distribute_regular_points
* def distribute_segs_on_points
e def set_ID

¢ def length

e def effective_length

¢ def rose

¢ def mean_vector

¢ def curvature

¢ def length_distribution
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* def segment_turn_angles
* def fibre_origin_angle
e def translate

Public Attributes

* instantiated

* segments

* n_segs

* n_points

* turn_angles

* origin_angle

* distn_segment_length

¢ stolon_ramet_index

* parent_ramet_index

* unique_pts

« ID

e ID_label

e ID colour

* regular_points_list_array
* regular_points_list_points
* pt_origin

* fibre_length

* static_length

* static_effective_length
 static_rose

* radii

3.14.1 Detailed Description

Class of type Fibre.

3.14.2 Constructor & Destructor Documentation

3.14.2.1 def Linear.Object.Fibre.Fibre.__init__( self )

Instantiate instance of class of type Fibre.
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3.14.3 Member Function Documentation

3.14.3.1 def Linear.Object.Fibre.Fibre.gen_from_segs ( self, list_of segments )

Generate a fibre from a list of segments of type Segment

Arguments:
list_of_segments —-- a list of segments of type Linear.Object.Segment

3.14.3.2 def Linear.Object.Fibre.Fibre.gen_from_sim ( self, n_segs, turn_angle, orientation,
angles_distn, length_distn, origin_orientation, origin_x, origin_y )

Generate a fibre using a set of simulation parameters

Parameters
n_segs : int
Number of segments to compose the fibre
turn_angle : boolean
If "TRUE" the distribution of angles, angles_distn, is
a distribution of turn angles where the turn angle is the
deviation of the second segment from the axis of the first
segment
orientation : boolean
If "TRUE" the distribution of angles, angles_distn, is
a distribution of segment orientations where the orientation is the
deviation in radians from zerio in the counter clockwise direction
angles_distn : list of floats
A list containing a distribution of angles in radians
length_distn : list of floats
A list containing a distribution of segment lengths
origin_orientation : float
The orientation, measured in radians ccw from zero,
of the first segment
origin_x : float
The x coordinate in the x-y plane of the fibre begining
origin_y : float
The y coordinate in the x-y plane of the fibre begining

Returns
segments : list
A list of segments of type Segment comprising the fibre.
n_segs : int
Number of segments in the fibre
n_points
Number of points (endpoints of segments) in the fibre.
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3.14.3.3 def Linear.Object.Fibre.Fibre.gen_from_sim_branches ( self, n_segs, turn_angle,
orientation, angles_distn, length_distn, origin_orientation, origin_x, origin_y,
BRANCH_FORM_LIKELIHOOD, MIN_-TURN_ANGLE, MAX_TURN_ANGLE,
BRANCH_NSEGS )

Generate a fibre with branching using a set of simulation parameters

Parameters
n_segs : int
Number of segments to compose the fibre
turn_angle : boolean
If "TRUE" the distribution of angles, angles_distn, is
a distribution of turn angles where the turn angle is the
deviation of the second segment from the axis of the first
segment
orientation : boolean
If "TRUE" the distribution of angles, angles_distn, is
a distribution of segment orientations where the orientation is the
deviation in radians from zerio in the counter clockwise direction
angles_distn : list of floats
A list containing a distribution of angles in radians
length_distn : list of floats
A list containing a distribution of segment lengths
origin_orientation : float
The orientation, measured in radians ccw from zero,
of the first segment
origin_x : float
The x coordinate in the x-y plane of the fibre begining
origin_y : float
The y coordinate in the x-y plane of the fibre begining
BRANCH_FORM_LIKELIHOOD : float
MIN_TURN_ANGLE : float
MAX_TURN_ANGLE : float
BRANCH_NSEGS : list

Returns
segments : list
A list of segments of type Segment comprising the fibre.
n_segs : int
Number of segments in the fibre
n_points
Number of points (endpoints of segments) in the fibre.

The documentation for this class was generated from the following file:

* Object/Fibre.py
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3.15 Linear.Object.Genet.Genet Class Reference

Public Member Functions

o def _init__

o def set_data

e def generate_from_data
 def genet_n_segs_per_fibre

e def genet_length

* def genet_n_stolon

¢ def genet_ave_stolon_length
e def genet_n_ramets

e def print_points

e def print_fibres

¢ def daughter_distance

e def distribute_random_points
o def distribute_random_points_ave_length
e def find_parent

e def intersect_points_fibres

e def ang_dist_analysis

Public Attributes

o data_dict

o di

* total_length

* ave_stolon_length

e n_fib_par

* n_ramets

o list_of fibres

¢ n_stolon

e n_segs_per_fibre

¢ parent_point

¢ daughter_points

« fibre_length

¢ cumulative_n_segs

¢ distributed_points

* parent_ramet

* rad_intensity_L

* n_points_corrected_list
* | _circle_perimeter_corrected_list
¢ rad_intersection_points
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Static Public Attributes

e list x2 = rad_intersection_points[i]

e list y2 = rad_intersection_points[i]

* float orientation = 0.0

* tuple orientation = scipy.arctan((y2-y1)/(x2-x1))

* orientation = orientation

* int orientation = 2

* tuple orient_sum = sum(orientation_classes_count)

* list orientation_classes_prop =[]

* tuple ¢ = canvas.canvas()

* int N_ANG_CLASSES = 18

* int div_angle = 360

* tuple div_angle_list = range(0,(360+div_angle),div_angle)

* reg_col = color.gradient.BlueRed

* list norm_rad_intensity_L =[]

* list tmp = rad_intensity_L[hh]

* list angle_1 = div_angle_list[j]

* list angle_2 = div_angle_list[j+1]

e intrl=1

e list r2 = rl+rad_orientation_classes_propl[i]

* tuple bx1 = rlxscipy.cos(angle_2 * 2xscipy.pi/360.0)

* tuple byl = rlxscipy.sin(angle_2 * 2xscipy.pi/360.0)

* tuple arc = path.path(path.arc(0,0, r2,angle_1,angle_2),path.lineto(bx1,by1),path.arcn(0,0,
rl,angle_2.,angle_1),path.closepath())

3.15.1 Detailed Description

Class of type Genet. An object of type Genet is a class to group
fibres (collections of segments) and points into a structure similar
to a plant genet.

3.15.2 Constructor & Destructor Documentation

3.15.2.1 def Linear.Object.Genet.Genet.__init__ ( self )

Instantiate instance of class of type Genet.

Parameters

Returns

self.data_dict = {}

self.di = {}
self.total_length = ’"FALSE’
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self.ave_stolon_length = ’"FALSE’
self.n_fib_par = ’'FALSE’
self.n_ramets = ’'FALSE’
self.list_of_fibres = []
self.n_stolon = ’'FALSE’
self.n_segs_per_fibre = ’'FALSE’
self.parent_point = []
self.daughter_points = []

3.15.3 Member Function Documentation

3.15.3.1 def Linear.Object.Genet.Genet.set_data ( self, di )

Set the data dictionary that will hold the genet data.
Points and Fibres are held in dictionary entries having unique
names.

Parameters
di : Python dictionary

Returns
self.data_dict : Python dictionary

3.15.3.2 def Linear.Object.Genet.Genet.generate_from_data ( self, list of fibres, parent_point,
daughter_points )

Set the data dictionary that will hold the genet data.
Points and Fibres are held in dictionary entries having unique
names.

Parameters
list_of_fibres : list
parent_point : list

daughter_points : list

Returns
self.di : Python dictionary

3.15.3.3 def Linear.Object.Genet.Genet.genet_n_segs_per fibre ( self )

Find the number of segments per fibre in the genet.

Parameters
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Returns
self.n_segs_per_fibre : list

3.15.3.4 def Linear.Object.Genet.Genet.genet_length ( self )

Find the total fibre length of the genet.

Parameters

Returns
self.total_length : float

3.15.3.5 def Linear.Object.Genet.Genet.genet_n_stolon ( self )

Find the number of stolons on the parent point
Parameters

Returns
self.n_fib_par : int

3.15.3.6 def Linear.Object.Genet.Genet.genet_ave_stolon_length ( self )

Calculate the average stolon length
Parameters

Returns
self.ave_stolon_length : float

3.15.3.7 def Linear.Object.Genet.Genet.genet_n_ramets ( self )

Calculate the number of ramets [points] (daughter and parent)
Parameters

Returns

self.n_ramets : int
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3.15.3.8 def Linear.Object.Genet.Genet.print_points ( self )

Print points
Parameters

Returns

3.15.3.9 def Linear.Object.Genet.Genet.print_fibres ( self )

Print fibres
Parameters

Returns

3.15.3.10 def Linear.Object.Genet.Genet.daughter_distance ( self )

Calculate the distance of daughter plants from parent
Parameters

Returns
distances : list
List of distances

3.15.3.11 def Linear.Object.Genet.Genet.distribute_random_points ( self, N_RAND_PTS,
VERBOSE ="FALSE" )

Distribute N random points over the fibres contained in the
list_of_ fibres

Parameters
N_RAND_PTS : int

Number of random points to distribute over the Genet
VERBOSE="FALSE"

Returns

self.list_of_fibres[h].segments[]j].point_locations : list
A list of points for each segment in each fibre of the genet

3.15.3.12 def Linear.Object.Genet.Genet.distribute_random_points_ave_length ( self,
AVE_LENGTH, VERBOSE ="FALSE" )

Distribute N random points over the fibres contained in the
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list_of_fibres where N = length of fibres / n points per unit length

Parameters
AVE_LENGTH : float

Desired number points per length of fibre
VERBOSE="FALSE"

Returns
self.list_of_fibres[h].segments[]j].point_locations : list
A list of points for each segment in each fibre of the genet

3.15.3.13 def Linear.Object.Genet.Genet.intersect_points_fibres ( self )

Find intersection between list_of_points and points comprising fibres.
Mark the fibre/segment points with "is_ramet" if they are in the
list_of_points.

Add the index of the point (in list_of_points) to the fibre for easy
retrieval.

Mark the point (in list_of_points) as belonging to a fibre.

Record the number of linear components that intersect the point.

Add the fibre index (in list_of_fibres) to the point for easy retrieval.

Parameters

Returns
self.list_of_points([k].stolon_fibre_seg_index : list

3.15.3.14 def Linear.Object.Genet.Genet.ang_dist_analysis ( self, RADIl, N_CLASSES, x_limit,
y_limit, filename, DRAW_INDIVIDUALS )

Produce a custom rose of directions with multiple classes that
represent distance classes around the parent ramet.

Parameters

RADTII

N_CLASSES
x_limit

y_limit

filename
DRAW_INDIVIDUALS

Returns

The documentation for this class was generated from the following file:

* Genet.py
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3.16 Linear.Object.Group.Group Class Reference

Public Member Functions

o def __init__

Public Attributes

« ID

« fib_list

¢ fib_ID label list

¢ fib_ID_colour_list

* point_list

e point_ID_label_list
e point_ID_colour_list
e point_mat

The documentation for this class was generated from the following file:

e Group.py

3.17 Linear.Object.Pattern.Pattern Class Reference

Public Member Functions

o def __init__

e def print_points

e def print_fibres

e def distribute_random_points

¢ def distribute_random_points_bak
e def find_parent

¢ def intersect_points_fibres

e def calc_effective_length_fibres

Public Attributes

* objects

* no_types

* no_objects

* list_of_patterns
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¢ list_of fibres

* list_of_segments
* list_of_points

« ID

o distributed_points
* no_points

* no_segments

e no_fibres

* no_patterns

* parent_ramet

* fibre_length

e cumulative_n_segs

3.17.1 Detailed Description

A collection of points, fibres, segments, and/or patterns.

3.17.2 Constructor & Destructor Documentation

3.17.2.1 def Linear.Object.Pattern.Pattern.__init__ ( self, list_of objects, list of types )

Find the intensity of lines using circles placed randomly over
the linear data. Repeat the process for a range of circle radii.

Points are distributed over the fibres.

Parameters
list_of_objects : list

A list of objects of type Object (patterns, fibres, segments, points)
list_of_types : list

A list identifying the type of objects in list_of_objects

Returns
self.objects = list_of_objects
self.no_types = len(list_of_types)
self.no_objects = len(list_of_obijects)
self.list_of_patterns
self.list_of_fibres =
self.list_of_segments
self.list_of_points =

self.ID = 0

self.distributed_points = []

self.no_points = len(self.list_of_points)
self.no_segments = len(self.list_of_segments)
self.no_fibres = len(self.list_of_fibres)
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self.no_patterns = len(self.list_of_patterns)

self.parent_ramet

3.17.3 Member Function Documentation

3.17.3.1 def Linear.Object.Pattern.Pattern.print_points ( self )

Print the points in the Pattern
Parameters

Returns
midpoint : stdout ()

3.17.3.2 def Linear.Object.Pattern.Pattern.print_fibres ( self )

Print the fibres in the Pattern
Parameters

Returns
midpoint : stdout ()

3.17.3.3 def Linear.Object.Pattern.Pattern.distribute_random_points ( self, N_RAND_PTS,
x_limit, y_limit, VERBOSE ="FALSE" )

Distribute N random points over the fibres contained in the
list_of_fibres of Pattern.

Parameters
x_limit : list

Limits of the plot, [x minimum, x maximum]
y_limit : list

limits of the plot, [y minimum, y maximum]

Returns

3.17.3.4 def Linear.Object.Pattern.Pattern.find_parent ( self )

Locate the "double circle" used to identify the "parent" ramet.
Mark the point with "is_parent" tag and remove the duplicated
point from list_of _points (because each list has an extra
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point) .
NOT COMPLETE
Parameters

Returns

3.17.3.5 def Linear.Object.Pattern.Pattern.calc_effective_length fibres (  self, x_limit, y_limit,
filename_prefix )

Calculate the "effective length" of fibres. This is the length of
fibres inside the rectangular plot delimited by x_limit[x_min,x_max]
and y_limit[y_min,y_max].

Parameters
x_limit : list

Limits of the plot, [x minimum, x maximum]
y_limit : list

limits of the plot, [y minimum, y maximum]

Returns
filename_prefix+"_effective_linear_length.txt" : file

The documentation for this class was generated from the following file:

* Object/Pattern.py

3.18 Linear.Object.Point.Point Class Reference

Public Member Functions

e def _init__
e def translate
¢ def randomize

Public Attributes

X
Yy
3/
e metal
 ID
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e ID label

¢ ID_colour

¢ is_ramet

* is_parent

¢ is_terminus

¢ is_branch

* no_in

* no_out

¢ stolon_fibre index
e point_marks_array

3.18.1 Detailed Description

Class of type Point. An object of type Point is representative of
the geometric point in the x-y-z space.

3.18.2 Constructor & Destructor Documentation

3.18.2.1 def Linear.Object.Point.Point.__init__( self, x, y, z=0, meta1=0 )

Instantiate instance of class of type Point.

3.18.3 Member Function Documentation

3.18.3.1 def Linear.Object.Point.Point.translate ( self, x_translation, y_translation )

Translate a Point by values of x and y

Parameters

x_translation : float
Translate the point by x_translation units in the
x direction

y_translation : float
Translate the point by y_translation units in the
y direction

Returns
x : float
y : float

3.18.3.2 def Linear.Object.Point.Point.randomize ( self, x_limit, y_limit )

Randomize Point within the bounds set by x_limit and y_limit
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Parameters

x_limit : list of length 2
A list having the lower and upper values of x for the plot
limits

y_limit : list of length 2
A list having the lower and upper values of y for the plot
limits

The documentation for this class was generated from the following file:

* Object/Point.py

3.19 Linear.Object.Rectangle.Rectangle Class Reference

Public Member Functions

e def init

e def check_point

o def intersect_seg

* def intersect_seg_points

Public Attributes

opA
opB
opC
opD
e ab
* be
e cd
* da

3.19.1 Detailed Description

Class of type Rectangle. Forms a rectangle from Segments given
four points of type Point.

3.19.2 Constructor & Destructor Documentation

3.19.2.1 def Linear.Object.Rectangle.Rectangle.__init__ ( self, Point_A, Point_B, Point_C,
Point_D )

Generate the segment using two endpoints of type Point
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Parameters
Point_A, Point_B,Point_C,Point_D : Point
Four points of type Point to be used as corners

Returns

Rectangle boundary (four Segments) : Segment
ab, bc, cd, da

3.19.3 Member Function Documentation

3.19.3.1 def Linear.Object.Rectangle.Rectangle.check_point ( self, Point )

Check to see if a point of type Point is within the rectangle

Parameters
Point : Point
The point to be tested.

Returns
point_in : int
Either 0 or 1

3.19.3.2 def Linear.Object.Rectangle.Rectangle.intersect_seg ( self, Segment )

Find the portion of a segment inside the rectangle.
Make this portion of the segment into its own segment.

Parameters
Segment : Segment
The segment to be tested.

Returns
seg_fraction : Segment

3.19.3.3 def Linear.Object.Rectangle.Rectangle.intersect_seg_points ( self, Segment )

Find the intersection points of a segment and the rectangle.

Parameters
Segment : Segment
The segment to be tested.

Returns
inter_points : list
A list of intersection points
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The documentation for this class was generated from the following file:

» Rectangle.py

3.20 Linear.Object.Region.Region Class Reference

Public Member Functions

e def _init__

e def set_extents

* def add_Point_type

¢ def add_Point

o def add_Segment_type

o def add_Segment

* def add_Fibre_type

¢ def add_Fibre

e def add_Pattern_type

e def add_Pattern

* def Point_intersect_Region
* def Segment_intersect_Region
* def Fibre_intersect_Region

Public Attributes

* X_max
* X_min

* y_max

* y_min

« P1

P2

* P3

* P4

* region_pt

* S12

* S23

* S43

* S14

* region_seg
* Points

* Segments

* Fibres

* Patterns

* intercepts
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3.20.1 Detailed Description

Class of type Region. An object of type Region is representative of
a 2-dimensional region in x-y space.

3.20.2 Constructor & Destructor Documentation

3.20.2.1 def Linear.Object.Region.Region.__init__( self, x_min, x_max, y_min, y_max )

Instantiate an instance of type Region

Parameters

x_max : float
x_min : float
y_max : float

y_min : float

Returns
self.x_max = x_max
self.x_min = x_min

self.y_max = y_max
self.y_min = y_min

self.P1l = Point.Point (x_min,y_max, 0, 0)
self.P2 = Point.Point (x_max,y_max, 0, 0)
self.P3 = Point.Point (x_max,y_min, 0, 0)
self.P4 = Point.Point (x_min,y_min, 0, O0)
self.region_pt = [self.Pl,self.P2,self.P3,self.P4]

self.S12 = Segment.Segment ()
self.S1l2.gen_from_endpoints(self.P1l,self.P2)

self.S23 = Segment.Segment ()
self.S23.gen_from_endpoints(self.P2,self.P3)

self.S43 = Segment.Segment ()
self.S43.gen_from_endpoints(self.P4,self.P3)

self.S14 = Segment.Segment ()
self.Sl4.gen_from_endpoints(self.P1l,self.P4)
self.region_seg = [self.S12,self.S23,self.S543,self.S14]

self.Points = []
self.Segments = []
[

self.Fibres = []

self.Patterns []

3.20.3 Member Function Documentation

3.20.3.1 def Linear.Object.Region.Region.set_extents ( self, x_min, x_max, y_min, y_max )

Print the points in the Pattern

Parameters
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Returns
midpoint : stdout ()

3.20.3.2 def Linear.Object.Region.Region.add_Point_type ( self )

Print the points in the Pattern
Parameters

Returns
midpoint : stdout ()

3.20.3.3 def Linear.Object.Region.Region.add_Point ( self, number, point )

Print the points in the Pattern
Parameters

Returns
midpoint : stdout ()

3.20.3.4 def Linear.Object.Region.Region.add_Segment_type ( self )

Print the points in the Pattern
Parameters

Returns
midpoint : stdout ()

3.20.3.5 def Linear.Object.Region.Region.add_Segment ( self, number, segment )

Print the points in the Pattern
Parameters

Returns
midpoint : stdout ()
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3.20.3.6 def Linear.Object.Region.Region.add_Fibre_type ( self )

Print the points in the Pattern
Parameters

Returns
midpoint : stdout ()

3.20.3.7 def Linear.Object.Region.Region.add_Fibre ( self, Fibre )

Print the points in the Pattern
Parameters

Returns
midpoint : stdout ()

3.20.3.8 def Linear.Object.Region.Region.add_Pattern_type ( self )

Print the points in the Pattern
Parameters

Returns
midpoint : stdout ()

3.20.3.9 def Linear.Object.Region.Region.add_Pattern ( self, Pattern )

Print the points in the Pattern
Parameters

Returns
midpoint : stdout ()

3.20.3.10 def Linear.Object.Region.Region.Point_intersect_Region ( self, point )

Print the points in the Pattern

Parameters
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Returns
midpoint : stdout ()

3.20.3.11 def Linear.Object.Region.Region.Segment_intersect_Region ( self, segment )

Find the portion of a Segment that intersects the Region

Return a tuple seg_in_reg = [New_Segment,"in_reg"] composed
of a segment object and a string indicating the nature
of the intersection.

Parameters
segment : Segment
The segment of class Segment to be tested

Returns
seg_in_reg : list

[in_reg, new_segment]

in_reg = either FALSE, TRUE, PART
new_segment = the portion of the segment in the Region

3.20.3.12 def Linear.Object.Region.Region.Fibre_intersect_Region ( self, Fibre )

Find the portion of a Fibre that intersects the Region

Return a tuple seg_in_reg = [New_Fibre,"in_reg"] composed
of a segment object and a string indicating the nature
of the intersection.

Parameters
fibre : Fibre
The fibre of class Fibre to be tested
Returns
fib_in_reg : list

[in_reg, new_fibre]

in_reg = FALSE, TRUE
new_fibre = the portion of the fibre in the Region

The documentation for this class was generated from the following file:

* Object/Region.py
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3.21 Linear.Object.Segment.Segment Class Reference

Public Member Functions

o def init

e def gen_from_endpoints

¢ def find_midpoint

e def print_seg

e def max_x

e def min_x

e def max_y

e def min_y

e def length

e def effective_length

e def limit_test

* def point_on_seg

e def extend

e def parallel_extended

e def parallel

e def mk_polygon_rect

e def distribute_random_points
e def distribute_segs_on_points
* def make_Ripleys_region_semicircle
¢ def translate

Public Attributes

* instantiated
* inside_seg
* outside_seg
* points

e x1

.yl

LAl

* metaA

e x2

. y2

72

* metaB

* pointl

* point2

e pointl_ordered
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* point2_ordered
* pointl_unsorted
* point2_unsorted
e ID_label

e ID_colour

* angle

* orientation

* point_locations
* list_of_intersections
* list_of_segment_pairs
°m

* slope

* equation

* static_length

* test_x1

* test_yl

e test_z1

e ep_x1

* ep_yl

* ep_x2

* ep_y2

* pl_epl_pt_ex

* pl_ep2_pt_ex

* p2_epl_pt_ex

* p2_ep2_pt_ex

* par_seg_1_ex

* par_seg_2_ex

* pl_epl_pt

* pl_ep2_pt

* p2_epl_pt

* p2_ep2_pt

* par_seg 1

* par_seg 2

* polygon_rect

* segment_length
* rect

3.21.1 Detailed Description

Class of type Segment. An object of type Segment is representative of
the geometric line segment in the x-y-z space.

Linear September 2, 2011



3.21 Linear.Object.Segment.Segment Class Reference

59

3.21.2 Constructor & Destructor Documentation

3.21.2.1 def Linear.Object.Segment.Segment.__init__( self )

Instantiate instance of class of type Segment.

3.21.3 Member Function Documentation

3.21.3.1 def Linear.Object.Segment.Segment.gen_from_endpoints ( self, Point A, Point B )

Generate the segment using two endpoints of type Point

Parameters
Point_A, Point_B : Point
Two points of type Point to be used as endpoints

Returns

self.points = [Point_A,Point_B]
self.x1 = Point_A.x

self.yl = Point_A.y

self.z1l = Point_A.z

self.metaA = Point_A.metal
self.x2 = Point_B.x

self.y2 = Point_B.y

self.z2 = Point_B.z

self.metaB = Point_B.metal
self.angle

self.point_locations = []
self.list_of_intersections = []
self.list_of_segment_pairs = []
self.m = Linear.Geometry.geom.slope (self.x1l,self.yl,self.x2,self.y2)
self.slope = self.m

self.equation

3.21.3.2 def Linear.Object.Segment.Segment.find_midpoint ( self )

Find the midpoint of a line segment of type Segment

Returns
midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.3 def Linear.Object.Segment.Segment.print_seg ( self )

Prints the x1, yl, zl, x2, y2, z2 coordinates to stdout ()
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# Returns
# midpoint : list
# List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.4 def Linear.Object.Segment.Segment.max_x ( self )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.5 def Linear.Object.Segment.Segment.min_x ( self )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.6 def Linear.Object.Segment.Segment.max_y ( self )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.7 def Linear.Object.Segment.Segment.min_y ( self )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint
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3.21.3.8 def Linear.Object.Segment.Segment.length ( self )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.9 def Linear.Object.Segment.Segment.effective_length ( self, x_limit, y_limit )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.10 def Linear.Object.Segment.Segment.limit_test ( self, x_limit, y_limit )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.11 def Linear.Object.Segment.Segment.point_on_seg ( self, Point )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.12 def Linear.Object.Segment.Segment.extend ( self, rad )

Find the midpoint of a line segment of type Segment

Parameters
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Returns
midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.13 def Linear.Object.Segment.Segment.parallel_extended ( self, rad )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.14  def Linear.Object.Segment.Segment.parallel ( self, rad )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.15 def Linear.Object.Segment.Segment.mk_polygon _rect ( self, rad )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.16  def Linear.Object.Segment.Segment.distribute_random _points ( self, N_RAND_PTS )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint
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3.21.3.17  def Linear.Object.Segment.Segment.distribute_segs_on_points ( self, RADIUS )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.18 def Linear.Object.Segment.Segment.make_Ripleys_region_semicircle ( self, RADIUS

Find the midpoint of a line segment of type Segment
Parameters
Returns
midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.21.3.19 def Linear.Object.Segment.Segment.translate ( self, x_translation, y_translation )

Find the midpoint of a line segment of type Segment

Parameters
Returns
midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

The documentation for this class was generated from the following file:

* Object/Segment.py

3.22 Linear.Object.Segment.Segment_Polygon_Rect Class Reference

Public Member Functions
o def init
 def seg_intercept
Public Attributes

e seg_poly_rect
¢ intercepts
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3.22.1 Detailed Description

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.22.2 Constructor & Destructor Documentation

3.22.2.1 def Linear.Object.Segment.Segment_Polygon_Rect.__init__( self, segl, seg2 )

Find the midpoint of a line segment of type Segment
Parameters
Returns

midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

3.22.3 Member Function Documentation

3.22.3.1 def Linear.Object.Segment.Segment_Polygon_Rect.seg_intercept ( self, seg )

Find the midpoint of a line segment of type Segment
Parameters

Returns
midpoint : list
List of two floats, [x,y] giving the coordinates of the midpoint

The documentation for this class was generated from the following file:

* Object/Segment.py

3.23 Linear.Process.Proc_fibre.Generate_Fibre Class Reference

Public Member Functions

e def init
* def generate
* def generate_from_list
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Public Attributes

* n_segs
e x_limit

e y_limit

e seg_length
e max_len

e min_len

* seg

3.23.1 Constructor & Destructor Documentation

3.23.1.1 def Linear.Process.Proc_fibre.Generate_Fibre.__init__( self )

A class to generate a fibre process.

3.23.2 Member Function Documentation

3.23.2.1 def Linear.Process.Proc_fibre.Generate_Fibre.generate_from_list ( self, list_of_segs )

Generate a fibre process from a list of segments.

The documentation for this class was generated from the following file:

* Proc_fibre.py

3.24 Linear.Process.Proc_genet.GenetProcess Class Reference

Public Member Functions

e def __init__

e def generate_from_XFig_input
e def assign_parents

e def assign_fibres

¢ def append_genet

e def generate_from_list

o def draw_data

e def generate_from_simulation
¢ def make_pattern

¢ def probability_of branching
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def n_segs_per_order

def calc_length

def calc_length_pattern

def calc_effective_length_fibres

def calc_n_points

def angle_of_branching

def distribute_random_points_ave_length
def ang_dist_analysis

Public Attributes

dicts

genets

data_in

pattern

x_limit

y_limit
parent_points
daughter_points
genets_list

tl_di
distributed_points
fibre_length

Static Public Attributes

tuple angles_distn

tuple origin_orientation

tuple fib_tmp = Linear.Object.Fibre.Fibre()
string TURN_ANGLE = "TRUFE’

list previous_order_fibres =[]

list current_order_fibres =[]

list fib_tmp_prev = previous_order_fibres[ii]
tuple theo_prob = scipy.random.random()
list x_origin_tmp

list y_origin_tmp

list prev_angle = fib_tmp_prev.segments[len(fib_tmp_prev.segments)-1]

int BRANCH_NSEGS_1=0
tuple BRANCH_NSEGS_1
int BRANCH_NSEGS_2=0
tuple BRANCH_NSEGS_2
branch_angles_distn_1 =\
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e low = MIN_TURN_ANGLE,\

* high = MAX_TURN_ANGLE,\

¢ size = BRANCH_NSEGS_1)

¢ branch_angles_distn_2 =\

¢ branch_origin_orientation_1 =\

* branch_origin_orientation_2 =\

¢ listbranch_ang = BRANCHING_ANGLES[scipy.random.random_integers(low=0,
high=len(BRANCHING_ANGLES)-1, size=1)]

¢ tuple LENGTH_DISTN_1

* tuple LENGTH_DISTN_2

* LENGTH_DISTN_1=\

* LENGTH_DISTN_2 =\

e tuple fib_tmp_brnch_1 = Linear.Object.Fibre.Fibre()

* tuple fib_tmp_brnch_2 = Linear.Object.Fibre.Fibre()

* tuple gen_tmp = Linear.Object.Genet.Genet()

3.24.1 Constructor & Destructor Documentation

3.24.1.1 def Linear.Process.Proc_genet.GenetProcess.__init__( self )

Initialize the class GenetProcess

3.24.2 Member Function Documentation

3.24.2.1 def Linear.Process.Proc_genet.GenetProcess.generate_from_XFig_input ( self, data_in

)

Generate a genet process of type GenetProcess from an XFig input
file that contains the genet structure (lines and points).

Parameters:

Returns:

3.24.2.2 def Linear.Process.Proc_genet.GenetProcess.assign_parents ( self, list_of points )

assign_parents
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3.24.2.3 def Linear.Process.Proc_genet.GenetProcess.assign_fibres ( self, list_of fibres )

assign_fibres

3.24.2.4 def Linear.Process.Proc_genet.GenetProcess.append_genet ( self, genet )

append_genet

3.24.2.5 def Linear.Process.Proc_genet.GenetProcess.generate_from_list ( self, list_of genets )

generate_from list

3.24.2.6 def Linear.Process.Proc_genet.GenetProcess.draw_data ( self, filename,
canvas_extent, x_limit, y_limit )

draw_data

3.24.2.7 def Linear.Process.Proc_genet.GenetProcess.generate_from_simulation ( self,
DRAW_SIM =" TRUE’, FILE_PLOT_PREFIX="genet_sim_", NGENET_SET=
"RAND’, NGENET_MIN=1, NGENET_MAX =10, NGENETDEN='FALSE’,
PARENT_POS = ' RAND’, NSTOLON_SET =’ RAND’, NSTOLON_MIN =
1, NSTOLON_MAX =10, NSEGS_RAND='TRUE’, NSEGS_MIN =1,
NSEGS_MAX =10, NSEGS_KERNEL ='FALSE’, LENGTH_DISTN_.RAND
=’ TRUE’, MIN.SEGMENT_LENGTH= .1, MAX_SEGMENT_LENGTH =
100, LENGTH_DISTN_KERNEL =’ TRUE’, TURN_ANGLE_SET='RAND’,
MIN_-TURN_ANGLE = 0, MAX_-TURN_ANGLE=.1 % scipy.pi, ORIENTATION
=’FALSE’, ORIENTATION_.RAND =’ TRUE’, MIN_ORIENTATION =
0, MAX_ORIENTATION =2 x scipy.pi, ORIENTATION_KERNEL =
"FALSE’, MIN_ORIGIN_ORIENTATION = 0, MAX_ORIGIN_ORIENTATION =
2 % scipy.pi, ORIGIN_ORIENTATION_KERNEL =' FALSE’, x.limit= [0,
y-limit= [0, RAMET_-FORM_LIKELIHOOD=0.01, BRANCH-FORM_LIKELIHOOD
=0.01, distn_n_stolon_array =' FALSE’, distn_n_segs_per_fibre_array =
"FALSE', distn_segment_length="FALSE’, distn_turn_angles =’ FALSE’,
distn_origin_orientation = ' FALSE’, n_segs_per_order= [ .1, parent points =
"FALSE’, BRANCHING_ANGLES='FALSE’ )

Generate genet from simulation.

Linear September 2, 2011



3.24 Linear.Process.Proc_genet.GenetProcess Class Reference 69

3.24.2.8 def Linear.Process.Proc_genet.GenetProcess.make_pattern ( self )

Make pattern

3.24.2.9 def Linear.Process.Proc_genet.GenetProcess.probability_of_branching ( self )

Find the probability of branching at each potential branching
location

3.24.2.10 def Linear.Process.Proc_genet.GenetProcess.n_segs_per_order ( self )

# Return a list of lists containing the number of segments
# for each stolon at each order of branching.

3.24.2.11 def Linear.Process.Proc_genet.GenetProcess.calc_length ( self, filename_prefix )

Find the total length of all the segments and fibres

3.24.2.12 def Linear.Process.Proc_genet.GenetProcess.calc_length_pattern (  self,
filename_prefix )

Find the total length of all the segments and fibres

3.24.2.13 def Linear.Process.Proc_genet.GenetProcess.calc_effective_length_fibres (  self,
filename_prefix )

Find the total length of all the segments and fibres

3.24.2.14 def Linear.Process.Proc_genet.GenetProcess.calc_n_points ( self, filename_prefix )

Find the total number of points

3.24.2.15 def Linear.Process.Proc_genet.GenetProcess.angle_of_branching ( self )

# Find the angle of branching at each potential branching
# location (measured as an angle less than pi from the previous node)
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3.24.2.16 def Linear.Process.Proc_genet.GenetProcess.distribute_random_points_ave_length (
self, AVE_LENGTH, VERBOSE ="FALSE" )

# Pass through the list of genet dictionaries. Find the total fibre
# length and the number of ramets.

3.24.2.17 def Linear.Process.Proc_genet.GenetProcess.ang_dist_analysis ( self, RADII,
N_CLASSES, x_limit, y_limit, filenamel, filename2_prefix, DRAW_PLOT,
DRAW_INDIVIDUALS )

ang_dist_analysis

3.24.3 Member Data Documentation

3.24.3.1 tuple Linear.Process.Proc_genet.GenetProcess.angles_distn [static]
Initial value:

scipy.random.uniform (
low=MIN_ORIENTATION, high=MAX_ ORIENTATION,
size=NSEGS)

3.24.3.2 tuple Linear.Process.Proc_genet.GenetProcess.origin_orientation [static]
Initial value:

scipy.random.uniform (
low=MIN_ORIGIN_ORIENTATION,
high=MAX_ORIGIN_ORIENTATION, size=1)

3.24.3.3 list Linear.Process.Proc_genet.GenetProcess.x_origin_tmp [static]
Initial value:

fib_tmp_prev.segments [
len (fib_tmp_prev.segments)-1]

3.24.34 list Linear.Process.Proc_genet.GenetProcess.y_origin_tmp [static]
Initial value:

fib_tmp_prev.segments |
len (fib_tmp_prev.segments)-1]
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3.24.3.5 tuple Linear.Process.Proc_genet.GenetProcess.BRANCH NSEGS 1 [static]

Initial value:

int (
kde_distn_n_segs_per_order[ii+l].resample

(1) o110l

3.24.3.6 tuple Linear.Process.Proc_genet.GenetProcess.BRANCH NSEGS 2 [static]
Initial value:
int (

kde_distn_n_segs_per_order[ii+l].resample
(L) [o1r1o1)

3.24.3.7 tuple Linear.Process.Proc_genet.GenetProcess.LENGTH DISTN.1 [static]

Initial value:

scipy.random.uniform(\
low=MIN_SEGMENT_LENGTH, \
high=MAX_SEGMENT_LENGTH, \
size=BRANCH_NSEGS_1)

3.24.3.8 tuple Linear.Process.Proc_genet.GenetProcess.LENGTH DISTN.2 [static]
Initial value:

scipy.random.uniform(\
low=MIN_SEGMENT_LENGTH, \
high=MAX_SEGMENT_LENGTH, \
size=BRANCH_NSEGS_2)

The documentation for this class was generated from the following file:

* Proc_genet.py

3.25 Linear.Process.Proc_pt.PointProcess Class Reference

Public Member Functions

e def _ init__
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Public Attributes

* n_points
e x_limit
o y_limit
°p

3.25.1 Detailed Description

A class of type PointProcess.

3.25.2 Constructor & Destructor Documentation

3.25.2.1 def Linear.Process.Proc_pt.PointProcess.__init__( self, n_points, x_limit, y_limit )

Instantiate a class of type PointProcess and distribute
the point randomly.

Parameters:
n_points
x_limit
y_limit
Returns
self.n_points
self.x_limit

self.y_limit
self.p

The documentation for this class was generated from the following file:

* Proc_pt.py

3.26 Linear.Process.Proc_pt.PtProc Class Reference

Public Member Functions

e def __init__
e def mk_process_uniform

* def mk_process_cluster
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Public Attributes

* n_points
o x_limit
e y_limit
°p

o pt_list

3.26.1 Detailed Description

A class of type PtProc

3.26.2 Constructor & Destructor Documentation

3.26.2.1 def Linear.Process.Proc_pt.PtProc.__init__( self, n_points, x_limit, y_limit )

Instantiate an instance of the PtProc class
Parameters:

n_points

x_limit

y_limit

Returns:

self.n_points

self.x_limit

self.y_limit
self.p

3.26.3 Member Function Documentation

3.26.3.1 def Linear.Process.Proc_pt.PtProc.mk_process_uniform ( self )

Distribute the points randomly across the region defined
by x_limit and y_limit.

Parameters:

Returns:

3.26.3.2 def Linear.Process.Proc_pt.PtProc.mk_process_cluster ( self, seed_pt_proc,
cluster_radius )

Distribute points in a clustered arrangement.
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Parameters:
seed_pt_proc
Seed_pt_proc will provide a list of points giving the centres
of the circles into which the process’s points will fall.
cluster_radius
The radius of the clusters.

Returns:
self.p

The documentation for this class was generated from the following file:

* Proc_pt.py

3.27 Linear.Process.Proc_seg.SegmentProcess Class Reference

Public Member Functions

e def __init__

* def generate_from_list

* def generate_orientation

* def generate_process

* def print_segment_proc

o def effective_length

¢ def distribute_random_points
* def draw_process

Public Attributes

* n_segs
e x_limit

* y_limit

* seg_length

e max_len

e min_len

* seg

* angles

» seg_process_eff_length
¢ distributed_points

e cumulative_n_segs
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3.27.1 Detailed Description

Class of type Segment. An object of type Segment is representative of
the geometric line segment in the x-y-z space.

3.27.2 Constructor & Destructor Documentation

3.27.2.1 def Linear.Process.Proc_seg.SegmentProcess.__init__ ( self, n_segs, x_limit= 1[0,
y-limit= [0, seg_length=1, rand_seg length='"FALSE’, max_len=1, min_len
=1 )

Instantiate instance of class of type Segment.

Parameters

n_segs : int
x_1limit=[0,10]
y_1limit=[0,10]
seg_length=1
rand_seg_length="FALSE’
max_len=1

min_len=1

Returns
self.n_segs = n_segs
self.x_limit = x_limit

self.y_limit = y_limit
self.seg_length = seg_length
self.max_len = max_len
self.min_len = min_len

3.27.3 Member Function Documentation

3.27.3.1 def Linear.Process.Proc_seg.SegmentProcess.generate_from_list ( self, list_of_segs )

Generate a segment process from a list of Segments.

Parameters
list_of_segs

Returns
self.seg

3.27.3.2 def Linear.Process.Proc_seg.SegmentProcess.generate_orientation (  self, orientation
=’vonmises’, vonmises.mu=0, vonmises_kappa=0, marriot psi=0,
marriot K=0 )

Generate a distribution of orientations for the segment process.
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Parameters
orientation=’'vonmises’
vonmises_mu=0
vonmises_kappa=0
marriot_psi=0
marriot_K=0

Returns

self.angles : list
A list of angles

3.27.3.3 def Linear.Process.Proc_seg.SegmentProcess.generate_process (  self, point_process
="FALSE" )

Generate a segment process with or without a point process.
If point_process is not supplied in the function call,
generate a random point process. Otherwise, use point_process
as the centres of the segments.
Parameters
point_process : Proc_point

A point process.
Returns

self.seg : list
A list of Segments

3.27.3.4 def Linear.Process.Proc_seg.SegmentProcess.print_segment_proc ( self )

Print out the segments in the segment process
Parameters

Returns

3.27.3.5 def Linear.Process.Proc_seg.SegmentProcess.effective_length ( self, x_limit, y_limit )

Calculate the effective length of the segment process

Parameters
x_limit : list
y_limit : list

Returns
self.seg_process_eff_length : float
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3.27.3.6 def Linear.Process.Proc_seg.SegmentProcess.distribute_random_points ( self,
N_RAND_PTS, x_limit, y_limit, VERBOSE = "FALSE" )

Distribute random points on the segment process

Parameters
N_RAND_PTS : int
x_limit : list

y_limit : list

Returns
self.segl[h].point_locations
self.distributed_points

3.27.3.7 def Linear.Process.Proc_seg.SegmentProcess.draw_process ( self, filename )

Draw the data (fibres and points) the segment process

Parameters
filename : string

Returns

The documentation for this class was generated from the following file:

* Proc_seg.py

3.28 Linear.Raster.Object.Circle.Circle Class Reference

Public Member Functions

e def __init_

¢ def init_rad_Point

Public Attributes

¢ radius
* X_cen
e y_cen

e circle_coords
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3.28.1 Constructor & Destructor Documentation

3.28.1.1 def Linear.Raster.Object.Circle.Circle.__init__( self )

Initialize an instance of class Circle.

3.28.2 Member Function Documentation

3.28.2.1 def Linear.Raster.Object.Circle.Circle.init_rad_Point ( self, radius, x_cen, y_cen)

Create a raster circle by providing a radius and centre point.

Parameters:
radius : float
x_cen : int
y_cen : int

Returns:

self.circle_coords : list
A list of integer coordinates that identify the pixels that make
up the circle.

The documentation for this class was generated from the following file:

* Raster/Object/Circle.py

3.29 Linear.Raster.Object.Collection.Collection Class Reference

Public Member Functions

e def __init__

Public Attributes

* list_of_regions
* ncol
* nrow

3.29.1 Detailed Description

Class of type Collection. A rectangular region of the study plot.
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3.29.2 Constructor & Destructor Documentation
3.29.2.1 def Linear.Raster.Object.Collection.Collection.__init__( self, im, v_scale, h_scale )
Initialize an instance of class Collection.

The documentation for this class was generated from the following file:

* Collection.py

3.30 Linear.Raster.Object.Fibre.Fibre Class Reference

Public Member Functions

o def _init__
def set_ID
def length

¢ def rose

¢ def mean_vector
¢ def curvature

Public Attributes

* segments

* n_segs

e n_points

* stolon_ramet_index
e parent_ramet_index
e unique_pts

« ID

« static_length

¢ static_rose

e radii

The documentation for this class was generated from the following file:

* Raster/Object/Fibre.py
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3.31 Linear.Raster.Object.Intersection.Point Class Reference

Public Member Functions

e def __init__
The documentation for this class was generated from the following file:

* Intersection.py

3.32 Linear.Raster.Object.Pattern.Genet Class Reference

Inheritance diagram for Linear.Raster.Object.Pattern.Genet:

Linear.Raster.Object.Pattern.Pattern

Linear.Raster.Object.Pattern.Genet

Public Member Functions

o def __init__
The documentation for this class was generated from the following file:

* Raster/Object/Pattern.py

3.33 Linear.Raster.Object.Pattern.Pattern Class Reference

Inheritance diagram for Linear.Raster.Object.Pattern.Pattern:

Linear.Raster.Object.Pattern.Pattern

Linear.Raster.Object.Pattern.Genet
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Public Member Functions

o def __init__
e def find_parent
¢ def intersect_points_fibres

Public Attributes

* objects

* no_types

* no_objects

* list_of_patterns
e list_of_fibres

* list_of_segments
¢ list_of_points

e ID

* no_points

* no_segments

¢ no_fibres

* no_patterns

¢ parent_ramet

The documentation for this class was generated from the following file:

* Raster/Object/Pattern.py

3.34 Linear.Raster.Object.Point.Point Class Reference

Public Member Functions

o def init

Public Attributes

e X
°y

°*Z

* metal

« ID

¢ is_ramet
* is_parent
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* is_terminus
¢ is_branch
* no_in

* no_out

* stolon_fibre_index

3.34.1 Detailed Description

Class of type Point. A point in raster space.

3.34.2 Constructor & Destructor Documentation

3.34.2.1 def Linear.Raster.Object.Point.Point.__init__( self, x, y, z, metal )

Initialize an instance of class Point.

Parameters:
X

Yy

z

metal

Returns:

self.x = float (x)

self.y = float (y)

self.z = float(z)
self.metal = float (metal)
self.ID = 0

self.is_ramet = "FALSE"
self.is_parent = "FALSE"
self.is_terminus = "FALSE"
self.is_branch = "FALSE"

# Each point may have n segments coming "in" or "out"
self.no_in = 0
self.no_out = 0

# A list to hold the indices (in list of fibres) of fibres that
# intersect the point. The fibres are in list_of_fibres

# in the Pattern object.
self.stolon_fibre_index

The documentation for this class was generated from the following file:

* Raster/Object/Point.py
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3.35 Linear.Raster.Object.Region.Region Class Reference

Public Member Functions

o def init

o def delete_data

¢ def to_matrix

e defim_is_red

e def load_red

e def find_RGB

o def find_red_fast

o def find_red

* def make_greyscale
¢ def make_greyscale_matrix
e def fib_prop

e def local_pixels

o def crawl_lin_feature
e def pixel_to_cart

e def test_line_set

e def k_function

Public Attributes

e region_ID

¢ region_rowID

¢ region_colID

e im

* type

* ncol

* nrow

e im_mat

¢ have_matrix

e is_red

¢ is_red_mat

¢ have_red

e im_L

¢ have L

e im_mat_L

e have_L_mat

¢ collection_cord_upper_right
* collection_cord_lower_right
¢ collection_cord_upper_left
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3.35.1

Class of type Region.

3.35.2 Constructor & Destructor Documentation

3.35.2.1

Initialize an instance of the class Region.

collection_cord_lower_left
a

im_greyscale
im_greyscale_mat
width_total_vert
center_row_v_total
raw_intersection_points
region_intersection_points
n_region_intersection_points
n_test_lines

len_test_lines

area

est_len_fib
est_len_fib_area
lin_feature_v_tline
lin_feature_v_tline_total
im_mat_crawl

theta_total

theta_total mean

K_hat

Detailed Description

Parameters:

im

type

Returns:

# IF type = RGB

# im_mat is a n x m x 3 RGB array with image data

# IF type = L
# im mat is a n x m x 1 greyscale array with image data

A rectangular region of pixels.

def Linear.Raster.Object.Region.Region.__init__( self, im, type )
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3.35.3 Member Function Documentation

3.35.3.1 def Linear.Raster.Object.Region.Region.delete_data ( self )

Delete data associate the the instance of Region.

3.35.3.2 def Linear.Raster.Object.Region.Region.to_matrix ( self )

Convert the PIL im to a matrix.

3.35.3.3 def Linear.Raster.Object.Region.Region.load_red ( self, filename )

Load a colour-processed image where the red hues
have been extracted.

3.35.3.4 def Linear.Raster.Object.Region.Region.find RGB ( self, R, G, B)

Find the pixels [row, column] having
a specific R, G, B value.

3.35.3.5 def Linear.Raster.Object.Region.Region.find_red_fast ( self, R_G_per_diff,
R_B_per_diff, image_out_filename )

Find the pixels with a red hue that is defined by the
parameters.

3.35.3.6 def Linear.Raster.Object.Region.Region.find_red ( self, R_G_per_diff, R_B_per_diff,
image_out_filename )

Find the pixels with a red hue that is defined by the
parameters.

3.35.3.7 def Linear.Raster.Object.Region.Region.make_greyscale ( self, im )

Convert the image data (im) to greyscale.
Parameters:

Returns:
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3.35.3.8 def Linear.Raster.Object.Region.Region.make_greyscale_matrix ( self, im )

Make the greyscal image into a matrix.
Parameters:

Returns:

3.35.3.9 def Linear.Raster.Object.Region.Region.fib_prop ( self, scale, bg, cen_col, dey,
INT_COORD, FIB_WIDTH, FIB_.THETA, VERTICAL, HORIZONTAL, radius,
outputfilename, filename_cumulative, crawlfilename )

Find the properties of the fibres contained in the region.

# Write the number, location of intersection points, width and
orientation of fibres into file.

=

Method uses a grayscale version of the image data. There
is little that can be done with RGB (right now).

Check to see if the Region already has converted the ’im’
to im_L (linear or grayscale).
If not, call the convert method.

P e

3.35.3.10 def Linear.Raster.Object.Region.Region.local_pixels ( self, pixel_row, pixel_col )

Find the adjacent pixels (greyscale) to that given by
pixel_row and pixel_column.

#

# Return:

# A list of two lists: row and column coordinates giving
# the adjacent pixels having a value between rangl

# and rang2.

#

# Works on:

H=

self.im_mat_L

# Check to see if the Region already has converted the ’im’
to im_L (linear or grayscale).
# If not, call the convert method.

=

3.35.3.11 def Linear.Raster.Object.Region.Region.crawl_lin_feature ( self, pixel_row, pixel_col,
rotation, orientation, rang1, rang2, side )

Crawl the edge of a linear feature.
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# rotation:
cw = clockwise
ccw = counter clockwise

HH= H=

orientation:
The orientation of the test line that has produced
the intersection point.

hor = horizontal test line
ver = vertical test line

HH= H H I

=

Get all the adjacent pixels:
adj_pixels = [adj_row, adj_col]

ET

side:
The side of the linear feature that the starting pixel
is on (upper, lower).
upper = the first pixel encountered
lower = the last pixel encountered

H H = = I

3.35.3.12 def Linear.Raster.Object.Region.Region.pixel_to_cart ( self, nrow, col, row )

Convert pixel coordinates into cartesian coordinates.
Pixel row values INCREASE as we move "DOWN" the image,
but cartesian coords require row (y) values INCREASE as
we move "UP" the image.

X coord is not affected, but will take and return as
a pair to the Y coord.

Have to take the Y coord and measure the distance from
its row location to the bottom of the image matrix.

H= H e e e 3 3

3.35.3.13 def Linear.Raster.Object.Region.Region.test_line_set ( self, region, orientation,
scale, bg, dev, input filename =None, output filename =None )

Get all the points that make up the center of the line.
The orientation does not matter as we are sampling at a
scale of 1 (one).

That is, we are finding the centre of the linear features
and discarding the remainder.

H o H o

3.35.3.14 def Linear.Raster.Object.Region.Region.k_function ( self, distance_class,
list_of points, xmax, xmin, ymax, ymin)

Calculate the k-function for the fibre process.
The analysis is based on points sampled from the image.
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The documentation for this class was generated from the following file:

* Raster/Object/Region.py

3.36 Linear.Raster.Object.Segment.Segment Class Reference

Public Member Functions

e def init

¢ def max_x

e def min_x

e def max_y

e def min_y

¢ def length

¢ def extend

* def parallel_extended
* def parallel

* def mk_polygon_rect

Public Attributes

* points

e x1

eyl

ezl

* metaA

e x2

. y2

e 72

* metaB

* pointl

* point2

* angle

°m

e equation

* static_length
* ep_x1

* ep_yl

* ep_x2

* ep_y2

* pl_epl_pt_ex
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* pl_ep2_pt_ex
* p2_epl_pt_ex
* p2_ep2_pt_ex
e par_seg_1_ex
e par_seg_2_ex
e pl_epl_pt
* pl_ep2_pt
* p2_epl_pt
* p2_ep2_pt
e par_seg_1
e par_seg_2
* polygon_rect

3.36.1 Detailed Description

Class of type Segment. A segment in raster space.

3.36.2 Constructor & Destructor Documentation

3.36.2.1 def Linear.Raster.Object.Segment.Segment.__init__ ( self, Point_A, Point.B )

Initialize an instance of class Segment.

Parameters:
Point_A : Point
Point_B : Point

Returns:

3.36.3 Member Function Documentation

3.36.3.1 def Linear.Raster.Object.Segment.Segment.max_x ( self )

Find the maximum x of the segment endpoints.

3.36.3.2 def Linear.Raster.Object.Segment.Segment.min_x ( self )

Find the minimum x of the segment endpoints.
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3.36.3.3 def Linear.Raster.Object.Segment.Segment.max_y ( self )

Find the maximum y of the segment endpoints.

3.36.3.4 def Linear.Raster.Object.Segment.Segment.min_y ( self )

Find the minimum y of the segment endpoints.

3.36.3.5 def Linear.Raster.Object.Segment.Segment.length ( self )

Calculate length of segment

3.36.3.6 def Linear.Raster.Object.Segment.Segment.extend ( self, rad )

Extend the length of a segment.

Parameters:
rad

Returns:

3.36.3.7 def Linear.Raster.Object.Segment.Segment.parallel_extended ( self, rad )

Make parallel segments for the extended segment.
Parameters:

Returns:

3.36.3.8 def Linear.Raster.Object.Segment.Segment.parallel ( self, rad )

Make parallel segments.
Parameters:

Returns:
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3.36.3.9 def Linear.Raster.Object.Segment.Segment.mk_polygon_rect ( self, rad )

Make a rectangle.
Parameters:

Returns:

The documentation for this class was generated from the following file:

» Raster/Object/Segment.py

3.37 Linear.Raster.Object.Segment.Segment_Polygon_Rect Class Ref-
erence
Public Member Functions
e def __init__
e def seg_intercept
Public Attributes
* seg_poly_rect
* intercepts
3.37.1 Constructor & Destructor Documentation

3.37.1.1 def Linear.Raster.Object.Segment.Segment_Polygon_Rect.__init__( self, seg1, seg2 )

Initialize an instance of the class Segment_Polygon_Rect.
Parameters:

Returns:

3.37.2 Member Function Documentation

3.37.2.1 def Linear.Raster.Object.Segment.Segment_Polygon_Rect.seg_intercept ( self, seg )

Initialize an instance of the class Segment_Polygon_Rect.
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Parameters:

Returns:

The documentation for this class was generated from the following file:

* Raster/Object/Segment.py

3.38 Linear.Raster.Object.Test_Line.Test Line Class Reference

Public Member Functions

e def _init__

e def get_line_efficient

o def get_line

¢ def remove_border

¢ def remove_border 2

e def find_local_maxima
e def find_local_minima
e def find_width

* def convert_px_metric

¢ def angular_from_width
o def write_angular_to_file
e def find_num_maxima
e def get_intersections

* def get_intersections_2
e def del im_data

Public Attributes

 orientation

¢ coordinate

e test_line

e column

* row

e max_value

e max_coord_row
¢ max_coord_col
* max_coord_col_plot
e min_value

e min_coord_row
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¢ min_coord_col

* min_coord_col_plot
¢ width_column_values
¢ width_column_values_metric
* angular_deviation

* num_maxima

¢ intersections_center
¢ intersections_start

¢ intersections_end

« fibre_width

¢ n_intersections

3.38.1 Constructor & Destructor Documentation

3.38.1.1 def Linear.Raster.Object.Test_Line.Test_Line.__init__ ( self )

Initialize an instance of class Test_Line.

3.38.2 Member Function Documentation

3.38.2.1 def Linear.Raster.Object.Test_Line.Test_Line.get_line_efficient ( self, im, coordinate,
orientation, start, stop )

Get all the pixels that make up a straight test line across the
plot area.

3.38.2.2 def Linear.Raster.Object.Test_Line.Test_Line.get_line ( self, region, coordinate,
orientation, start, stop )

Get all the pixels that make up a straight test line across the
plot area.

# region:
# The image region to work on. Must be a
# matrix (e.g. reg.im_mat).

# coordinate:
# The row or column from which to start

# the test line.

# orientation:

# "VERTICAL’ or ’'HORIZONTAL’

# The test line should be either a row
# (HOR) or column (VERT) .

# start/stop:
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# The length of the test line. The pixel
# values that delimit the line.

3.38.2.3 def Linear.Raster.Object.Test_Line.Test_Line.remove_border (  self,
interior_border_width = 3, interior_border_colour =255, background_colour=0 )

Remove the border from a pre-processed image.

3.38.2.4 def Linear.Raster.Object.Test_Line.Test_Line.remove_border 2 (  self,
interior_border_col =255, exterior_border_col =0 )

Remove the border from a pre-processed image.

3.38.2.5 def Linear.Raster.Object.Test_Line.Test_Line.find_local_maxima ( self )

Find the local maxima.
Find local maxima

(1) Find matrix coordinates of each grayscale intensity maximum

#

#

# Cycle through the test line data

#

# (2) Find the width of the fibre around each intensity maximum

=

The maximum intensity, followed by a minimum will constitute a
fibre centre. The minimum intensity will constitute a reset of the
# fibre counter.

=

# The test line (self.test_line) is a one-dimensional vector (array)

# We don’t need the upper level array

3.38.2.6 def Linear.Raster.Object.Test_Line.Test_Line.find_local_minima ( self )

Find the local minima.
Find local maxima

(1) Find matrix coordinates of each grayscale intensity maximum

#

#

# Cycle through the test line data

#

# (2) Find the width of the fibre around each intensity maximum

# The maximum intensity, followed by a minimum will constitute a
# fibre centre. The minimum intensity will constitute a reset of the
# fibre counter.

# The test line (self.test_line) is a one-dimensional vector (array)

# We don’t need the upper level array

Linear September 2, 2011



3.38 Linear.Raster.Object.Test_Line.Test_Line Class Reference 95

3.38.2.7 def Linear.Raster.Object.Test_Line.Test_Line.find_width ( self )

Find distance between local minima (width)

3.38.2.8 def Linear.Raster.Object.Test_Line.Test_Line.convert_px_metric ( self,
conversion_factor )

Convert pixels.

3.38.2.9 def Linear.Raster.Object.Test_Line.Test_Line.angular_from_width ( self, true_width )

Calculate the angular direction of the line base on the actual
(expected) width.

3.38.2.10 def Linear.Raster.Object.Test_Line.Test_Line.write_angular_to file ( self, filename )

Write angular directions to file.

3.38.2.11 def Linear.Raster.Object.Test_Line.Test_Line.find_num_maxima ( self )

Find the maximum.

3.38.2.12 def Linear.Raster.Object.Test_Line.Test_Line.get_intersections ( self, bg )

Get the intersections from the test line.
Ignore the bg pixel values.

bg:
Two element list holding the min and
max values that delimit the greyscale
values to be considered the background.
bg[0]: background min greyscale value
bg[l]: background max greyscale value

HH = H I

3.38.2.13 def Linear.Raster.Object.Test_Line.Test_Line.get_intersections 2 ( self, bg )

Get the intersections from the test line.
Ignore the bg pixel values.

# bg:
# Two element list holding the min and
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# max values that delimit the greyscale

# values to be considered the background.
# bg[0]: background min greyscale value

# bg[l]: background max greyscale value

3.38.2.14 def Linear.Raster.Object.Test_Line.Test_Line.del_im_data ( self )

Delete the image data.

The documentation for this class was generated from the following file:

» Test_Line.py

3.39 Linear.Raster.Object.Test Line.Test _Line_efficient Class Refer-
ence

Public Member Functions

e def __init__
e def get_line_efficient

Public Attributes

* orientation
 coordinate
e test_line

* column

* row

3.39.1 Detailed Description

An efficient version of the class Test_Line.

3.39.2 Member Function Documentation

3.39.2.1 def Linear.Raster.Object.Test_Line.Test_Line_efficient.get_line_efficient ( self, im,
coordinate, orientation, start, stop )

Get line. Efficient version.
# im_name:
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# The PIL image in which the test line will

# be located.

# coordinate:

# The row or column from which to start
# the test line.

# orientation:

# ’VERTICAL’ or "HORIZONTAL'

# The test line should be either a row
# (HOR) or column (VERT) .

# start/stop:

# The length of the test line. The pixel
values that delimit the line.

=

The documentation for this class was generated from the following file:

e Test_Line.py

3.40 Linear.Raster.Object.Test Line Set.Test Line_Set Class Refer-
ence

Public Member Functions

e def _ init_

Public Attributes

¢ intersections_center
* intersections_start

¢ intersections_end

¢ fibre_width

* n_intersection_points
¢ n_test_lines

¢ len_test_lines

3.40.1 Constructor & Destructor Documentation

3.40.1.1 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set.__init__( self, region,
orientation, scale, bg, dev )

Initialize an instance of the class Test_Line_Set. This is a set
of straight test lines.
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Parameters:
region
orientation
scale

bg

dev

Returns:

The documentation for this class was generated from the following file:

» Test_Line_Set.py

3.41 Linear.Raster.Object.Test _Line Set.Test Line Set eff Class Ref-
erence

Public Member Functions

e def __init__

¢ def find_local_maxima_set

e def find_local_minima_set

* def print_test_line_matrix

e def find_width_set

* def get_intersections_set

* def get_intersections_2_set

¢ def convert_px_metric_set

* def angular_from_width_set
* def remove_border_set

¢ def remove_border_ 2 set

¢ def find_num_maxima_set

¢ def write_angular_to_file_set
e def del_im_data_set

Public Attributes

* orientation

¢ list_of test_lines

¢ n_test_lines

¢ len_test_lines

* orig_len_test_lines
e max_value_list
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* max_coord_row_list

¢ max_coord_col_list

* max_coord_col_plot_list
e min_value_list

* min_coord_row_list

* min_coord_col_list

¢ min_coord_col_plot_list
¢ width_column_values_list
* intersections_center_list
¢ intersections_start_list

¢ intersections_end_list

e fibre_width_list

¢ n_intersections_list

¢ width_column_values_list_metric
* angular_deviation_list

e num_maxima_list

3.41.1 Detailed Description

An efficient version of the class Test_Line_Set.

The documentation for this class was generated from the following file:

» Test_Line_Set.py

3.42 Linear.Raster.Object.Test Line_Set.Test _Line_Set _new Class Ref-
erence

Public Member Functions

o def __init__

¢ def find_local_maxima_set
e def find local minima_set
e def print_test_line_matrix
e def find_width_set

 def get_intersections_set

e def get_intersections_2_set
* def convert_px_metric_set
e def angular_from_width_set
¢ def remove_border_set

¢ def remove_border_2_set
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e def find_num_maxima_set
o def write_angular_to_file_set
e def del_im_data_set

Public Attributes

e list_of test_lines

e n_test_lines

* len_test_lines

* orig_len_test_lines

e max_value_list

* max_coord_row_list

* max_coord_col_list

* max_coord_col_plot_list
e min_value_list

* min_coord_row_list

e min_coord_col_list

* min_coord_col_plot_list
¢ width_column_values_list
¢ intersections_center_list
* intersections_start_list
* intersections_end_list

« fibre_width_list

* n_intersections_list

* width_column_values_list_metric
* angular_deviation_list

e num_maxima_list

3.42.1 Constructor & Destructor Documentation

3.42.1.1 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.__init__( self, region,
coordinate, orientation, start, stop, scale )

Initialize an instance of the class Test_Line_Set. This is a set
of straight test lines.

# region:
# The image region to work on. Must be a
# matrix (e.g. reg.im_mat).

# coordinate:
# The row or column from which to start

# the first test line.

# orientation:
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# "VERTICAL’ or ’'HORIZONTAL’
The test line should be either a row
(HOR) or column (VERT).

HH= H=

# start/stop:

# The length of the test line. The pixel
# values that delimit the line.

# distance:

# The range of pixels across which we

# disperse our test lines.

3.42.2 Member Function Documentation

3.42.2.1 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.find_local_maxima_set ( self

)

Find local maxima

#

# Cycle through the test line data

# (1) Find matrix coordinates of each grayscale intensity maximum
# (2) Find the width of the fibre around each intensity maximum

4

The maximum intensity, followed by a minimum will constitute a
fibre centre. The minimum intensity will constitute a reset of the
# fibre counter.

=

3.42.2.2 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.find_local_minima_set ( self )

Find local maxima

(1) Find matrix coordinates of each grayscale intensity maximum

#

#

# Cycle through the test line data

#

# (2) Find the width of the fibre around each intensity maximum

# The maximum intensity, followed by a minimum will constitute a
# fibre centre. The minimum intensity will constitute a reset of the
# fibre counter.

3.42.2.3 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.print_test_line_matrix ( self,
filename )

Print the test line matrix

3.42.2.4 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.find_width_set ( self )

Find distance between local minima (width)
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3.42.2.5 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.get_intersections_set ( self,
bg )

Find intersections

3.42.2.6 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.get_intersections_2_set (
self, bg )

Find intersections

3.42.2.7 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.convert_px_metric_set ( self,
conversion_factor )

Convert the width

3.42.2.8 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.angular_from_width_set (
self, true_width )

Find the orientation of the linear feature from the width for the
test line set.

3.42.2.9 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.remove_border_set ( self,
interior_border_width = 3, interior_border_colour =255, background_colour=0 )

Remove the border from a pre-processed image for the test line
set.

3.42.2.10 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.remove_border 2 _set ( self,
interior_border_col )

Remove the border from a pre-processed image for the test line
set.

3.42.2.11 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.find_num_maxima_set ( self

)

Find the maximum value for the test line set.
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3.42.2.12 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.write_angular_to_file_set (
self, filename )

Write angle measurements to file for the test line set.

3.42.2.13 def Linear.Raster.Object.Test_Line_Set.Test_Line_Set_new.del_im_data_set ( self )

Delete the test line data from memory for the test line set.

The documentation for this class was generated from the following file:

» Test_Line_Set.py
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