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ABSTRACT

This dissertation provides experimental evidence
concerning the cognitive processes by which auditors
make assessments of the probable cause for the
occurrence of an event. Previous studies in psychology
using fault trees have shown that when subjects
(including experts) are asked to estimate the
probabilities of a partial list of possible causes plus
all causes not listed, they underestimate the
probabilities of all other causes not listed, relative
to subjects who assessed a more complete list. This is
called an omission effect. Prior studies have suggested
that the omission effect may be due to availability of
the listed causes or to output interference via
part-list cuing.

The results of the first study indicated a
significant omission effect for both expert and novice
auditors. However, the omission effect was
significantly less for the experts. There was no
difference in omission effects between lists of causes
which were of high and low availability (based on prior
recall), suggesting that availability does not explain
the omission effect.

The second study examined other explanations for
the omission effect. When subjects were told that they
would be sequentially assessing either three or six
possible causes there was an omission effect. This
result is consistent with anchoring-and-adjustment.
That is, when subjects are asked to assess the
probabilities of a list of possible causes, they may
anchor on a probability estimate that is the reciprocal
of the number of listed causes. They then increase or
decrease their estimate from the anchor based on their
perception of the underlying frequency. When large
adjustments are needed (e.g. for low frequency causes),
the adjustment may not be sufficient. This study also
demonstrated an omission effect in the absence of
output interference. Thus, output interference is not a
necessary condition for the omission effect.

Although some expertise effects were found,
experts also displayed omission effects. If similar
omission effects also exist in actual audit judgments,
these results suggest that auditors must attempt to
obtain complete lists of possible causes prior to
assessment of their relative probabilities. List
completeness might be achieved by accumulating
frequency data related to specific audit situations.
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I. INTRODUCTION

Judgments of the likely (or probable) cause among

alternative possible causes are an integral part of the

professional judgment process in auditing. Consider the

following hypothetical conversation that an audit

manager might have with one of his staff assistants in

a common audit judgment situation:

Manager:

Agsistant:

Manager:

"l see from these draft financial
statements that the current ratio has
increased over last year. What do you
think caused this?"

"l spoke to the controller. She thought
that this increase was likely caused by
the higher levels of receivables this
year due to slower collections. The
chief accountant thought that the
increas~ might be caused by errors in
transferring balances when the new
computer system was installed."

"Can you think of any other possibie
reasons? Maybe the marketable securities
haven’' t been adjusted down to market
vaiues éince the October crash. For the
receivables, I think you should

investigate the slow collections first.
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That sounds more likely., There may be a
problem with bad debt expense. The
computer conversion is less likely since
we looked at the transfer in the interim

audit."”

The purpose of this research is to examine how
auditors make assessments of probable cause. An
experimental approach to the study of auditors’
cognitive processes is adopted since, as noted by
Nisbett and Wilson (1977), people are generally
inaccurate at giving causal reasons for their
behaviors. Gibbins (1984) also proposes that fully
conscious professional judgment by auditors is
infrequent. Therefore cognitive processes must be
inferred through controlled experimentation. The need
for more research into the nature of expert judgment in
auditing was suggested by Kinney (1988).

This research is consistent with the first stage
of a program of research into expert judgment by
auditors outlined by Waller and Jiambalvo (1984).
Waller and Jiambalvo see a need for three types of
studies: (1) laboratory experiments comparing auditors’
judgments with predictions of normative models: (2)

laboratory studies involving the analysis of concurrent



protocol; thét attempt to simulate actuéi audit
situations; and (3) studies that attembt to examine
expert knowledge in natural settings. 7 o
This thesis is concerned with auditors’ judgments
of probable cause made in fault tree and similar
representations. A fault tree is a hierarchical
grouping of possible causes and subcauses for an event,
together with their associated probabilities. Prior
research in psychology (e.g. Fischhoff, Slovic and
Lichtenstein, 1978) has shown that both experts and
students underestimated the probability of missing |
branches of a fault tree. This underestimation is

referred to here as an omission effect.

PBrobable Cause in Auditing

Kinney (1975a) presented a single person
decision-theory model by which an auditor may combine
evidence culminating in an opinion concerning a set of
financial statements. The model assumed that there are
two states of the world regarding a client’s reported
account balance under investigation: (sy) the account
is not, or (sp) is materially misstated. The auditor
may choose the actions of either (a;) accepting or (ag)
rejecting the reported balance. From experience the

auditor is assumed to be able to specify a probability



distribution around the two states: P(sy) and P(s;)
(where P(sp) = 1 - P(sq)). If the auditor takes action
2y and the true state is sy or if he takes action aj
and the true state is sy then he has made correct
decisions.

The state-action pairs (sqy,ap) and (sy,ay) involve
errors with costs Cy and Co respectively. The cost (Cq)
of rejecting a correct balance (sqy,ay) involves such
items as the cost of unnecessary additional audit
procedures or loss of client goodwill. The cost (Co) of
accepting an incorrect balance (52,a1) includes
expected potential lawsuits and loss of professional
reputation.

The auditor’'s decision problcn is to choose the
optimal action a* so as to minimize the expected loss
given that action:

E(Cost | a*} = min { Cy x P(sq) ; Co x P(sy) }

If the auditor chooses as and conditionally rejects the
reported balance on the basis of current knowledge he
has a second stage decision problem wherein he may
choose to obtain more evidence through additional
sampling (at a cost [Cy + C4 x nl where C3 is a fixed
cost component and C, is variable depending upon the
size (n) of the sample). The auditor must then balance

the additional information against this additional
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cost. Kinney assumes that the standard deviation of the
audiied value in the population is the sém& under
either state and can be estimated through exberience.
Then, appealing to the central limit theorem (with
large n) the normal distribution of the true population
balance can be approximated and a critical region (K)
can be constructed for rejection of the reported
balance given the mean of the sample. For a given
sample size n the auditor may choose a critical region
K¥In to minimize expected total cost. The auditor may
find the optimal sample size n* iteratively by: (1)
varying n; (2) finding K*|n; (3) computing
E(Cost|a*,n,kK*) over all n to find E(Cost|a*,n*).

In a related paper, Kinney (1975b) applied this
model to the combination of evidence from the
evaluation of internal control, compliance testing and
substantive tests (including analytical review and
tests of details) in a sequential manner. Although
Kinney' s network model may be criticized for leaving
out or combining some of the decisions related to tne
audit decision process (e.g. see Arens, Loebbecke and
Lemon, 1984, pp. 352 - 353), Kinney's model is useful
for illustrating some of the relationships among the =
major types of audit tests. Kinney’'s network and the

decision points (d;) are shown below:



Internal Control Substantive

Evaluation Tests Opinion
Analytical
Preliminary Compliance ---> Review =-------- >
Evaluation --> Tests dj ds
l Opinion
dy  =e=e----e- > Tests of
----------------- > Details ------->

After making a preliminary evaluation ofﬁfﬁternal
control, the auditor must decide (dy) whether or not to
rely on the controls and test them for compliance or to
proceed to tests of details. If compliance testing is
undertaken the auditor must decide (ds) whether or not
to perform analytical review procedures. If analytical
review procedures are conducted the auditor must decide
(d3) whether to do additional tests of details.

The decision-theory model may be extended to apply
to this network by the auditor estimating P(sy) and the
expected related costs at each decision point (dy, dj,
d3). The auditor is thus performing a Bayesian updating
of the estimated probability that the financial
statements are not materially misstated, given new
sample information. This estimated probability and the
related costs of rendering an opinion at this stage, or

performing additional procedures, form the inputs to



the decision problem as outlined above.

Kipney’s model and other Baygsianrmodelg (e.g. see
Sorensen (1968), Leslie, Teitlebaum and Anderson
(1880)) have been criticized as being too simplistic or
impracticable. Moriarity (1875, p. 33) notes that at
the substantive testing stage of an audit
investigation, the auditor does not merely tally errors
in order to estimate the relevant population parameters
as implied by Kinney's model. Instead, the auditor is
looking for unanticipated errors. Upon finding one, the
auditor will attempt to determine its probable cause in
order to ascertain whether such an error is likely to
recur in the population. Arens, Loebbecke and Lemon
(1984, p. 439), C.1.C.A. (1980, pp. 38-39), Grobstein,
Loeb and Neary (1985, p. 83) and Johnson and Jaenicke
(1980, p. 120) all simlarly refer to the need to
determine the cause of audit errors which have been
discovered.

Determination of the probable cause for a control
deviation in compliance testing may allow the auditor
to more efficiently conduct the audit. That is, if
there is a systematic reason for certain deviations,
the auditor may choose to change the nature of some of
the planned testing procedures. For example, assume

that an unacceptable level of control deviations was
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found and that most of these deviations related to a
period of time when the berson normally performing the
control function was on vacation. An overall
unacceptable level of deviations would normally mean
that the auditor cannot rely on that control, and must
instead perform more time-consuming substantive tests
(i.e. detailed testing of transactions). In this
particular situation, however, the auditor could reason
that the probable cause of the high level of control
deviations found in the vacation period was the use of
a temporary replacement person in the control position.
The auditor might therefore choose to do sufficient
substantive testing to determine the extent of monetary
errors during the vacation period and rely on internal
control for the balance of.the year (thereby reducing
total substantive testing). Since substantive testing
is more expensive than compliance testing, (Arens,
Loebbecke and Lemon, 1984, p. 340) this latter
approach, which relies on probable cause, is likely to
be more efficient.

The example above illustrated the use of probable
cause in terms of reliance of internal control, in
order to reduce the amount of substantive testing to be
done and to increase the efficiency of the audit.

Probable cause assessment may similarly be applied to
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the investigation of fluctuations found in analytical
review, since analytical review is the least costly of
all forms of audit testing. One could conceive of many
other uses of probable cause because within each ma jor
classification of audit tests (i.e. compliance tests,
tests of details, analytical review) there are often
alternative forms and combinations of tests which may
be conducted to provide the desired level of assurance.
These alternative test procedures will have differing
costs. Thus the use of probable cause to stratify the
population of transactions is likely to have efficiency
implications for the audit.

This research is concerned with the cognitive
processes underlying expert auditors’ assessments of
probable causes. Thus thé concept of expertise in audit
judgments is a major concern. In these experiments
audit partners and managers were used as expert
subjects, while chartered accountancy students who had
recently begun careers as auditors were used as the
novice subjects. Therefore experience has been used as
a8 surrogate for expertise. As a result, any failure to
find expertise effects may be due to use of exper ience
rather than a more refined definition of expertise.
However, the use of audit partners and managers as

experts is consistent with their being held out to the



10

public as experts. There is therefore some external
validity for the use of experience as a surrogate for
expertise.

Both the novice and expert auditors used as
subjects in the experiments came from 14 different
offices. This should have had the effect of
diversifying any firm-specific expertise or
heteregeneity of prior beliefs across the various
experimental conditions so that a more general

conception of auditor expertise could be examined.

This thesis consists of two papers. The first
paper examines probable cause assessments in auditing,
and provides experimental evidence of: (1) an omission
effect when auditors assessed an incomplete listing of
possible causes and; (2) an expertise effect ir audit
partners’ and managers’ judgments of prcbahle causes in
fault trees. The first paper also provides evidence
that availability (in the sense of ease of recall of
items in the shorter list of possible causes) (Tversky
and Kahneman, 1973) is not the mediating factor in the
omission effect. Fischhoff, Slovic and Lichtenstein

(1978) had speculated that the omission effect was due
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to the Qperation of an availability heuristic. The
second paper explores various other explanations for
the omission effect and concludes that the assignment
of probabilities in fault trees is consistent with an
anchoring-and-adjustment process. Following the second
paper is a summary chapter which provides concluding
remarks concerning the findings reported in the two
papers and their relevance to the field of auditor
judgment. The appendix provides a summary of the
experimental design and the statistical method used to
assess the significance of the results found.

This dissertation is written in the paper (rather
than traditional) format. The first paper relates the
omission effect to auditing and demonstrates the
omission effect in auditor subjects. As well, it
discusses expertise effects in auditing. It is intended
that the first paper, which contributes primarily to an
accounting or auditing audience, be submitted for
publication to an accounting journal. The second paper
has an appeal to a broader judgment and decision-making
audience since the second paper provides an explanation
for the omission effect. It is intended that a version
of the second paper, together with the results from
Rennie and Johnson (1988) be submitted for publication

to a psychology journal. The division of this study
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into two papers is somewhat arbitrary, as both papers
can be viewed as m?king botential contributions to the
kKnowledge of auditor judgments and of judgment and
decision-making more generally, As a result of using
the paper format for presentation of this thesis, there
is a considerable overlap between the literature
reviews of the first and second papers. For this I
apologize to the reader of this thesis and ask that the
reader view the two papers as independent studies

within the literatures for which they are intended.
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I1. AUDITORS' ASSESSMENTS OF PROBABLE CAUSES IN FAULT
TREES

This paper examined auditors’' judgments of the
probable cause for the occurrence of an event.
Hierarchical lists of possible causes together with
their probabilities of occurrence are called fault
trees (Fischhoff, Slovic and Lichtenstein, 1978).
Through studying the effect on auditors’ judgments of
the omission of possible causes, this study contributes
to our understanding of cognitive processing and
expertise in auditing. Libby (1981, p. 103) suggests
that "...when combined with probability theory, fault
trees ... show promise for providing more exact
estimates of the probability of error."

Judgments of probable cause are an integral part
of the audit process. For example, Anderson (1877, p.
325) notes that auditors must determine the nature and
cause of "critical compliance deviations." Gibbins
(1984) proposes that auditors reason causally. Kida
(1984) found that auditors relied on data that provided
a causal explanation to a greater extent than equally
diagnostic noncausal data. Burgstahler and Jiambalvo
(1986) found that auditors tended to isolate errors and

not extend them to the population where the underlying

15
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cause was viewed as nonrecurring or unicue. Waller and
Felix (1983) presented a framework and evidence to
support the use of causal reasoning in auditing. Thus
the assessment of probable cause of errors appears to
be a normal part of the audit process. This is
consistent with Libby’'s (1981) review which indicated
that judged causal relations are important for
explanations of observed events.

Fischhoff, Slovic and Lichtenstein (1978) studied
the probability judgments of expert mechanics and
students in a listing of possible causes (fault tree)
for a car not starting. They found that for both
experts and novices the probability of "all other"
possible causes in a short list was underestimated
relative to that of the same items in a longer, more
complete list. The "credibility" hypothesis, that
expert mechanics would be more likely to ascertain what
items were missing from the incomplete list, was not
supported.

Because none of the long lists nor the short lists
in Fischhoff et al.’s (1978) study and in this study
can possibly have contained a complete listing of all
possible causes, this study refrains from using the
established (and possibly misleading) terminology of

"full tree" and "pruned tree." In addition, the listing
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of possible causes is hot called a fault tree bec#use
in this study it contains only items froh a single
level of the tree, and not a hierarchical listing of
nested causes. Because Fischhoff et al. found similar
omission effects in both single and hierarchical levels
of fault trees, this study does not address the issue
of whether the omission effect is different for
different levels within a fault tree.

Fischhoff et al, (1978) speculated that this
underestimation or omission effect in the incomplete
listing was due to the lack of availability (Tversky
and Kahneman, 1873, 1974) of the unspecified possible
causes in the incomplete 1ist; that is, "out of sight,
out of mind." They did not, however, directly
manipulate availability.

Libby (1985) examined the role of availability in
the hypotheses generated by auditors in an analytical
review task. He found that frequency and recency of
experience affected ease of recall. Thus there was a
relationship shown between audit experience and
perceived frequency of actual errors. However, Libby's
study also indicated possible bias (due to recency and
salience) which availability may have on judgments of
probable cause. As suggested by Waller and Felix (1984,
p. 398-399), the professional auditor might not have
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any combarative cognitive advantage over a lay person
in terms of information processing.

The assessment of probable cause from an
incomplete list of possible causes is relevant to the
practice of auditing. That is, when an errcr in
internal control is discovered, or when a significant
fluctuation in an expected relationship is found in
analytical review, the auditor will first consult with
the audit client’'s management to determine possible
causes (Smith, 1983, p. 30). Due to limited knowledge,
management may be unable to provide a complete list of
possible causes. To the extent that the audit is part
of the performance evaluation of management, a manager
may also have incentives for not disclosing all
possible causes. The auditor is therefore in a position
of having to assess probable cause from a partial list
of possible causes. If the auditor can discern the
missing causes, the audit may be conducted more
efficiently, as those causes which are most probabie
may be investigated first. Thus it is relevant whether
or not the auditor can augment that partial list by
adding, from accumulated knowledge and exper ience,
additional possible causes.

This study examined the issue of expertise in

auditors’ judgments of probable causes in an analytical
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review task. Experienced audit partnersand'hanagers
were used as experts since they are held out to be
exberts by their firms and by the brofession. Chartered
accountancy students who had little auditing experience
were used as novice subjects. These novice and expert
auditors assessed the likelihood of either a short or
iong list of possible causes (and all other causes not
listed). This study also provided a test of the
availability explanation for the omission effect, in
that the shorter lists of possible causes were
categorized according to their relative availability
(hbased on Libby’'s (1985) results in a free recall
task) .

The practical applications of causal analysis in
auditing can be depicted in terms of a hierarchical
listing of possible causes (i.e. a fault tree). Libby
(1981, p. 103) suggested that fault trees may be
applied to analyzing internal control systems (e.g.
flowcharts) and in compliance testing.

When.analytical review procedures indicate a
deviation in an expected relationship, the auditor will
first discuss the fluctuation with the client’s
management (Smith, 1983, p. 30). This discussion may
indicate management’'s views as to the possible causes.

Although auditors may not simply accept management’s
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explanation for the f]uctuation, they are in a bosjtion
of having to assess both the completeness of the list
of possible causes provided in the discussions with
management and the probable cause among possible
causes. Alternatively.reven if the auditor did not
consult with management regarding the probable cause of
an error or fluctuation, he may be unable to generate a
complete list of possible causes due to lack of
complete information about the client’'s business
environment and accounting system. The auditor's
situation therefore appears similar to the experimental
situation of Fischhoff, Slovic and Lichtenstein (1978)
where subjects were asked to assess probabilities of
partial lists of possible causes.

An audit consists of a sequential process of
gathering sufficient evidence upon which to base an
opinion regarding a set of financial statements. The
fact that the process is sequential does not alter the
auditor’s situation concerning the completeness of a
list of possible causes. That is, even if the auditor
may eventually determine and investigate all possible
causes in sequence, the audit may be more efficiently
conducted if all possible causes may be discerned early
in the investigation process.

The notion of auditors assessing probable cause
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frgm apvjncqmblgte list of possible causes provfded by
management may help to relate the incentive asﬁects of
auditing into decision-theory models of the audit
process. Fellingham and Newman (1985) note that the
single person decision-theory model of the audit
process (cf. Kinney, 1975a,b) does not allow for the
auditor’s actions to influence the behavior of his
client. As noted by Fellingham and Newman (1985), there
may be incentive reasons for the client not to divulge
all information to the auditor. This information
asymmetry and moral hazard could potentially be modeled
analytically in a three-person
(principal-manager-auditor) agency framework. However ,
as noted by Scott (1984, p. 186), it is difficult, even
with the assumption of no coalitions, to analytically
show what the implfcations of a three-person agency
relationship would be since the manager (client) and
the auditor may interact with each other and the
principal in many different ways. There is therefore no
unique analytical solution to the three-person agency
problem. For the purposes of this study, it is
sufficient that the client, if he knows the probable
cause for an audit event, might not reveal this
information to the auditor.

Duh and Sunder (1985) viewed accounting as the
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intersection of economic incentives (such as moral
hazard in the principal-agent framework or maximization
of utility) and cognitive limitations. Without both
there would be no demand for accounting information,
and hence no demand for audit services. The
relationship between assessments of probable causes in
auditing and incentives was referred to above. However,
cognitive limitations (in the sense of the
impossibility of knowing all information) would also be
sufficient to give rise to an auditing problem in the
estimation of probable cause. That is, even if the
client manager were willing to provide all information
to the auditor concerning possible causes for an
auditing event, he may not be able to due to his own
incomplete knowledge. A]ternativeiy, since the client’'s
perspective or causal field on the matter is different,
the client manager may have a different assessment of
which possible cause is most probable.

Thus either for incentive reasons or for cognitive
reasons, the auditor may not obtain a complete listing
of possible causes from which to make his own
assessment of probable cause. It is therefore an
important question as to whether, in such
circumstances, the auditor’s assessment of probable

cause is affected in a manner similar to the estimation
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of probabilities in Fischhoff, Siovic aﬁd Lichtehsteiﬁ
(1978). 1If auditors’ assessments also Qﬁderestihate fhe
relative freduency of any causes that ére not directly
considered, then it is important to understand the
processes and conditions producing the omission effect
s0 as to develop means to mitigate its effects on

auditors’ judgments of probable causes.

The Omission Effect and Availability

The omission effect in fault trees or similar
listings of pogsible causes has been shown for both
experts and novices in a number of studies. Fischhoff
et al. (1978) suggested that this effect might be due
to lack of availability (Tversky and Kahneman, 1973) of
the omitted causes; in other words, "out of sight, out
of mind." A number of studies have attempted to test
this availability hypothesis.

Tversky and Kahneman (1973) proposed that when
people are asked to make probability judgments about
the likelihood of events, they may do so based on the
recall of memory of similar events, or the ease with
which they may construct or imagine the occurrence of
the event. An event will be judged to have a high
likelihood if many similar events are recalled or if it

is easy to imagine similar events. Tversky and Kahneman
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(1973, footnote 3) differentiated their meaning of
availability from the earlier usage of the term
availability in the verbal learning literature. In the
verbal learning literature (e.g. Tulving and
Pearlstone, 1966), availability referred to the ability
of subjects to recall cued information. In verbal
learning, availability was often contrasted with
accessibility which refers to the unaided recall of
information.

In a hypothesis generation task involving
automobile malfunction (similar to Fischhoff et al.’'s
(1978) task), Mehle (1982) examined verbal protocols of
subjects. He found that both expert and novice subjects
had difficulty generating complete sets of hypotheses.
In fact, the experts apologized for not being able to
generate many hypotheses. He also found that subjects
were overconfident in their subjective judgments of the
probabilities associated with the hypotheses that they
did generate. Mehle's results may indicate that
automobile trouble shooting is not a task where it is
necessary to generate a complete set of hypotheses
prior to investigation. That is, the assessment of
possible malfunctions may be dominated by cost rather
than probability considerations. This could explain why

Fischhoff, Slovic and Lichtenstein (1978) found that
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expert mechanics disblayed simi!ér omission effects as
did novices. |

Another study (Mehle, Gettys, Manning, Baca and
Fisher, 1981) examined an availability explanation for
subjects’ overconfidence in the probability of
generated hypotheses. The results were mixed. In one
experiment their study found that overconfidence was
reduced by having subjects complete the unspeci fied
set. Presumably this lowering of overconfidence
resulted from an increase in availability. However, in
a second experiment, when the unspecified set was
completed by the experimenter (by computer),
overconfidence persisted. Although having subjects view
the completed set should also have increased
availability of the unspecified hypotheses, the results
of the second experiment differed from the first.

Gettys, Mehle and Fisher (1986) concluded that
subjects may be overconfident in hypotheses they
generate and underestimate unspecified hypotheses
because they have difficulty recalling hypotheses which
are not specified. Consistent with Fischhoff et al.
(1978), Gettys et al. (1986, p. 32) suggested that this
overconfidence may be partially explained by the
operation of an availability heuristic.

Hoch (1984) examined availability and output
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interference in a hypothesis-generation task. He
suggested that the omission effect in fault trees (as
in Fischhoff et al., 1978) could be due to subjects
using availability to judge probability but being
subject to output interference via the part-1list cuing
procedure (Slamecka, 1968, Moser, 1988). The part-list
cuing procedure refers to experimental subjects
recalling fewer of the remainder of a list of words
than control subjects when the experimental subjects
are provided (or cued to) part of the list by the
experimenter. Output interference is an explanation for
the part-list cuing phenomenon which suggests that
previously retrieved or experimenter-supplied items
interfere with subjects’ ability to recall the
remaining list items,

Hoch's (1984) study examined the ability of
subjects to construct events for which they had no
direct past experience. Thus he used availability in
the sense of construction or simulation of future
events, rather than that of direct recall, which
involves one’'s memory of past events (although both
were referred to in the context of availability by
Tversky and Kahneman, 1973). Hoch found evidence to
support his joint hypothesis that availability (i.e.

simulation) and output interference may result in
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subjects being unable to éenerate all possible
hypotheses. However, he stated (p. 660) that
interference is more likely to influence hovel
judgments. Thus the availability explanation for the
omission effect in terms of recall of past events was
not examined in Hoch's study.

The omission effect was replicated using student
subjects by Hirt and Castellan (1988) in an adapted
version of Fischhoff et al.’s (1978) "reasons for a car
not starting" problem. They used a within-subjects
design, with subjects assessing the probabilities of
both a complete (five categories) and a partial list
(four categories) of possible causes. This design
allowed them to examine category redefinition of the
omitted cause by subjects when the list was shortened.
They provided evidence that subjects idiosyncratically
redefined category membership in the shorter list. That
is, there were no discernible patterns in the change of
the assessed frequencies of each category between the
five category and four category lists. This study may
have had some internal validity probliems because
subjects were told that the complete and partial lists
of possible causes were from separate aufomobile
manufacturers. As a result, it is not clear that the

partial list was in fact a partial list. Rather, it
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could have been treated as an independent shorter list
for a separate automobile. Thus it may not be too
surprising that subjects idiosyncratically
recategorized the omitted item in the shortened list.
Hirt and Castellan also attempted to test whether
availability was the mediating factor in the omission
effect. They defired availability in the sense of
subjects being cued in the experiment itself concerning
the omitted causes by performing the assessment task on
the complete list of possible causes. This conception
of availability is consistent with that from the verbal
learning literature.

Dube-Rioux and Russo (1988) similarly attempted to
examine the availability explanation for the omission
effect in fault trees. Again availability was defined
in a verbal learning sense as retrieval failure, or the
inability of subjects to bring known events to mind.
Dube-Rioux and Russo differentiated causes into
short-term and long-term which they presumed were
respectively easier or harder to recall. Although their
results were mixed (p. 231), they claimed that their
results were consistent with an availability bias.

Another recent study by Weber, Eisenfuhr and Von
Winterfeldt (1988), again stated (but did not test)

that availability may be the mediating factor for what



is referred to in this paper as the omission effect.

1In an auditing context, Rennie and Johnson (1988)
demonstrated the omission effect using chartered
accountancy students (finalists and novices) in a task
involving estimating probable causes for discrepancies
in accounts receivable confirmations. There was no
expertise effect shown in that the omission effect was
not significantly reduced for the finalists over that
of the novices. The subjects were junior employees of
accounting firms and the task may not have been related
to an actual audit judgment task which would require
use of probable cause. There was an expertise effect in
terms of the assessment of high and low availability
causes. The finalists were better able to distinguish
the high and low availability events and made more
exteme judgments of the frequencies of these events.
This may be due to better knowledge of actual
frequencies. However, this more extreme assessment of
the frequencies by the finalists could also be due to
overconfidence on the part of the finalists, or lack of
confidence on behalf of the novices. As noted above
(e.g. Mehle, 1982), subjects tend to be overconfident
in the hypotheses they generate. However, it is not
Known how experience affects confidence judgments in

these tasks.



30

Rennie and Johnson's (1988) results indicated an
omission effect for chartered accountancy students in a
particular task. It is uncertain how robust Rennie and
Johnson's results are for expert auditors and for more
general auditing tasks.

The Rennie and Johnson (1988) study found that
availability (in the sense of recall) was not a
meditating factor in the omission effect. Subjects in
the short 1ist conditions assessed list items which
(based on a prior test and a concurrent free recall
task) were assessed as being either of high or of low
recallability. Subjects in the long list condition
assessed the probabilities of both the high and the low
recall items. In the comparison of the probabilijty
assessments from the high and Tow availability short
lists to the corresponding assessments from the long
list, however, Rennie and Johnson obtained both high
and low availability long list assessments from the
same subjects. That is, subjects in the Tong list
condition provided responses for both the high and Tow
availability conditions, while the high and low
availability conditions for the short lists were from
separate groups of subjects. There was therefore
possible statistical error due to the lack of

independence in responses.
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| It is important to determine if the omission
effect extends to judgments of probable cause more |ike
those actually made by auditors and to different levels
of auditor expertise, because auditors may commonly
assess the probable cause of incomplete listings of
possible causes. Different levels of auditor expertise
have different opportunity costs as reflected in
different billing rates. Certain tasks relating to the
determination of probable cause are performed at
different levels. For example, Libby (1985) noted that
analytical review procedures are usually conducted only
by managers and partners. Because the market for
auditing services is competitive, the level of the
organization at which certain tasks are performed has
efficiency implications for the auditing profession.

By examining the judgments of expert auditors,
this research may provide insights regarding what is
meant by expertise in different fields of endeavor .
That is, the relative probability of each possible
cause may have efficiency implications for the audit
investigation. On the other hand, consistent with
Mehle’s (1982) and F1schhoff et al.’s results,
automotive trouble shootvng may be dominated by cost
rather than probability considerations. Thus one might

expect that expert auditors would have a lower omission
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effect than would novices, while expert mechanics might
display a simi1ar omission effect as novices. Thus in
order to access auditor expertise, it may be necessary,
in an experimental study, to use a task which has both
a high degree of experimental realism but, as well, has
sufficient mundane realism that expert auditors may be
able to access their knowledge of frequency information
regarding the auditing event used in the task.

This study extended the results of prior studies
by:
(1) Using a group of subjects (audit partners and
managers) who are held out to the public, by virtue of
their positions in the profession, to be experts;
(2) Using an analytical review task which has face
validity as a task upon which expert auditors would be
familiar with assessments of probable cause. This
should have enhanced experimental realism and may have
allowed experts to access the memory structures
associated with their expertise;
(3) Having indepeqdent groups of subjects assess each
of the high and Tow availability long 1ist and short
list conditions.
(4) Having subjects provide a subjective assessment of

confidence in their probability assessments.
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Research Goals and Predicted Effects

The first research goal was to test the
“credibility" hypothesis that experts would be better
able than novices to ascertain causes that were missing
from a list of possible causes. From prior research
using automobile mechanics (Fischhoff et al., 1978), it
was predicted that there would be an omission effect
for hoth experts and novices. In the case of mechanics
investigating reasons for a car not starting, however,
it may be that they follow diagnostic checklists which
may be dominated by cost ratner than. probability
considerations. Thus expert mechanics may not need to
consider probabilities. In an auditing context
consideration of relative probabilities of possible
causes (as discussed previously) directly affects the
efficiency of the audit. It was therefore predicted
that the omission effect would be less for audit
partners and managers than it was for novices.

The second research goal was to test the
availability explanation for the omission effect. The
availability explanation suggests that there should be
a smaller omission effect when subjects in the short
list conditions assess low recall causes than when

subjects assess high recall causes. This is because



high recall causes should already be available to
subjects. Thus cuing subjects to the Tow rgcallvcaﬁses
by specifically listing them should mean that they are
better able to fully populate the sample space of
possible causes than subjects who assess only high
recall causes and are not cued.

Note that availability and ecological frequency
tend to be positively correlated (Tversky and Kahneman,
1973). Thus a comparison of the omission effects from
lists of differing availability may be confounded with
the underlying frequency of those high and low
availability list items. However, the expert subjects
(audit partners and managers) should have a better
knowledge of the underlying frequencies of auditing
events. Thus the second research goal is likely (at
least for the novices) to be a joint test of whether
frequency and availability are mediating factors in the
omission effect. For the experts, there is a purer test
of the availability explanation since the experts
should be more knowledgable about the under lying
frequencies.

The third goal of the research related to
expertise in knowledge of frequencies of audit events.
In Rennie and Johnson's (1988) study the more

experienced senior auditors were better able to
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| discriminate high and low:repéll eVgn?g ihén were the
novices. This result may be due to better khqwledée of
the underlying freduencies of the events or it héy
reflect a greater confidence in the assessment process
(cf. Gettys et al, 1986). This study examined the
relative confidence the partner/manager and novice
subject groups had in their probability assessments. An
assessment of confidence can help to distinguish
whether the expertise effects found were due to
differing memory structures of the frequency of actua)
events (as would be suggested by an expertise
explanation) or due to overconfidence. Overconfidence
by experts in such judgments might be caused by
incomplete outcome feedback. That is, although experts
may perform a task frequently, they may make judgment
errors which are oniy rarely brought to their attention
(such as where there is a law suit following a business
failure).

The experiment in the paper was a 23 factorial of
EXPERTISE (novices vs. audit partner/managers),
OMISSION (1ist length of three or six possible causes)
and AVAILABILITY (high or low recall of the possible
causes). The dependent variable (discussed later) was
based on subjects’ probability assessments of "all

other causes" not listed. The results were analyzed by



énalysis of variance. From the predictions above, it
was hypothesized (ln alternative form) that:

(1) Both expert groups would display sxgnificant
OMISSION effects. This was tested by the significance
of the main effect for the OMISSION variable. As well,
separate follow-up tests by both expert groups were
done.

(2) The partner/manager expert group would display a
lower omission effect than would the novices. This was
assessed by examining the group means and the
significance of the intéraction of OMISSION and
EXPERTISE.

(3) There would be a lower omission effect for the low
recall possible causes than for the high recall causes.
This hypothesis follows from the availability
explanation for the omission effect. Thie hypothesis
was examined by testing the significance of the
OMISSION by AVAILABILITY interaction.

(4) Due to better knowledge of the under lying
frequencies of the pssible causes, the par tner/manager
expert group would be better able to discriminate the
frequencies of high and low availability events than
would the novices. This was assessed by examining the
significance of the EXPERTISE by AVAILABILITY

interaction. Since the expert group was predicted to
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have a better knowledge of the underlying frequencies
of the possible causes, a sign1ficant EXPERTISE by
AVAILABlLITY by OMISSION interaction was expected
(following from prediction (3)) if availability is a
mediating factor in the omission effect.

(5) The partner/manager group would have greater
overall CONFIDENCE in their judgments (due to greater
familiarity). This was assessed by examining the main
effect for EXPERTISE in an ANOVA using the confidence
Judgments as the dependent variable. However, in this
separate ANOVA using confidence as the dependent
variable, it was hypothesized that confidence would not
interact with either availability or omission. Thus any
expertise effects found were hypothesized to be
consistent with knowledge of under lying frequencies

(and not overconfidence).

METHOD
subjects and Administration
The 130 experimental subjects were grouped in
terms of audit experience. The expert subjects were 74
audit partners and managers from Chartered Accountancy
firms in Regina and Saskatoon, Saskatchewan. The novice
subjects were 56 students registered with the Institute

of Chartered Accountants of Saskatchewan and who had
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commenced employment with Chartered Accountancy firms
within the bast six months. Some of'these novices may
have received a few months of additional auditing
experience in work terms in the co-operative work-study
program at the University of Regina,

A1l subjects were volunteers. The sessions for the
novices were held as the last agenda item at two new
students’ days in Regina and Saskatoon. One student at
each of the two sessions chose hot to participate in
the study.

The expert subjects were solicited by contacting
the managing partners (or equivalent title) of 14
offices of Chartered Accountants. The 14 offices
consisted of 12 international firms, 1 regional firm
and 1 local firm. Each office contacted agreed to
participate in the study and solicited volunteers.
Where possible, the experiment was conducted in a group
setting by office. In the group administrations of the
experiment, no clarifying questions of substance were
asked. Therefore, for offices which were not able to
arrange a common time for the volunteers to meet, the
experiment was self-administered by the subjects. These
self-administered subjects were asked to spend the same
time at the task as had the group subjects and were

given written instructions based on the instruction
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sgript read to{group subjects. The self-administered
subjects were debriefed by using a se#led envelope to
be obened after completing the experiment. Because
there were approximately equal numbers of
group-administered (n=33) and self-administered (n=41)
experts in each experimental condition, a separate
ANOVA was performed on responses from the expert group
with each expert subject coded as to type of
administration. Neither the main effect for
administration condition nor any interactions of
administration condition and the other treatment
effects were significant,

One result of using a self-administration procedure
was that an exact prior count on expected numbers of
subjects could not be achieved. As a result, the cell
sizes, although very similar (refer to the Appendix},
were not equal.

The expert auditor group consisted of audit
partners and managers. Promotion to audit manager
varies by firm with some firms having an intermediate
rank of supervisor or an advanced rank of senior
manager. When subjects were solicited, care was taken
to ensure that a common definition of manager was used
which included junior managers or supervisors as well

as senior managers. As well, only those subjects who



sbent substéntially all of their time in auditing were
requestéd to volunteer.

The novices had a mean age of 23.8 years and mean
auditing experience of 0.5 years. The expert group had
a mean age of 33.4 years and mean audit exper ience of
11.9 years,

The responses for five subjects were eliminated
due to minor addition errors by subjects in their
completion of the task. Similar addition errors have
been reported in other studies (e.g. Dube-Rioux and
Russo, 1988). Dube-Rioux and Russo (1988) chose to
retain such responses and normalize them to 100%,
thereby allocating the error to each listed cause.
Since addition errors can occur in both short and long
lists such an allocation may arbitrarily increase the
reported omission effect; thus normalizing the
responses may not deal with the error in an unbiased
manner. That is, these small addition errors could also
represent frequencies which should be part of "all
other causes" (which would not affect the omission
effect).

As well, the responses for four subjects
classified as experts were deleted because the sﬁbjects
indicated that they were audit seniors, rather than

managers. The final sample size was 121 consisting of
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67 experts and 54 novices.
Materials

The experimental case was adapted from Libby
(1985). Subjects were asked to read a narrative which
provided information about a manufacturing company's
accounting policies and listed the comparative results
of three financial ratios (gross margin, current ratio
and quick ratio) from the prior year’'s audited
financial statements and the current year's unaudited
accounts. Subjects were then asked to assess the
likelihood (i.e. probability) of a list of possible
causes for the fluctuation in the ratios. The narrative
indicated that the possible causes had been provided by
the client’'s staff in order that subjects would not
assume that the list was exhaustive. Subjects assessed
the relative frequency of each listed cause and all
other possible causes not listed, on a 0 - 100 point
scale. Subjects were reminded in the written
instructions that their totals should equal 100.
Following the probability assessment task, subjects
were also asked to assess, on a 0 - 10 point scale,
their confidence in the numerical assessments that they
had made.
The six possible causes for the fluctuation in the

ratios in the case were as follows:
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1. Bad debt expense is underrecorded or not
recorded.
2. Current period purchases on account have not
been recorded or are recorded next period.
3. Current portion of long-term debt improper 1y
classified as noncurrent.
4. Goods returned by customer in the current
period but not recorded or recorded next period.
5. Purchase returns recorded but goods not
returned or returned next period.
6. Payments on account recorded but not made or
overrecording of such payments.
The narrative and possible causes were taken from
Libby’s (1985) results (in a free recall task) so that
the first three causes (above) were high in recall and
the last three causes were low in recall,

The text of the experimental narrative and

instructions was as follows:
EAZ MANUFACTURING CO.

As part of the analytical review in connection
with the audit of EAZ manufacturing Co., Linda Smith,
C.A. compared the gross margin percentage, the current
ratio and the quick ratio from the current year's
unaudited financial statements with those of last
year’s audited statements. These ratios are shown
below. Assume that any fluctuation in these ratios is
due to a single mistake or multiple occurrences of the

same mistake. The accounting practices followed by EAZ
indicate:
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-sales: o '
1. all sales are made on credit and the credit
policy has not changed since last year.
2. prices have not changed since last year.
3. sales discounts are not material.
4. the allowance method is used for recognizing
losses from uncollectible accounts; bad debt
expense Is an operating expense.
-inventories:
1. a perpetual inventory system is used and
;nv$ntony cost ing methods have not changed since
ast year.
2. vendor'’s prices have not changed since last
yvear,
3. all purchases are made on credit.
4. purchase discounts are not material,

Firnancial Ratios

Prior Year Curirent Year

Ratio Audited Uriaud ited
GROSS MARGIN: ,
Net _Sales - Cost of Goods Sold 26.1% - 26.2%
et Sales
CURRENT RATIO:
Current Assets 2.43 2.72

Current Liabllitlies
QUICK RATIO:

Cash, Securities, Net Receivables 1.04 1.25
Current Liabilities

Linda Smith has discussed the fluctuation
in these ratics with various members of EAZ's
accounting staff. While these individuals could
not state a precise cause for the fluctuation,
they speculated that the cause could be due to
gg{ of the following possible causes Iisted

elow.

Required: Your task is to determine what the
probable cause for the fluctuation in the ratios
might be. Recall that the fluctuation has been
caused by a single mistake or multiple
occurrences of that single mistake. The possible
causes provided by the client’s staff are 1isted
below. Following the ]isted causes are blank
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lines for you to 1ist possible causes not
provided by the cllient’s staff. From your
experience and knowledge, please rate each of
these possible causes by the 11kel ihood (from O
= 100) that you think it may have caused the
fluctuation in EAZ's financial ratios. Think of
this 100 point scale as being 100 separate
occurrences of this same financial ratio
fluctuation. Your total should add to 100 for
the listed causes and any additional causes that
you list, since you have 1isted and estimated
the likelihood of any causes not provided by the
client’s staff,

The narrative and the listed causes were on facing
pages of the booklet so that subjects could review the
narrative material in making their assessments. The
instruction heading beside the listed causes read:
"Estimated # of times out of 100 that ratio
fluctuations would result from this possible cause."

The design of the experiment was a 23 factorial of
expertise (novices or partner/managers), omission (3 or
6 possible causes listed) and availability (high or low
recall). Subjects were randomly assigned to the
experimental conditions. For a summary of the design
and the cell sizes, please refer to the appendix.,

There were three versions of the instrument
corresponding to the long list (three high and three
low recall possible causes), the high recall list
(three causes), and the low recall list (three causes).

On the instruments, the order of the items was
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randomiieq. Note that subjects in botﬁ 51@5 aﬁd}ldw
recall long list conditions used tHe same expérimental
materials.

Because subjects in the short list conditions
assessed the likelihoods of different causes, direct
comparisons of probability assessments on individual
causes between these groups is not possible. The
depéndent measure for the probability assessment task
(similar to Fischhoff et al., 1978) was a measure of
the relative frequency (out of 100) for "other causes"

for the condition of interest as follows:

Condition Dependent Measure

(high or low recall/ "Adjusted A1l Other Causes"

short or long list)
high / short 100 - frequencies for high causes
low / short 100 - frequencies for low causes
high / long 100 - frequencies for high causes
low / long 100 - frequencies for low causes

Note that in all conditions the dependent measure is
one hundred minus the assessed frequencies for the
possible causes related to the applicable condition. If
a subject in the high availability / short list
condition assessed the listed causes to have & total
frequency of 60 and "all other" causes to have a
frequency of 40, then the subject would have a
dependent measure of 40. Thus for the short list
conditions, the dependent measure is equal to the

assessed frequency for "all other causes." If a subject



| 4
in the hvgh availability / long list cond1t\on assessed
the hlgh recall causes to have a total frequency of 70,
the low recall causes to have a total frequency of 25
and "all other causes" to have a frequency of 5, then
the subject would have a dependent measure of 30. For
the long list high (low) availability condition, the
dependent measure treats low (high) availability causes
as part of "all other causes." This dependent variable
is referred to in this paper as "adjusted all other
causes."

Although subjects in the long list condition
responded to both the high and low availability lists,
only one dependent measure was calculated for each
subject. That is, subjects in the long list condition
were randomly assigned to either the high or low
availability conditions,

Note that the dependent measure could be viewed as
partially confounding the effect of relative
availability, in that subjects in the long list
conditions assessed both high and low availability
possible causes. The intention of the measure is to
examine the probability assessments of high and low
availability causes in both long and short lists of
possible causes. There is no confounding, however, in

that the difference between the long and short lists is
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that subjects in the long list also assessed the
frequgncies of additional causes, those being the ones
of interest. This is what the "adjusted all other
causes" measure reflects.

This experiment was administered together with
four related auditor judgment experiments. The order of
this experiment and another one adapted from Rennie and
Johnson (1988), which also involved fault trees, was
counterbalanced with this experiment being run either
first or second (variable COUNTERBALANCE). No
significant order effects or interactions were found
(see Table 2-1). The total time taken by subjects for
the complete set of experiments was about 45 to 50
minutes.

The instrument was pilot tested on 55 C.A.
finalists who were attending a computer auditing course
and expected to write their uniform final examinations
in about two months. Although the instrument (apart
from a minor variation in the instructions) did not
change for the administration to the novices and
experts, the finalist groups’ responses were not
included as a separate level of expertise. This is
becéuse approximately 80% of the finalists had
participated in the Rennie and Johnson (1988) study as

novices about one year prior to this study. Thus these



subjects had been debriefed concerning the omission
effect and the availability explanaiion for the‘gffect
and may have been cued to the omission effect and one
of the hypotheses of interest.

The responses for this pilot group were consistent
with prior knowledge of the hypotheses. When the
overall results were analyzed including the finalists
as a separate level of expertise, there was a
significant Counterbalance by Expertise interaction (p
= .036). A follow-up analysis of the expertise groups
indicated that this interaction was due to the finalist
subjects’ responses. The finalist group results
indicated a significant main effect for the order of
the counterbalanced experiments (p = .012). These pilot
subjects (i.e. the finalists) who assessed this .
experiment first, displayed a significant omission
effect (p < .001) and a significant omission by
availability interaction (p = .005). The pilot subjects
who assessed this experiment following the experiment
based on Rennie and Johnson (1988) (which most had
participated in) displayed no significant omission
effect (p = .056) and no significant omission by
availability interaction (p = .671). The debriefing in
the Rennie and Johnson (1988) study had discussed both

omission effects and the availability explanation.
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The nons1gn1f1cant omvsswon effect for pilot |
subjects who assessed this task after the similar task
from the previous year may indicate a learning effect.
That is, when cued to the nature of the task, these
subjects displayed no omission effect. This result may
indicate that through direct experience with the
omission effect and with proper cuing, the omission
effect can be reduced. These results could also
indicate willingness of the subjects to co-operate with
the experimenter. Since these pilot test finalist
subjects had participated in the’prior experiment and
this participation appeared to have affected their
responses, the responses of the finalists in the pilot
test were not included in the analysis.

Thus, the pilot test served its purpose of
providing a review of the experimental materials. The
comments of the subjects, who may have had some
knowledge of the hypotheses of interest, provided some
assurance regarding their understanding of, and the

relevance of, the experimental task.

RESULTS
The results were analyzed by analysis of variance
(see Table 2-1). To test the assumption of homogeneity

of group variances, Bartlett's test was performed and



thg hoﬁoggneity assumption could not be pgjegteq at
conventional levels (p = .054). To test the robustness
of the effects the ANOVA was also conducted on ranked
data (Conover, 1980, p. 337). The significance of the
effects was the same as those of the parametric ANOVA.
Normality of the model’s residuals was tested using
Lilliefor's test. Normality could not be rejected (p =
.643) .

The main effect for length of list (omission) is
shown in Figure 2-1. This figure indicates that,
overall, subjects underestimated the probabilities of
"all other causes" in the short list (relative to the
full list). That is, in the short list, the mean
frequency assessment of other causes (out of 100) was
33.5 while the corresponding amount in the full list
condition was 56.0. This effect was significant
(F(1,105) = 24.1; p < .001). This result was consistent
with the first hypothesis.

The "credibility" hypothesis stated that this
omission effect should be less for experts than for
novices. Figure 2-2 shows that the experts in this
sample did indeed have a lower omission effect than did
the novices (F(1,105) = 4.2; p < .05). Note however,
that the line for the expert group is still s loped

indicating that there was still an omission effect for
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the experts. This slobe wasAsignificanﬁly different
from zero using a simple effects fol]ow-up tést (b <
.05). This result was consistent with the second
hypothesis.

Figure 2-3 illustrates the omission effect broken
down by levels of availability. Note that the omission
effect is nearly the same for both the high and low
recall lists. The interaction was not significant (F <
1). As well, the three-way interaction of availability,
omission and expertise was not significant (F < 1)
indicating that differential recall of the lists did
not impact the omission effect for either group of
subjects. It would appear that availability, in the
sense of ease of recall, is not the mediating factor in
the omission effect as had been speculated in the
literature (e.g. Fischhoff et al., 1978) and had been
predicted in the third hypothesis.

As reported above, experts in this study had a
lower omission effect than did novices. Another aspect
of expertise relates to the ability of experts to
distinguish the high and low frequencies of events. As
shown in Figure 2-4, experts were better able to
distinguish the probabilities of the high and low
availability possible causes. While the novices

displayed little distinction between the high and low



availébility Tists, the experts assessed the high (low)
évéilability causes to also be high (low) in frequency
(i.e. "all other causes" were assessed as high for the
low recall causes and vice versa). This interaction was
significant (F(1,105) = 4.8; p < .05). This result was
consistent with the fourth hypothesis. Since, in
general, availability and ecological frequency are
positively correlated (Tversky and Kahneman, 1973),
this result suggests that the partner/managers had
better knowledge of the actual frequencies of the
underlying events than did the novices. This result
provides limited evidence that the expert subjects
perceived the relative availability of the lists to be
different. The novices did not make such an assessment
and yet displayed an omission effect. Thus this result
is not consistent with availability being the mediating
factor in the omission effect. This result could mean
that experts have better Knowlege than do the novices
of actual frequencies of events and therefore these
events are more available to them. However, this
difference could also be due to differential confidence
in the assessments by the two groups.

Figure 2-5 illustrates that experts indicated more
confidence in their probability judgments than did the

novices (t = 4.4, p < ,001; Bartlett's test for



homogeneity of variances chi-square = .OQQ, p > .99).
However, as shown in Table 2-2 this confidence was not
related to the availébility (i.e. differential recall)
of the items assessed (F < 1), contrary to Getty's et
al.’s (1986) suggestion. This differential confidence
was also not related to the length of the list assessed
(i.e. the omission effect) (F < 1), Because the
expertise by availability and expertise by omission
interactions were not significant for the confidence
assessments, this suggests that the expertise results
for omission and availability in the probability
assessments were not due to greater confidence on the
part of the partner/manager group. These results were
consistent with the fifth hypothesis.

Table 2-3 presents the means of the individual
causes by the long and short list conditions. The
probability values were taken from univariate ANQOVAs
for each of the two recall conditions. These results
are inconsistent with an availability explanation for
the omission effect, in that for both the high and low
recall possible causes, subjects displayed a
significant omission effect for some of the causes but
not for others. That is, the availability explanation
would predict omission effects for each of the high

recall causes and lower omission effects {(or none} for
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the low recall possible causes, since the availability
explanation states that availability is the mediating

factor in the omission effect.

DISCUSSION AND IMPLICATIONS

This study demonstrated that expert auditors were
less susceptible than novice auditors to an omission
effect in the assessment of probabilities of partial
lists of possible causes. This expertise effect in
fault tree judgments had not previously been
demonstrated among other classes of experts. However,
the audit partner and manager expert group still had a
significant omission effect suggesting that they may
have been unable to completely ascertain the causes
which were missing from the partial list of possible
causes.

It is also possible that the expertise effects
found relate to some other systematic difference
between the expert and novice groupé such as a
difference in experimental treatments. For example, for
the experts, the experiments were administered at their
own offices or at their own convenience. For the
novices, the experiments were conducted in iwo large
group settings at downtown hotel meeting rooms. There

were also other cbvious systematic differences between



the novice and expert grqups such as age. Thus there
were botential confoundiné factors which could have
caused the expertise effects found. However, these
confounds in experimental design were necessary when
studying expertise due to the limited time that
experts, serving as volunteers, were willing to commit
to the experimental task. Thus tradeoffs were made
between internal and external validity. The most
logical explanation for the difference between the two
groups is expertise on the part cf the partner/manager
group. However, as with all research, these results
should be replicated with a new task and a new sample
of subjects.

The results also indicate that these auditing
experfs were better able to discriminate the relative
frequencies of the high and low availability causes.
This may be due to their knowledge of the underlying
actual freguencies of such causes gained through
experience. The experts also had greater confidence in
their probability estimates.

The availability explanation (i.e. ease of recall)
for the omission effect in fault tree judgments was
examined. Contrary to conventional wisdom, availability
was not the mediating factor in the omission effect.

Since availability and ecological frequency tend
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to be correlated (Tversky and Kahneman, 1973), the
finding that relative availability Wés not a mediating
factor in the omission effect may be confounded with
relative frequency. However, availability did not
mediate the omission effect for either the novices ar
the expert group (the EXPERTISE by AVAILABILITY by
OMISSION interaction was not significant (F < 1)). Thus
even for the experts, who should have had knowledge of
the underlying frequencies of the possible causes,
availability was not a mediating factor in the omission
effect. This suggests that confounding of frequency and
availability was not a problem in this study.

A potential weakness in this study is that there
was no measure of the relative availability of each of
the possible causes on a hold out sample of experts and
novices. At the time the experiment was conducted, it
was not possible to obtain sufficient additional
subjects so that a separate test of availability could
be made. As well, no independent assessment of prior
availability was performed as a manipulation check
because to do soc using the experimental subjects would
introduce a confounding factor into the experiments
(i.e. subjects would have been focused). In prior
studies (Fischhoff, Slovic and Lichtenstein, 1978,

Rennie and Johnson, 1988) focusing was shown to reduce
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the omission effect. Thus not haQing an independent
assessment of prior availability may make the finding
of the expertise effect that much stronger. 4s a
consequence, the results concerning availability in
this study rely on the availability of the possible
causes determined in Libby's (1985) study. Using
Libby's results, however, has the benefit of providing
an independent, objective classification of relative
availability of the possible causes. That is, when
interpreting subjects’ responses in a free recall task,
the experimenter must exercise some judgment when
coding the responses. The availability results in this
study replicate those found in Rennie and Jochnson's
(1988) study using chartered accountancy students. In
that study a direct test was done of the relative
availability of the possible causes used in that study.

Another potential weakness in the availability
results is that although the relative availability of
the individual possible causes was obtained from
Libby’s (1985) results, the possible causes were
presented in groups of three (short list conditions) or
six (long list conditions). Thus it is assumed that the
availability of the groups of possible causes was not
different from the sum of the availabilities of the

individual possible causes. That is, it is assumed that
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no intralist cuing or interference took bléce.

An alternative explanation for the omission ef fect
was suggested by Hoch (1984). This explanation comes
from the part-list cuing phenomenon which suggests that
providing a partial list of causes may interfere with
subjects’ ability to recall other possible causes. This
output interference explanation suggests that viewing
the incomplete list may strengthen the associations in
memory between the listed causes and the causal event.
This may decrease the probability that subjects will be
able to retrieve possible causes which were omitted
from the Tist. As well, Einhorn and Hogarth (1986) in
their study on assessment of probable cause, present a
model based on an anchoring-and-adjustment process.
These explanations should be studied further.

The omission effects shown in this study are
consistent with an anchoring-and-adjustment process for
the assignment of probabilities. That is, subjects may
have anchored on a probability equal to the reciprocal
of the Tist length (e.g. 1/3 in the short lists and 1/6
in the long list) and then adjusted upwards or
downwards from that anchor based on their beliefs of
the underlying frequency. For example, for the BAD
DEBTS and PURCHASES causes (see Table 2-3), subjects in

the short list may have adiusted downwards from an
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anchor of 33 1/3 while subjects in the ]onq list
adjusted up from 16 2/3. There was therefore no
omission effect. For the LONGTERM DEBT énd RETURNS
variables, the direction of adjustment was downwards
from both anchors, but subjects in the short list did
not adjust sufficiently, thereby producing an omiésion
effect. When an anchoring-and-adjustment process is
used, subjects typically do not adjust sufficiently
from the anchor (Tversky and Kahneman, 1974). For the
PURCHASE RETURNS and PAYMENTS variables the direction
of adjustment is similarly downwards from both anchors.
For these two possible causes there was a sufficient
adjustment downwards from the anchor in the short list
to reduce the significance of the omission effect. It
is in these last two variables where experts made a
greater adjustment than did the novices, which resulted
in the significant expertise x omission interaction.
Thus the different omission effect for the PURCHASE
RETURNS and PAYMENTS causes may be due to the experts’
greater knowledge of the underlying frequencies of
these causes.

In an anchoring-and-adjustment explanation for the
omission effect, as discussed above, it is assumed that
subjects have sufficient knowledge of the underiying

frequencies that they can make ordinal comparisons of
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the Tikelihoods of the possible causes. For example.
for the BAD DEBTS possible cause, it is assumed that
subjects in the long list believed from their
backgrounds and experience that the under lying
probability was greater than the anchor (i.e. the
average probability of the listed causes) of 1/6 (the
reciprocal of the 1ist length). In the short list it is
assumed that subjects knew that the under lying
probability was less than the anchor of 1/3. Thus it is
assumed that subjects have some knowledge of frequency
information. With no knowledge of frequency
information, an anchoring-and-adjustment strategy would
predict that subjects would assess the probabilities of
the individual causes as being equal to the anchor.
Figure 2-6 shows the mean probabilities of the
individual causes for e ch of the list length
(omission) conditions by level of expertise. As
expected, the novices’s responses are closer to the
anchors of 16.67 (long list) and 33.33 (short list) for
each possible cause. This is therefore further evidence
that the expert group had a better Knowledge of the
underlying frequencies, since they were better able to
discriminateAthe individual causes. This is also
support for the anchoring-and-adjustment explanation

for the omission effect because the novices, with less



Knowledge of the underlying frequencies, made
brobability estimates closer to the assumed anchor
(i.e. the reciprocal of the list length).

The anchoring-and-adjustment explanation for the
omission effect is consistent with the results of this
study. This explanmation requires that subjects have an
ordinal knowledge of the underlying frequencies of the
possible causes and use this information in the
assignment of probabilities. Future research should try
to assess to what extent auditors and other subjects
actually have knowledge of frequencies of events. As
well, future research should try to assess what anchor,
if any, subjects actually use in making their
probability assessments,

It could be suggested that the underlying cause of
the omission effect is an experimental demand
characteristic. That is, subjects in the short list
condition might have assumed that the experimenter had
provided them with a complete list of the most probable
causes. While such an explanation cannot be ruled out,
there are four factors that argue against it. First of
all, the narrative told the subjects that the list of
possible causes had been provided by the client’s staff
and subjects should have inferred that the list might

be incomplete. Second, the expert group had a lower
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omission effect, indicating that if the effect is due
to experimental;demands, then it affeqted the subject
groups differently. This nonconstant omission effect
was also demonstrated by performing separate ANOVAs on
the individual causes for each of the availability
conditions. When this was done (see Table 2-3), the
omission effects varied from highly significant to
nonsignificant across the individual causes. Third,
this omission effect has been demonstrated in a number
of previous studies. Finally, even if the effect is a
demand characteristic, there may be compﬁrable
professional judgment situations in audit practice.
That is, auditors may often have to assess the probable
cause of an event from an incomplete list of possible
causes. Thus even if the omission effect results from
experimental demands placed upon the subjects, there
may be a counterpart in real Jjudgment situations which
is being captured in this phenomenon. If this is the
case, then the omission effect cannot be said to be an
experimental artifact.

Are there actual audit situations in which
auditors have to make assessments of probable cause,
and to whickh these results may apply? Responses to some
of the post-experimental questions indicate that 80% of

subjects use ratio analysis in analytical review and



that 99% of subjects attehpt to dgtermine‘thg possible
cause for}any fluctuations thropgh discussions with the
client, Similarly. when compliance errors are found in
internal control evaluation, 97% of subjects attempt to
determine the cause of such errors and 97% discuss
these errors with the client’s staff in order to
determine their probable cause.

This study has demonstrated that although experts
had a Tower omission effect than did novices in this
experimental task, auditors in general were not able to
assess the probabilities of what was missing from a
list of possible causes. If this effect exists in
actual audit judgment situations, what can be done to
minimize its impact on the judgment process? These
results suggest that, since there was no difference in
frequency assessments between the experts and novices
in the full list condition, that use of complete
checklists as a decision aid may be appropriate where
inexperienced auditors must exercise judgment. However,
such checklists must be complete and applicable to the
judgment task, or a similar omission effect may result.
As well, the impact of the omission effect may be
reduced by ensuring that professional Jjudgment
decisions are congruent with the level of experience

necessary to make such judgments. This last statement
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begs the guestion of how inexpgrienced_apditors are to
gain the necessary experience to exercise professionﬁl
judgment . Further research into the underlying
cognitive reason for the omission effect is necessary

before one can speculate how the effect may be reduced.



Table 2-1

Analysis of Variance on Means of

"Adjusted A1l Other Causes”
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Effect

Expertise (
Omission (
Availability E
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0)
A)
Counterbalance (C)
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X
X
X
X
X A x C
Error (105 df)

Mean-Square

1862.
16663.
5838.
2.
28889.
3322.
1642.
177.
652.
28,
0.
820.
1816.
486.
232.

692.

~ HJOONWHBLHOITO =W O

N
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F-Ratio

.690
.057
. 429
.003
71
. 797
371
. 256
.942
.041
.000
. 328
.766
.703
. 336

B

. 104
.000
.005
.954
.044
031
127
614
.334
.840
.987
.252
.099
.404
.564
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Table 2-2
Analysis of Variance on Means of Confidence Judgments

tffect Mean-Square F-Ratio -1
Expertise (E) 77.7 18.209 .000
Omission (0) 0.2 0.044 .835
Availability (A) 0.5 0.113 737
E xO0 2.6 0.620 .433
E x A 9.2 2.166 . 144
0 x A 0.6 0.147 .702
E x0Ox A 5.6 1.315 .254
Error (109 df *) 4.3

* N.B. 4 cases were omitted due to missing data



Table 2-3
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Means of Individual Causes

Possible Cause

High Recall
BAD DEBTS

PURCHASES
LONGTERM DEBT

Low Recall
RETURNS
PURCHASE RETURNS
PAYMENTS

Long List Short List
(Six Causes) 6éThree Causes) p =
n =

20.5 19.8 .862

21.5 28.9 . 167

11,2 23.9 .002
n = 61

13.5 26.6 011

11.0 18.5 .061

10.4 16. 1 . 189

* from separate univariate ANOVAs by availability

condition



100

80

60

40

Flcure 2-1
Omission Main Effect

Frequency of "Adjusted All Other Causes"

F(1,108) = 24.087; p ¢ .001

(86,0)

1

Length of List
3 Causes MM 6 Causes

68



100

80

60

40

Figure 2-2
Expertise x Omission
Interaction

Frequency of "Adjusted All Other Causes®

(66.7)
(66.4)

- (42.0)

(24.1)

F(1,108) = 4.171; p = .044

3 Causes 6 Causes

List Length

—+— Ptr/Mgrs  —¥— Novices

© 69 |



100

80

80

40

20

Figure 2-3
Avallability x Omission
Interaction

Frequency of *Adjusted All Other Causes®

(68.2)
(46.7)
B (39.4)
(27.4)
F¢1
3 Causes 6 Causes

Omission (list length)

—¥— High Recall -+ Low Recall

70



100

80

60

40

20

Figure 2-4
Expertise x Avallability
Interaction

Frequency of *Adjusted All Other Causes®

i (61.0)
(41.8)
(87.0)
i Fed4,797;p = .031
1 |
‘High Low

Availability of List
—¥— Ptr/Mgrs — Novices

71



72

Figure 2-6

Confidence Judgments
Confidence in Probability Estimates
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Figure 2-6 o
Probability Estimates of
Individual Causes by Expertise

Frequency of Individual Causes
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I, OMISSION EFFECTS IN FAULT TREES: AN
ANCHORING-AND-ADJUSTMENT PHENOMENON

Research has shown that when subjects are asked to
assess the probabilities of possible causes for an
event (such as in a "fault tree" when the causes are
organized hierarchically) they tend to underestimate
the probability of "all other causes." This failure to
determine what causes are missing from a list is
referred to in this paper as the "omission effect."
This omission effect has been demonstrated even for
expert mechanics (Fischhoff, Slovic and Lichtenstein,
1978, Mehle, 1982) and professional hospitality
industry managers (Dube-Rioux and Russo, 1988). As
noted by Slovic, Fischhoff and Lichtenstein (1982), the
use of listings of possible causes together with their
estimated probabilities are relevant to environmental
protection, management of nuclear hazards, use of
automobile seatbelts, etc. Thus the potential effects
of underestimation of the probabilities of all other
possible causes not provided to a decision maker has
broad implications for risk and probability assessment.

None of the long lists nor the short lists in this

paper or in previous studies can possibly contain
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complete listings of all possiblg‘causesf Tperefore
this paper refrains from using the established (and
possibly,misleading) terminology of "full tree"_and
"pruned tree." As well, the listings of possjble causes
are not called fault trees in the current study because
they contain only items from a single level of the
tree, and not hierarchical listings of nested causes.
Because Fischhoff, Slovic and Lichtenstein (1978) found
similar omission effects in both single and
hierarchical levels of fault trees, this study does not
address the issue of whether the omission effect is
different for different levels within a fault tree.

The purpose of this research is to try to discover
the cognitive process that underlies the omission
effect. Unless and until a satisfactory explanation for
this omission phenomenon is established, measures to
improve fault tree judgments will be ad hoc. This paper
contributes to the literature by examining an
anchor ing-and-adjustment explanation for the omission
effect. As well, the availability explanation
(Fischhoff, Slovic and Lichtenstein, 1978) and the
output interference (Hoch, 1984) explanations for the
omission effect are examined.

An anchoring-and-adjustment explanation states

that when subjects are asked to assess the
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pnopabilities of a list of pqssible causes, they may
anchor on a probability estimate which_is the
reciprocal of‘the number of listed causes. They then
increase or decrease their estimate from the anchor
based on their perception of the under lying frequency.
When large adjustments are needed (e.g. for low
frequency causes), the adjustment may not be
sufficient, thereby producing an omission effect. As is
common where an anchoring-and-adjustment heuristic is
employed, there is an insufficient adjustment from the
anchor (Tversky and Kahneman, 1974) thereby producing

an omission effect.

The Availability Explanation
Fischhoff, Slovic and Lichtenstein (1978)

speculated that the omission effect was due to the lack
of availability of the omitted causes, that is "out of
sight, out of mind." They did not. however, directly
manipulate availability in their study. The
availability explanation suggests that there should be
a lower omission effect when subjects in the short list
conditions assess low recall causes than when subjects
assess high recall causes. This is because high recall
causes should already be available to subjects. Thus

cuing subjects to the low recall causes by specifically
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listing them should mean that they will be better able
to fully pobylate the sample space of possible causes
than will subjects who assess only high recall causes
and who are therefore not cued. Weber, Eisenfuhr and
Von Winterfeldt (1988), in a study involving value
trees, similarly state that the most straightforward
explanation (for what is called the omission effect in
the current study), is availability.

A descriptive theory of how individuals make
assessments of probable cause comes from norm theory
(Kahneman and Miller, 1986). Normality of a possible
cause is assessed by comparing it with the norms it
evokes after the causal event. A normal cause is one
that has few alternatives; an abnormal cause is one
which has highly available alternatives. A normality
measure is obtained by assigning a normality of 1.0 to
the most available causal event.

In comparing normality and statisticai
probability, the normality of a possible cause can
therefore increase without reducing the normality of
another possible cause (because the value of 1.0 is
obtained merely by scaling). This is not the case with
statistical probability because the total sample space
must sum to one. That is, there is a total probability

of 1.0 so that if the probability of one cause were to
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increase thgn the probability of at least one other
cause must decrease. If subjects confuse statistical
probability and normality, then this use of
availability may account, at least in part, for the
omission effect. The number of available alternatives
(or the 1ist length) may determine the normality of a
particular cause. Thus relative to a short list (few
alternatives) a particular cause may be assessed as
high in normality while the same possible cause
relative to a long list (more alternatives) may be
assessed as lower in normality. These differences in
normality assessments between the long and short lists
would result in an omission effect.

Norm theory could, therefore, make similar
predictions to those ffom an anchoring-and-adjustment
explanation for the omission effect, since both
explanations depend upon list length. However, an
anchoring-and-adjustment mechanism merely starts the
probability estimate at the anchor (based on list
length) and then adjusts insufficiently for the
perception of the underlying frequency. Under a norm
theory explanation, the adjustment from list length
would be solely due to the number of other causes that
were available. Thus simultaneously manipulating the

list length (by informing subjects of the length in the
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introduction to the task) and the number of causes that
are available (by sequentially presenting the causes to
be assessed) provides a means of contrasting the
predictions of norm theory with those of an

anchor ing-and-adjustment explanation for the omission
effect.

Rennie and Johnson (1988) examined the role of
availability in auditors’ (novices and seniors)
assessments of probable cause. Availability was defined
as ease of recall (Tversky and Kahneman, 1873, 1974).
In Rénnie and Johnson's study subjects were asked to
assess the probabilities of either six or three
possible causes for an auditing discrepency. Two short
lists (three possible causes) were constructed by
selecting either the three most or the three least
easily recalled items from the long list (six possible
causes). Ease of recall was determined from a pilot
study. The overall results indicated a strong omission
effect (F(1,125) = 44.49, p < .001). That is, subjects
overestimated the probabilities associated with the
reduced list of three possible causes relative to the
full list. However, there was no difference
(between-subjects) in the omission effects between the
high and low recall partial lists (F < 1). Rennie and

Johnson’ s results depended upon there being a valid
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manipulation of availability between;the_hjgh and low
recall lists of possible causes. To prqvide evjdencé of
such a distinction, subjects were asked to list
possible causes either prior to, or after, the
probability assessment task. For the high recal)
causes, 77% of the suhjects in the prior-elicitation
group and 73% of subjects in the post-elicitation group
listed at least one of the high recall possible causes
(chi-square not significant). For the low recall
causes, however, only 8.4 % of prior-elicitation
subjects listed at least one of the low recall causes,
compared with 39.6% of subjects in the post-elicitation
group (chi-square significant, p < .001). This
difference between the high cnd low recall lists
suggests that the high recall possible causes were more
available to subjects in the probability assessment
task than were the low recall causes, which were only
made available through being cued in the probability
assessment task. Yet, even with this cuing, there was
no difference in the omission effect between the high
and low recall lists.

Fischhoff, Slovic and Lichtenstein (13978)
speculated that the omission effect in partial lists of
possible causes was due to availability (citing

Tversky and Kahneman, 1973 for the meaning of



availability). The results of Rennie and Johnson (1988)
cast some‘doubt.on Fischhoff et al.’'s interbretation,
if availability is defined as recall. However the
concept of availability is somewhat ambiguous. When
Tversky and Kahneman (1973) introduced the
availability heuristic they referred to either the
recall from memory of stored knowledge of an event, or
the ease of construction of scenarios, where the
subject had no direct prior experience with a
particular evert. They specifically stated that their
concept of avaiiability was different from availability
in a verbal learning context (cf. Tulving and
Pearlstone, 1966). The verbal learning conception of
availability is closely associated with aided recall
(as contrasted with unaided recall or accessibility),
Kahneman and Tversky (1982) later called the process of
construction of scenarios the simulation heuristic. It
would appear, ther,, that the meaning of availability in
Fischhoff et al. (1878) is uncertain, since Slovic,
Fischhoff and Lichtenstein (1982), in referring to the
results of Fischhoff et al. (1978), discuss both the
recall and simulation concepts of availability.

As a result of the diverse interpretation of
availability, it is not clear that many of the prior

studies that have attempted to test availability as a



meqiating factor in the omission effect have in féct
done so.

Hirt and Castellan (19888) attempted to examine
whether availability was a mediating féctor in the
omission effect. Their experiments were based on
Fischhoff et al.’s (1978) "reasons for a car not
starting" experiment and used the same list of causes
for the long list. For the short list they omitted one
cause. Hirt and Castellan used students in a
within-subjects design to examine the omission effect,
category redefinition, and the availakility explanation
for the omission effect. In their first exper iment,
they had one-half of the subjects gene:rate possible
causes for a car not starting prior to the probability
assessment tasks. They suggested that this generation
task should increase the availability of the omitted
cause. This manipulation would appear to be more
related to focusing (i.e. thinking about or attending
to possible causes) in the sense of Fischhoff et al.
(1878) rather than availability. The result of this
manipulation was that there was no significant
difference in the omission effect between the
generation and no generation groups.

The within-subjects design of Hirt and Castellan’s

study allowed them to examine a second test of



availability. The subjects assessed the probabilities
of both the long and short Tist of possible causes.
This assessment order was counterbalanced so that an
order effect could be assessed. Hirt and Castellan
reasoned that if availability were the mediating factor
in the omission effect, then subjects assessing the
long list first should have a lower omission effect
than subjects assessing the short list first, This
conception of availability, or the immediate recall of
a8 cued item, is more consistent with Tulving and
Pearlstone’'s (1966) conception in a verbai learning
context (which was specifically differentiated from
"availability" by Tversky and Kahneman, 1973). The
results of this manipulation were that subjects who
assessed the long list first had a significantly lower -
omission effect than did subjects assessing the short
list first. Although their result was consistent with
this limited definition of availability, Hirt and
Castellan did not accept the availability hypothesis
because the results of their availability manipulations
were mixed.

Hirt and Castellan used a within-subjects design
so that they could examine cafegory redefinition
between the long (five category) and short ( four

category) lists of possible causes. They found evidence



tq_supportvidiqsyncratjc redefihition of categories by
subjects between the éhqrt and long ]ists. However, the
within-subjects design may have created an internal
validity problem. That is, all subjects assessed both
the long and short lists. In order to make the
assessment of the second list of possible causes appear
plausible to subjects, subjects were told that (p. 124)
"The chart you just saw was only one automobile
manufacturer’s guide in thinking about the problem if
starting failure.... Other manufacturers dealing with
the same problems may decide to construct their charts
differently...." Thus subjects were told that the
population of automobiles in the assessment task was
different for the long and short lists. It is not
clear, therefore, what an omission effect would mean in
such a situation, since the long and short lists may
not be comparable.

Dube-Rioux and Russo (1988) also claimed to
examine the availability explanation for the omission
effect. For their meaning of availability they rc " ed
to retrieval failure. Retrieval failure is a verbal
learning concept that contrasts availability with
accessibility. In their study they had professional
managers assess the probabilities of reasons why a

restaurant may fail, Subjects assessed lists of



possible causes which were catégorized as either
long-term or short-term caises. Since they exbected
short-term causes to be more easily retrieved, they
attempted to test the role of availability in the
omission effect. In both the short lists (long-term and
short-term), however, they included combinations of the
short-term and long-term causes (p. 227). This has the
effect of confounding high and low recall so that the
study cannot adequately comment on the availability
explanation. Even though the short-term causes as a
group may have been more easily generated by subjects
than were the long-term causes as a group, it is
unknown what the relative recall of the two
combinations of long-term and short-term causes were.
That is, consider the following: (a) the sum of a list
of two high numbers (40 and 50) and one low number (10)
(sum equals 100); (b) the sum of a list of two low .
numbers (5 and 10) and one high number (90) (sum equals
105). Thus even though a list may contain more low
items, the presence of a sufficfently high item may
result in its tota! value exceeding the value of a list
containing a greater frequency of high items. As well,
the results of the availability manipulations in
Dube-Rioux and Russo (1988, p. 231) were mixed. In

fact, the major test of availability, that predicted
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there would be a smaller estimation bias for the
short-term cause condition, was not significant,

It would appear that neither the Hirt and
Castellan (1988) study nor the Dube-Rioux and Russo
(1988) study examined availability either as recall of
past events or as ease of construction of scenarios
(Tversky and Kahneman, 1973).

Rennie and Johnson’'s (1988) results are
inconsistent with the availability explanation for the
omission effect, where availability is defined as ease
of recall. However, since availability (Kahneman and
Tversky, 1973) may also be defined as ease of
construction (or simulation) of alternative scenarios,
these results do not rule out an alternative
conceptualization of availability as the mediating

factor in the omission effect.

The Output Interference Explanation

A second possible explanation (Hoch, 1984) for the
omission effect in lists of possible causes is output
interference via the "part-list cuing" phenomenon
(Slamecka, 1968). In the part-list cuing procedure,
subjects are asked to study a list for later recall. A
"cued" group of subjects is provided a subset of the

list and is asked to recall the remaining items while a



control groub is asked to recall the entibe list. The
result is that the control group consistently recalls
more of the remaining items than does the cued groﬁp.
It appears that the experimenter-provided items
interfere with a subject’'s ability to recall (or
output) other items.

Rundus’ (19873) model which deals with
probabilistic recall from associative memory can
account for output interference in fault trees.
Providing subjects with a partial list of possible
causes may increase the associative strength between
these listed causes and the causal event (and hence the
probability that they will be recalled). Since the
memory search process is assumed to be with
replacement, these listed causes will have a higher
probability of subsequent retrieval; thus providing
subjects with the short list of causes will interfere
with their retrieval of other possible causes.

In Hoch’'s (1984) study three experiments were
conducted to investigate the joint influence of output
interference and the availability heuristic on
predictive judgments in hypothesis generation tasks.
Hoch assumed that likelihood judgments of future events
would be based upon the operation of an availability

heuristic. The omission effect could result from output
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interference within the retrieval process upon which
availability-based frequency judgment was made. Unlike
the studies that tested the availability explanation
for the omission effect, Hoch’'s study involved
generating reasons (and their likelihood) for a future
event (e.g. a consumer purchase) that had not yet taken
place. Thus the conception of availability in Hoch's
study was that of simulation or construction of
scenarios, rather than recall of past events. In the
first experiment subjects generated pro and con reasons
for the event (the order was counterbalanced). The
order of generation significantly affected the number
of reasons generated, which supported an output
interference explanation within a process based on an
availability heuristic. In the second experiment the
time taken to generate the second set of reasons was
recorded. The third experiment replicated the second
experiment except that a distraction task (delay)
condition was introduced between the generation of the
pro or con reasons. In the third experiment in the
no-delay condition, the probability judgments were
higher in the pro-con order than in the con-pro order.
However, when the intervening distraction task was
introduced, this difference reversed and the

probabilities were lower in the pro-con order than in
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the con-pro order. Hoch concluded (p. 658) that this
interaction raises questions about the relation between
hypothesis-generation and an availability-based
inference rule. Hoch stated that his results could be
due to output interference. The primacy and recency
effects could be due to attention decrement. Hcch
suggested that this attention decrement is also
consistent with an anchoring-and-adjustment process
with insufficient adjustments to the anchor: in the
no-delay condition subjects could anchor their
probabilitity estimates on the first set of reasons and
adjust insufficiently for the second set; in the delay
condition subjects could anchor on the second set. Hoch
further suggested that interference is more likely to
result in events requiring construction of scenarios
than those requiring recall of past events.

Some of the results of the studies that examined
the availability explanation for the omission effect
can be interpreted in terms of output interference. In
Fischhoff et al.’s (1978) study, the omission effect
was reduced but not eliminated by having subjects focus
on all other causes (subjects were told to specifically
consider what was missing). Focusing (or thinking about
all possible causes) immediately prior to assessing a

partial list of possible causes may reduce output
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interference because the associations in memory among
all list items have been primed just prior to the
interference task. Thus there is a small relative
difference in level of activation between the listed
and unlisted causes in a fault tree when a subject has
been focused. Without focusing, only the associations
among the presented list items are activated leaving a
large relative difference in level of activation
between the presented and omitted causes. With
focusing, therefore, there is a higher probability that
the primed causes (whether or not presented in the
list) will be recalled (and less output interference)
than would be the case without the focusing.

In one of the conditions of Rennie and Johnson'’s
(1988) study, subjects generated possible causes prior
to the probability generation task. This focusing
significantly reduced the omission effect (F(1,125 =
4.79, p < .05). Furthermore, the focusing effect was
greater for the low availability causes than it was for
the high availability causes (F(1,125 = 4.42, p < .05).
In fact, contrary to the availability explanation, the
omission effect was less for focused subjects when they
assessed the high availability list than when they
assessed the low availability list. These positive

results for focusing suggest that having subjects try
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to populate the sample space prior to the probability
assessment task may reduce the output interference.

A similar result was found in Dube-Rioux and Russo
(1988) where extending the fault tree led to lower
omission effects. On the other hand, using a similar
focusing procedure, Hirt and Castellan (1988) found no
effect for having subjects generate possible causes
prior to the probability assessment task. Hirt and
Castellan's failure to find a positive effect for
focusing may have been due to recategorization by
subjects. That is, since subjects were told the long
and short lists were from different automobile
manufacturers, the subjects may have defined the
overlapping categories differently in each of the Tong
and short list assessment tasksl

Hoch’'s (1984) results, together with consistent
findings in other studies, support an output
interference explanation for the omission effect. Hoch
(1984) examined the joint operation of availability and
output interference. His conception of availability was
that of ease of construction of scenarios, rather than
recall of past events. His results were consistent with
the joint operation of output interference and an
availability-based inference rule (based on ease of

construction of scenarios). Because Hoch did not study
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availability as recall of past events, it is unknown
whether output interference or some other process may
mediate the omission effect in such circumstances. On
the other hand, Hoch also stated that his results might

be accounted for by anchoring-and-adjustment.

The Anchoring-and-adjustment Explanation

Einhorn and Hogarth (1986) presented a descriptive

framework by which people may judge probable cause. The
first three components of the framework are: (1) the
context (cauéal field); (2) probabilistic indicators of
causal relations (cues-to-causality) --covariation,
temporal order, contiguity in time, similarity; and (3)
strategies for combining the causal field and
cues-to-causality. This framework determines the gross
strength of each single possible cause. The fourth
component of the framework deals with situations where
there are alternate possible causes for an event. In
such cases, the net strength of a causal explanation is
determined by subtracting the weighted strength of the
alternatives. This is a Bayesian-like updating model
which involves an anchoring-and-adjustment process. The
mode] can therefore explain why even a relatively weak
explanation is given considerable support if there are

no alternative explanations.
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There have been no studies that have exﬁmined_an
anchor ing-and-adjustment explanation for the omission
effect. However, if subjects form an anchor based on
the reciprocal of the list length and then adjust this
frequency to reflect their beliefs in the likelihood of
the particular cause, then insufficient adjustments
from the anchor would be sufficient to produce an
omission effect.

One of the characteristics of the
anchoring-and-adjustment heuristic is that subjects do
not adjust sufficiently from the anchor (Tversky and
Kahneman, 1874, Slovic, Fischhoff and Lichtenstein,
1982). For example, Tversky and Kahneman (1974)
discussed an experiment where subjects were asked to
indicate the percentage of African countries belonging
to the United Nations by moving a wheel of fortune to
the correct position. The initial position of the wheel
was determined by‘spinning the wheel in the subjects’
presence. The initial random position of the wheel
affected subjects’ responses, with subjects who had a
higher initial position of the wheel making higher
estimates of the percentage of African countries in the
United Nations. Slovic, Fischhoff and Lichtenstein
(1982) discussed an experiment where subjects were

asked to estimate the frequencies of death from 40
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different causes. One group of subjects was told about
thé 50,000 annual fataliiies from motor vehicle
accidents while another group of subjects was told
about the 1,000 annual deaths by electrocution.
Subjects who were told about the deaths by
electrocution made lower estimates of the frequencies
for most of the 40 causes of death than did subjects
who were anchored on the large number of motor vehicle
deaths. Thus, with incomplete knowledge of frequency
information for all items in a list, subjects may
anchor on a number (even a random one) and adjust
insufficiently from that anchor when making a

probability or frequency estimate.

Overview of Experiments

This study reports the results of three
experiments. The first experiment examined the
anchoring-and-adjustment explanation for the omission
effect. As well, the experiment examined the
availability explanation for the omission effect (using
a simulation or construction concept of availabilty).
Evidence from Rennie and Johnson (1988) was discussed
above suggesting that the recall conception of
availability is not a mediating factor in the omission
effect. The second and third experiments dealt with

focusing effects in order to examine the output
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interference explanation for the omissioh effect. For
summaries of the variables, the experimental designs
and cell sizes, and the statistical method, please
refer to the appendix,

Experiment 1

The goal of this research was to attempt to
determine the cognitive processes underlying auditors’
judgments of probable cause which could give rise to
the omission effect. This experiment tried to
distinguish between one of the propositions of Einhorn
and Hogarth's (1886) probable cause framework and a
corresponding proposition from Kahneman and Miller’'s
(1886) norm theory. Einhorn and Hogarth’'s (1986)
probable cause framework stated that competing possible
causes are judged as .0 their relative probability on
the basis of anchoring-and-adjustment. This was
assessed by telling subjects how many causes they are
going to assess and then having subjects assess these
causes sequentially. Norm theory proposes that
normality of a possible cause is assessed by comparing
it with the number of available alternatives. Norm
theory’'s proposal was assessed by using low recall
possible causes and counterbalancing the order of the
sequentially presented alternative possible causes in

order to assess the effect of making another cause
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available to subjects. Because the recall notion of
availability was examined in the Renniehand Johnson
(1988), the first experiment used the construction
concept of availability, by attempting to hold degree
of recallability constant at a low level. That is, list
items which were low in recall were chosen so that when
they were made available by being cued in the task,
they would be unlikely to result in recall of specific
past instances involving these items (i.e. by design
they were low recall items). Similarly, the verbal
learning conception of availability as cued recall (vs.
accessibility) was avoided since the list items were
low recallability and they had not been previously
presented.

The design of the first experiment was a 23
factorial of expertise (novices vs. audit
partner/managers), anchor (number of possible causes
[three or six] that subjects were told they would be
asked to sequentially assess) and order (the order of
the first two causes, both low in recall, was
counterbalanced so that their availability could be
controlled).

It was predicted under an anchorfng-and-adjustment
explanation for the omission effect, that informing

subjects of the different list lengths would affect
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their responses. That is, subjects would anchor on a
probability of the inverse of the list length and then
adjust this probability subjectively to reflect the
perceived likelihood of occurrence. Thus a significant
main effect for the ANCHOR variable was predicted from
the anchoring-and-adjustment explanation.

It was predicted, from norm theory, using an
availability explanation for the omission effect, that
normality would be judged inversely to the number of
available alternatives. Thus a significant ORDER main
effect was predicted by availability, because these low
recall causes would be more available as alternative
possibilities when the second possible cause was

assessed.,

Me thod

Subjects and Administration

The 130 experimental subjects were grouped in

terms of audit experience. The expert subjects were 74
audit partners and managers from Chartered Accountancy
firms in Regina and Saskatoon, Saskatchewan. The novice
subjects were 56 students registered with the Institute
of Chartered Accountants of Saskatchewan and who had
commenced employment with Chartered Accountancy firms

within the past six months.
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A1l subjects were volunteers. The sessions for the
novices were held as the last agenda item at two new
students’ days in Regina and Saskatoon. One student at
each of the two sessions chose not to participate in
the study.

The expert subjects were solicited by contacting
the managing partners (or equivalent title) of 14
offices of chartered accountants. The 14 offices
consisted of 12.international firms, 1 regional firm
and 1 local firm. The managing partners of all offices
contacted agreed to participate in the study and
solicited volunteers. Where possible, the experiment
was conducted in a group setting by office. In the
group administrations of the experiment, there were no
clarifying questions of substance asked. For offices
which were not able to arrange a common time for the
volunteers to meet, the experiment was
self-administered by the subjects. These
self-administered subjects were asked to spend the same
time at the task as had the group subjects and were
given written instructions based on the instruction
script read to group subjects. The self-administered
subjects were debriefed by using a sealed envelope to
be opened after completing the experiment. Because

there were approximately equal numbers of
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Qroup-administered (n=33) and self-administered (n=41)
experts in each experimental condition, a separate
ANOVA was performed on responses from the expert group
with each expert subject coded as to type of
administration. Neither the main effect for
administration condition nor any interactions of
administration condition and the other treatment
effects were significant.

The expert auditor group consisted of audit
partners and managers. Promotion to audit manager
varies by firm with some firms having an intermediate
rank of supervisor or an advanced rank of senior
manager. When subjects were solicited, care was taken
to ensure that a common definition of manager was used
which included junior managers or supervisors as well
as senior managers. As well, only those subjects who
spent substantially all of their time in auditing were
requested to volunteer.

The novices had a mean age of 23.8 years and mean
auditing experience of 0.5 years. The expert group had
a mean age of 33.4 years and mean audit experience of
11.9 years.

Responses for 9 subjects were deleted due to minor
addition errors in totaling frequencies of responses.

As well, since the issue of expertise was of interest
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in tbe experiment, the responses of 4‘exbert$ who were
were audit sehiors_rather than managers were deleted.
The final sample size was 117,

This experiment was run in conjunction with four
other experiments involving auditor judgment. The total
time taken by subjects to complete the set of
experiments was about 45 - 50 minutes. This position of
this experiment within the set was either first or
second with the order counterbalanced. When separate
ANOVAs were performed on the response variables with
order of the experiments coded as an independent
variable, none of the interactions of order with the
other effects nor the main effect for order was

significant.

Instrument and Experimental Design

This first experiment extends the research begun
in Rennie and Johnson (1988) and uses a similar
assessment task. The experimerial design was a 23
factorial between-subjects design. The first
independent variable was audit experience (novice
auditors vs. expert audit managers and partners). The
second independent variable was the number of causes (3
or 6) which subjects were asked to assess. The third

independent variable was the order in which the first
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two causes was listed.

Subjects were asked to assume the role of an
auditor investigating possible reasons for 100 disputed
account balances from accounts receivable confirmations
sent by the auditor to customers of a client firm, St.
Albert Corp asking the customers to confirm the balance
owing to St. Albert as of December 31, 1987. Subjects
were then asked to assess the number of the 100
disputed accounts which would have been due to each of
the three (or six) possible causes, plus the number due
to "all other" causes not specifically considered. This
reference to "all other" causes should have caused
subjects to realize that the list was not necessarily
complete. Subjects were reminded that their total
should equal 100. Only the first three causes (common
to both long and short list conditions) were analyzed.
The case and the possible causes were adapted from an
American Institute of Certified Public Accountants
uniform final examination question which appears in a
number of curreqt auditing textbooks. Because these
textbooks have not been used in the auditing courses at
either Saskatchewan university, it is unlikely that
subjects would have seen the question previously.

The text of the narrative and instructions was as

follows:



105

ST. ALBERT CORP.
Tom Jones, C.A. has been assigned to the audit of a new
client, St. Albert Corp. St. Albert Corp. is a
merchandise wholesaler and has a December 31, 1987 year
end for accounting purposes. Early in January 1988, as
part of the audit procedures for accounts receivable,
Tom Jones sent confirmation letters to a sample of St.
Albert’s customers asking them to confirm the balance
owing to St. Albert Corp. as of December 31, 1987. On
December 31, 1987 St. Albert’s records indicated a
balance of accounts receivable of $8,567,250,
consisting of 2,000 accounts. Seven hundred and fifty
(750) of these accounts with balances total ing
$5,907 ,250 were selected for confirmation. The results
are summarized below:

Dascription # _of Confirmations

Signed without comments 300

Minor differences (cleared satisfactorily) 150

No reply 200

Disputed items 100
Total Confirmation Requests 750

Instructions

n the pages which follow you will be asked to
consider three (3) |six (6)] possible reasons for the
one hundred disputed items. You will be asked to state
the number (of the one hundred) confirmations which you
estimate were in dispute for the stated possible
reason. Following your assessment of the 3 [6] possible
reasons you will be asked to estimate the number of
conf irmat ions which were in dispute due to all causes
other than those you have specifically considered. The
total of your answers should be one hundred,
corresponding to the 100 disputed items.

Please consider the possible reasons in the order
presented and record your answers in ink. You may refer
back to your previous answers in this problem for
comparison purposes if you wish, but please answer the
questions in the order presented.

The possible causes for the disputed account
balances, common across conditions, were:
1. The balance is disputed by the customer

because an advance payment had been made by the
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customer earlier in 1987, St. Albert had not
offset the invoice charges against this advance
at December 31, 1087.

2. The balance is disputed by the customer due
to a clerical error by St. Albert who failed to
post one of the invoices to the customer's
account.

3. The balance is disputed because the final
payment made early in December 1887 has not been
evidenced on the statement accompanying the
confirmation as a result of lapping of accounts
receivables (i.e. fraud) by the accounts
receivable clerk who also handles all deposits

(which include cash sales).

The first presented possible cause (cause 1 or 2

above) was on a separate sheet in the experimental

bookiet. On the following page (backing the first

presented cause) was the second cause. The third (and

fourth through sixth causes for the long list

conditions) plus "all other possible causes" were on

the following page (facing the second presented cause).

The fourth through sixth causes in the long list

condition were:

4. Balance is disputed by the customer because

the balance was paid prior to December 31, 1387
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and was incorrectly posted by St. Albert to
another customer’s account due to a clerical
error,
5. Balance is disputed by the customer due to an
error in the customer’'s accounting system which
failed to record the invoice.
6. Balance is disputed by the customer because
the ba}ance was paid prior to December 31, 1987
and was in transit at year end.
Note that the responses to the fourth through sixth
causes were not analyzed because they did not appear on
in the short list condition.

On the top of each page adjacent to the possible
causes was the heading: Estimated # of the 100
Disputed Conf irmations which were Caused by this
Possible Reason.

The instrument was pilot tested on 55 C.A.
finalists who were attending a computer auditing course
and expected to write their uniform final examinations
in about two months. This pilot test provided some
assurance that the tasks were familiar to the sub jects
and that the wording of the cases and instructions was
clear. Although the instrument did not change for the
administration to the novices and experts, the finalist

groups’ responses were not included as a separate level
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of expertise. This is because approximately 80% of them
had participated in the Rennie and Johnson (1988) study
as novices about one year prior to this study. Thus
these subjects had seen the entire list of possible
causes and had been debriefed concerning the omission
effect and the availability explanatioh for the effect.
They may therefore have been cued to the omission
effect and one of the hypotheses of interest. The
responses for this pilot group were consictent with
prior knowledge of the hypotheses. That is, there was
no significant effect.of the list length for two of the
three possible causes (i.e. no omission effect). This
may mean that if subjects are appropriately cued to be
concerned about the completeness of a list, the
omission effect may be reduced. These learning effects
should be studied further.

In order to assess whether the omission effect of
assessments of probable cause in a partial list of
possible causes is due to anchoring-and-adjustment,
subjects, after reading the case but before the
probability assessment task, were either instructed
that they would be asked to sequentially assess the
probabilities of six or three possible causes for an
auditing event (second independent variable). This

should have created an anchor of probability 1/6 or 1/3
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for each possible cause which subjects assessed. In the
assessment task that followed, subjects were instructed
to assess each possible cause in the order presented
and to record their answers in ink. To ensure lack of
review of all presented causes, the first possible
cause was listed on a single sheet in the experimental
booklet. The second cause was presented on the back of
the first sheet and faced the remaining cause(s). Under
an anchoring-and-adjustment explanation for the
omission effect in the assessment of probable cause,
there should be a difference between these two
conditions due to the differing initial anchors. Norm
theory and availability would not predict any
differences, since the specific causes are not yet
available.

To assess the effect on probable cause assessments
of availability (from norm theory) defined as
construction or simulation, the order of the first and
second possible causes was exchanged (third independent
variable). The third possible cause in both conditions
was the fraud related cause (lapping of accounts
receivable). These first two possible causes were
chosen from the results of Rennie and Johnson (1988) so
that both of the causes were of low recall. Low recall

items were employed in order to eliminate the effect of
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recallability by holding it constant at a low level.
The fraud explanation was never méntioned as a possible
cause by subjects in Rennie and Johnson (1988), so it
was also of low recall. When a possible cause is
presented first, norm theory would predict that it
would be rated higher in normality than when it is
presented second. This is because norm theory proposes
that the normality of an item is judged as an inverse
relation of the number of available alternatives. Where
the possible cause is presented first, the other
possible causes have not yet been cued and should not
yet be available since they are low in recall (see
discussion following). Thus the finding of an order
effect would be consistent with a simulation notion of
availability from norm theory. As well, since fraud was
not mentioned by any of the subjects in Rennie and
Johnson (1988), any positive frequency assignment to
fraud may indicate simulation.

The manipulation of availability in this
experiment was not that of recall (as in Rennie and
Johnson, 1888) since the causes compared were both of
low recall. Instead of testing the effect of
differential recall, this manipulation attempted to
test the simulation notion of availability. When a low

recall cause was in the second position, the first low
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recall possible cause had already been cued and its
relative frequency had been assessed. Thus we Know that
at least the first possible cause was available. (The
remaining cause(s) may also have been available because
they were on the page which faced the page which listed
the second possible cause.) Where a low recall possible
cause was assessed first, we have evidence from Rennie
and Johnson (1988) that other low availability causes
were not available to all subjects. That is, in Rennie
and Johnson (1988), over 90% of subjects in the prior
elicitation group did not recall any of the Tow
availability causes. Therefore any order effect should
not be attributable to recallability. The manipulation
of availability in this experiment was also not that of
aided recall (Tulving and Pearlstone, 1966) again since
the causes chosen were of low recall.

Note that no order effect would be predicted under
anchoring-and-adjustment. That is, even if the order
affected the initial anchor, the anchor would be
approximately the same (i.e. low) under both orders so
that both list length conditions would be similarly

affected.

Results

Bartlett's chi-square test was used to test the
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hypothesis that the correlation matrix of the dependeht
variables was an identity matrix. The test.statistic
indicated that none of the three dependent variables
were significantly correlated (p > .05). Therefore the
results were analyzed by separate univariate ANOVAs.

The main effects for the list length (ANCHOR
variable) for the three dependent variable possible
causes are shown in Figure 3-1. These results indicated
a strong omission effect for the different list lengths
(anchors) for all three possible causes (the univariate
F statistics were all significant at p < .01 --gee
Table 3-2).

The results in Figure 3-1 are consistent with an
anchor ing-and-adjustment explanation for the omission
effect. That is, the experiment provided subjects with
anchors equal to the inverse of the list lengths. These
anchors could therefore be 1/6 and 1/3. Since the
possible causes listed were all low frequency causes,
subjects adjusted downwards from their anchor. However,
the magnitude of the required adjustment for the three
cause list was greater than for the six cause list and
there was an insufficient adjustment from the anchor.
An insufficient adjustment to the anchor is |
characteristic of an anchoring-and-adjustment process

(Tversky and Kahneman, 1974). The means and standard
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errors of the means for the possible causes by list
length (anchor) condition are shown in Table 3-1.

The means in Figure 3-1 are collapsed over the
order of the Advances and Clerical Error possible
causes because the order in which these causes were
presented was not significant (univariate F ratios all
<1 --see Table 3-2). This non-significant order effect
is contrary to the prediction from norm theory
regarding probable cause being judged by the
availability of other alternatives.

Although the nonsignificant order effect suggested
that availability was not a mediating factor in the
omission effect, there was some 1imited evidence in
support of availability (in the sense of simulation) as
noted by the positive frequency associated with the
fraud explanation. Recall that fraud was never
mentioned as a possible cause for this case in the free
recall task in Rennie and Johnson (1988). Thus any
non-zero probability assignment to fraud may indicate
simulation. The results indicated that the mean
frequency of the FRAUD variable was in fact
significantly different from zero (assuming normality).
However, the distributions of the fraud variable were
skewed right (and bounded at zero). Using a binomial

test, at p = .05, for the long list group (anchor of
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six causes), the hypothesis that the median was zero
could not be rejected. For the anchor on three causes
(short 1ist group), the hypothesis that the median was
zero was rejected at p < ,05. However, the hypothesis
that the median of the short 1list group had a frequency
of 5.0 could not be rejected at p = .05. These results
imply that the median assessed frequency for fraud was
very low, although it was positive for the short list
group. Thus, in terms of an availability explanation,
the ORDER variable was not significant, and the median
assessments for the FRAUD variable were also low. There
is, therefore, only limited support for availability
(as simulation) as a mediating factor in the omission
effect,

There was also a significant expertise main effect
for the Advances possible cause {(univariate F(1,109) =
11.6; p < .001) (see Figure 3-2). These results
indicate that the expert group may be more aware, from
their experience, that advances do not occur very
often.

The results were analyzed using univariate
analysis of variance (Table 3-2). In order to stabilize
the variances, logarithmic transformations of the
dependent variables were performed. The logarithmic

transformation was used because each of the possible
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causés was low in‘frequency and was bounded at a value
of zero. The logarithmic transformations stabilized the
variances for all three of the possible cause dependent
variables across groups (Bartlett's test). The arcsin
transformation was also used with similar results,
However, since the residuals from the univariate ANOVAs
were not normal even under the logarithmic
transformation for one of the variables (Lilliefor's
test, p = .047), a rank transformation (Conover, 1980,
p. 337) was used to test the robustness of the effects
across different distributional assumptions. The rank
transformation stabilized both the variances of the
group means and resulted in residuals which were
normally distributed (Lilliefor’'s test), and the
significance of the effects was similar to those under
the logarithmic transformation. Only one of the
significant effects using the untransformed data became
nonsignificant when these transformations were
performed. This was the Expertise by Anchor interaction
for the Clerical error cause -:i1ich dropped in
significance from p = .044 to p = .205 (ranks) and p =
.371 (log). A review of the data indicated that there
were a small number of experts in the long list (anchor
on six causes) condition who assessed Clerical error as

having a high frequency. This could be due to a



misreading of this cause and an interbretationvtﬁﬁt it
included all clerical errors insteédAof Just cierical
errors by the client company. When these outliers were
omitted the interaction became non-significant. Because
ranked and logarithmic data are more robust to the
effects of outliers and because there were no Expertise
by Anchor effects for the ADVANCES and FRAUD variables,
the nonsignificant result is interpreted as being more
reliable.

In the logarithmic and rank transformed data, the
three-way interaction among EXPERTISE, ANCHOR and ORDER
became significant (p < .05) for the FRAUD variable.
That is, fraud was assessed at a low frequency in all
the long list (anchor on six causes) groups, but the
novices, in one of the orders of the short list (anchor
on three causes) groups assessed fraud as being higher
(median = 12.5).‘0ne interpretation for this result is
that the novices in this group made an insufficient
adjustment to their anchor (based on three possible
causes). Experts due to better knowledge of the
underlying frequencies of fraud may have made a better
adjustment. This is additional evidence of an expertise

effect.
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Discussion
This experiment provides evidence consistent with

an anchoring-and-adjustment explanation for the
omission effect. In the manipulation, an anchor of
either six or three total causes was provided to
subjects. The result was that, although subjects did
not preview any of the other possible causes (i.e. the
causes were presented sequentially), fhis anchor
affected the responses. In the six cause list (anchor
of 1/6), the probability assessments were lower for
each of the three possible causes than in the three
possible cause condition (anchor of 1/3). Because an
anchor was given to subjects, this experiment cannot
assess what anchor, if any, subjects actually used in
making their frequency assignments. However the results
are consistent with subjects having used an anchor
based on list length and then having made insufficient
adjustments to that anchor for the low frequency of the
possible causes presenteq.

There is little support in this experiment for an
availability explanation for the omission effect. The
results suggest that experts may assess frequencies
differently than do novices. However, the effect of the

anchor was no different for the experts in this
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experiment. The lack of a significant Expertise by
Anchor interaction suggests that exberts were no le#s
affected by the anchor than were the novices. Perhaps
the experimental task (assessing probabilities for
discrepancies in accounts receivable confirmations) is
not a situation where these experts would likely have a
working knowledge of the underlying frequencies. That
is, reconciling accounts receivable confirmations is
not normally done by partners and managers but by more
Junior staff and staff are promoted quickly beyond the
level at which they do such reconciliations. It is not
unreasonable, then, that experts would use an
~anchoring-and-adjustment strategy for making
probability assignments similar to that used by
novices. In order to assess expertise, future research
should use tasks and domains where knowledge of
frequency information would be expected to be part of

experts’ Kknowledge representation.

Experiment 2

This experiment examined the effect of focusing on
fault tree judgments. Focusing, or thinking about
possible causes prior to the probability assessment
task, has been shown to reduce, but not eliminate the
omission effect (cf. Fischhoff, Slovic and

Lichtenstein, 1978, Rennie and Johnson, 1988). Assuming
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an output interference explanation for the omission
effect, focusing prior to making probﬁbility
assessments should reduce the amount of interference in
recall because fhe associations in memory have been
primed just prior to the interference task. However,
focusing during the probability assessment task should
not reduce the omission effect since the interference
will already have occurred by the subject reading the
list of presented causes,

This experiment manipulated focusing at four
different levels: no focusing, minimal focusing, prior
focusing and concurrent focusing. The minimal focusing
manipulation was similar to that of Fischhoff et al.
(1978) where subjects were told in the experimental
narrative that the list may be incomplete. Prior
focusing (as in Rennie and Johnson, 1988) involved
having subjects list possible causes before the
probability assessment task. In concurrent focusing,
subjects were asked to specifically list "other causes"
during the assessment task. Assuming an output
interference explanation for the omission effect it was
predicted that the omission effect would be reduced
ﬁnder prior focusing and would not be reduced under
concurrent focusing. Thus for the focusing by omission

interaction, there should have been a significant
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contrast between the prior focusing and no focusing
conditions. As mentioned above, prior focusing should
have increased the associations of all possible causes
which were listed, thereby reducing the amount of
output interference when the partial list was
presented,

For concurrent focusing, there was no priming of
the associations for the omitted causes, so output
interference should still have occurred. Thus, for the
focusing by omission interaction, no significant
contrast between concurrent focusing and no focusing
conditions was predicted.

Minimal focusing may reduce the omission effect
under an output interference explanation. This would
mean that should have been a significant contrast
between minimal focusing and no focusing for the
focusing by omission interaction. However, minimal
focusing, as a practical measure is of limited benefit,
since all lists are necessarily incomplete. Thus if a
reduction in the omission effect were found only for
the minimal or concurrent focusing groups, this may
suggest that the focusing result was due to
experimental demands.

The design of the experiment was a 4 X 2 x 2

between subjects factorial of focusing (at four
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levels), omission (list length of tWo or four causes)
and expertise (novice auditors and partner/managers).
The dependent measures were the Freqdencies out of 100

for the two causes which were common to both lists.

Method

Subjects and_Administration

The subjects for this experiment were the same 130

auditors as in experiment 1, Subjects were randomly
assigned to the experimental conditions. Afier deleting
the four seniors who had not yét been promoted to the
manager level and six responses which were not complete

or did not total to 100, the final sample size was 120.

This experiment was the last of five experiments
which subjects were asked to complete in the
experimental session. The total time taken by the
subjects was about 45 - 50 minutes. This experiment was
positioned following two auditor judgment experiments
unrelated to fault trees, so that these prior tasks
could serve as a distraction from the first two fault
tree experiments. As in experiment 1, when a separate
MANOVA was performed on the response vector including
administration mode (group or self-administered) as a

separate effect, neither response mode nor any of the
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interactions of response mode with the other

experimental effects were significant.

Instrument
The experimental narrative was adapted from a

current auditing text book. Since this text had not
been used at either Saskatchewan university, it was
unlikely that subjects would have been familiar with

| the question. The narrative was pilot tested on the
same group of finalists as in experiment 1. The
narrative asked subjects to assume the role of an
auditor assessing the probability that weaknesses in an
internal control system of a nonprofit art gallery
would cause an error or omission to cash receipts.
Following the description of the control features of
the art gallery (end of second paragraph of the
narrative -- see below), subjects in the prior focusing
condition were asked to list potential weaknesses in
internal control over cash receipts. Subjects in all
conditions (on the following page of the experimental
booklet) were asked to assess the "# of times out of
100 that this weakness would result in an error or
omission to cash receipts.” Subjects in the prior
focusing condition were instructed that they could look

back at the weaknesses they had listed in assessing the
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probabilities of the listed weaknesses. The listed
weaknesses were described as having been_{dentified by
a previous auditor. In the minimal focusing group
subjects were told to think about possible weaknesses
which were not listed by the previous auditor: "In your
consideration of all other potential weaknesses, think
specifically about possible weaknesses which may not
have been listed by Mr. Horwich [the previous
auditor)." Subjects in all groups were asked to assess
the frequency of all other weaknesses not listed, with
subjects in the concurrent focusing group being asked
to list these other weaknesses. Subjects in al
conditions were reminded that their totals should equa!l

100.
The text of the experimental narrative for the no

focusing conditions was as follows:

Friends of Seven Society

The Friends of Seven is an art appreciation
society which operates a gal'lery to promote Canadian
paintings. When the gallery is open to the public, two
clerks who are positioned at the entrance collect a
five dollar admission fee from each nonmember patron.
Members of the Friends of Seven Society are permitted
to enter free of charge upon presentation of their
membership cards.

At the end of each day, one of the clerks delivers
the day’s cash receipts to the treasurer. The treasurer
counts the cash in the presence of the clerk and places
it in a safe. Each Friday afternoon the treasurer and
one of the clerks deliver all cash held in the safe to
the bank, and receive an authent icated deposit slip
that provides the basis for the weekly entry in the
cash receipts journal.
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‘Paul Horwich, Chartered Accountant, had acted as
auditor for the society on a donated fee basis since
the society was founded. In response to a recent
management letter sent to the society by Mr. Horwich,
the board of directors of the Friends of Seven Society
discussed the possibility of improving their system of
internal control over cash admission fees. The board
has decided that altering the physical layout of the
gallery by installing turnstiles, etc. would not be
cost effective. None of Mr. Horwich’s recommendations
had been acted upon prior to his amicable and voluntary
ggt;;gment as the Society’s auditor, due to poor

alth.

Assume that your firm has been appointed as the
new auditors of the Friends of Seven Society this year
and you are in charge of the audit. You have been asked
to draft the management letter to the board of
directors outiining possible weaknesses in internal
control over cash receipts. Since the society has
limited resources to deal with the weaknesses you
Identify, the board of directors has asked you to
Indicate which weaknesses are most important, in terms
of p?tintially causing errors or omissions in cash
receipts.

Required:

Listed below are a number of potential weaknesses
in internal control over cash receipts for the Society
which were identified by Mr. Horwich, the previous
auditor. Please rate each of these potential
weaknesses, together with all other potential
weaknesses not listed, on a scale of O to 100 in terms
of their likelihood of causing a possible error or
omission in cash receipts, Since you will have
cons;dﬁssd all potential weaknesses, your total should
equa .

The two weaknesses which were common to both the
long and short lists were:
1. There is no basis for establishing the
documentation of the number of paying patrons.
(variable PATRONS)
2. There is no segregation of duties between

persons responsible for collecting admission
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fees and persons responsible for authorizing
admission. (variable FEES)
The third and fourth weaknesses (not analyzed since
they appeared in the long list condition only) were:
3. An independent count of paying patrons is not
made .
4. There is no proof of accuracy of amounts

collected by the clerks.

Results

Bartlett’'s chi-square test was used to examine
the hypothesis that the correlation matrix of the
dependent variables was an identity matrix. The test
statistic indicated that the dependent variables were
significantly correlated (correlation coefficient =
-.356; chi-square(1) = 7.84; p < ,005). Thus both
multivariate and univariate analyses of variance
results were performed.

The means of the FEES and PATRONS variables by
length of 1list and across focusing conditions are shown
in Figures 3-3 and 3-4. The overall omission effect was
significant (multivariate F(2,103) = 22.3; p < .001)
Note in Figure 3-4 that there was a relatively constanf

omission effect for the PATRONS variable across all

focusing conditions. This omission effect was
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significant for the PATRONS variable (univariate
F(1,104) = 23.7; p < .001). For the FEES variable
(Figure 3-3), note that again there was an omission
effect across all focusing conditions (univariate
F(1,104) = 4.3; p < .05). However, the omission effect
was quite small in the no focusing and concurrent
focusing conditions.

The interaction of focusing and omission (see
Figures 3-3 and 3-4 and Table 3-3) was not statisically
significant (F < 1). As well, none of the three planned
contrasts on the focusing by omission interaction
between the no focusing condition and the three focused
conditions were significant for either dependent
variable (all p's > .25 -- see Tables 3-4, 3-5 and 3-6)
Thus focusing did not significantly reduce the omission
effect.

There was a significant main effect for focusing
(multivariate F(6,206) = 2.4; p < .05). The focusing
manipulation was not significant for the PATRONS
variable (univariate F < 1). The main effect for
focusing was significant for the FEES variable
(univariate F(3,104) = 3.4; p < .05). Orthogonal
contrasts on this effect indicated (Table 3-7) that the
concurrent focusing variable was different from the

other conditions and led to higher assessed mean
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frequencies than did the other focusing conditions.

Unlike previous studies (except Hirt and
Castellan, 1988), there was no significant reduction in
the omission effect through focusing (univariate and
multivariate F statistics < 1), None of the contrasts
on the interaction effect approached significance.
There was also no effect of expertise in this
experiment.

The results were analyzed by multivariate and
univariate analyses of variance on the responses to the
two common causes, or internal control weaknesses
(Table 3-3). Using Bartlett's test, the assumption of
homogeneity of group variances could not be rejected
for either variable. However for the multivariate
results, using Box's M test, the assumption of
homogeneity of covariance matrices was rejected (p >
.05). Because the cell sizes were similar in size, this
heterogeneity should not have greatly affected the
results.

When the univariate residuals were tested for
normality (Lilliefor's test), the normality assumption
was rejected for the FEES variable. Therefore, to test
the robustness of the effects over different
distributional assumptions, a rank transformation was

done (Conover, 1980, p. 337). The results were
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unchanged from the parametric ANOVA. The assumption of
bivariate normality of the residuals from the MANOVA
was further assessed by a chi-square plot of the
ordered squared residuals against a chi-square
distribution (Johnson and Wichern, 1982, p. 158). This
plot indicated a straight line (the correlation was
.891) suggesting that the assumption of bivariate

normality was reasonable.

Discussion
This study demonstrates that focusing does not

always reduce the omission effect. Subjects may have
found the task difficult in that they may not normally
think of the relative importance of internal control
weaknesses in probability terms. That is, the decision
to remedy an internal control weakness may be dominated
by cost factors, and not the probability of a material
cash shortage or error. For example, the experimental
narrative indicated that the art gallery had limited
funds to deal with any internal control weaknesses.
This was mentioned in order to provide subjects with a
justification for assigning probabilities to the
weaknesses.

Under an output interference explanation for the

omission effect, prior focusing should have reduced the
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amount of interference. This reddction in interference
would result from the priming of associations (within
meﬁory) of the items omitted from the list. However, to
obtain a positive effect from focusing, there must be
associations in memory able to be primed. That is,
subjects must have access to possible weaknesses or be
able to construct such weaknesses. !f situations such
as this experimental task are dominated by cost
factors, then there may be no associative memory to
activate. This could explain the failure to reduce the
omission effect through focusing. That is, there was no
output interference which could be reduced through
focusing. This explanation may also mean that output
interference is not a necessary condition for the
existence of an omission effect, since a significant
omission effect was found in this experiment. Thus the
positive cffects from focusing found in previous
studies may have been in situations where output
inter ference did result. Hirt and Castellan’s (1988)
results which failed to find any reduction in the
omission effect through focusing were similar to this
experiment. That is, omission effects were found, but
they were not reduced through focusing. These results
suggest that even if output interference is sufficient

to cause an omission effect, it is not necessary. The
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role of outbut interference in the omission effect was
explored further in the next experiment.

Some of these results could be interpreted in
terms of Hirt and Castellan’s redefinition of the
categories hypothesis. In the common causes listed in
the experiment, there was some degree of overlap. That
is, although the listed causes were meant to be
discrete, it might have benrn possible for subjects to
consider the documentation of number of paying patrons
(PATRONS) and the segregation of duties to be related,
in that number of patrons times admission price (FEES)
equals total cash receipts. Thus some amount of
recategorization could have occurred, and some of the
assessed probability for one of the dependent variables
could have been assigned to the other dependent
variable. The responses, however, were not consistent
with this hypothesis. That is, when the sum (for each
subject) of the frequencies for the listed weaknesses
was run as the dependent variable in an ANOVA, there
was still a highly significant omission effect (p =
.004). Thus subjects in the long list condition
assigned lower average frequencies to the listed
weaknesses than did subjects in the short list
condition. This means that subjects were not simply

redefining the listed categories.
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The failure to find a significant effect for brior
focusing means that the output interference hypothesis
does not explain the results of this experiment. In
fact, the only significant effect for focusing was the
main effect for focusing for the FEES variable and that
was not due to prior focusing but to concurrent
focusing. Alternatively, the lack of a significant
interaction between focusing and the omission effect
could mean that the subjects had no knowledge of what
was missing from the list. This might be expected for
the novices, but not for the expert group.

A possible alternative reason for nonsignificance
of the focusing effect may have been fatigue. Recall
that this experiment was the last of five experiments
in a 45 - 50 minute session. As evidence against a
fatigue hypothesis it may be noted that subjects in the
prior elicitation condition listed an average of 3.1
possible internal control weaknesses each, and only one
subject did not list any possible weaknesses.

The results of this experiment were not consistent
with either category redefinition or with output
interference. Although both of these phenomena may
account for some of the variance in the omission effect
in some fault tree judgments, they do not appear to be

have been mediating factors here. On the other hand,
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anchoring-and-adjusthent may explain some of thesg
results. That is, the omission effect may Have resulted
from subjects anchofing on the number of causes in the
long and short lists and making an insufficient
adjustment for the actual frequency in the short list.
In this experiment there was a greater proportionate
omission effect for the higher frequency variable
(PATRONS) (see Figure 3-4). For the FEES variable, as
shown in Figure 3-3, the assessed frequencies were
already quite low in the long list. Therefore less of
an adjustment in the short list was necessary and the
omission effect was correspondingly lower. Thus it
appears that the omission effect was not uniform
between the two dependent variables. When the
hypothesis that the two univariate models were
different was tested, the results were significant
(F(16,104) = 2.959 ; p < .001).

Experiment 3 further examined the effects of

focusing.

Experiment 3

This experiment examined further the output
interference explanation for the omission effect.
Because output interference should not be affected by

concurrent focusing (viz. the partial list has already
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been presented and the interfereqce has occurred) oply
prior focusing was menipulated in this experiment,
Prior focusihg may reduce output interference because
the associations in memory for the omitted list items
have been primed just prior to the interference task.
In Rennie and Johnson's (1888) results, it was shoWn
that the omission effect was no different for high and
low recall possible causes. In the first experimeﬁt in
this paper, an omission effect was shown for low recall
possible causes. This study used high recall causes to
examine the omission effect.

By using high recall items which had different
frequencies, the results of this experiment may be able
to comment on the availability explanation for the
omission effect. That is, in many situations
availabflity and ecological frequency are confounded
due to their high correlation (Tversky and Kahneman,
1973). Under an availability explanation for the
omission effect, we would expect to find similar
omission effects for each high recall cause. If the
omission effects are different between the causes (as
was found in this experiment), this suggests that some
other factor is mediating the omission effect.

The design of the experiment was a 22 factorial of

focusing (present or absent) and omission (long or
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short list). The focusing variable was manipulatéd by
having sUbjects in the focusing-present cohdition .
perform a free recall of a list of auditing assertions
(which formed the basis for the long and short lists in
the assessment task). Subjects in the focusing-absent
condition performed a free recall of auditing
assertions after the assessment task so that the prior
recall of the list items and the effects of
interference could be assessed. The assessment task
involved subjects allocating 100 auditing hours among
two or four audit assertion areas (secénd independent
variable) plus all other areas. Subjects in all
conditions were also asked to list and assess the hours
for any areas not listed (concurrent focusing) with the
number of blank lines plus listed items being equal
across list length (omission) conditions. The purpose
of this concurrent focusing was to minimize any demand
characteristics associated with the different list
lengths. The dependent variables were the number of
hours allocated to the two audit assertion areas which
were common to the short and long lists.

By using number of hours (rather than probability
or frequency) as the dependent variable, this
experiment was able to show that the omission effect

does not exit simply because an unnatural response



| | N 135
scale (i.e. probébility) had been used in the other
experiments and in past studies. Using hours as tHe
response scale also meant that the response scale value
and the recallability of the listed items would not
necessarily be highly correlated.

Assuming an output interference explanation for
the omission effect, the focused subjects should have
had a lower omission effect than did the unfocused
subjects. Thus output interference predicted a
significant FOCUSING x OMISSION interaction for both

dependent variables.

Me thod

Subjects and Administration

The subjects were 64 auditors, registered as
students with the Institute of Chartered Accountants of
Saskatchewan, who were attending an auditing procedures
course. The subjects were volunteers and one subject
(not included in the 64) declined to participate. The
responses for three subjects were deleted due to
addition errors in their responses, leaving a final
sample size of 61. The subjects had an average of 6.9
months of auditing experience.

The experiment was conducted in a classroom

setting by the Director cf Education of the Institute
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of Chartered Accountants of Saskatchewan. Subjects were
randomly assigned to each condition. The experimental
session, including debriefing, took iess than 15

minutes.

strument

The instrument was reviewed with a number of
practicing chartered accountants and academics prior to
the experiment for clarity of wording and instructions.
The experiment consisted of two parts: 1) a free recall
of audit assertions and 2) an allocation of 100 audit
hours among two or four listed audit assertion areas
plus all other areas. Subjects in the focusing present
condition performed the free recall task prior to the
assessment of the audit hours.

Subjects were expected to be very familiar with
the audit assertions in the task, since this was one of
the syllabus areas of the audit procedures course which
they were attending. Section 5300.17 of the Handbook of
the Canadian Institute of Chartered Accountants
(C.I.C.A.) lists the following assertions regarding
financial statement.items: existence, occurrence,
completeness, ownership, valuation, measurement,
statement presentation. The experiment was administered

towards the end of the course to ensure that audit



137

assertiohs had been covered in class. |

The experihental narratfve asked subjects to
assume the role of an audit senior who was planning the
allocation of the 100 audit hours assigned to the audit
of inventory among the various audit assertions which
the audit is trying to satisfy. The client compény was
described so that a large number of audit assertions
would be relevant to the audit. The text of the

narrative and the instructions was as follows:

Aud it_dJudgment Situation

In this situation you are to assume the role of
an audit senior making planning decisions for the
inventory section of the yearend audit of Consumer
Products Ltd., which is a new audit client of your
firm. Some background information concerning Consumer
Products Ltd. is as follows:

Consumer Products Ltd. is a successful merchand iser of
small kitchen gadgets and appliances. Many of its sales
are made through television commercials where
interested purchasers may immediately telephone a local
number to place an order. As well, the company
distributes its products through a number of retailers
on a consignment basis. Most of the gadgets are impulse
or fad items. Accordingly, they have to be sold at a
reduced price once the initial promot ion campaign is
over.

Required:
Your audit manager has advised you that he roughly

expects the inventory section of the audit to take
about 100 hours. Based on the description of the
company above, he has asked you to estimate how mariy
hours you expect should be allocated to each of the
following areas:

The two audit assertion areas which were common to

both the short and long list conditions were: valuation
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of the inventory (VALUATION) and ownership of the
inventory (OWNERSHIP)., The third and fourth assértions
(for which the responses were not analyzed) which
éppeared in the long list condition were: disclosure in
accordance with generally accepted accounting
principles; and completeness/cutoff of transactions.
The instrument reminded subjects that the total hours

allocated should equal 100.

Results
Bartlett's chi-square test was used to examine the

hypothesis that the matrix of dependent variables was
an identity matrix. Because the test statistic
indicated a significant correiation (r = -,356 ;
chi-square(1) = 7.943; p < .005) between the dependent
variables, the results were analyzed by multivariate
and univariate analyses of variance.

The means of the ownership and valuation variables
are shown in Figure 3-5. There was an overall omission
effect (multivariate F(2,56) = 4.0; p < .05). There was
a significant omission effect for the OWNERSHIP
variable which had mean assessments of 15.1 hours in
the long list condition and 24.3 in the short list
condition (univariate F(1,57) = 7.2; p = .009). For the

VALUATION variable, however, the means for both list
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length conditions wére about 42 hours and there was
consequent ly ﬁo significant omission effect (univariate
F < 1). Thus the two dependent variables appeared to be
different. A contrast of the two dependent variable
vectors in the MANOVA model indicated that the two
models for the dependent variables were different
(F(4,57) = 12.885; p < .001)

The auditing assertions were highly available to
subjects. Subjects in the focusing-present condition
listed an average of 7.5 auditing assertions (some
subjects iisted additional assertions beyond those
listed in the C.1.C.A. Handbook such as validity and
reliability). In the focusing-absent condition, where
subjects recalled assertions after the assessment task,
the mean number of assertions listed was 7.0. An
analysis of variance on the‘means across the four
experimental conditions indicated no significant
differences in mean numbers of listed assertions.

A1l subjects in both focusing conditions listed
the valuation assertion and only two of the 61 subjects
(both in the post-elicitation group) failed to list the
ownership assertion. This result implies that there was
no output interference in the assessment task. Yet,
there was a significant omission effect for the

OWNERSHIP variable. These results also suggest that the
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assertions were highly available to subjects prior to
the assessment task and were not cued by the task.

There was no difference between the two focusing
conditions for either dependent variable, nor was the
omission effect for the OWNERSHIP variable reduced
through focusing (see Table 3-8). That is, contrary to
the output interference prediction, the focusing by
omission interaction was not significant (univariate
and multivariate F's < 1). Thus if output interference
is a mediating factor in the omission effect, it is not
a necessary conditign. That is, there was an amission
effect, yet there was no output interference.

The results were analyzed by univariate and
multivariate analyses of variance (Table 3-8). To
stabilize the variances of the OWNERSHIP variable, a
logarithmic transformation was performed. After this
transformation the variance homogeneity assumption
(Bartlett’'s test) and the assumption of normality of
the residuals (Lilliefor’'s test) could not be rejected.
The significance of the effects was the same as that of
the untransformed data. (Similar results were obtained
using an arcsin transformation). The assumptions of
homogeneity of variances and normality of the residuals
could not be rejected on the untransformed data for the

VALUATION variable.
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To assess the equality of the covariance matrices
for the MANOVA, Box's M fest was conducted. The
hypothesis of equality could not be rejected (p < .05)
on the untransformed data. A chi-square plot (Johnson
and Wichern, 1882, p. 158) was used to provide further
evidence concerning the reasonableness of the
assumption that the residual matrix was bivariate
normally distributed. When the ordered squared
residuals were plotted against their chi-square values,
the result was a straight line (the correlation was
.872). This result indicates that the assumption of

bivariate normality was a reasonable one.

Discussion

This experiment replicated the focusing results’
from the second experiment and demonstrates that prior
focusing does not consistently reduce the omission
effect. Prior focusing should have reduced output
interference of the omitted list items, if interference
is the mediating factor in the omission effect. This is
because focusing should have activated the associative
links in memory between the task and the omitted items
in the list. However, in tﬁis experiment, the free
recall task results suggest that there was no output

interference. Because no omission effect was shown for
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one of the variables while a significant omission
effect was shown for the other variable, this result
suggests that it was not output interference that
mediated the omission effect in this experiment. That
is, an output interference explanation could not
account for the significant omission effect for one
variable and lack of an omission effect for the other
variable.

Because the audit assertions do not overlap, the
significant omission effect which was found can
similarly not be accounted for by recategorization by
sub jects.

In this experiment the lists of items were highly
recallable by subjects. Yet there was an omission
effect only for one of the variables. Such a finding
cannot be accounted for by the availability explanetion
for the omission effect because, under an availability
explanation, we would expect similar omission effects
for items which had a similar degree of recall.

These results suggest that focusing may be
effective where the list items are ones that must be
constructed or simulated by the subjects, rather than
recalled from memory as was the case in this
experiment. This is consistent with Hoch's (1984)

observation that output interference is more likely to



occur in novel judgments than in situations involving
direct recall from memory.

The finding of a significant omission effect for
one variable and no omission effect for the other
variable can be accounted for by an
anchoring-and-adjustment process for the assignment of
probabilities (or in this case allocation of hours). In
the case of the nonsignificant omission effect for the
VALUATION variable, subjects may have adjusted upwards
or downwards from their anchor to the mean assessment
of about 42 hours. If we assume that subjects in the
long list (four audit assertions) had an anchor of
about 25, then they adjusted upwards for the additiona!l
importance by 17 hours. In the short list (two audit
assertions) subjects might havs anchored on 50 hours
and adjusted downward by eight hours to 42 hours.
Because the adjustments required were both small,
similar in size, and in opposite directions, the means
could have turned out to be similar. For the OWNERSHIP
variable, however, the adjustments were not symmetric.
For both the long and short lists there was a need to
adjust downwards from the anchor. In the short 1list
there was a very large downward adjustment and the
adjustment may not have been sufficient to prevent an

omission effect.



, An anchoriﬁg-and-adjusthent strategy for the
assignment of ndmerical values to the list items can
explain the lack of an omission effect in this
experiment. Note however that the assumed anchors of 25
and 50 (based on list lengths of 4 and 2 items
respectively) are crucial to the explanation. If one
alternatively assumes anchors which include "all other"
(i.e. 1ist lengths of 5 and 3), then the anchors become
20 and 33. With such anchors, there would be no
possibility that the offsettjng adjustments from the
anchors could result in similar means with a value of
42. However, it is not likely that subjects would have
included "all other" as part of their anchors. This is
because the experimental booklets presented blank lines
and asked subjects to write in "all other" with the
number of listed areas plus blank lines being equal
across conditions. Therefore the only reasonable
anchors, based on list length, which could be assumed,
are 50 and 25 (as above). Future research should
attempt to determine what anchor, if any, subjects
actually used in maKing their numerical estimates.

The lack of an omission effect for one variable
could also suggest an expertise effect on the part of
the auditor subjects. However, it is quite likely that

ownership is not the most important audit assertion and



that deterhining the physical existence throth
observing the inventory count may take more audit hours
than does determining ownership.

The results of this experiment are consistent with
an anchoring-and-adjustment process. This experiment
may also provide insight into why availability has
often been interpreted as a mediating factor in the
omission effect. That is, the availability of an item
will usually be highly correlated with its ecological
frequency (Tversky and Kahneman, 1973). Thus differing
availability may be seen as resulting in different
omission effects when what is actually happenihg is
that the different omission effects are caused by
different frequencies in relation to the list length or
anchor. This experiment used list items which were
highly available but which had different perceived
frequencies. Thus, this experiment was able to
differentiate frequency and availability. This
experiment was also able to show that the omission
effect applies to lists in general and not just those

where the response scale is probabilities.

GENERAL DISCUSSION
This study examined the phenomenon that when

people, (including experts) are asked to assess the
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probabilities of a partial list of possibie causes (as
in a fault tree), they tend to underestimate the
probability of what is missing from the list. This
phenomenon was called the omission effect. The results
supported an anchoring-and-adjustment explanation for
the omission effect.

Because this anchoring-and-adjustment explanation
has not been previously studied, it is difficult to
fully interpret the results of prior studies in terms
of this explanation. However, in Fischhoff et al.'s
(1978) study (Tables 1 and 5 pp. 335 and 342), the mean
assessed frequency for each listed possible cause was
higher for the short list than the corresponding
frequency for the long list. This is consistent with
subjects anchoring on a higher probability value in the
short list. In Dube-Rioux and Russo (1988) only
aggregated data were presented and it is not possible
to examine the effect of list length on the individual
listed causes. Because Hirt and Castellan (1988)
indiqated to subjects that the long and short lists
were from different automobile manufacturers, the
resulting differential categorization would not make
such a comparison of freguencies meaningful.

This study also examined the availability

explanation and the output interference explanations
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for the omission effect. The results of these
experiments were not consistent with either of these
alternative explanations.

The availability explanation is rejected from the
results of Rennie and Johnson (1988) and from the
results of experiments one and three. That is, there
was no difference in the omission effect for high and
low recall lists. As well, there was no mediation of
the omission effect when low availability causes were
cued in the first experiment; Finally, in the third
experiment, there was an omission effect for list item
and not the other, yet both items were highly
available.

The output interference explanation for the
omission effect is rejected from the results of the
second and third experiments. In the third experiment
there was no output interference yet there was an
omissior: effect. As well, there was no reduction in the
omicsion effect for prior focusing in the second
experiment .

It is quite possible that, in other domains, these
and other explanations may account for a significant
portion of variation in subjects’ responses. For
example, output interference may be a sufficient

condition for the occurrence of the omission effect,
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but, as shown in this study, it is not necessary for an
omission effect to result. Thus, as shown in brevious
studies, focusing may sometimes reduce the omission
effect,

The resul{s of this study suggest that wﬁen
subjects are asked to assess the probabilities of a
list of possible causes, they may anchor on a
probability estimate which is the reciprocal of the
number of listed causes. They then increase or decrease
their estimate from the anchor based on their
perception of the underlying frequency. When large
adjustments are needed (e.g. for low frequency causes),
the adjustment may not be sufficient. This insufficient
adjustment through the anchoring-and-adjustment process
is similar to that found by Tversky and Kahneman (1974)
and by Einhorn and Hogarth (1987) in belief revision.

Future research should continue to explore the
anchoring-and-adjustment and other explanations for the
omission effect. Since assessment of the probabilities
of possible causes is vital to so many areas,
prescriptive measures to improve the quality of such
judgments may be needed. However, an
anchoring-and-adjustment explanation for the omission
effect does not immediately lead to any easy means of

alleviating this potential problem. While focusing, or
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thinking about other causes, has been shown to
sometimes reduce (but not eliminate) the omission
effect, this study demonstrates that the effects of
focusing are inconsistent., Anchoring-and-adjustment
suggests that decision-makers should attempt to use
lists that are as complete as possible. Some limited
expertise effects were also found in this study;
however, experts’ responses were also consistent with
anchoring-and-adjustment. Thus if individual experts
can only be relied on to a limited extent to provide
compiete lists, perhaps future research should examine
whether groups of experts working together are able to
overcome the omission effect. Future studies should
also examine domains where normative frequency data

exist so that the magnitude of the omission effect can

be assessed.
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Table 3-1

Experiment 1
Means of Possible Causes by List Lenqth

List Length

Three Causes Six Causes
Mean S.E. Mean S.E.
Possible Cause
(n = 58) (n = 59)
Advances 18.6 2.4 8.6 1.3

Clerical Error 17.9 2.1 8.1 1.1
Fraud 10. 1 2.0 3.8 .9
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Table 3-2

Experiment 1
Analysis of Variance on Means of Possible Causes

Univariate F-Ratios
(1,109 df)
Possible Causes:
Effect Advance Clerica% Frggd

Expertise (E) 11, 6%%% < 1 2.8
Anchor (A) 14.2%%x 14 8%%x B T*x
Order (0) <1 < < 1
E x A 2.1 4.2% 1.2
Ex O <1 <1 <1
A x O 1.1 < 1 <1
Ex AxDO <1 < 1 2.1
* p < .05

**% p < .01

**¥x p < .00
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Table 3-3
Experiment 2
Analysis of Variance on Means of Possible Causes

Univariate F-Ratios
(df) 5ossigle Causes: Multivariate F
P (df) (Wilk's Lamba)

Effect atrons Fees

Omission(0) (1,104) 23.7%¢x 4.,3%x (2,103) 22.3%%*
Focusing(F) (3,104) < 1 3.4« (6,206) 2.4%
Expertise(E) (1,104) < 1 < 1 (2,103) <

0 xF (3,104) < 1 <1 (6,206) <1

0O xE (1,104) < 1 <1t (2,108) < f

F x E (3,104) 1.1 <1t (6,206) < 1

O xF xE (3,104) < 1 <1 (6,206) < 1

*

*

*
0o

AA

co

oo
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Table 3-4
Experiment 2

Planned Contrast on Focgging‘b¥ Omission Interaction
-~ Prior Foggging vs. No Focusing

Du Variables for Effect
Omission ocus nteraction

c- 0 fi fp f3 0Ofy Ofp 0Ofg

Treatment

No Focusing
--long list
--short list

)
-

Difference
(omission
effect)

Prior Focusing
--long Tist 1

--short list 1

'OI—A_A
| ~ |
l o | -

—
—_
“« 1
b
1
—
‘
—
[
—

1
-1
Difference — -
(omission 0 2
effect) - _

0 0

ol ol

Contrast

FEES variable: F(1,112)
PATRONS variable: F(1,112)

.670
.933

"o
o
o
~3
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Table 3-5
Experi t

Planned Contrast on Focusing b mission Interaction

-- Concurrent Focusing vs. No Focusing

ngm¥ Vgrig%les for Effects
Omission ocus Interaction

C 0 fq ‘F2 f3 Of, 0f2 0f3

Treatment

No Eocgsing
--long list
--short list

0
0

0

Difference
(omission
effect)

Concurrent Focusing
--long Tist
--short list

Iol—A—A

]
| o | oo
| o | oo
I o |-
N | =
| o | oo

oo
OO

Difference
(omission
effect)

ol ol oo
| o | -
N) | =t s

]
o N - —
o
()

Contrast

FEES variable:
PATRONS variable:

089 ; p
.020 ; p

T
—r
—
—r
LS AN )
w o«
" "

~J

(0]

(o))




155
Table 3-6
Experiment 2

Planned Contrast on Focgging by Omission lInteraction
-~ Minimal Focusing vs. No Focusing
Dumm¥ Vgrig?les for Effects
Omission ocus Lgtergction

c- 0 . Ty fg T3 y Ofp Ofg

Treatment

No Focusing

--long list

--short list

Difference
(omission
effect)

Minimal Focusing
--long list 1

--short list

' o ' oo

l o ' oo
'

[ o | 2o

l (=] l (el e)

| o l QO

| o l —
|~ |

Difference
(omission
effect)

I O l — A
o | o ' oo
l o l [ X

olol <
]

o N —
.

VI

Contrast

FEES variable: F(1,112
PATRONS variable: F{(1,112

" "
O O
LW —
T
LI 1]
~I0N0 N
[o2 X0 o}
]

O -
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Table 3-7
Exper iment

Orthogonal Contrasts on Focusing Main Effect:
Mean f F variable

Orthogonal

Focusing Condition Mean (S.E.) Contrasts
lst 2nd  3rd
No Focusing 21.3  (2.9) +1 +1 +1
Minimal Focusing 23.5 (3.1) +1 +1 -1
Concurrent Focusing 32.7 (3.9) -3 0 0
Prior Focusing 18.4 (2.5) +1 -2 0

p .003 .247 .685
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Table 3-8

Experiment 3
Analysis of Variance on Mean Budgeted Hours

Univariate F-Ratios

1, df
Listed Areas: Multivariate F
Effect Valuation Ownership , df
Omission < 7.2%% 4.0%
Focusing 2.8 <9 2.9
Omission x
Focusing <1 < <

Fa N aN
OO
— o,

*x¥
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* Figure 8-1
'Experiment 1
“Main Effect for Anchor Variatle

Frequency of Specified Cause

100

80

60

40

p ¢ .00% p ¢ .00¢ P .004

20 +

AAAAAA

Advances Cler.Error Fraud

Possible Causes
B 6 Couses [ 3 Causes
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' Figure 3-2
Experiment 1
Expertise Main Effect

Frequency of Specified Cause

60

A0

p*.001 P *.008 P .000
18.8

20
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Advances bl ér.Error | Fraud

Possible Causes
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Figure 3-3

Experiment 2
Omission Effect by Focusing

Frequency of FEES variable

100
Omission Main Effect F(1,104) » 4.3 ; p ¢ .08
Focusing Main Effect F(3,104) » 3.4 ; p ¢ .05

80T (current Focusing different from rest) p ¢ .003
Omission x Focusing Interaction F ¢ 1

80 - (no contrasts. significant)

4or 32.0 33.3

29.8 g
20
0 "

No Minimal Current Prior

Focusing Condition

B LongList BEE Short List

No. ot Causes (2 or 4)
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Figure 3-4

Experiment 2
Omission Effect by Focusing

Frequency of PATRONS variable

Omission Main Effect F(1,104) » 28.7 ; p ¢ ,001

Focusing Main Effect F ¢ 1

Omission x Focusing F ¢ 1

100

80r

Prior

ey
@0
|
S &
Y
S = o
B
O O
O
o
a £ o
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£ o]
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O
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Figure 3-5
Experiment 3 |
Omission Main Effects

Frequency for Listed Area

100

80

60 F et

40 p1,67) = 7.2; p ¢ .01

20r

Ownership  Valuation
Audit Assertion Area
B Long List EEB Short List

Length ot List (2 or 4)
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IV. GENERAL DISCUSSION

The results of these two papers demonstrate that
both experienced and novice auditors underestimated
(relative to a longer, more complete list) the
probabilities of list items which were omitted from a
list of possible causes for an auditing event. This
phenomenon was called an omission effect.

Unlike previous studies, however, an expertise
effect on the part of experienced auditors was found.
That is, the omission effect was significantly lower
for the experienced auditors than it was for the novice
auditors. This finding of an expertise effect supports
a view that expertise is domain specific and that
expertise includes knowledge of relative frequencies of
events. The failure to find an expertise effect in most
prior studies may be due to the experimental tasks
used. That is, unless an experimental task is derived
from a domain in which subjects can be expected to use
kKnowledge of frequency information, it is not
surprising that expertise effects are not found. For
example, in Fischhoff et al.’s (1978) study of reasons
for a car not‘starting, expert mechanics were asked to
assess the probability of each listed possible cause.

Mechanics may not need to use relative frequency
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information. Decisions about which possible cause to
investigate first may be dominated by cost
considerations. In fact, many éutomobiles (e.g. Toyota)
include a trouble shooting guide that appears to be
based on amount of time required to investigate each
possible cause. Alternatively, mechanics may follow a
frequency-based guide without knowing the frequencies
by which it was generated.

Dube-Rioux and Russo (1988) also examined
professional hospitality industry managers’ probability
judgments of why a restaurant might fail. However, they
provided no evidence to support their assumption that
these experts should use and have access to the
underlying frequencies.

The initial chapter of this thesis demonstrated
how knowledge of the underlying frequencies of possible
causes could aid in efficiently conducting an audit.
The analytical review task in the first study was
chosen as an area where expert auditors might
reasonably be expected to have and use such expertise.
The result was that the expert auditors had a lower
omission effect than did ‘“e novices (at p < .05). This
expertise is domain specific, however, as demonstrated
by the failure to find any strong expertise eftacts in

the first expe: iment of the second study. These
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findings together suggest that in order to reduce any
omission effect, auditors should attempt to accumulate
actual frequency information concerning important audit
decisions.

The results of these studies are consistent with
an anchoring-and-adjustment process for the assignment
of probabilities to the possible causes. The use of
this process should not be confused with the biases
associated with the anchoring-and-adjustment heuristic
as discussed by Tversky and Kahneman (1874). In
situations where auditors have no access to frequency
information from their experience, an
anchoring-and-adjustment process is a reasonable
strategy to follow even though the use of this strategy
can lead to an omission effect. However, this omission
effect cannot be viewed as a bias since it is simply
the comparison of probabilities from long and short
lists of possible causes and there is no available
standard of comparison. Unless veridical or normative
probabilities are available as a standard, one cannot
say whether the probabilities in the long or in the
short lists are less biased.

The conclusion that the omission effect is
mediated by an anchoring-and-adjustment strategy is

consistent with Einhorn and Hogarth’s (1986} model for
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determination of probable cause. A similar strﬁtegy for
the combination of audit evidence has been found in
other studies involving auditors (e.g. Ashton and
Ashton, 1988),

This dissertation used laboratory experiments to
examine auditors’ cognitive processes. While an
experimental approach may be necessary to examine these
processes (cf. Nishbett and Wilson, 1877), it does
present problems of external validity. That is, while
novice and experienced auditors displayed omission
effects in the laboratory tasks, one cannot say from
these results that similar judgments would prevail in
actual audit settings. A laboratory setting can never
gttempt to simulate a real world setting. For example,
auditors face a different incentive structuri when
making audit decisions and most of these decisions are
subject to at least two levels of review. However, the
'finding of omission effects in the judgments of
auditors in this study suggests that further
experimental and field research is needed. For, it is
not hard to imegine audit situations which may be
similar to those presented in these experiments such as
the second review of an audit file, the use of audit
checklists which may be incomplete, and the actual

determination of the probable cause for compliance
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deviations in internal control and for fluctuations
found in analytical review. If such situations do exist
and if there are omission effects in auditors’
judgments, then the accumulation of actual frequency
data for important auditing decisions might help to
reduce any negative consequences of
anchoring-and-adjustment by providing auditors with

realistic anchors.
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APPENDIX

Overview of Experiments, Statistical Method and
Experimental Design

The experiments in this dissertation examined the
phenomenon that when subjects are asked to assess the
probabilities of a partial list of possible causes for
an event (plus the probability of all other causes),
they underestimate the probabilities of all other
causes relative to other subjects who assess a more
compliete list. This phenomenon is referred to as the
omission effect and it is measured between subjects (to
avoid experimental demands of a within-subjects
design). Another way of looking at the omission effect
is that subjects in the partial list overestimate the
probabilities of the individual causes, relative to
subjects assessing those same causes in the more
complete list. Thus the omission effect was assessed by
comparing the mean assessed probabilities for the
listed causes for each of the list length conditions.

Beyond demonstrating that the omission effect
exists using auditors as subjects, this dissertation
was primarily concerned with factors which may mediate
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the omission effect. Thus factors chh as subject
expertise and prior recallability of the list items
were varied factoria)ly by list length condition. It is
therefore the interaction of these bossible mediating
variables and the list length condition which was of
interest in assessing their impact on the omission
effect.

Since the concern of the study was whether the
means of the groups by preassigned condition differ,
analysis of variance (ANOVA) was used to test the
significance of the differences in mean responses for
the individual causes. A fixed effects model was
assumed since no attempt is being made to generalize
these results beyond the levels of the variables tested
in the experiments. In thcse situations (in the second
paper) where the probabilities of more than one
individual cause were examined, multivariate analysis
of variance (MANOVA) was also used (on the matrix of
responses for the common causes by subject by
condition) to test the_hypothesis of equality of mean
vectors. MANOVA was used since the responses to the
individual causes by subject may be negatively
correlated (since the total of all probabilities listed
for each subject must sum to one). The significance of

the correlation among the dependent variables was
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assessed using Bartiett's chi-sduare statistic which
tests wﬁether or not the correlation matrix is an
identity hatrix. Where Bartlett's staiistic indicated
that there was a significant correlation between at
least two dependent variables, a MANOVA was performed
on the vector of probability responses by subject by
condition. (Where there was no significant correlation
only univariate ANCVAs were reported). The MANOVA
results were examined first and where the hypothesis of
equality of mean vectors was rejected, a hypothesis
contrasting the dependent variables was done. Then
univariate ANOVAs on the independent variables were
used to determine which means were different.

Since multiple responses were generated by each
subject (i.e. probabilities for each possible cause),
the analysis could be viewed as a repeated measures
design. However, such an analysis may not be meaningful
since it is the differences on the individual presented
causes (and not an "average" cause) between list length
conditions (i.e. the omission effect) which is of
primary concern in the study.

ANOVA (and MANOVA) assumes that the variances (and
the covariance matrices) of the experimental conditions
are homogeneous. Where cell sizes are equal or

proportional (or approximately so) this assumption is



not a major concern. In this dissertation these
assumbtions Wgre examined by Bartlett's test for
homerneity)of variance (for the univariate ANOVAs) and
by Box’'s M test for the MANOVAs. Where Bartlett's test
rejected the homogeneity of variance assumption, the
variables were transformed to achieve homogeneity. The
significance of the effects was not altered in the
transformed data. Thus, since the cell sizes are
similar in size, any lack of homogeneity of variances
(and of covariance matrices) is not likely to be a
probiem.

ANOVA and MANOVA assume that the underlying
distribution of the dependent variables of each
experimental group is normally distributed. Because the
cell size for each group is quite small it would be
difficult to detect departures from normality. Thus the
normality assumption was assessed by looking at the
residuals of the ANOVA and MANOVA models over the
entire sample rather than on a group basis. Normality
for the univariate models was tested by Lilliefor's
test. The hypothesis of normality of the residuals was
rejected for one of the models even for the transformed
data. Therefore to test the robustness of the effects
found over different distributional assumptions, this

ANOVA was rerun using a rank transformation of the



debendent variable. The significance,pf the effgc;s was
anhanged. For the bivariate hode!skthe reasonableness
of the bivariate-normal distribution was assessed by
relying on the Lilliefor's test results for the
univariate residuals and by looking at the chi-square
plots of the ordered squared distances of the
residuals. The results of these plots indicated that
the bivariate normal distribution was a reasonable
assumption in each case.

The next part of this appendix reviews the models

tested by each of the experiments.

Paper 1
The experiment in the first paper (chapter 2),

examined whether the availability (defined in ferms of
prior recall) was a mediating factor in the omission
effect. Thus subjects in the short list conditions
examined either low or high recall lists of possible
causes while subjects in the long list conditions
assessed the probabilities of both high and low recall
possible causes. Since subjects in the short list
conditions did not (necessarily) respond to the same
causes, their responses on individual possible causes
could not be directly compared. Thus a dependent

measure ("ADJUSTED A11 OTHER CAUSES" or ADJOTHER) was
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computed which measures the relative frequency for
other causes for the condition of interest (see
discussion in text). The dependent measure was the
frequency for "all other causes" for the short lists.
For the long lists, the corresponding dependent measure
was the frequency for all other causes plus the
frequency for either the low or high availability
causes. Thus in comparing the the dependent measures
between long and short list conditions, the dependent
measur2 reflected the assessed frequency associated
with those list items which.were different between the
long and short lists.

The independent (i.e. explanatory) variables in
the 2 x 2 x 2 design were expertise (novices or
partner/managers), omission (long or short 1ist length
of 3 or 6 possible causes listed) and availability
(high or low recall). A summary of the variables and

cell sizes is shown below:

N=121

EXPERTISE: NOVICES PARTNER/MANAGERS
n=54 n=67
OMISSION _
(List Length): __LONG SHORT LONG SHORT
n=28 n=26 n=31 n=36

AVAILABILITY
(Prior Recall):HIGH LOW HIGH LOW HIGH LOW HIGH LOW
Cell Sizes: 14 14 13 13 15 16 18 1€

The ANOVA model which was of experimental interest was:
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ADJOTHER
= Bo + B1(EXPERTISE) + B2(OMISSION) + B3(AVAILABILITY)
+ B4(EXPERTISE*OMISSION)
B6(EXPERTISE*AVAILABILITY)
B7 (OMISSION*AVAILABILITY)
BO(EXPERTISE*OMISSION*AVAILABILITY)

The effects which were of interest are the

+ 4+ +

OMISSION main effect and any of the interactions
involving OMISSION. The interaction term for EXPERTISE
and OMISSION measures the tendency for the OMISSION
effect to vary over the two levels of EXPERTISE.
Therefore examining the significance of this effect and
the related means provides a test of the hypothesis
that experts should have a lower omission effect than
novices. Similarly the interaction term for OMISSION
and AVAILABILITY allows the OMISSION effect to vary
over the two levels of AVAILABILITY. The significance
of this interaction and an examination of the related
marginal means provides a test of the availability
hypothesis that the omission effect should be lower for
the low availability list of possible causes.

In the administration of the experiments, the
order of this experiment and one other were
counterbatlanced, with one-half cf the subjects doing
this experiment first and one-half doing it second. The
variable COUNTERBALANCE (Table 2-1) was used to reflect

this difference in order. Since all other effects were
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factorially crossed with the COUNTERBALANCE variabie.
this order effect was incorporated into'the hodel by
adding another independent variable (COUNTERBALANCE)
main effect and all two-way, three-way and four-way
interactions of COUNTERBALANCE with the other
independent variables. None of these order effects or

interactions were significant.

Paper 2 -- Experiment 1
The first experiment of the second paper examined

whether subjects’ probability assessments were affected
by EXPERTISE (novices or partner/managers), list length
or ANCHOR (subjects were told they would sequentially
assess a long or a short list of length three or six),
and the ORDER in which two of the possible causes were
presented (first or second). The design was therefore a

2 x 2 x 2 factorial. The cell sizes were as follows:

N=117
EXPERTISE: NOVICES PARTNER/MANAGERS
n=52 nz=65

ANCHOR
(List Length): LONG SHORT LONG SHORT

n=27 n=25 n=31 n=34
ORDER 1st 2nd 1st 2nd st 2nd 1st 2nd
Cell Sizes: 14 13 12 13 16 15 1 1

The dependent variables were the three causes
which were common across both list length conditions:

ADVANCES, CLERICAL ERROR and FRAUD. Since Bartlett's
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chi-square statistic indicatqd‘no.significént
correlatipns among the dependent‘vérigb]es. separate
univariate ANOVAs were reported for each dependent
variable, testing the following models:

Dependent variable-- each of:
ADVANCES, CLERICAL ERROR, FRAUD =

Bo + BI(EXPERTISE) + B2(ANCHOR) + B3(ORDER) +
B4(EXPERTISE*ANCHOR) + B5(EXPERTISE*ORDER) +
B6 (ANCHOR*ORDER) + B7(EXPERTISE*ANCHOR*ORDER)

The main effect for ANCHOR was of experimental
interest because an anchoring-and-adjustment
explanation for the omission effect would predict that
when subjects are given an anchor based on a longer
list length, their probability assignments should be
lower. The main effect for the ORDER variable was also
of interest because having a possible cause presented
second rather than first would mean that at least one
other cause had already been cued and was therefore
available. Thus if the order of preséntation of the
possible causes affected the magnitude of subjects’
estimated probabilities, this would support the
availability explanation for the omission effect.
Expertise effects were also of interest in this
experiment. Since this experiment was counterb:lanced
with the experiment in the first paper, a similar test

of the order effects was done. None of the order



effects or interactions of order with the other

experimental effects were significant.

Paper 2 -- Experiient 2

The second experiment of the second paper examined
various focusing techniques as a means of reducing the
omission effect, The design of the experiment was a 2 x
2 x 4 between-subjects factorial of EXPERTISE (novices
or partner/managers), OMISSION (list length -- long or
short --4 or 2 causes), and FOCUSING at four levels (no
focusing, minimal focusing, concurrent focusing and
prior focusing). The cell sizes (N = 120) were as

follows:

Novices: (n=50)
Long List (n=25)

Focusing: None Minimal Current Prior
cell sizes: 6 7 5 7

Short List (n=25)
Focusing: None Minimal Current Prior
cell sizes: 5 6 6 8

Partner/Managers: (n=70)

Long List (n = 35)
Focusing: None Minimal Current Prior
cell sizes: 12 8 5 10

Short List (n = 35)
Focusing: None Minimal Current Prior
cell sizes: 9 10 7 9

The multivariate model which was tested was:

[ FEES , PATRONS ] =

Bo + BI(EXPERTISE) + B2(OMISSION) + B3(FOCUSING) +
B4(EXPERTISE*OMISSION) + BS(EXPERTISE*FOCUSING) +

B6 (OMISSION*FOCUSING) + B7(EXPERTISE*OMISSION*FOCUSING)
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The effects which were of experimental interest
were the OMISSION main effect and the FOCUSING by
OMISSION interaction. Any expertise effects were also
of interest. Since the FOCUSING variable was at 4
levels, three orthogonal constrasts were performed on
the main effect. Planned comparisons of interest were
done on the interactions ‘o assess the effect of the
various levels of focusing on the omission effect.
Since the MANOVA rejected equality of the mean vectors,
univariate 4NOVAs were done on the individual dependent
variables to assess the differences.

This experiment was positioned as the last of five
experiments which were run in an experimental session.
The first two experiments were discussed above. The
other two experiments concerned auditors judgments hut
were unrelated to the dissertation and so they served
as a distraction for this experiment, from the first

two experiments.

Paper 2 -~ Experiment 3

The third experiment of the second paper further
explored the effects of focusing on the omission
effect. It was run at a different time with a different
group of subjects. The independent variables in this 2

x 2 factorijal design were: OMISSION (1ist length of 2
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or 4) and FOCUSING (prior or post). Expertise was not

examined in this experiment. The cell sizes were as

follows:
N = 61
OMISSION
(list length): Four Two
FOCUSING p n=s Post P n=29P
: rior o] rior ost
cell sizes: 17 15 14 15

The multivariate model which was examined in this
experiment was:
[ VALUATION , OWNERSHIP ] =
B oS

The effects which were of experimental interest
were the OMISSION main effect and the OMISSION by
FOCUSING interaction. Since the MANOVA rejected
equality of the mean vectors, univariate ANOVAs were

done on the individual dependent variables to assess

the differences.



