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Abstract 

The histopathological examination of tissue biopsies is used as the gold standard by pathologists 

for diagnosing skin cancers, such as melanoma. Traditionally, the histopathological slides are 

examined by clinicians under a microscope. With recent advances in digital imaging and scanning, 

a glass slide biopsy can now be digitized at high magnifications to create a high resolution digital 

whole slide image (WSI), which facilitates pathologists for disease identification by analyzing a 

WSI image on a computer monitor. However, the amount of data produced by a whole slide digital 

scanner, which can exceed billions of pixels for a WSI, manual analysis of an image can take 

significant amount of time. More importantly, the manual analysis by clinicians is typically 

subjective and often prone to intra- and inter-observer variability. The main goal of this dissertation 

is to develop image analysis and machine learning algorithms that can aid towards building a 

Computer-Aided Image Analysis (CAIA) system for digital skin histopathological images. These 

systems would automatically extract meaningful features from the WSI and perform classification 

and grading to help pathologists to obtain prompt and accurate diagnosis. 

In this dissertation, we propose four CAIA systems to grade and detect melanoma based on 

histopathological image analysis. The proliferative index is a useful indicator for cancer grading. 

First, a technique is proposed for efficient segmentation of the lymph nodes in a lymph node WSI 

(obtained using stains such as H&E, MART-1, and Ki-67) and estimates the rate of cell growth by 

detecting the actively proliferative nuclei using classical machine learning techniques. Secondly, 

a novel Convolutional Neural Network (CNN) architecture is developed for efficient segmentation 

of nuclei regions and a seed detection technique to accurately detect the number of nuclei. These 

two techniques together can be used to obtain an accurate estimation of the proliferation index. 

Thirdly, a CAIA system is proposed where the nuclei are segmented using a CNN architecture, 
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and a hand-crafted feature-based technique is used to detect the melanoma nuclei on H&E-stained 

lymph node WSIs. Finally, a CNN-based technique is proposed for automated detection of the 

melanoma regions on H&E-stained skin histopathological images. Experimental results show 

significant performance improvement in the detection and grading of melanoma over state-of-the-

art techniques. 
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Preface 

• Chapter 3 of this thesis has been published as {Salah Alheejawi, Hongming Xu, Richard 

Berendt, Naresh Jha, and Mrinal Mandal, “Novel lymph node segmentation and proliferation 

index measurement for skin melanoma biopsy images” Computerized Medical Imaging and 

Graphics, Volume 73, Pages 19-29, 2019}. I was responsible for the experiment design, 

implementation, signal processing, data collection and analysis, and manuscript composition. 

Hongming Xu helped in the implementation process. Dr. Richard Berendt, and Dr. Naresh Jha 

provided the medical data used in the manuscript, ground truth results and medicine specific 

expertise. Prof. Mrinal Mandal was the supervisory author and was involved with concept 

formation and manuscript composition. This chapter proposes an automated technique to 

segment the lymph node regions on histopathological images obtained with various stains such 

as H&E, MART-1, S-100, CD-45 and Ki-67. The technique then determines the melanoma 

regions on a Ki-67-stained image to calculate the proliferation index. A few Regions of 

Interests with high PI values for grading by the pathologists. 

• Chapter 4 of this thesis has been accepted in Computerized Medical Imaging and Graphics 

Journal as {Salah Alheejawi, Richard Berendt, Naresh Jha, Santi Maiti, and Mrinal Mandal, 

“Automated Proliferation Index Calculation for Skin Melanoma Biopsy Images using Machine 

Learning”, Computerized Medical Imaging and Graphics (accepted), 2021}. I was responsible 

for the experiment design and implementation, signal processing, data collection, and 

manuscript composition. Dr. Richard Berendt, and Dr. Naresh Jha provided the medical data 

used in the manuscript, ground truth results and medicine specific expertise. Prof. Santi Maiti 

helped in the implementation process. Prof. Mrinal Mandal was the supervisory author and 

was involved with concept formation and manuscript composition. This chapter proposes an 

automated technique to calculate the Proliferative index values inside the tumor regions using 

a CNN based algorithm. An efficient CNN architecture was proposed to segment the nuclei. 

• Chapter 5 of this thesis has been published as {Salah Alheejawi, Richard Berendt, Naresh Jha 

and Mrinal Mandal, “Melanoma Cell Detection in Lymph Nodes Histopathological Images 

using Deep Learning”, Signal & Image Processing: An International Journal (SIPIJ) Vol.11, 

No.4, August 2020}. I was responsible for the experiment design, implementation, signal 

processing, data collection and analysis, and manuscript composition. Dr. Richard Berendt, 

and Dr. Naresh Jha provided the medical data used in the manuscript, ground truth results and 
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medicine specific expertise. Prof. Mrinal Mandal was the supervisory author and was involved 

with concept formation and manuscript composition. This chapter proposes a technique to 

segment the nuclei on H&E-stained lymph node image and classify the nuclei into melanoma 

and non-melanoma nuclei. 

• Chapter 6 of this thesis has been submitted to a Journal and is currently under review. I was 

responsible for the experiment design, implementation, signal processing, data collection and 

analysis, and manuscript composition. Dr. Richard Berendt, and Dr. Naresh Jha provided the 

medical data used in the manuscript, ground truth results and medicine specific expertise. Prof. 

Mrinal Mandal was the supervisory author and was involved with concept formation and 

manuscript composition. This chapter proposes an automated technique to detect the 

melanoma regions on H&E-stained skin histopathological images. The technique uses an 

efficient CNN architecture for nuclei segmentation followed by a module to detect the 

malignant melanoma regions. 

 

 

The medical data used in the thesis work is collected from the Cross Cancer Institute, University 

of Alberta, Edmonton, Canada in accordance with the protocol for the examination of specimens 

with skin melanoma. The approval of this study was granted by the Health Research Ethics Board 

of Alberta (HREBA) - Cancer Committee (Ethics ID: HERBA.CC-14-0088_REN6). 
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Chapter 1 

Introduction  

Computer-aided analysis and diagnosis through rapidly evolving medical imaging plays an 

increasingly important role in clinical diagnosis procedures. The objective of this thesis is to 

propose a methodology for applying computer aided image to grade and detect skin cancer 

(melanoma). This study is based on  histopathological images. In this chapter, a brief background 

on skin cancer is first presented and then we will briefly present the process of specimen 

preparation and digital imaging in histopathology. Finally, we present the motivation and 

objectives of our research. 

1.1. Skin Cancer and Diagnosis 

Cancer is a major health problem around the world, which affects the human body and may result 

in death. Cancer results in  uncontrolled cell growth which may metastasize to different important 

organs and exacerbate the condition. There are about 200 types of cancer, the most common type 

of cancer being skin cancer . Skin cancer is divided into three forms: basal cell carcinoma, 

squamous cell carcinoma and melanoma. Melanoma is a dangerous type of skin cancer, common 

throughout the world. Skin cancer behaves aggressively and unpredictably metastasizing to any 

part of the body. As per a recent statistic, about 87,110 people will be diagnosed with invasive 

melanoma, and about 9,730 are expected to be deceased from it in the United states alone, in 

2021[1]. Melanoma starts in melanocyte cells, which is an epidermal cell that produces melanin 

and located in the basal layer. In a healthy body, melanocyte cells protect the nuclei of keratinocyte 

cells, which is an epidermal cell, from the sun damage by injecting their cytoplasm with 

melanosomes. When the ultraviolet radiation (UV), rays emitted by the sun, passes through the 

keratinocyte cells and is absorbed by the melanocyte DNA, the mechanisms of DNA transcription 

and replication might block and cause rapid growing in melanocyte cells. Melanoma can be 

invasive, and doctors can grade the invasive melanoma based on the thickness of the tumor and 

diagnose if the melanoma cells have spread to lymph nodes or other parts of the body (see 

Figure1.1). The invasive melanoma can move into different organs either through the lymph 

vessels or blood vessels. If the melanoma is detected at early stages, it can be cured by a simple 
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excision [2]. Therefore, an early detection and accurate prognosis of malignant melanoma will 

definitely help to lower the mortality from this cancer. In the diagnosis of skin melanoma, a few 

diagnostics tests are generally performed at hospitals. The first medical exam that doctors usually 

perform is a physical exam and a review of the patient’s medical history. The patient with 

suspicious lesions is then referred to a dermatologist (a doctor specialized in skin diseases), who 

utilizes advanced techniques (e.g., dermoscopy) to analyze the skin lesions with precision . If a 

dermatologist determines that a spot might be a melanoma, a sample of skin is removed from the 

suspicious area and sent to a medical laboratory for histopathological examinations by 

pathologists. Histopathological examination is a process of the microscopic examination of nuclei 

morphology and tissue distributions for disease diagnosis. The diagnosis from histopathology 

image is the gold standard for almost all types of cancers, including skin melanoma [3]. 

 

 

Figure 1.1. Invasive melanoma stages. 

1.2. Histopathology Imaging 

Histopathology refers to the microscopic examination of tissue to study the manifestations of the 

disease [4]. In order to identify cytological and morphological features that indicate the existence 

of cancer, pathologists observe histological slides under the microscope and examine tissue 

components at different scales to make a judgement based on their personal experience and 

knowledge. In order to utilize a microscope for examination, slide preparation is required prior to  

diagnosis examination. First, a biopsy sample is excised from a suspicious lesion. Second, fixation 

by some chemical fixatives (e.g., formalin) is performed to stop the enzyme activity, and preserve 

the cells and their morphological and architectural structures. Third, water is removed from the 

tissue, and some chemical agent (e.g., paraffin) that solidifies the tissue is embedded into the 

specimen to allow the thin layer to be sectionally to be cut. Fourth,  sectioning where the embedded 

tissue sample is cut into thin sections (e.g., 4μm for light microscope) by a steel knife mounted in 
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a microtome. Fifth  the thin sections are mounted to a glass slide and stained with one or more 

microscopical stains [5]. Since cells and other extracellular structures making up most tissue 

specimens are colourless, staining is applied to reveal cellular components and provide contrast to 

the tissue [6, 7]. In clinical histology, the most-widely used stain is a combination of Hematoxylin 

and Eosin (H&E) [8]. Hematoxylin is an alkaline stain with deep purple or blue color, and eosin 

is an acidic stain with a red color. With H&E staining, the chromatin in cell nuclei are stained with 

blue shade, while the cytoplasm and other connective tissues are stained with different shades of 

pink (see Figure 1.2(a)). 

Although H&E stains provide a good contrast between cellular and extracellular structures, they 

are not specific to certain types of nuclei antigens relevant for melanoma diagnosis. 

Immunohistochemical (IHC) stains are widely used for staining biopsy slides in histopathology, 

which uses antibodies to stain particular antigens (e.g., proteins). IHC stains such as MART-1, 

PD-L1 and Ki-67 are typically used to identify specific types of nuclei characteristics in the tissue 

specimen. The MART-1 is commonly used to highlight the melanocytes in skin histopathological 

images, where melanocytes are observed as brown color and other types of cell nuclei are observed 

as blue color (see Figure 1.2 (b)). The Ki-67 stain is used to grade the melanoma by measuring the 

Proliferative Index (PI), where the proliferating cell appears in deep brown color. Melanoma and 

some other cancers (e.g., breast and lung cancer) also use PD-L1 stain to grade the melanoma by 

staining the tumor cell membranes with dark brown color. After staining, the tissue specimens are 

covered with a glass (or plastic) cover slip to hold the specimen in place. Usually, pathologists 

view the slides with the specimen under a microscope, and make the diagnosis based on a series 

of observation features (e.g., cell type and distribution). By  utilizing these different specific stains, 

physicians can diagnose a tumor as benign or malignant, and determining the stage of a tumor. 

With recent development in digital tissue slide scanners (for more see in [9]), glass slides of tissue 

specimens can now be digitized at high magnification to generate the Whole Slide Images (WSIs) 

[10]. Pathologists examine the digitized tissue slides at different scales using computer softwares. 

Figure 1.2 (a)-(d) shows an example of skin images stained with H&E, MART-1, Ki-67, and PD-

L1, respectively. 
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Figure 1.2. Examples of Histopathological images with different stains. 

1.3. Melanoma Diagnosis and Grading in Skin 

In the first stage, dermatologists usually examine a patient's skin externally by applying the 

ABCDE criteria, where they look for these signs: Asymmetry, irregular Borders, more than one or 

uneven distribution of Color, or a large (greater than 6mm) Diameter. Finally, pay attention to the 

Evolution of the moles (see Figure 1.3) [11]. Several techniques have been developed, e.g., 

epiluminescence microscopy [2] and confocal microscopy [25] for diagnosing melanoma. 

 

Figure 1.3. The ABCDE criteria for detecting melanoma (Image Credit: [12]). 

To move further in diagnosing, the histopathological examination is a convenient tool to 

distinguish between the skin melanoma and melanocytic nevus. In the following, we will first 

briefly explain the typical structures of human skin, and then illustrate how to diagnose and grade 

skin melanoma from histopathological images. 
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Figure 1.4. Anatomy of normal skin (Image Credit: [13]). 

1.3.1. Skin Structure 

The skin is the biggest organ in the human body, and it is the outer layer, a membrane covering 

the surface of the body. Human skin has many functions, including thermo regulation and 

environmental protection [14]. The skin consists of three main layers: epidermis, dermis, and 

subcutaneous tissue, each layer provides a distinct role in the overall function of the skin as an 

organ. Figure 1.4 shows the anatomy of normal skin. Each of the 3 skin layers are described below. 

a) Epidermis layer: The Epidermis layer is the outermost layer of the skin, protecting protects 

the body from the infections and from environmental pathogens. This layer can be divided 

into five sub-layers: Stratum Basale, Stratum Spinosum, Stratum Granulosum, Stratum 

Lucidum, and Stratum Corneum (see Figure 1.4). The epidermis contains four types of cells: 

Keratinocytes, Melanocytes, Langerhans and Merkel Cell. The keratinocytes constitute 90% 

from the epidermis layer, where the melanocytes have a low population and constitute 8% 

from the Basale layer. The average thickness of the epidermis layer is 0.1 mm and it is varying 

from region to another in the body. 

 

b) Dermis layer:  The Dermis layer is the inner layer of skin, located underneath the epidermis 

and above the subcutaneous tissues. This layer usually contains blood vessels, lymph vessels, 

hair follicles, and few glands and it is divided into two layers: papillary dermis and reticular 
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dermis. The average thickness of dermis is 0.35 mm. The dermis cells are divided into three 

types: fibroblasts, macrophages, and mast cells. 

c) Subcutaneous tissue: The Subcutaneous tissue is the innermost layer of human skin, which 

blends indistinctly with the dermis. It contains loose connective tissue and lobules of fat that 

hold large blood vessels. 

1.3.2. Histopathological Examination for Skin Tissue 

The inevitability of the diagnosis step is done by examination of the digitized skin tissue by 

Pathologists. This is done by staining the suspected melanoma region using different stains such 

as H&E, MART-1, S-100, PD-L1, CD-45 and Ki-67. After melanoma diagnosis, pathologists 

grade the melanoma by measuring the Breslow thickness (depth of invasion), PD-L1 score and 

Proliferation Index (PI), in order to effectively plan the patient's treatment. The Breslow thickness 

is defined as the maximum distance between malignant cells and the top of the granular layer [15]. 

The PD-L1 score is a percentage of the tumor nuclei that their membrane is stained with PD-L1 

stain to the total number of nuclei. On the other hand, the proliferation index is defined by 

measuring the percentage of proliferative nuclei (see Figure1.2). 

1.4. Melanoma Diagnosis and Grading in Lymph Node 

Once melanoma is diagnosed by analyzing skin epidermis/dermis layer, the doctors typically do a 

lymph node biopsy to determine if melanoma has invaded the lymphatic system [16,17]. The 

lymph node structure is described below, and Figure 1.5, shows how the melanoma is diagnosed 

and graded from lymph node histopathological images. 

1.4.1. Lymph Node Structure 

Besides the cardiovascular system, the human body contains a lymphatic system that consists of a 

network of vessels, that collect and purify the drained lymph from the tissue (see Figure1.5 (b)). 

The lymph is defined as a fluid containing infection-fighting white blood cells and it is returned to 

the bloodstream through the right subclavian vein. The lymph is purified by passing through lymph 

nodes, which are small bean-shaped glands with an average size of 1cm the size varying based on 

the location and age. These lymph nodes are found in clusters approximately 500-700 count spread 

throughout the human body, as shown in Figure1.5 (a). The anatomy of lymph node structure 
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consists of capsule, cortex and medulla, and it has B and T lymphocytes, and other white blood 

cells [18-19]. 

 

Figure 1.5.  Lymphatic system (a) Anatomy of a lymph node and (b) the lymphatic system in human 

body. 

1.4.2. Histopathological Examination for Lymph NodeTissue 

When it is suspected that melanoma has invaded epidermis/dermis, doctors typically excise a 

section of the Sentinel Lymph Nodes (SLNs) and examine them for grading melanoma [20-22]. 

The sentinel nodes are defined as first lymph nodes where the tumor drains into them  through 

lymph vessels (see the magnified region of melanoma in Figure 1.5 (b)).  Typically, 

histopathologist slices the SLNs into biopsies and stains them with varying stains. The pathologists 

analyze the melanoma and measure the PI values in digitized biopsies. The PI is considered as the 

most important factor for grading the melanoma in the lymph nodes images [23-24]. 

1.5. Problem Statements and Motivation 

Manual analysis of histopathological images is labor-intensive, time consuming, and suffers from 

intra/inter-observer variability. Therefore, CAIA systems are being increasingly used in the 

medical community. Since the histopathological examination of a skin WSI by pathologists 

provides the gold standard for the diagnosis [26], the melanoma research and associated CAIA 

systems have thrived. Figure 1.6 shows different research directions on melanoma, where the 

yellow blocks show the existing works, and the blue blocks shows the CAIA systems proposed in 
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this thesis. The previous works [16, 17, 26, 27] primarily focused on the detection and grading of 

melanoma on the skin WSI. 

 

Figure 1.6. The melanoma research directions. The yellow blocks represent the previous works, and the 

blue blocks represent the proposed CAIA systems. 

The main objective of this thesis is to develop robust and efficient image analysis and machine 

learning techniques for the purpose of detecting and grading the melanoma regions. In this thesis, 

four CAIA systems are proposed to grade and detect melanoma in histopathological images. Two 

CAIA systems have been developed to calculate the proliferation indices on the melanoma regions 

on Ki-67 WSI. The implementation of the developed CAIA systems are implemented using image 

processing and machine learning based techniques. 

A major problem with the melanoma detection is that malignant melanoma is difficult to detect in 

H&E-stained images. To alleviate this problem, doctors sometimes use an immunohistochemical 

stain, known as MART-1, that is very specific to melanoma. Therefore, two CAIA systems have 

been developed to detect malignant melanoma regions on H&E stained WSI. The detection CAIA 

systems are implemented by utilizing two approaches: classical image processing approach and 

hybrid machine learning approach. 

In this research, we used different stains, such as H&E, MART-1, and Ki-67, to grade and detect 

melanoma in skin and lymph node tissue as shown in the blue blocks in Figure 1.6. The grading 
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and detection of melanoma regions are very important to the pathologists for making the treatment 

plans for patients. Note that the H&E stain, a widely used stain in histopathology, provides the 

cellular structure of the cells, whereas the MART-1 is a special stain used to detect the melanoma 

regions (stained as brown) in a biopsy slide. The Ki-67-stain is a special stain used to detect the 

cells with mitotic activities. With this stain, the proliferative cells are stained as black (see Figure 

1.2). 

1.6. Organization of the Thesis 

The thesis is organized as follows: Chapter 2 presents a broad literature review on image 

processing techniques used for histology analysis as well as existing skin/lymph image analysis 

techniques. In Chapter 3, we present the first proposed CAIA system to grade melanoma by 

calculating the Proliferation Index (PI) on lymph node tissue. The proposed CAIA system includes 

a novel lymph node segmentation technique for histopathological images and a feature-based 

method to calculate the PI values in melanoma regions. Chapter 4 presents the second CAIA 

system to calculate the PI values using a novel CNN architecture and machine learning algorithm. 

Chapter 5 presents the third CAIA system to segment and classify the nuclei on H&E-stained 

images of lymph node tissue. The proposed CAIA system uses a feature vector extracted from 

each nucleus and classify them into melanoma and non-melanoma nuclei using an SVM classifier. 

Chapter 6 presents the fourth CAIA system to detect and segment melanoma regions in H&E-

stained images. The proposed CAIA system includes a novel CNN architecture to segment 

melanoma nuclei in H&E-stained images, and a post processing technique to generate the 

melanoma regions. Finally, the conclusions and future research directions are presented in Chapter 

7. 
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Chapter 2 

Literature Review 

In this chapter we present a brief overview of computer-aided image analysis techniques for 

histopathological images. The literature review covers a range of commonly used image 

processing algorithms related to regions of interest (ROIs) segmentation, features extraction and 

classification. The state of the arts related to WSIs analysis with different types of cancer including 

skin cancer. 

2.1. Generic Automated CAIs in Histopathology 

The purpose of a CAD system is to process the input images and result a useful information (e.g., 

depth, population or shape of suspected lesions) for diagnosis, which may serve as a “second 

opinion” to assist expert pathologist in interpreting medical images so that the efficiency and 

accuracy of diagnosis could be improved [28,29]. Figure 2.1 shows the general framework of a 

typical CAD system. It includes four major steps: segmentation, features extraction, classification 

and performance evaluation, which are reviewed in the following sections. 

 

Figure 2.1. General framework of a CAD system. 
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2.1.1. Segmentation and ROIs detections  

In most automated CADs, segmentation of regions of interest (ROI) is an important step before 

any subsequent quantitative analysis, such as features extraction and classification for lesion 

identification. This step reduces the computational time of processing the entire WSI and improves 

the subsequent quantitative analysis from interfacing with other unwanted regions in the WSI. This 

section reviews some basic techniques in segmentation that are widely used in histopathological 

images. 

Thresholding 

Thresholding is a primarily tool that has been widely used by researchers to segment the region of 

interest in medical images [27, 29-31]. The segmentation is usually performed on the pixel 

intensity of the image and dividing the image regions into groups of pixels as following: 

𝐼′(𝑥, 𝑦) = {
𝐶𝑙𝑎𝑠𝑠1   𝑖𝑓 𝜏 ≤ 𝐼(𝑥, 𝑦)
𝐶𝑙𝑎𝑠𝑠2   𝑖𝑓 𝜏 > 𝐼(𝑥, 𝑦)

                                                  (2.1) 

where 𝐼′(𝑥, 𝑦) is the segmented pixel at the coordinated (x,y), 𝐼 is the input image and 𝜏 is the 

intensity threshold. Ahmady et al. [29] proposed a thresholding technique for nuclei segmentation 

in H&E-stained images. The technique Performa multiple levels of Otsu thresholds [30,31], then 

choosing the highest threshold to segment the image. Lu et al. [27] proposed to use adaptive 

threshold for non overlapping blocks. Selection of thresholds is then performed to avoid the under-

segment nuclei regions using prior knowledge about nuclei size and shape. 

Active Contour Models (ACMs) 

The Active Contour Model is originally introduced by Katz, Terzopoulos and Witkin [32-34] and 

it is being used in different algorithms such as objects tracking, shape recognition, segmentation, 

edge detection. The common idea of these algorithms is to evolve an initial continuous curve in a 

2-D plane to delineate structures in an image. The evolution of the ACMs is subject to constraints 

from the given image by seeking to minimize an energy function based on gradient or intensity 

information. Several researchers have used the ACMs and level sets for ROIs segmentation in 

histopathological images [35,36]. Fatakdawala et al. [37] used Geodesic Active Contour (GAC) 

to segment the nuclei in histopathological images of Breast Cancer after using an initial mask 

obtained by a Gaussian mixture module that was used for nuclei detection. Hafiane et al. [38] 

proposed to use glandular structure characterization with multiple level set active contours to 
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segment the nuclei in the in histopathological images of Prostate Cancer. Although these 

techniques are reported to provide a good performance, the results are very sensitive to the 

initialization mask and local intensity variations in images. In addition, the ACMs and level sets 

have a high computational complexity. 

Clustering 

Clustering is a process of grouping data into a number of clusters, where the data in the same group 

(i.e, a cluster) are more alike to each other than those in other clusters. There are many clustering 

algorithms that have been used in image segmentation such as K-means Fuzzy C-means and Mean-

shift. Many research Chapters used K-means in nuclei segmentation [16,39-42]. Sertel et al. [43] 

proposed a technique for follicular lymphoma grading, which used K-means clustering algorithm 

on the histopathological images of Follicular Lymphoma cancer to segment nuclei, cytoplasm and 

extracellular material based on La*b* color space. Xu et al. [44] used the Mean-shift algorithm to 

cluster the elected points obtained by the voting algorithm. The voting algorithm is applied on the 

nuclei boundary (obtained by initial segmentation) to estimate the candidate nuclei seed. 

Edulapuram et al. [45] proposed a technique for nuclei segmentation using fuzzy c-mean and level 

set active contour model for uterine cervix biopsy images. 

2.1.2. Features Extraction 

Feature extraction is a very important step to analysing an image and defining the important 

objects. There have been many published researches for features extraction in the histopathological 

images. Some of these features are related to texture, morphology and architecture of segmented 

ROIs. 

Textural features 

In histopathological images, texture features can analyze different tissue regions with different 

kinds of nuclei. Here are some texture features that have been used widely in the literature: 

1. RGB features: present the red, green and blue intensity values of pixel. 

2. First-order Textures: present the histogram intensity which includes the mean, standard 

deviation, smoothness, third moment, uniformity and entropy. 

3. Histograms of Oriented Gradient (HOG) present the appearance of an object using the 

distribution of local intensity gradients and edge direction. 
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4. Filter features: present edges in different directions, high frequency component and blob 

structure using wavelet transform, Gaussian filters, Law's filters and Gabor filters.  

5. Haralick texture features: present the homogeneity of pixel intensity with neighbourhood 

pixels using the gray level co-occurrence matrix. 

6. Local Binary Patterns (LBP) present the pixel value relation with neighbourhood pixels in 

a certain window. 

Feature extraction is a way to represent the object in different platforms which can help us to 

understand and to segment, detect, classify or track the RoI. Dataret al. [46] used the color features 

(RGB values) combined with five Law's filters features, followed then by Hierarchical Self-

Organizing Map (HSOM) to cluster the tissue components (Prostate cancer microscopy images) 

into glands, epithelia, stroma and nuclei. Wei et al. [47] proposed to detect Cervical Cancer using 

First order features followed then by K-means classifier. Ojansivu et al. [48] proposed to use LBP 

features and Local Phase Quantization LPQ features, followed by Support Vector Classifier SVM 

to detect cancer morphology in breast cancer microscopy images. Korkmaz et al. [49] used LBP 

and HOG features and features selection techniques, then the obtained features are classified using 

Artificial neural networks (ANN) for detecting stomach cancer. 

Morphological features 

During the manual observation of WSI, doctors usually describe many tissues or nuclei 

characteristics in terms of morphological features. The morphological features play a significant 

role in describing the lesion. In the following, we list the widely used morphological features: 

1. Regional features are related to area, perimeter and center.  

2. Convex hull features are derived from the convex hull [50] of ROI. These features may 

include the solidity, convex deficiency, convex area and concavity. 

3. Elliptical features are derived from the best fitted ellipse [51] of ROI. These features 

may include the major and minor axis and the ratio between them, eccentricity, 

orientation, and ellipticity. 

The morphological features are usually combined with other features (e.g., textural features) for 

disease diagnosis and grading. The typical applications include follicular lymphoma grading [43], 

cervical intraepithelial neoplasia diagnosis [52] and melanocytic histology classification [53]. 
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2.1.3. Classification 

After feature extraction, a candidate region can be classified into lesion or non-lesion using 

machine learning models. In this section, four widely used models are reviewed. 

Support Vector Machine (SVM) 

SVM is widely used in most of the applications starting from hand-written character recognition 

to tumor detection because of the high performance even with noisy dataset. The SVM model can 

be trained with k-class, features vector {𝑓1, 𝑓2, ⋯ , 𝑓𝑛} and their labels {𝐿1, 𝐿2, ⋯ , 𝐿𝑛}. SVM will 

create a best hyperplane that can separate these labeled feature vectors with maximum margin by 

achieving the following equation. 

𝑚𝑖𝑛  𝑤,𝑏

1

2
‖𝑤‖2 

𝑠. 𝑡.  (𝑤𝑇𝑓𝑖 + 𝑏)𝐿𝑖 ≤ 1,  𝑖 = 1, ⋯ , 𝑛 

Where w is the normal vector to the hyperplane, 𝑓𝑖 is the ith features vector and 𝐿𝑖  is its label. Then 

finding w which give a hyperplane as 𝑤𝑇𝐹 + 𝑏 = 0 by solving the above quadratic programming 

problem [54,55]. SVM classifiers can also be used to separate un-separable data by increasing the 

dimensionality with different kernels. 

Artificial Neural Network (ANN) 

Inspired by biological neuron function. The ANN consist of collections of artificial neurons 

(nodes) and are connected with each other through weighted connections [56-58]. The typical  

Figure 2.2. Example of a three-layer of ANN. 

architecture of an ANN starts from an input layer (features) connected to the first collection of 

neurons (hidden layer) and another collection of neurons (output layer). Figure 2.2 shows an 
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example of ANN, and it is a three-layer feed-forward network. These weight connections can 

determine the input features class; therefore, backpropagation learning algorithm is used to update 

the weights connections by minimizing and optimizing the error between the desired output and 

actual output.  

2.1.4. Performance Evaluation Metrics 

Most of the techniques are evaluated using different types of measures (e.g., recall, precision and 

etc.). The purpose of evaluation is to determine the performance and robustness of a CAD system 

compared to the ground truth. The evaluation usually applied on the testing data, when the data is 

divided into testing and training in machine learning algorithms. The objective evaluation of a 

binary classification system, is calculated using the commonly used measures such as Recall, 

Precision, Specificity, Accuracy, and F-Score as follows: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100% 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
× 100% 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
× 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
× 100% 

𝐹 −  𝑆𝑐𝑜𝑟𝑒 =
2 × 𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
× 100% 

where TP, TN, FN and FP denote the number of true positives, true negatives, false negatives and 

false positives, respectively. The F-score (also known as BF score and Dice score) is the harmonic 

mean of the recall and precision and it is used to show the similarity of the predicted and ground 

truth boundaries [59]. The evaluation can be extended for a number of classes by calculating the 

performance evaluation for each class individually. 

2.2. Existing Grading CADs in histopathological images  

Several techniques have been proposed in the literature to calculate the PI for different tumor 

regions such as pancreatic neuroendocrine, breast carcinoma and melanoma on lymph nodes. Grala 

et al. [60] proposed a technique based on thresholding, watershed and morphological operations 
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for nuclei recognition in breast cancer images. The Support Vector Machine (SVM) is then used 

to classify the RGB nuclei pixels into passive/active nuclei, and the PI value is calculated. Akakin 

et al. [61] used watershed segmentation and Laplacian-of-Gaussian filtering for nuclei detection, 

and SVM as active/passive nuclei classifier. The PI value was calculated by measuring the active 

nuclei ratio. Al-Lahham et al. [62] proposed a technique, where K-mean was used to classify the 

input image pixels (L*a*b* color-space) into three classes: background, passive and active nuclei 

followed by PI calculation. Mungle et al. [63] proposed a technique to measure the PI in a Ki-67-

stained breast biopsy image using fuzzy C-means (FCM) and K-means (KM). The FCM segments 

the nuclei using a fuzzy threshold and the KM is used to classify the masked nuclei into passive 

and active nuclei. 

The deep learning algorithms using CNN have recently been used successfully in medical image 

analysis. It has been shown to provide high performance with low computational complexity in 

many applications. There are different architectures of CNN models for different tasks such as 

classification or segmentation. Ciresan et al. [65] proposed a CNN-based technique to segment 

neuron membranes in electron microscopy images. The CNN contains four convolutional layers 

followed by two fully connected layers. The segmentation is performed by classifying each pixel 

individually based on a square area surrounding the pixel. Although the technique provides good 

segmentation results, it has a high computational complexity as each pixel is classified separately. 

Long et al. [66] proposed a low complexity CNN based technique for object segmentation. Like 

most CNN architectures, it includes several convolutional layers, a few(max) pooling layers and 

fully connected layers. However, this technique has one learnable upsampling layer instead of fully 

connected layers. The learnable up-sampling layer helps to reconstruct the class probability map 

(for all pixels) with the same size as the input image. The class probability is then thresholded to 

obtain the segmented image. Although, this technique has a low complexity, some information is 

lost around the boundaries/edges. Basrinarayanan et al. [67] proposed the SegNet architecture for 

efficient object segmentation. The technique uses a number of up-sampling layers which are 

compatible with the number of max pooling layers. Furthermore, the SegNet transfers the max 

pooling indices into upsampling layers to reduce the blurriness around the boundaries/edges. The 

experimental results show a good performance of SegNet for object segmentation in terms of the 

computational time and error rate. For PI calculations using deep learning, Monjoy et al. [64] 

proposed a technique to measure the PI value for breast cancer. The technique used Gamma 



17 

 

mixture model (GMM)with Expectation-Maximization algorithm to detect the nuclei seeds, and 

image patches around isolated nuclei seeds are then classified into passive/active nuclei using a 

CNN classifier. After the CNN classifier, the PI is calculated for these images’ patches of the dense 

area with active nuclei, which is provided by doctors. The GMM based nuclei detection algorithm 

typically has a high computational complexity and also does not work well on the nuclei clusters. 
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Chapter 3 

Novel Lymph Node Segmentation and Proliferation 

Index Measurement for Skin Melanoma Biopsy Images 

The lymphatic system is the immune system of the human body, and includes networks of vessels 

spread over the body, lymph nodes, and lymph fluid. The lymph nodes are considered as 

purification units that collect the lymph fluid from the lymph vessels. Since the lymph nodes 

collect the cancer cells that escape from a malignant tumor and try to spread to the rest of the body, 

the lymph node analysis is important for grading many types of skin and breast cancers. In this 

Chapter, we propose a Computer Aided Diagnosis (CAD) method that segments the lymph nodes 

and melanoma regions in a biopsy image and measures the proliferation index. The proposed 

method contains two stages. First, an automated technique is used to segment the lymph nodes in 

a biopsy image based on histogram and high frequency features. In the second stage, the 

proliferation index for the melanoma regions is calculated by comparing the number of active and 

passive nuclei. Experimental results on 76 different lymph node images show that the proposed 

segmentation technique can robustly segment the lymph nodes with more than 90% accuracy. The 

proposed proliferation index calculation has low complexity and has an average error rate less than 

1.5%. 

3.1. Introduction 

Melanoma is a dangerous type of skin cancer, spread around the world, though it is less common 

compared to Lung cancer, Prostate cancer, Breast cancer, etc [1,68]. Melanoma is caused by the 

aggressive growth of melanocytes typically found around the epidermis-dermis junction. Due to 

excessive exposure to ultraviolet radiation, the nucleus DNA of melanocytes may be damaged 

causing abnormal growth. Melanoma shows aggressive and unpredictable behaviour which can 

spread to any part of the body. As per a recent statistic, about 87,110 people could have been 

diagnosed with invasive melanoma, and about 9,730 would have died from it in the United states 

alone in 2017 [69]. Once melanoma is diagnosed by analysing skin epidermis/dermis layer, the 

doctors typically do a lymph node biopsy to determine if melanoma has invaded the lymphatic 

system [16,17]. The melanoma passes to lymph nodes through the lymph vessels, after invading 
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the epidermis/dermis layer.  It is important to diagnose and grade the melanoma in Sentinel Lymph 

Nodes (SLN), because it is the stage where melanoma can spread to different organs in the body 

through the lymph vessels [20]. The diagnosis is done by removing the Sentinel Lymph Nodes 

Biopsy (SLNB) [21,22]. The SLNB is sliced into very thin layers that are placed on a glass slide 

with histology stains for examination under a microscope by pathologists (see Figure 3.1). 

Traditionally, pathologists examine a SLNB slide under a microscope and a diagnosis is made 

based on their personal experience and knowledge, which are sometimes subjective and are prone 

to intra- and inter-observer variability [28,70]. With technological advances in digital imaging and 

computer hardware, the biopsy image can be digitized and analysed using automated image 

analysis techniques. The automated computer-aided image analysis can provide fast diagnosis, and 

reliable and reproducible objective results [52]. However, computer aided analysis of the biopsy 

images, face many challenges such as the blurry appearance due the slicing process of the tissue, 

the low contrast for some parts of the tissue and sectioning artifacts (e.g., missing and folding in 

some parts of the tissue) [71,72]. 

Figure 3. 1. Sentinel Lymph Nodes (SLN) biopsy stained with S-100 stain. The three lymph nodes 

are shown with green contour. 

To the author’s knowledge, no technique has appeared in the literature for automated lymph node 

segmentation of biopsy image. However, a few techniques have been proposed in the literature, 

for SLN segmentation in the Computed Tomography (CT) and ultrasound for breast cancer. These 

images have different characteristics compared to lymph node biopsy for detecting the skin cancer. 

Steger et al [73] proposed a lymph node segmentation technique in CT slices using gradient, 

intensity and shape information. Zhang et al [74] proposed a lymph node segmentation technique 

in ultrasound image by using a Convolutional Neural Network. The proliferation index (PI) is a 
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very important diagnostic and prognostic factor for cancer diagnosis. The proliferation index is 

measured by estimating the ratio of the numbers of active nuclei and all nuclei [23]. It is known 

that Ki-67 protein is present during all active phases of a cell cycle (G1, S, G2, and mitosis), but 

is absent in resting passive phase (G0) [24]. A special Ki-67 stain is typically used to stain this 

protein and identify the active nuclei [75]. In a Ki-67-stained image, the nuclei appear with two 

colors: the active nuclei appear dark brown and passive nuclei appear blue. Mungle et al. [63] 

proposed a technique to measure the PI in a Ki-67-stained breast biopsy image. In this technique, 

a pathologist manually identifies a few windows of tumor regions with high concentration of active 

nuclei. A Fuzzy C-means (FCM) based thresholding technique is used to separate the nuclei from 

the background. K-means clustering technique is then used to classify active and passive nuclei 

pixels. By comparing the areas of active and passive nuclei, the PI value is calculated. This 

technique requires input from a pathologist to identify the dense active nuclei regions. The FCM-

based thresholding and K-means clustering, being iterative, have high computational complexity. 

In addition, the unsupervised K-means clustering technique does not perform well to classify the 

active and passive nuclei. In this Chapter, we propose a fully automated method to segment the 

lymph node tissues and measure the PI in biopsy images. The biopsy images may be stained with 

different histology stains such as Hematoxylin and Eosin (H&E), MART-1, S-100, CD-45 and Ki-

67 stains [76]. For lymph node segmentation, the proposed technique segments lymph nodes using 

histogram and high-frequency local features. For PI calculation, it is assumed that a lymph node 

biopsy is stained with both MART-1 and Ki-67. The MART-1 stain is used to identify the 

melanoma regions by detecting a special protein called MART-1 that exists on the surface of 

melanocytes and the Ki-67 stain is used to detect the proliferative activity of the lymph node nuclei. 

In the proposed technique, the melanoma regions obtained from MART-1 images are mapped onto 

the corresponding Ki-67 image to automatically identify the melanoma regions in the Ki-67 image. 

Active and passive nuclei in the melanoma regions are then detected using Otsu thresholding and 

SVM classification. By comparing the number of active and passive nuclei, the PI value is 

calculated. The organization of the Chapter is as follows. Section 3.2. describes the dataset; Section 

3.3. describes the lymph node segmentation technique in detail, followed by the PI calculation in 

Section 3.4. The conclusion is presented in Section 3.5. 
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3.2. Data Description 

In this study, all lymph node histopathological images are collected from the Cross Cancer 

Institute, University of Alberta in accordance with the protocol for the examination of specimens 

with skin melanoma. The histological sections of lymph node tissues are about 4 µm thick and are 

stained with different stains such as H&E, MART-1, S100, CD-45 and Ki-67 stain. The digital 

images were captured under 40X magnification on Aperio Scanscope CS scanning system (0.25 

µm/pixel resolution) with default calibration and illuminance settings (based on Aperio service 

notes). The proposed technique has been evaluated on a database of 39 whole slide images (WSI) 

with 88 lymph nodes. There were 9 images stained with H&E, 9 images with MART-1, 5 images 

with CD-45, 7 images with S-100, and 9 images with Ki-67 (more detail about the images can be 

found in Appendix A.1). The ground truth (segmented LN) images were obtained by manual 

segmentation by doctors. Figure 3. 1 shows the lymph nodes stained with S-100 stain and they are 

manually contoured by green contour. 

3.3. Lymph Node Segmentation 

The schematic of lymph node and melanoma segmentation is shown in Figure 3.2, which consists 

of three modules: Coarse Segmentation, Features Extraction, and Fine Segmentation. In the 

following we provide details of each module. 

 

 

 

 

 

Figure 3.2.  Schematic of the proposed segmentation technique. 

3.3.1. Coarse Segmentation 

Most SLN images consist of four regions: melanoma metastasis (dark brown pixels), lymph node 

tissues, other tissues (e.g., remains of dermis, fat, parts of other lymph tissues, etc) and white 

background (which is not part of the actual biopsy tissue). In this module, a coarse segmentation 

is performed using the histogram of the image. This module calculates the required thresholds to 

classify the image into these four classes: Class 1 (Melanoma), Class 2 (Lymph node tissue), Class 

3 (Other tissue) and Class 4 (Background). The steps are as follows: 
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1. Down sample the input image to reduce the data rate. For a 40x resolution input image, a 

down sampling factor of 8 is used in this Chapter. Assume that the down-sampled image 

is of size M×N. 

2. Convert the down-sampled RGB image into a gray image𝐼(𝑥, 𝑦). 

3. Calculate the histogram h(p), 0 ≤ p ≤ 255 of the image I (see the magnified part of Figure 

3.3(a), which includes several local minima). The histogram is smoothed by using a median 

filter. The smoothing may be applied a few times, until three local minima values are 

obtained on the smoothed h(p).  

4. Determine the three p values at the local minima on the smoothed h(p) and denote them as 

𝜏1,𝜏2and 𝜏3  (see Figure3.3). These values are to be used as thresholds for classification. 

5. Classify the image pixels 𝐼(𝑥, 𝑦), 1≤ x ≤ M (rows), 1≤ y ≤ N (columns) using thresholding 

into four classes as follows: 

𝜑(𝑥, 𝑦) = {

𝐶𝑙𝑎𝑠𝑠1 𝑖𝑓 0 ≤ 𝐼(𝑥, 𝑦) < 𝜏1

 𝐶𝑙𝑎𝑠𝑠2   𝑖𝑓 𝜏1 ≤ 𝐼(𝑥, 𝑦) < 𝜏2

 𝐶𝑙𝑎𝑠𝑠3   𝑖𝑓 𝜏2 ≤ 𝐼(𝑥, 𝑦) ≤ 𝜏3

 𝐶𝑙𝑎𝑠𝑠4   𝑖𝑓 𝜏3 ≤ 𝐼(𝑥, 𝑦) ≤ 255

                                                  (3.1) 

 
Figure 3.3. Histogram smoothing. a) original image histogram. b) smoothed histogram. MN: 

Melanoma, LN: Lymph node, OT: other tissue and BG: Background. 

Note that, the pixel values of these four classes, typically vary between [0-100], [70-160], [120-

200], and [190-255]. Figure 3.3 (b) shows the smoothed histogram corresponding to the image 

shown in Figure 3.1, with 𝜏1 = 80, 𝜏2 = 168 and 𝜏3 = 203. Figure 3.4 shows the coarse 

segmentation image obtained after thresholding. 
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Figure 3.4.  Coarse pixel classification using thresholding. Light blue, yellow, green and dark blue 

pixels represent Class 1, Class 2, Class 3 and Class 4, respectively. 

 

Figure 3.5. Example of classified image, a) lymph node tissue has massive behave 

within 𝐺𝑥,𝑦. b) lymph node tissue has scattered within 𝐺𝑥,𝑦. 

3.3.2. Features Extraction 

In this section, we extract the features from the coarse classified image 𝜑, which will be used for 

fine segmentation in section 3.3.3. A circular neighborhood 𝐺𝑥,𝑦 with radius r is defined for each 

classified pixel at coordinate (x, y). The neighborhood 𝐺𝑥,𝑦 includes 2𝜋𝑟2 pixels. Let the number 

of pixels belonging to Class 1, Class 2, Class 3 and Class 4 within the neighborhood 𝐺𝑥,𝑦 , be 
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denoted by 𝜈1, 𝜈2, 𝜈3and 𝜈4, respectively. The normalized feature vector 𝑣 corresponding to the 

pixel at (x, y) is defined as follows: 

𝜈(𝑥, 𝑦) = [𝜈1,𝑛, 𝜈2,𝑛, 𝜈3,𝑛, 𝜈4,𝑛]                                           (3.2) 

 

𝑤ℎ𝑒𝑟𝑒   𝜈𝑖,𝑛 =
𝜈𝑖

2𝜋𝑟2
,    𝑖 = 1, . . . ,4. 

 

In Figure 3.5 (a), the Class 2 pixels are clustered together, and hence is more likely to be a lymph 

node tissue compared to Figure 3.5 (b), where the Class 2 pixels are scattered. Therefore, we 

consider using a high frequency measure for 𝐺𝑥,𝑦 and use it as a feature to distinguish the 

scatteredness. The proposed frequency feature is also important to detect the other tissue regions, 

which are filled with holes and few parts of lymph node tissue. The following steps are used to 

calculate the High Frequency Measure (HFM) for each coarse classified pixel at coordinate (x, y): 

1. Consider the pixel (x, y) as the origin of its neighborhood 𝐺𝑥,𝑦. For simplicity we denote 𝐺𝑥,𝑦 

as G. 

2. Unfold G matrix by converting it from polar coordinates into cartesian coordinates by 

arranging p radial lines (of length 2r+1) of G matrix which passes through the origin with 

angle 𝑚𝜋/𝑝, 0 ≤ m ≤ p-1. Arrange these radial lines as 2-D rectangular matrix �̃� of size 

p×(2r+1), as follows: 

�̃� = [
�̃�(1,1) ⋯ �̃�(1,2𝑟 + 1)

⋮ ⋱ ⋮
�̃�(𝑝, 1) ⋯ �̃�(𝑝, 2𝑟 + 1)

] 

 

3. Calculate the 2-D- Discrete Fourier Transform (DFT) of �̃�.  

𝐺′(𝑞, 𝑘) = ∑ ∑ �̃�(𝑚, 𝑛)

2𝑟+1

𝑛=1

𝑒
−𝑗2𝜋𝑘𝑛

2𝑟+1 𝑒
−𝑗2𝜋𝑞𝑚

𝑝

𝑝

𝑚=1

                                            (3.3) 

 1 ≤ 𝑞 < 𝑝,  1 ≤ 𝑘 < 2𝑟 + 1  

4. Calculate the HFM 𝜇as follows:  

𝜇(𝑥, 𝑦) = ∑   ∑ ‖𝐺′(𝑞, 𝑘)‖

3(2𝑟+1)
4

𝑘=
2𝑟+1

4

3𝑝
4

𝑞=
𝑝
4

                                                            (3.4) 

where ‖𝐺 ′‖ is the magnitude of 𝐺 ′, and the indices [
𝑝

4
:

3𝑝

4
,

2𝑟+1

4
:

3(2𝑟+1)

4
] are considered to represent 

the high frequency coefficients. Repeat steps 1-4 for all pixels in the image 𝜑 and calculate 𝜇. 
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Figure 3.6 shows the overall schematic of the 𝜇 calculation. Figure 3.7 shows the HFM 

corresponding to the image 𝜑shown in Figure 3.4. The HFM shows three contrast regions: black, 

gray and white representing background, lymph nodes regions and other tissue regions, 

respectively.  

The HFM 𝜇 is not directly used in the proposed method. We apply a threshold on 𝜇 and generate 

a binary HFM image 𝜇𝑏 as follows: 

𝜇𝑏(𝑥, 𝑦) = {
 0  𝑖𝑓   𝜇(𝑥, 𝑦) ≤ 𝜏𝑂𝑡𝑠𝑢

 1  𝑖𝑓   𝜇(𝑥, 𝑦) > 𝜏𝑂𝑡𝑠𝑢
                     (3.5) 

where 𝜏𝑂𝑡𝑠𝑢 is the Otsu threshold calculated by analyzing the pdf of 𝜇. 

 

Figure 3.6.  Schematic to calculate the HFM 𝜇. 

Figure 3.8 (a) shows the binary HFM 𝜇𝑏 obtained by thresholding Figure 3.7. Note that the white 

pixels correspond to the other tissue (OT) regions whereas the black pixels denote the LN as well 

as the background. It would be helpful to distinguish the LN from the background region. The 

binary HFM also includes many small noisy (white) regions. Therefore, we propose to generate 

another binary HFM feature which will coarse segment the HFM image into LN and non-LN 

regions. This is obtained using the following steps. 


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Figure 3.7.  The HFM  𝜇 for the classified image 𝜑 that is shown in Figure 3.4. 

 

(i) Note that the LNs appear as holes in the white background (consisting of OT regions). In the 

first step, we estimate the entire hole regions (i.e., all dark pixels surrounded by white pixels) 

in the image. In order to do this, the holes in 𝜇𝑏 are filled by dilation using the following iterative 

equation. 

𝜇𝑘
ℎ𝑓

   = (𝜇𝑘−1
ℎ𝑓

⊕ 𝑆1) ∩ (~𝜇𝑏)    𝑘 = 1,2,3,4, . . .                                 (3.6) 

where the initial hole-filled image  𝜇0
ℎ𝑓

= 𝜇𝑏. Note that 𝜇
𝑘

ℎ𝑓
 is the hole-filled image after k-th 

iteration. The initial dilation with the structuring element 𝑆1 starts inside the black holes, and 

the iteration is terminated when 𝜇𝑘
ℎ𝑓

   = 𝜇𝑘−1
ℎ𝑓

 at 𝑘 = ℓ (the last iteration). In this Chapter, we 

have used the following structural element. Figure 3.8 (b) is an example of the hole-filled image. 

𝑆1 = [
0 1 0
1 1 1
0 1 0

] 

(ii) The hole regions filled up by Eq (3.6) is calculated as: 

 𝐻 = 𝜇ℓ
ℎ𝑓

− 𝜇𝑏                   (3.7) 

Note that the hole filling might fill some background regions. Figure 3.8 (c) shows 𝐻obtained 

from Figure 3.8 (b). 
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(iii) It is observed that 𝐻 contains many noisy areas. An 8-connectivity analysis is applied on 𝐻 to 

determine the number and the size of the disconnected regions. We remove the regions with 

small areas that satisfies the following criterion: 

𝑎𝑟𝑒𝑎(𝑅) < 𝜏𝑎𝑟𝑒𝑎 ∗ 𝐴𝑚               (3.8) 

where R is a disconnected region, 𝐴𝑚  is the largest size of the disconnected areas in 𝐻, and 

𝜏𝑎𝑟𝑒𝑎 is a predetermined area thresholds parameter. The set of disconnected regions satisfying 

Eq. (3.8) is our initial estimate of the LN obtained from the HFM. Let these disconnected 

regions be denoted by L, and the number of regions be denoted by 𝑁𝐿. 

 
Figure 3.8.  Images obtained by applying morphological operations on the image in shown 

Figure 3.4 (a) 𝜇𝑏 obtained using Otsu threshold, (b) 𝜇ℓ
ℎ𝑓

 obtained after filling the holes, (c) 

Initial estimate of lymph node H and (d) 𝐿 after removing small noisy regions. 

The final feature vector for each pixel in the input image 𝐼, is obtained by combining the three 

features as follows:  

𝑓 = {𝜈, 𝜇𝑏 , 𝐿}                                                                       (3.9) 
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Figure 3.9. Masks generated from the image in Figure 3.4. (a) Ground truth mask (b) Mask generated by 

the proposed technique and (c) comparison of ground truth and segmented mask. 

3.3.3. Fine Segmentation 

In this section, the feature vector 𝑓 (with dimension 6) for each pixel in the image 𝜑, is classified 

using a Support Vector Machine (SVM). The fine segmentation is done by training the SVM model 

with binary classification. Let us assume that there are k training feature vectors {𝑓1, 𝑓2, ⋯ , 𝑓𝑘} 

corresponding to k pixels which are selected from the training images. The SVM model is trained 

using these selected k feature vectors and the corresponding labels {𝑦1, 𝑦2, ⋯ , 𝑦𝑘}. Note that, these 

labels are obtained from the ground truth information and each feature vector is labeled as (1) for 

lymph node tissue or (-1) for non-lymph node tissue. The SVM estimates the best hyperplane P to 

separate these labeled feature vectors with maximum margin by minimizing the following cost 

function: 

𝑚𝑖𝑛  𝑤,𝑏

1

2
‖𝑤‖2                      (3.10) 

𝑠. 𝑡.  (𝑤𝑇𝑓𝑗 + 𝑏)𝑦𝑗 ≥ 1,  𝑗 = 1, ⋯ , 𝑘 

where 𝑤is the normal vector to the hyperplane P, 𝑓𝑗 is the j th feature vector and 𝑦𝑗 its label. The 

above quadratic programming problem is solved by using Lagrange Multipliers with inequality 

constraints to find 𝑤and b [54,55]. The hyperplane P is defined by 𝑤𝑇𝑢 + 𝑏 = 0, where u is a point 

on the hyperplane P. Note that an SVM classifier can also be used to separate un-separable data 

by increasing the dimensionality with different kernels. During testing, the SVM model is used to 

classify a pixel into two classes: LN tissue and non-LN tissue. Using the classification, the LN 

mask𝜙is calculated as follows: 

𝜙(𝑥, 𝑦) = {
1                𝑓𝑜𝑟                      𝐿𝑁𝑡𝑖𝑠𝑠𝑢𝑒

0                 𝑓𝑜𝑟         𝑛𝑜𝑛 − 𝐿𝑁𝑡𝑖𝑠𝑠𝑢𝑒
             (3.11) 
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3.3.4. Segmentation Performance 

The proposed technique is evaluated with respect to objective measures such as Sensitivity, 

Precision, Specificity and Accuracy. Figure 3.9. compares the segmented LN mask 𝜙 obtained by 

the proposed technique and the ground truth mask. It is observed that the LNs obtained by the 

proposed technique is very close to that of the ground truth. The performance of the proposed 

technique was evaluated using three SVM kernels: Linear, Polynomial and Gaussian kernel. Table 

3.1. shows the performance comparison for different SVM kernels on our dataset. It is observed 

that the Gaussian kernel provides the best performance in terms of Sensitivity, Precision, 

Specificity and Accuracy. Therefore, all the results are obtained using the Gaussian kernel. Figure 

3.10. shows examples of segmented Lymph nodes slides with different stains along with their 

ground truth masks. It is observed the segmented lymph nodes by proposed technique are very 

close to the ground truth mask.  Figure 3.11. shows the Sensitivity, Precision, Specificity and 

Accuracy for each of the 39 images in the database.  It is observed that the proposed technique 

provides an average sensitivity, precision, specificity, and accuracy of 95.33%, 90.12%, 93.52% 

and 95.03% respectively. In other words, the LN segmented performance is very good for most 

images. There are a few images where the sensitivity is somewhat low. For example, Figure 3.11. 

shows the WSI index 21, 24 and 36 have sensitivity around (80%). Visual inspection reveals that 

the low sensitivity mainly arises because of the WSI artifacts such as tissue folding, slide 

imperfections, lighting inconsistencies, and improper calibration of imaging equipment. 

 

TABLE 3.1 PERFORMANCE OF THE PROPOSED TECHNIQUE USING DIFFERENT SVM KERNELS. 

Kernels Sensitivity Precision Specificity Accuracy 

Linear 90.30 82.19 91.84 93.43 

polynomial 89.56 87.14 92.67 94.20 

Gaussian 95.33 90.12 93.52 95.03 
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Figure 3.10. Lymph node images with different stains (a) S-100, (b) H&E, (c) Ki-67, and (d) MART-1. 

 

Figure 3.11.  Segmentation performance of the proposed technique for different image. (a) Sensitivity, (b) 

Precision, (c) Specificity, and (d) Accuracy. 
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3.4.  Proliferation Index Calculation 

In this section we measure the Proliferation Index (PI) which is calculated as follows: 

𝑃𝐼 =
𝑁𝐴

𝑁𝑃 + 𝑁𝐴
× 100%                 (3.12) 

where 𝑁𝐴and 𝑁𝑃 are the number of the active and passive nuclei, respectively. In this Chapter, we 

calculate three types of PI values for melanoma as follows:  

a) The average PI value for the entire melanoma region.  

b) The average PI value for each individual region. 

c) The PI values for a given number (e.g., 3) of windows with size around (0.15 × 0.1) mm2. 

 

 
 

Figure 3.12.  Schematic of the proliferation index PI calculation. 

For a lymph node in Ki-67-stained image, we use MART-1-stained image to detect the melanoma 

regions which appear with brown color. Figure 3. 12 shows the schematic to calculate the PI values 

for the melanoma regions. It is observed that, there are four modules for PI calculations, which are 

detailed below.  

 

 

 

 

 

 

 

 

Figure 3.13. Image registration for MART-1 and Ki-67-stained images for the same lymph nodes. 

(a) overlapped masks 𝜙𝑀 and 𝜙𝐾 after registration, (b) image 𝐼𝐾
′ , and (c) image 𝐼𝐾

″ . 

3.4.1. Melanoma Mapping 

This module takes the segmented MART-1 and Ki-67-stained images (obtained using the 

technique proposed in section 3.2) as inputs. The melanoma regions of MART-1-stained image 

are mapped into affine transformed Ki-67-stained images using the following two steps.  
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Step-1 Ki-67 Transformation:  Let the MART-1 and Ki-67-stained images be denoted by 𝐼𝑀 and 

𝐼𝐾, respectively. Let the binary LNs masks of  𝐼𝑀 and 𝐼𝐾 be denoted by 𝜙𝑀 and 𝜙𝐾, respectively. 

Figure 3.10 (a) shows the MART-1 image 𝐼𝑀 and its LN mask 𝜙𝑀 (blue contour). On the other 

hand, Figure 3.10 (d) shows Ki-67 image 𝐼𝑀 and its LN mask 𝜙𝐾 (blue contour). In this step, we 

first register the LN masks 𝜙𝑀 and 𝜙𝐾 where the mask 𝜙𝑀 is kept fixed and the mask 𝜙𝐾 is 

transformed. The registration is achieved by finding the best transformation t′ that will align the 

lymph node masks 𝜙𝑀 with 𝜙𝐾 in the same coordinate system. The transformation t′ is obtained 

by solving the following equation. 

𝑡′ = 𝑎𝑟𝑔 𝑚𝑎𝑥𝑡  (𝜆(𝜙𝑀(𝑋), 𝜙𝐾(𝑋)))              (3.12) 

where 𝜆(. ) is the mutual information and t(x) is the affine transformation of the coordinate x. The 

mutual information of the two masks 𝜙𝑀 and 𝜙𝐾is calculated as follows: 

 

𝜆(𝜙𝑀 , 𝜙𝐾) = 𝑒(𝜙𝑀) + 𝑒(𝜙𝐾) − 𝑒(𝜙𝑀 , 𝜙𝐾)           (3.13) 

where 𝑒(𝜙𝑀) and 𝑒(𝜙𝐾) are the entropies of mask 𝜙𝑀 and 𝜙𝐾, respectively, and 𝑒(𝜙𝑀, 𝜙𝐾) is the 

joint entropy. The entropies are calculated based on the probability density function (PDF) of the 

pixel values [0,1] of the entire 2D images 𝜙
𝑀

 and 𝜙𝐾, and the joint entropy is calculated based on 

the joint PDF of 𝜙𝑀 and 𝜙𝐾. Figure 3.13 (a) shows the overlapped masks of  𝜙
𝑀

 (white & purple 

regions) and 𝜙𝐾(𝑡 ′(𝑋)) (white & green regions). After obtaining the optimal 𝑡 ′, we apply the affine 

transformation 𝑡 ′(𝑋) on 𝐼𝐾 as follows. 

𝐼𝐾
′ = 𝐼𝐾(𝑡 ′(𝑋))                    (3.14) 

where 𝐼𝐾
′ is the affine transformed Ki-67 stained image (see Figure 3.13 (b)). The lymph nodes 

regions in 𝐼𝐾
′  masked by 𝜙

𝑀
is calculated below: 

𝐼𝐾
″ = 𝐼𝐾

′ .∗ 𝜙𝑀                     (3.15) 
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where 𝐼𝐾
″  is LN regions in the affine transformed Ki-67-stained image 𝐼𝐾

′  as shown in Figure 3.14 

(c). Note that 𝐼𝐾
″  corresponds to the LNs of Ki-67 image that is also registered with the 

corresponding MART-1 image. 

Figure 3.14. Melanoma mapping process (a) Melanoma mask 𝛿 of MART-1, (b) 𝛿 ′contour melanoma 

regions (green color) in 𝐼𝐾
″  image, (c) 𝛿 ′contour melanoma regions (green color) in 𝐼𝐾

″  image, (d) The 

magnified image of yellow square in 𝛿 ′, (e) 𝛿″ contour melanoma regions (green color) in 𝐼𝐾
″  image and (f) 

The final melanoma mask. 

Step-2 Melanoma Mask: In order to calculate the PI, we also need a mask for the melanoma 

regions. In this work, the melanoma region mask 𝛿is generated (for MART-1 only) as follows: 

𝛿(𝑥, 𝑦) = {
1             𝑓𝑜𝑟                               𝑀𝑁 𝑡𝑖𝑠𝑠𝑢𝑒
0              𝑓𝑜𝑟                        𝑛𝑜𝑛 − 𝑀𝑁 𝑡𝑖𝑠𝑠𝑢𝑒

         (3.16) 

where 𝛿 is the Class 1 pixels obtained from coarse segmentation model (see Eq. 3.1).  

Figure 3.14 (a) shows the MN regions 𝛿 (with green contour) obtained for MART-1 image 𝐼𝑀. 

Figure 3.14 (b) shows the mask 𝛿 superimposed on 𝐼𝐾
″ . It is observed that some noisy melanoma 

areas are outside the lymph nodes. These outside noisy areas are removed using the LN mask 𝜙𝑀, 

and the de-noised mask is shown in Figure 3.14 (c). A magnified version of the yellow square in 
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Figure 3.14 (c) is shown in Figure 3.14 (d), and it is observed that there are small, disconnected 

MN regions inside the LN regions. We apply the following steps to connect these small regions 

and refine the MN mask 𝛿: 

1. An Active Contour Model (ACM) is applied on the melanoma contour to merge the small, 

disconnected regions and make the melanoma mask smoother. The refinement of melanoma 

contour is driven by two forces: an internal force that keeps the contour smooth, and an external 

force that pushes it towards the object contour. The active contour model based on a gradient 

vector flow (Xu and Prince, 1998 [77]) is used in the proposed system for melanoma contour 

refinement. The melanoma contour denoted by x(s), is obtained by minimizing E as defined 

below: 

𝐸 = ∫ [𝐸𝑒𝑥𝑡𝑖𝑛𝑡

1∫

0

 

where  𝒙(𝑠) = [𝑥(𝑠), 𝑦(𝑠)],  𝑠 ∈ (0,1). The internal energy 𝐸𝑖𝑛𝑡is calculated as follows: 

𝐸
1

2
|𝒙′(𝑠)|

2
|𝒙″(𝑠)|

2

𝑖𝑛𝑡
 

where x′(s) and x″(s) are the first and second derivatives of x(s), respectively, and α and β are 

weighting parameters. The external energy 𝐸𝑒𝑥𝑡 of the contour is calculated as follows: 

𝐸𝑒𝑥𝑡 = ∫ ∫[𝛾(𝑢𝑥
2 + 𝑢𝑦

2 + 𝑣𝑥
2 + 𝑣𝑦

2) + |𝛻𝑓||𝑘 − 𝛻𝑓|2] 𝑑𝑥𝑑𝑦           (3.17) 

where 𝑘 = (𝑢(𝑥, 𝑦), 𝑣(𝑥, 𝑦)) is the gradient vector flow, f is the gradient of the smoothed image 

𝐼𝐾
″  as the edge map, {𝑢𝑥, 𝑢𝑦, 𝑣𝑥 , 𝑣𝑦}are the partial derivatives with respect to x and y. Figure 3.14 

(e) shows the melanoma regions after applying  the ACM. Let the obtained melanoma mask be 

denoted by 𝛿 ′, and the disconnected region in 𝛿 ′ be denoted by 𝑅𝑖 (𝑖 = 1,2, . . , 𝑁𝐷𝑅) where 𝑁𝐷𝑅 is 

the number of disconnected candidate melanoma regions. It is observed in Figure 3.14 (c) that 

there is a large number of 𝑅𝑖 (𝑁𝐷𝑅=116).  
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2. The mask 𝛿 ′ is a smooth version of the mask 𝛿, but there are a few regions of melanoma 

that expand on lymph melanoma regions due to ACM.  In this step, we refine 𝛿 ′ by removing 

regions that are not melanoma. This done as follows: Convert the color image 𝐼𝑀 into a gray 

intensity image 𝐼𝑔𝑀. Map 𝛿 ′onto 𝐼𝑔𝑀, and calculate the mean intensity of each of the 𝑁𝐷𝑅 

melanoma regions in 𝐼𝑔𝑀. Note that the melanoma regions are typically brown and have a low 

mean intensity. Hence, a region 𝑅𝑖 is removed from 𝛿 ′ if the corresponding mean intensity 

satisfies the following. 

𝑀𝑒𝑎𝑛𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦(𝑅𝑖) > 𝜏                  (3.18) 

Figure 3.15. The magnified version of melanoma regions in Ki-67 image (obtained from Figure 3.13(f)). 

where 𝜏 is a threshold. Let the final melanoma mask be denoted by 𝛿″, and let the number of 

remaining disconnected regions be denoted by 𝑁𝐷𝑅
′ . It is observed in Figure 3.15 (f) that there are 

three final melanoma regions (i.e., 𝑁𝐷𝑅
′ = 3). The magnified version of these regions is shown in 

Figure 3.15. 

3.4.2. Thresholding 

Figure 3.15 shows the melanoma regions in 𝐼𝐾
″ , denoted by ℜ𝑖 (𝑖 = 1,2, . . , 𝑁𝐷𝑅

′ ). We now want to 

segment each of these regions into two classes: nuclei (Class-1) and background (Class-2). In this 

Region #1 

Region #2 

Region #3 
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module, we use Otsu thresholding technique to perform the segmentation. A pixel located at (x, y) 

in region ℜ𝑖 is classified as follows:  

ℜ𝑖
𝑛(𝑥, 𝑦) = {

ℜ𝑖(𝑥, 𝑦) 𝑖𝑓 𝑔𝑟𝑎𝑦(ℜ𝑖(𝑥, 𝑦)) ≤ 𝜆𝑖

0   𝑖𝑓 𝑔𝑟𝑎𝑦(ℜ𝑖(𝑥, 𝑦)) > 𝜆𝑖
           (3.19) 

where ℜ𝑖
𝑛 is the nuclei image, 𝑔𝑟𝑎𝑦(ℜ𝑖(𝑥, 𝑦)) is the gray intensity of the color pixel ℜ𝑖(𝑥, 𝑦), and𝜆𝑖 

is the Otsu threshold for 𝑔𝑟𝑎𝑦(ℜ𝑖). Note that in Eq. 3.19, the background pixels with gray value 

greater than 𝜆𝑖 in ℜ𝑖
𝑛 has been set to zero. Figure 3.16 shows the nuclei image for melanoma 

regions, where the background appears in black (i.e., zero intensity). 

Figure 3.16. Nuclei mask for all melanoma regions using Otsu threshold. 

3.4.3. SVM Classifier 

In this module, we train an SVM model with linear kernel to segment the nuclei regions ℜ𝑖
𝑛 into 

active nuclei (dark brown pixels) and passive nuclei (blue pixels). The RGB values of a pixel are 

used as features, and the ground truth classification labels (i.e., active or passive) are manually 

obtained for each color pixel in ℜ𝑖
𝑛.  

Region #1 

Region #2 

Region #3 
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Figure 3.17 Classified nuclei image for all melanoma regions, where yellow and purple represent the 

active and passive cells respectively. 

The SVM model is trained using feature vector and classification label of pixels in the training 

images. The SVM model estimates the best hyperplane that separates the nuclei into active and 

passive nuclei. Let the SVM parameters be denoted by 𝑤 and 𝑏 (see Eq. 3.10). The classification 

of a nuclei pixel (j) is done as follows. 

𝑝𝑖𝑥𝑒𝑙(𝑗) = {
𝐴𝑐𝑡𝑖𝑣𝑒  𝑖𝑓 (𝑤𝑇𝑓𝑗 + 𝑏) > 0

𝑃𝑎𝑠𝑠𝑖𝑣𝑒  𝑖𝑓 (𝑤𝑇𝑓𝑗 + 𝑏) ≤ 0
           (3.20) 

where 𝑓𝑗 is the feature vector corresponding pixel j. Several images were used to train the SVM to 

estimate the best SVM parameters. Figure 3.17 shows the SVM classification results, where the 

active and passive nuclei are shown in yellow and purple color, respectively. The SVM model 

presents a good performance for nuclei classification due to the strong difference between the 

brown and blue colors in RGB representation. 

3.4.4. PI Calculation 

In the current practice, the pathologists typically calculate the PI values in a few small windows 

where there is a high concentration of active nuclei. This is primarily because of the difficulty of 

PI calculation using manual methods. In this work, as the PI is calculated automatically, the 

following three types of PI values are calculated to give more information to the pathologists: 
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(i) One PI for each individual melanoma region ℜ𝑖. Let the PI value of region ℜ𝑖 be 

denoted by𝑃𝐼𝑖. 

(ii) The average PI value for the entire melanoma region of the lymph node.  Let this PI 

be denoted by 𝑃𝐼𝐸. 

(iii) The PI values for a few windows with the largest concentration of active nuclei. If 

K windows are selected, let the PI be denoted by 𝑃𝐼𝑊,𝑘, 𝑘 = 1,2, . . . , 𝐾. 

We first calculate the 𝑃𝐼𝑖 values for all individual melanoma regions ℜ𝑖 using Eq. (10). Figure 3.18 

shows the 𝑃𝐼𝑖 value for each of the three individual melanoma regions. For the entire melanoma 

region, the 𝑃𝐼𝐸 value is calculated as follows: 

𝑃𝐼𝐸 =
𝑁𝐴𝑎𝑙𝑙

𝑁𝑃𝑎𝑙𝑙 + 𝑁𝐴𝑎𝑙𝑙
× 100%   

where 𝑁𝐴𝑎𝑙𝑙 and 𝑁𝑃𝑎𝑙𝑙 are the numbers of the active and passive nuclei, respectively, in the entire 

melanoma regions. For the lymph node in Figure 3.10 (c), the 𝑃𝐼𝐸 value is obtained as 19.82%. 

The 𝑃𝐼𝑊,𝑘 (𝑘 = 1,2, . . . , 𝐾), values are calculated for the dense active nuclei window automatically 

as follows: Figure 3.18 shows three windows in red contour with high PI values: 𝑃𝐼𝑊,1 =

22.59%, 𝑃𝐼𝑊,2 = 19.98%, 𝑃𝐼𝑊,3 = 24.83%. 

 

Figure 3.18. The PI values for each window (in red contour) for melanoma regions. 
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3.4.5. Performance Evaluation 

In this section, we evaluate the performance of the nuclei segmentation and PI calculation with 

following parameters (as shown in Table 3.2). 

 

TABLE 3.2 PI CALCULATION PARAMETERS. 

Window size 0.15x0.1 mm2 

𝜏 (the normalized melanoma threshold in𝛿 ′) 0.5 

K (number of the windows) 3 

 

Figure 3.19 (a) shows a selected window of a Ki-67 image of a lymph node. The thresholded image 

is shown in Figure 3.19 (b) where the white pixels represent nuclei and black pixels represent the 

background. The nuclei pixels (both active and passive), obtained using Eq. (3.20), are shown in 

Figure 3.19 (c). The classified nuclei, obtained using the SVM model, are shown in Figure 3. 19 

(d), where the active and passive nuclei are represented by red, and blue color (the background 

pixels are shown in green). It is observed that the active and passive nuclei are efficiently classified 

to obtain the PI values. 

The performance of the proposed technique is compared with the FCM+KM technique proposed 

by Mungle et al [63]. The FCM and K-means functions available in the MATLAB toolbox, with 

two clusters, were used to evaluate the FCM+KM technique. For FCM, a threshold of 0.5 was used 

for the nuclei segmentation. After K-means clustering, all active nuclei candidates with an area 

less than 600 pixels (physical area: 0.125 mm2) were considered as noisy areas and not used for PI 

calculation. The PI calculation is performed using window size of 1920 × 2500 pixels (physical 

dimension: 0.238 × 0.310 𝑚𝑚2) on a Ki-67 image scanned with 20X magnification. Figure 3.20 

shows the PI values of 12 image windows, obtained by using the FCM+KM and the proposed 

techniques, along with the ground truth PI values. Table 3.3. compares the Root Mean Square 

Error (RMSE), Mean absolute Error (MAE) of the obtained PI values (compared to the ground 

truth). 
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Figure 3.19. Intermediate results of the proposed technique (a) The Ki-67-stained image (b) Otsu 

mask, (c) the nuclei mask and (d) the segmentation results using SVM, where the active and 

passive nuclei are shown in red and blue, respectively. 

 
Figure 3.20. Performance comparison of the proposed Technique (in green bars) and the 

FCM+KM [19] technique (in yellow bars). The Ground Truth is shown in blue bars. 
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It is observed that the proposed technique provides a superior performance compared to the 

FCM+KM technique. A possible reason for the superior performance may be that the proposed 

technique uses supervised SVM classifiers whereas the FCM+KM technique uses the 

unsupervised K-means method, which may not be very effective.  

Table 3.3. also compares the execution time for the proposed technique and the FCM+KM 

technique. It is observed that the proposed PI technique is about 20 times faster compared to the 

FCM+KM technique. 

TABLE 3.3.  

PI CALCULATION PERFORMANCE OF PROPOSED AND FCM+KM TECHNIQUES. 

Technique RMSE MAE Execution time (in s) 

FCM+KM [63] 4.20 3.76 298.20 

Proposed PI 1.25 0.89 15.74 

3.5.  Conclusions 

This Chapter proposes a fully automated technique for lymph node segmentation and proliferative 

index calculation in lymph node histopathological images. The technique uses local frequency 

features and SVM classifier for lymph node segmentation in biopsy images stained with H&E, Ki-

67, MART-1, and CD-45. The technique then identifies the melanoma region in the Ki-67 image 

based on the MART-1 image characteristics of the same lymph node. Thresholding and SVM 

classification are then used to determine active and passive nuclei. The technique then calculates 

PI value of the entire melanoma region, individual melanoma region as well as for a few windows 

with high concentration of active nuclei. Experimental results show that the technique provides an 

excellent performance in terms of both lymph node segmentation and PI calculation.  
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Chapter 4 

Automated Proliferation Index Calculation for Skin 

Melanoma Biopsy Images using Machine Learning 

The Proliferation Index (PI) is an important diagnostic parameter used for staging different types 

of cancer (e.g., breast, lung and skin). This Chapter presents an automated technique to measure 

the PI values for skin melanoma images using machine learning algorithms. The proposed 

technique first analyzes a MART-1 stain histology image and generates a region of interest (ROI) 

mask for the tumor. The ROI mask is then used to locate the tumor regions in the corresponding 

Ki-67-stained image. The nuclei in the Ki-67 ROI are then segmented and classified using a 

Convolutional Neural Network (CNN), and the PI value is calculated based on the ratio of the 

active and the passive nuclei areas. Experimental results show that the proposed technique can 

robustly segment (with 94% accuracy) and classify the nuclei with a low computational complexity 

and the calculated PI values have an average error rate less than 5%. 

4.1. Introduction 

Skin cancer is the most common cancer type in North America, and it can be of different types 

such as Merkel cell carcinoma, sebaceous carcinoma, basal cell carcinoma and melanoma. Among 

these, the melanoma is the deadliest type with high mortality, and it can spread to any part of the 

body. As per recent statistics, it is estimated that about 100,350 new cases of melanoma cancer 

will be diagnosed resulting in about 6,850 deaths in 2020 in the United States alone [78]. 

Melanoma occurs when the melanocytes, located around the junction of the epidermis and the 

dermis layers in the skin, start growing aggressively to form malignant melanoma. The aggressive 

growth of melanocytes is mainly caused by the DNA replication due to the excessive exposure of 

the ultraviolet radiation (emitted from the sun). Once it is established that melanoma has invaded 

the epidermis, dermis and subcutaneous layer (in skin), doctors examine the lymph nodes closest 

to the tumor, known as the Sentinel Lymph Nodes (SLNs) to determine the spread. Through lymph 

vessels, the malignant melanoma can be drained from the skin to the SLNs and is passed on to 

other organs. The early detection, diagnosis, and staging of melanoma can increase the survival 
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rate up to 92% after five years when the cancer is found [23]. The melanoma staging is typically 

done by calculating the cell Proliferation Index (PI) of the tumor regions. The PI can determine 

the tumor evolution, which can help physicians to determine the effective treatment [78]. The PI 

is determined by estimating the ratio of the number of active cell nuclei and the total number of 

cell nuclei. During cell proliferation, the cell nuclei become active and start replicating the nuclei 

DNA and cytoplasm. A nuclear protein known as Ki-67 protein can be expressed strongly with 

cell proliferation. Doctors typically use Ki-67 markers to stain this protein to detect the positive 

response of cell nuclei on the tumor regions [75]. A stained skin tissue slide is digitized and 

diagnosed by a pathologist. In the Ki-67-stained image, the positive response of the active cells to 

the Ki-67 marker appears as dark brown color, whereas other cells appear as blue color (see 

Figure4. 1). A pathologist usually chooses the high proliferative areas in the tumor regions and 

manually calculates the PI values by counting the proportion of the active cells. The manual 

detection of the tumor regions, finding the high proliferative areas and calculating the PI values in 

a Whole Slide Image (WSI) can be labor and time intensive. In addition to the large size of WSIs, 

the manual analysis is also subjected to intra- and inter-observer variability [79]. Therefore, 

automated Computer-Aided Diagnosis (CAD) algorithms can provide a fast and reliable diagnosis 

[52]. A few techniques have been proposed in the literature to calculate the PI values in Ki-67-

stained images for different types of cancers. The PI calculation is generally done by segmenting 

and/or detecting the nuclei (both active and passive nuclei). The nuclei segmentation and detection 

are difficult in Ki-67 images, as most cells lose the blob shape and have heterogeneity in color 

representation.  

 

Figure 4.1.  Histopathological image obtained with Ki-67 stain. 
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To calculate PI values, several researchers used thresholding algorithms for cells segmentation 

followed by a classifier. Grala et al. [60] proposed sequential thresholding to segment the cells and 

Support Vector Machine (SVM) to classify them into active and passive cells. Akakin et al. [61] 

used watershed algorithm and Laplacian-of-Gaussian filters to enhance the cell segmentation. Al-

Lahham et al. [62] proposed a technique to segment and classify the cells into active/passive nuclei 

by applying K-means algorithm on the image pixels in L*a*b* color-space. Mungle et al. [63] 

proposed an algorithm to segment the cells using a Fuzzy C-means (FCM) technique and then 

apply the K-means (KM) algorithm for classification (henceforth referred to as FCM+KM 

technique). Alheejawi et al. [80] proposed an automated algorithm to calculate the PI values on 

the tumor regions in Ki-67 images. The algorithm determined the tumor regions by mapping the 

segmented melanoma areas from MART-1 onto Ki-67 image. The PI values in this technique are 

calculated by segmenting the cells using the Otsu threshold and then classifying the active/passive 

nuclei using a SVM (henceforth referred to as the Otsu+SVM technique). With the recent advances 

in Machine Learning (ML) algorithms, the convolutional neural networks (CNN) have become 

popular for medical image segmentation and classification. Long et al. [66] proposed a CNN 

architecture for the semantic segmentation with several convolutional layers and a few max 

pooling layers followed by one upsampling layer. This architecture shows the segmented objects 

with coarse boundaries/edges due to the information lost in the pooling layers. Badrinarayanan et 

al. [67] proposed a CNN architecture (popularly known as SegNet) by adding several upsampling 

layers and enhanced them by transferring the maximum value indices of the corresponding pooling 

layers. Ronneberger et al. [81] proposed a CNN architecture, popularly known as UNet, to improve 

medical image segmentation by concatenating the upsampling layers (at the decoder side) with the 

corresponding features maps from the pooling layers (at the encoder side). Chen et al. [82] 

proposed a CNN architecture (known as DeepLabV3) for object segmentation, which contains 

several dilated separable convolutional layers, spatial pyramid pooling, and a few residual 

connections [83]. Although the DeepLab architecture has been shown to provide a good 

segmentation performance, it has high computational complexity due to the large number of layers. 

In addition, pooling layers in the DeepLab may degrade the segmented object boundaries 

especially in medical images. Saha et al. [84] proposed a technique (henceforth referred to as the 

GMM+CNN technique) to calculate PI values in breast cancer biopsy. Here, a few Ki-67 image 

windows with dense active nuclei are manually selected for the PI calculation. This technique uses 
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a Gaussian Mixture Model (GMM) with expectation-maximization algorithm to detect the nuclei 

seeds. Image patches around the isolated nuclei seeds are then classified into passive/active nuclei 

using a CNN classifier. The CNN uses 5 convolutional layers followed by two fully connected 

layers. In addition to the high computational complexity of the nuclei detection, the technique can 

calculate the PI values only for the isolated cell nuclei, which typically increases the error rate. 

Alheejawi et al. [85] proposed an automated technique (henceforth referred to as the PI-SegNet 

technique) to calculate the PI values for the melanoma regions using SegNet architecture, which 

contains 8 convolutional, 2 pooling, and 2 un-pooling layers followed by a softmax layer. The 

pooling layers can degrade the segmentation performance. In this Chapter, a fully automated CNN-

based technique is proposed to calculate the PI value in a WSI. The proposed technique first 

generates a region of interest (ROI) mask in a MART-1 image based on color histogram analysis, 

and the mask is mapped onto the corresponding Ki-67 image to identify the melanoma region. The 

nuclei in the Ki-67 image are then segmented and classified using a CNN architecture, and PI 

values are calculated based on the proportion of active and passive nuclei areas. Experimental 

results demonstrate high accuracy and low error rate of the calculated PI values compared to the 

state-of-the-art techniques. The organization of the Chapter is as follows. Section 4.2. describes 

the dataset used to train and evaluate the proposed algorithm; Section 4.3. describes the proposed 

technique in detail. The performance evaluation of the proposed technique is presented in Section 

4.4 followed by the conclusion in Section 4.5. 

4.2. Data Description  

In this study, 10 pairs of histopathological images (from 10 different patients), obtained using 

MART-1 and Ki-67 stains, were collected from the Cross-Cancer Institute, University of Alberta, 

Canada in accordance with the protocol for the examination of patients with melanoma cancer. 

The histopathological slides were digitized under 40X magnification using biopsy scanner. The 

obtained WSIs are with size around 60,000×31,000 pixels (15mm x 7.75mm area with 0.25 

µm/pixel resolution). Each WSI contains several lymph nodes, and some of these lymph nodes 

contain 1-4 melanoma regions. Seven non overlapping windows (i.e., ROIs) with size 704x1280 

color pixels are obtained from the lymph node regions of each Ki-67 stained WSI. In other words, 

a total of 70 windows are obtained from 10 WSIs, which form the dataset for performance 

evaluation. As the dataset is small, five-fold cross validation is used for performance evaluation in 
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this Chapter. For each fold, two WSIs are arbitrarily chosen as the testing WSIs, and 14 ROI 

windows from these two WSIs are used as the testing dataset. The remaining 56 ROI windows 

(from the other 8 WSIs) are used as the training dataset. This process is repeated five times for the 

five-fold cross validation, and five sets of performance measures are obtained. The average 

performance is reported in Section 4.4. 

4.3. Proposed Technique 

The schematic of the proposed technique is shown in Figure 4.2. The proposed technique consists 

of three modules: Melanoma Region Identification, CNN-based segmentation and PI calculation. 

The details of each module are presented in the following. 

 

Figure 4.2.  Schematic of the proposed segmentation technique. 

4.3.1. Tumour Region Identification 

The PI values are calculated only within the melanoma regions in the Ki-67 images. The objective 

of this module is to identify the melanoma regions in Ki-67-stained lymph node image with the 

help of MART-1-stained image of a consecutive section [80]. The melanoma regions appear in 

brown color in MART-1 stain. These regions are segmented and superimposed on Ki-67 images 

to identify the tumor regions in Ki-67 images. Figure 4.3 (a) shows two lymph nodes in MART-1 

and the melanoma regions appear in brown color. Figure 4.3 (b) shows the mapped melanoma 

regions in green contour on the Ki-67 image. Let the melanoma regions on Ki-67-stained image 

be denoted by  (𝑖 = 1,2, . . . , 𝑁𝐷𝑅) where 𝑁𝐷𝑅 is the total number of disconnected melanoma 

regions in the lymph nodes. 

iR
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                                        (a)                                               (b) 

Figure 4.3. Histopathological image of two lymph nodes (a) MART-1-stained image, where 

melanoma appears in brown color and (b) Ki-67-stained image, where the green contour is the 

melanoma mask. 

4.3.2. CNN-based Segmentation 

The objective of this module is to segment an input image window (from the detected melanoma 

region) into active nuclei, passive nuclei and background. In this Chapter, a new CNN architecture, 

as shown in Figure 4.4, is used to segment the Ki-67 images into three classes (background, passive 

and active nuclei). The CNN architecture consists of three paths: path A, path B and path C. The 

details of these three paths are listed in Table 4.1. The paths A and B have 8 and 9 convolutional 

layers, respectively (see Figure 4.4). Path C provides the residual connection (also known as skip 

connection) from the input layer to the Concatenate layer (denoted as Layer-CON in Table 4.1). 

The three paths start after the first convolution layer, become parallel, and meet again at the 

concatenate layer. This is followed by a convolutional layer, softmax and pixel classification layer. 

The details of these layers are explained in the following. 
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TABLE 4.1. Details of the Proposed architecture with 19 convolutional layers. Input image Size: H×W 

pixels (color). 

 Number of 

Channels (N) 

Number of 

Filters 

Output Image Size Filter Size 

(S) 

Layer-I 3 64 H×W×64 3×3 

Layer-A1                     Max-Pool, Stride [2,2] 

Layer-A2 64 64 (H/2)×(W/2)×64 3×3 

Layer-A3                     Max-Pool, Stride [2,2] 

Layer-A4 64 64 (H/4)×(W/4)×64 3×3 

Layer-A5                     Max-Pool, Stride [2,2] 

Layer-A6 64 64 (H/8) ×(W/8) ×64 3×3 

Layer-A7                     Max-Pool, Stride [2,2] 

Layer-A8 64 64 (H/16) ×(W/16) ×64 3×3 

Layer-A9 UnPooling  

Layer-A10 64 64 (H/8) ×(W/8) ×64 3×3 

Layer-A11 UnPooling  

Layer-A12 64 64 (H/4) ×(W/4) ×64 3×3 

Layer-A13 UnPooling  

Layer-A14 64 64 (H/2) ×(W/2) ×64 3×3 

Layer-A15 UnPooling  

Layer-A16 64 64 H×W×64 3×3 

Layer-B1 64 3 H×W×64 5×5 

Layer-B2 64 64 H×W×64 7×7 

Layer-B3 64 64 H×W×64 9×9 

Layer-B4 64 64 H×W×64 11×11 

Layer-B5 64 64 H×W×64 13×13 

Layer-B6 64 64 H×W×64 15×15 

Layer-B7 64 64 H×W×64 17×17 

Layer-B8 64 64 H×W×64 19×19 

Layer-B9 64 64 H×W×64 21×21 

Layer-CON                192                                                             H×W×192  

Layer-O 64 C H×W× C 3×3 

Softmax layer                      C  H×W×C - 

Pixel Classification              1  H×W - 

 

1) Convolutional layers:  The convolutional layer is similar to the neurons in a traditional neural 

network except that each neuron will be connected to a small neighborhood of neurons in the 

previous layer. Each neuron in the convolutional layer will result in a scalar value. In this Chapter, 

the convolutional layer performs three operations: convolution, batch normalization, and ReLU 

activation. 
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Figure 4.4. Proposed CNN architecture for nuclei segmentation (with 19 convolutional layers). Note that 

there are three paths after Layer I (first convolutional layer). Path A has 8 convolutional (shown in blue), 

4 pooling (yellow) and 4 UnPooling (pink) layers. Path B has 9 convolutional layers. Path C is the residual 

connection from the output of layer I to the concatenate layer. Paths A, B and C meet at the Concatenate 

Layer. 
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(a) Let 𝑓𝑙−1 denote the (3D) feature map generated in the convolutional layer l-1. In the convolution 

layer l, the feature map 𝑓𝑙−1 is convolved with a (3D) filter 𝐹𝑗: 

𝑅𝑙,𝑗 = 𝑓𝑙−1 ∗ 𝐹𝑗,  𝑗 = 1,2, . . , 𝑁                         (4.1) 

where N is the number of filters in layer l (also known as the depth of the layer l), 𝑅𝑙,𝑗 is the (2D) 

output corresponding to the jth convolution filter. Note that for the first convolution layer (i.e., 

l=1), the input image is considered as 𝑓0. In the first convolutional layer (Layer I) of the network 

in Figure 4.4, 𝑓0, 𝐹𝑗 , and 𝑅𝑙,𝑗 have dimensions of H×W×3, 3×3×3, and H×W×64, respectively (with 

the input image having H×W pixels). In the proposed CNN, the number of filters is 64/layer (in 

both paths A and B) with size of S×S (see Table 4.1). Note that S increases from 5 to 21 in 

subsequent layers in path B. However, it has a fixed value of 3 in all layers of path A. Note that 

the paths A and B provide complementary features: the path A focuses more on the coarse features 

whereas the path B focuses more on the fine features. 

 (b) Batch Normalization: During the CNN training, the convolution outputs 𝑅𝑙,𝑗 corresponding to 

all images in a mini batch (of B images) are considered. In this work, we have used B=8. 

The 𝑅𝑙,𝑗 is made zero mean with unit variance as follows: 

�̂�𝑙,𝑗 =
𝑅𝑙,𝑗 − 𝜇𝑗

𝜎𝑗
                  (4.2) 

where 𝜇𝑗 and 𝜎𝑗 are the mean and the standard deviation corresponding to the jth feature map for 

the layer l in a mini-batch. The normalized �̂�𝑙,𝑗 is scaled with 𝛾, and a bias 𝛽 is added as follows: 

𝑦𝑙,𝑗 = 𝛾𝑙,𝑗�̂�𝑙,𝑗 + 𝛽𝑙,𝑗                                             (4.3) 

Note that Eqs. 4. 2 and 4.3 are applied during both the training (with B=8) and the testing (with 

B=1). The 𝛾 and 𝛽 are trainable parameters and are updated iteratively during the backpropagation. 

(c) Activation: In this step, an activation function is applied on the batch normalized output 𝑦𝑗. In 

this work, the Rectified Linear Unit (ReLU) activation [86] is used as it has the advantages of 

speeding up the training [87] and inducing the sparsity in the hidden units [88]. In ReLU, all the 

negative pixel values are replaced by zeros, and the output is expressed as follows. 

𝑓𝑙,𝑗 = 𝑚𝑎𝑥( 0, 𝑦𝑙,𝑗)                                               (4.4) 

The overall output of convolutional layer l, as given below, will be passed on to the next layer. 

𝑓𝑙 = {𝑓𝑙,𝑗, 𝑗 = 0,1, . . . 𝑁} 
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Step (a)-(c) are repeated for each subsequent convolutional layer. After the ReLU module, the 

feature map 𝑓𝑙 is used as the input of the next, i.e., the , convolutional layer. 

2) Pooling/ UnPooling Layers:  The pooling layers are used to extract the features in different 

image resolution, whereas the unpooling layers are used to return the extracted features with the 

same size as the original image (H×W) using bilinear interpolation. In the pooling layers, the max-

pooling operations for [2×2] pixels with stride [2×2] are used. The indices of the maximum values 

in pooling layers are transferred to the corresponding unpooling layers. 

3) Concatenate Layer: In this layer, the outputs of paths A, B and C, each with size H×W×64, are 

concatenated to obtain an output feature map of size H×W×192. 

4) Softmax: The softmax layer is used after the last convolutional layer to generate the probability 

distribution of the classification results for each pixel. The output of the last convolutional layer 

consists of C feature maps (each of size H×W), where C is the number of the output classes. Let 

the feature map corresponding to the ith class  be denoted by 𝜙𝑖. The exponential 

summation of the feature maps, 𝛷, is calculated as follows: 

𝛷(ℎ, 𝑤) = ∑ exp (𝜙𝑖(ℎ, 𝑤))

𝐶

𝑖=1

  1 ≤ ℎ ≤ 𝐻, 1 ≤ 𝑤 ≤ 𝑊        (4.5) 

The softmax layer calculates the class probability 𝛲𝑖 for the pixel at location (h,w) using the 

following equation. 

𝛲𝑖(ℎ, 𝑤) =
𝑒𝑥𝑝( 𝜙𝑖(ℎ, 𝑤))

𝛷(ℎ, 𝑤)
                    (4.6) 

Note that the input pixels are classified into three classes (i.e., C=3): background, active nuclei and 

passive nuclei. 

5) Pixel classification: This layer performs the classification of the image pixels using the 

corresponding class probability. The class with the highest probability is chosen as the pixel 

output classes. 

( 1)l th+

( 1,2,... )i C=
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Figure 4.5. Example of (a) an original RGB Image (704×1280) and (b) the corresponding 

classified ground truth image, where the active and passive nuclei appear in red and blue 

color, respectively. 

4.3.3. CNN Training 

There are about 7,513,247 parameters in the proposed CNN, which need to be trained. In the 

training phase of the CNN, 56 ROI windows (as described in section 4.2) are used. Note that each 

window contains thousands of nuclei (see Figure 4.5). These 56 windows are divided into training 

(49 windows) and validation (7 windows) datasets. As it is computationally expensive to use the 

whole window as input to the CNN, each window is further divided into non-overlapping blocks 

of 64×64 color pixels to obtain 220 block-images (an example of a block-image is shown in Figure 

5). The total number of the obtained block-images is 12,320 (=56×220). 



53 

 

The 12,320 images are also augmented by horizontal and vertical flipping to obtain 36,960 images 

(32,340 training and 4,620 for validation). The image augmentation is used to generalize the 

parameters of the CNN model and have better performance [89]. 

For CNN training, a loss function and an optimization algorithm need to be defined. In this 

Chapter, we use the cross-entropy loss function for multi-class classification. The loss function X 

for a pixel at (m,n) location is calculated as follows: 

𝑋(𝑚, 𝑛) = ∑ 𝑇𝑖(𝑚, 𝑛) 𝑙𝑛 𝛲𝑖 (𝑚, 𝑛)

𝐶

𝑖=1

                (4.7) 

where 𝑇𝑖(𝑚, 𝑛)  is the ith-ground truth class probability and 𝑃𝑖(𝑚, 𝑛) is the ith-class probability 

(predicted by the Softmax layer). The total loss for a mini-batch of B block-images (each with size 

H×W) is then calculated as follows: 

𝐸 = ∑ ∑ ∑ 𝑋𝑏(𝑚, 𝑛) 

𝑊

𝑛=1

𝐻

𝑚=1

𝐵

𝑏=1

                                  (4.8) 

where  is the loss function for the bth-block image. As the three classes of pixels have different 

distributions for each class, the loss function is weighted for each class differently. The weights  

for different classes are calculated as follows: 

𝜑𝑖 =
𝑚𝑒𝑑𝑖𝑎𝑛 𝑓𝑟𝑒𝑞

𝑓𝑟𝑒𝑞(𝑖)
   1 ≤ 𝑖 ≤ 𝐶                 (4.9) 

where the class frequency  is a ratio of the number of the pixels that represent the i-class to 

the total number of pixels in the training dataset, and 𝑚𝑒𝑑𝑖𝑎𝑛 𝑓𝑟𝑒𝑞 is the median of the class 

frequencies {𝑓𝑟𝑒𝑞(𝑖)}. To minimize the loss function E, the stochastic gradient descent with 

momentum (SGDM) optimizer [90] is used in the proposed technique. The SGDM accelerates 

stochastic gradient descent (SGD) and reduces the oscillation problem of SGD by adding the 

contribution from the previous iteration to the current iteration. The network parameters at the end 

of the nth iteration are updated as follows: 

𝜃𝑛+1 = 𝜃𝑛 − 𝛼 𝛻 𝐸(𝜃𝑛) + 𝜇 (𝜃𝑛 − 𝜃𝑛−1)            (4.10) 

where 𝜃 is the parameter vector, which includes parameters such as normalization weights, filters 

and biases, 𝛻 𝐸(𝜃𝑛) is the gradient of the loss function, 𝛼 is the learning rate, and 𝜇  is the 

momentum. The learning rate 𝛼 is initialized to 0.01 and is reduced by a factor of 0.2 every 10 

bX

i

( )freq i
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epochs. In this work, we have used 𝜇  = 0.9, and the maximum number of epochs is set to 100. 

Note that the training accuracy and the loss are calculated for each individual mini-batch. 

Figure 4.6 shows an example of the evolution of the training and the validation accuracy over 

different iterations. The validation accuracy and the loss are calculated on the validation dataset at 

the end of every 250 iterations. The network training is stopped when the validation loss has not 

decreased in the previous 5 validations. Note that each epoch performs 4,042 (=32,340/8) iterations 

and the training of the CNN stopped at iteration 28,644 (at around 7th epoch) in this example. 

The CNN model is trained using 56 Ki-67 ROI windows (49 for training and 7 for validation) as 

described in Section 4.2. As five-fold cross validation is used in this Chapter, five CNN models 

are trained, one for each fold. 

 

Figure 4.6. Loss and accuracy plots during the network training process. 

4.3.4. CNN Configuration 

The CNN architecture proposed for the nuclei segmentation was shown in Figure 4.4. In this 

section, we evaluate the performance of the different paths and finetune the hyper parameters to 
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obtain the best performance. The segmentation performance is measured using: Accuracy, 

Intersection over Union (IoU), and BF score. The performance measures are calculated for each 

of the three pixel-classes separately. For example, when the IoU for active nuclei class is 

calculated, the active nuclei pixels are considered positive and both passive and background pixels 

are considered as negative. The performance measures for three classes are then averaged to obtain 

the mean accuracy, mean IoU and mean BF score, which are used for the overall performance 

comparison. To analyze the performance of each path, an ablation study is performed, and the 

performance of the different combinations of paths is shown in Table 4.2. It is observed that the 

proposed architecture, with all three paths A, B and C, provides performance superior to the other 

combinations: A, A+B or A+C. The Path A can efficiently detect the nuclei in different scales by 

applying several pooling and un-pooling layers. The Path A is therefore helpful to detect the coarse 

features (due to pooling) of the objects. Path B has been used with different sizes of filters and 

without using any pooling layers to obtain fine segmentation of the nuclei. The residual connection 

in path C reduces the impact of vanishing gradients problem caused by the large number of layers 

in paths A and B [82,91]. By combining all three paths, there will be minimal information loss and 

better feature extraction to segment the three classes of pixels 

TABLE 4.2. Segmentation Performance of the proposed technique. 

Technique: Mean Accuracy  Mean IoU Mean BF 

Score 

Path A 0.86 0.80 0.70 

Path A+C 0.90 0.83 0.71 

Path A+B 0.91 0.85 0.74 

Path A+B+C 0.94 0.89 0.82 

Figure 4.7. shows visual examples of nuclei segmentation results, with and without Path B. It is 

observed that the CNN with path A+C provides the coarse segmentation boundaries. When the 

Path B is included in the CNN, more accurate segmentation results are obtained for both Passive 

(contoured in cyan) and Active (contoured in red) nuclei. 

Figure 4.8. shows the nuclei segmentation performance with different numbers of convolutional 

layers in path B (paths A and C are considered fixed during the performance evaluation). It is 

observed that nine layers in path B provides the best performance. In a similar way, Path A was 

also evaluated (results not shown in the Chapter) to determine the optimal number of layers 
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(keeping paths B and C fixed). Eight convolutional layers and four pooling and four un-pooling 

layers in Path A were found to provide the best nuclei segmentation performance. 

 

 

Figure 4.7. Comparison of the nuclei segmentation performance using paths A+C (i.e., 

without path B) and paths A+B+C. 

 

 
Figure 4.8. Segmentation performance evaluation with different number of layers in path B. 
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 Figure 4.9. Performance evaluation with different size of filters in Path B. 

Figure 4.9 shows the performance of the proposed CNN with different sizes of filters in path B. In 

this evaluation, eight CNN architectures are trained with 9 layers. In the first seven architectures, 

the filter size for all layers is kept fixed, i.e., S×S, where S=3, 5, 7, 9, 11, 13 and 15 for the seven 

architectures. For the eighth architecture, the filter size for each layer increases from 5 to 21 in 

steps of 2. As observed in Figure 4.9, the eighth architecture (which includes variable filter size) 

provides the best segmentation performance. 
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Figure 4.10. Example of the feature maps obtained from path B in the proposed CNN. (a) Ki-67 

image. (b) ground truth segmented image, (c)-(f) 12 of the 64 feature maps obtained after Layer-

B3. (g) Output of Layer-O. (h) Softmax layer output. A: Active nuclei, P: Passive nuclei, and 

B: Background feature map. 

Figure 4.10. shows an example of the obtained features maps on Path B of the proposed CNN. 

Figure 4.10 (a) shows an input image and Figure 4.10 (b) shows the corresponding segmented 

ground truth image where the active, passive, and background pixels are shown in red, blue and 

white. As shown in Table 4.1, there are 64 feature maps at the output of convolution Layer-B3. 

Twelve of the 64 feature maps are shown in Figs. 4.10 (c)-(f). Figure 4.10 (g) shows the three 

(C=3) channel output of Layer-O, which primarily represents the active, passive, and background 
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feature maps. Figure 4.10 (h) shows the output of the softmax layer: the three images showing the 

class probabilities (in the range [0,1]) of each pixel. Note that for a pixel, the sum of all three 

probabilities (from three images) is one. As observed in Figure 4.10, there are feature maps that 

can represent one class as shown in (c), (d), and (e), or two as shown in (d). Note that the feature 

maps in (c), (d), (e), and (f) primarily detect the background, passive nuclei, active nuclei, and 

passive+active nuclei pixels, respectively.  

4.3.5. PI Calculation 

After the melanoma tumor regions in a Ki-67 image is segmented into three classes, the next task 

is to determine the melanoma subregions (ROI) with the highest PI values. The PI value of an ROI 

is typically calculated using the following equation: 

𝑃𝐼 =
𝑁𝐴

𝑁𝐴 + 𝑁𝑃
× 100                 (4.11) 

where NA and NP are the number of the active and the passive nuclei in the ROI. In this Chapter, 

before PI values are calculated, the active and the passive nuclei are detected using the following 

steps.  

(i) The active and the passive nuclei pixels are determined using the CNN. 

(ii) Connected component analysis is done to form active and passive nuclei from the classified 

pixels. Most of the nuclei will be isolated nuclei, but some will be overlapped nuclei, also 

known as nuclei clump. 

(iii) Ellipse descriptor analysis is applied to separate the isolated nuclei from the nuclei clumps 

in the ROI (based on ellipticity parameter and size of the nuclei) [29]. 

(iv) The nuclei clumps are segmented into multiple overlapped active or passive nuclei using 

generalized Laplacian of Gaussian (gLoG) seed detection algorithm [30]. 

In this Chapter, a few ROI windows (K×L pixels) in melanoma regions with highest PI values are 

determined using the following steps. 

(i) In the tumor region, a moving window (K×L pixels) is used. 

(ii) For each window, the numbers of active (NA) and passive (NP) nuclei inside the window 

are calculated. 

(iii) Based on the NA and NP, the PI value of a window is calculated using Eq. (4.11). 

(iv) A few windows with highest PI values are chosen for grading the tumor and further 

analysis. 
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Figure 4.11.  Example of PI calculation of ROIs in the three melanoma regions (MR1, MR2, MR3) in 

a WSI. The three melanoma regions in the WSI are shown with magnification. The regions MR1 and 

MR2 contain three blocks (with red contours) with the highest PI values: 24.14, 22.22, and 22.09. The 

other five blocks (with black contours) are also active areas, but the PI values are smaller. 

Figure 4.11. shows the calculation of few PI values in three melanoma regions in the WSI. The 

window size used is 250x500 (K×L) pixels. Two-three windows with highest PI values are shown 

in each of three regions. Finally, the three windows with overall highest PI values are shown with 

red contour. A magnified version of the window with the highest PI values (PI=24.14) is shown in 

Figure 4.12. The active and the passive nuclei are shown as red and green + symbols. For this 

window, the ground truth PI value is 25.15 while the obtained PI value is 24.14. 

MR1 

MR2 

MR3 

WSI 
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Figure 4.12.  Magnified window with the highest PI value (PI=24.14) in Figure 4.11. (a) input image 

(b) Detection results with 252 active and 792 passive nuclei. The ground truth PI=25.15 with 252 

active and 750 passive nuclei. 

4.4. Performance Evaluation 

In this section, the performance of the proposed technique is presented and compared with a few 

state-of the art techniques for PI calculation, namely FCM+KM [63], GMM+CNN [84], 

Otsu+SVM [80], PI-SegNet [85]. As UNet and DeepLab have become very popular CNN 

architecture, these CNN architectures have also been implemented in this work and the 

performance has been compared with the proposed technique. Henceforth, these techniques are 

referred to as PI-UNet and PI-DeepLab. In these techniques, the nuclei segmentation is done using 

UNet and DeepLab, and the PI calculation is done using the algorithm in Section 4.3.5. In the 

following, the nuclei segmentation performance is first evaluated and compared. The PI 

calculation performance is presented next. 

Optimal parameters were used for performance evaluation of all techniques. In FCM+KM 

technique, two clusters (nuclei and background) were used for the FCM and two classes (active 

and passive) were used for the KM algorithm. In Otsu+SVM, one optimal threshold was used for 

nuclei and background segmentation, and the Gaussian kernel was used for the SVM. The layer 

configurations of the CNN architectures in the PI-SegNet, PI-UNet, PI-DeepLab, and the proposed 

technique are shown in Table 4.2. It is observed that the number of layers varies between 37-100 

in the various CNNs. Note that the GMM+CNN is not included in the segmentation performance 

comparison as the technique does not perform nuclei segmentation. 

Figure 4.13 (c)-(h) show visual examples (for subjective assessments) of the segmentation results 

of FCM+KM, Otsu+SVM, PI-SegNet, PI-UNet, PI-DeepLab and the proposed technique, 

respectively. In Fig 13 (c)-(g), the passive and the active nuclei are shown with blue and green 

(a) Input Image (b) Detection Results 
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contours, respectively. A few coarse nuclei boundaries can be observed in Figure 4.13(c) and (d). 

In addition, a part of an active nuclei may be segmented as passive nuclei. This is because these 

techniques (FCM, Otsu) are based on thresholding and do not consider the shape features of the 

nuclei during the segmentation process. On the other hand, the PI-SegNet, PI-UNet, and PI-

DeepLab techniques segment the nuclei with respect to their morphological features (see Figure 

4.13 (e)-(g)), and results in higher accuracy. Note that the PI-SegNet, PI-UNet, and PI-DeepLab 

architectures include several pooling layers. As the pooling operation typically causes loss of 

morphological features (e.g., shape feature) of nuclei, it is likely to degrade the quality of the nuclei 

segmentation results. In addition, the PI-SegNet and PI-UNet architectures have a large number of 

convolutional layers at the encoder/decoder side, which may cause vanishing gradients.  

 

 

Figure 4.13.  Subjective comparison of segmentation results. (a) Original test image, (b) The ground 

truth segmentation mask, (c)-(h) Segmentation results for FCM+KM, Otsu+SVM, PI-SegNet, PI-

UNet, PI-DeepLab and the proposed technique, respectively. 

Figure 4.13 (g) shows the output obtained by the proposed technique, and it is observed that the 

proposed architecture provides an excellent nuclei segmentation performance. Table 4.3 compares 

the segmentation performance of FCM+KM, Otsu+SVM, PI-UNet, PI-SegNet and PI-DeepLab 

techniques with the proposed technique using the testing dataset (see section 4.2). As observed in 
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Table 4.3, the proposed technique provides the best performance with an average 94% accuracy, 

89% IoU and 82% BF score for five-fold cross validations. Note that the training and the testing 

dataset are kept completely independent to ensure an unbiased performance comparison. 

 

TABLE 4.3. LAYER CONFIGURATION OF THE DEEP LEARNING TECHNIQUES. 

Technique No. of layers in 

CNN 

Details of CNN architecture 

PI-SegNet [85] 37 1-In,9-Conv, 8-Btch, 8-Rlu, 4-Mx, 4-Up, 1-Dth, 

1-Sft,1-Px 

PI-UNet 58 1-In, 19-Conv, 22-Rlu, 4-Mx, 4-Up, 2-Dr, 4-

Dth,1-Sft,1-Px 

PI-DeepLab 100 1-In,29-Conv, 28-Btch, 25-Rlu, 2-Cr, 1-Mx, 2-

Up, 8-Ad, 2-Dth, 1-Sft,1-Px 

Proposed Technique 67 1-In, 19-Conv, 18-Rlu, 18-Btch, 4-Mx, 4- Up ,1-

Dth ,1-Sft,1-Px 

Notations 

In: Input image normalization Layer 

Mx: Max pooling layer 

Up: Up-sampling layer 

Dr: Dropout layer 

Px: Pixel classification layer 

Ad: Addition layer 

Conv: Convolutional Layer 

Btch: Batch normalization Layer 

Rlu: ReLU Layer 

Dth: Depth concatenate layer 

Sft: Softmax layer 

Cr: Crop layer 

 

Table 4.4. SEGMENTATION PERFORMANCE OF THE PROPOSED TECHNIQUE. 

Technique: Accuracy IoU BF Score 

FCM+KM [63] 0.74 0.73 0.72 

Otsu+SVM [80] 0.78 0.76 0.78 

PI-SegNet [85] 0.86 0.80 0.70 

PI-UNet 0.84 0.75 0.71 

PI-DeepLab1 0.88 0.82 0.71 

Proposed Technique 0.94 0.89 0.82 
1Segmentation performance obtained using DeepLabV3[83] 

The PI calculation performance of the proposed technique is now evaluated. The Mean Absolute 

Error (MAE), and the Mean Percentage Error (MPE) are used as the performance measures, which 

are defined as follows: 

𝑀𝐴𝐸 =
1

𝐾
∑|𝐺(𝑘) − 𝐵(𝑘)|

𝐾

𝑘=1

                  (4.12) 

𝑀𝑃𝐸 =
1

𝐾
∑ |

𝐺(𝑘) − 𝐵(𝑘)

𝐺(𝑘)
| × 100%

𝐾

𝑘=1

               (4.13) 
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where  and  are the ground truth and the obtained PI values for the k th test image, and K 

is the number of images. 

The PI calculation performance of the proposed technique is compared with the state-of-the-art 

techniques in Table 4.5. For each testing set, the MAE and MPE values are calculated using Eqs. 

12 and 13 for 14 ROI windows. For five-fold cross-validation, 5 sets of MAE and MPE values are 

obtained, and the average MAE and MPE values are shown in Table 4.5. It is observed that the 

FCM+KM technique calculates PI values with highest error (i.e., MAE and MPE values). This is 

perhaps because, in the FCM+KM technique, the active and the passive nuclei pixels are separated 

using the K-Means algorithm, which may have low accuracy due to the intensity variation of the 

pixels. The GMM+CNN technique provides performance better than FCM+KM, although the 

MAE and MPE values are still high. This is perhaps because this technique does not perform nuclei 

segmentation. Instead, it generates patches around the detected nuclei seeds and classifies the 

patches as active or passive. The CNN classifier cannot reliably classify a patch that contains both 

the active and the passive nuclei, resulting in a lower performance. 

TABLE 4.5. COMPARISON OF PI CALCULATION PERFORMANCE. 

Technique MAE MPE Execution 

time (in s) 

FCM+KM [63] 3.76 31.34 90 

Otsu+SVM [80] 0.89 7.37 16 

GMM+CNN [84] 2.45 18.89 130 

PI-SegNet [85]  0.68 5.35 14 

PI-UNet 0.71 5.55 16 

PI-DeepLab 0.61 4.59 20 

Proposed Technique 0.52 3.92 18 
 

The PI-SegNet and PI-UNet provide a better and somewhat comparable performance. The PI-

DeepLab provides improved results compared to SegNet and UNet. The proposed technique 

provides the best performance (i.e., lowest error rate). 

The computational complexity of various CNN-based techniques, in terms of execution time, is 

now presented. All techniques were implemented using MATLAB R2020a, and CNNs were 

implemented using the Deep Network Designer Toolbox. All experiments are performed on a 

Windows 10 computer with Intel i7-4790 CPU, 12 GB RAM, and NVIDIA GeForce GTX 745 

graphic card. The average execution time (for both segmentation and PI calculation) for a WSI in 

testing mode is shown in the last column of Table 4.6. It is observed that the GMM+CNN requires 

( )G k ( )B k
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the highest execution time. Note that in this technique the GMM (for nuclei detection) takes about 

90% of the overall execution time. FCM+KM technique also requires long execution time due to 

the FCM and KM algorithms. The other techniques use trained models, are fast in testing mode, 

and the execution times are comparable. It is observed that the proposed technique has an average 

of execution time of about 18 seconds per image. 

Table 4.5 compares the training time required by the CNN architectures (GMM+CNN, PI-SegNet, 

PI-UNet, PI-DeepLab and the proposed architecture). All four CNN architectures are trained using 

an NVIDIA GeForce GTX 745 graphic card. Column 2 and 3 show the training time and the 

required number of training epochs. The proposed architecture typically finishes the training at 

around the 7th epoch, and the overall training time is comparable with other architectures. 

TABLE 4.6. TRAINING TIME OF CNN MODELS. 

Technique Training 

time (in M) 

Training 

epochs 

No. of Training 

Parameters 

GMM+CNN [84] 129 7 189,341 

PI-SegNet [85]  141 14 225,987 

PI-UNet 180 16 29,379,955 

PI-DeepLab 175 6 20,661,638 

Proposed Technique 155 7 7,513,247 

 

4.5. Conclusions 

This Chapter proposes an automated technique for proliferative index calculation in lymph node 

histopathological images. The PI value has been calculated for melanoma regions in the lymph 

nodes image. The technique uses CNN technique to segment and classify the Ki-67-stained image 

into three classes (i.e., background, active and passive nuclei). The proposed CNN architecture is 

used for the segmentation and classification purposes. Experimental results show that the proposed 

technique provides an excellent performance in terms of segmentation results (with 94% accuracy) 

and average PI error (mean error of 0.52). 
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Chapter 5 

Melanoma Cell Detection in Lymph Node Histopatho-

logical Images Using Deep Learning 

Histopathological images are widely used to diagnose diseases including skin cancer. As digital 

histopathological images are typically of very large size, in the order of several billion pixels, 

automated identification of all abnormal cell nuclei and their distribution within multiple tissue 

sections would assist rapid comprehensive diagnostic assessment. In this Chapter, we propose a 

technique, using deep learning algorithms, to segment the cell nuclei in Hematoxylin and Eosin 

(H&E) stained images and detect the abnormal melanocytes within histopathological images. The 

Nuclear segmentation is done by using a Convolutional Neural Network (CNN) and hand-crafted 

features are extracted for each nucleus. The segmented nuclei are then classified into normal and 

abnormal nuclei using a Support Vector Machine classifier. Experimental results show that the 

CNN can segment the nuclei with more than 90% accuracy. The proposed technique has a low 

computational complexity. 

5.1. Introduction 

Primary cutaneous melanomas include a range of potentially lethal melanocytic neoplasms which 

most often present in skin as an archetypical macular growth phase lesion consisting of an in-situ 

component plus a papillary dermal component of similar cytomorphology. The diagnosis depends 

upon the histomorphological identification of abnormal melanocytes forming radial and vertical 

growth phase neoplastic cellular infiltrates which by invasion and widespread metastasis can 

secondarily involve regional lymph nodes and ultimately any other part of the body. As per recent 

statistics, it is estimated that about 100,350 new cases of melanoma cancer will be diagnosed in 

the United States alone in 2020, which will result in about 6,850 deaths [91]. The early diagnosis 

of melanoma is very important as it helps to increase the chances of successful treatment and the 

survival rate. The Computer-aided diagnosis (CAD) techniques can effectively help doctors to 

diagnose and detect the melanoma in early stages [92]. The digitized histopathological slides, 

which are typically obtained by staining and scanning the biopsy slides of the skin tissue, can 

provide the cell morphological features with a high resolution. The digitized slides are known as 
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Whole Slide Images (WSIs) and with help of CAD techniques that will permit the pathologist for 

precise diagnosis [26]. Pathologists usually use H&E-stained images, because the morphological 

features of the melanocytes and other cells become vividly clear. In H&E-stained image, the cell 

nuclei contain chromatin and that can be observed in blue shade while the cytoplasm and other 

connective tissues are observed with varying shades of pink. 

Figure 5.1 shows an H&E-stained histopathological image of malignant melanoma within regional 

lymph nodes (amidst adjacent salivary gland). The Lymph node cross-sections in the image are 

contoured with black color, and malignant are contoured in green color. Note that in this image 

the malignant melanoma are contoured manually by morphology. In the zoomed patch, it is 

observed that the abnormal melanocytes appear with irregularity in shape and color intensity 

[9,10]. 

 

Figure 5.1. Example of an H&E-stained lymph node tissue image. The lymph node tissue is 

contoured in black, and malignant melanoma deposits are contoured in green. 

Several techniques have been proposed to segment the cell nuclei in histopathological images 

[5,44,93-96]. Xu et al. [44] proposed an automated technique (henceforth referred to as the 

Watershed+Voting technique) to segment the cell nuclei in H&E-stained images. The technique 

detects the nuclei seeds by using voting areas and segments the nuclei cells using a watershed 

algorithm. The technique provides a good performance with high computational complexity due 
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the seed detection algorithm. Xu et al. [96] also proposed cell nuclei segmentation technique 

(henceforth referred to as the gLoG+mRLS technique) using generalized Laplacian of Gaussian 

(gLoG) filters to detect the seeds nuclei and multiple Radial Lines Scanning (mRLS) algorithm to 

segment the cells. The mRLS uses high gradient pixel locations and shape information to 

accurately segment the cell nuclei.  

The techniques [5,44,93-96] mentioned above are generally based on extracted hand-crafted 

features that require significant time to calculate. The deep learning algorithms using CNN have 

recently been used successfully in medical image analysis. The CNN models can train the feature 

extraction process to provide high performance with low computational complexity in many 

different tasks (e.g.  classification, detection or segmentation [66,97]). Basrinarayanan et al. [67] 

proposed the SegNet architecture for object segmentation. The architecture uses a number of 

sampling and upsampling layers for extracting the features in hierarchical levels. Ronneberger et 

al. [81] proposed the U-Net architecture for biomedical image segmentation. The U-Net 

architecture has encoder and decoder sides with a number of sampling and upsampling layers, 

respectively. The upsampling layer outputs are enhanced by concatenating them with features from 

the encoder side. 

In this Chapter, we propose an automated technique to segment the cell nuclei and differentiate 

melanoma from non-melanoma cells using a Support Vector Machine (SVM) classifier. The 

technique uses a CNN architecture to segment the cell nuclei in H&E-stained images. The 

proposed CNN used several convolutional layers with different sizes of filters. Experimental 

results demonstrate high accuracy and low computational complexity of the proposed technique 

compared to the state-of-the-art techniques. 

The organization of the Chapter is as follows. Section 5.2 describes the dataset used to train and 

evaluate the proposed technique. Section 5.3 describes the proposed technique in detail. Section 

5.4 presents the performance evaluation, followed by the conclusion in Section 5.5. 

5.2.  Data Description 

In this section, we present the details of the training and testing dataset to evaluate the performance 

of the proposed nuclei segmentation and cell classification technique. The digitized biopsies were 

collected at the Cross Cancer Institute, University of Alberta, Edmonton, Canada in accordance 

with the protocol for the examination of specimens with skin melanoma. Standard Neutral 
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Buffered formalin-fixed paraffin-embedded tissue blocks of these biopsies were cut into thin slices 

(e.g., 4μm for light microscope). These slices were then mounted to glass slides and stained using 

H&E stain [93]. The WSIs were obtained by scanning the H&E slides using aperio scanscope 

scanning system under 40X magnification. The size of a WSI is typically around 40,000×60,000 

pixels (in color) and each WSI contains thousands of cell nuclei. The image dataset consists of 9 

WSIs of lymph node tissue. 

5.3. Proposed Technique 

The schematic of the proposed technique is shown in Figure 5.2 which consists of two modules: 

CNN-based nuclei segmentation and nuclei classification. The details of each module are presented 

in the following. 

 

Figure 5.2. Schematic of the proposed melanoma detection technique. 

5.3.1. CNN-based Nuclei Segmentation 

In this module, the input H&E-stained images are segmented into cell nuclei and background. The 

nuclei segmentation is done by using the proposed CNN architecture, henceforth referred to as the 

NS-Net architecture (Nuclei Segmentation Net). The NS-Net architecture, shown in Figure 5.3, 

consists of five convolutional layers (shown in gray color) and one softmax (shown in pink) 

followed by the pixel classification layer (shown in blue). The convolutional layer in the NS- 

architecture consists of three operations: convolution, batch normalization [98], and activation 

[86]. A brief description of each operation is presented in the following: 

(i) Convolution: Let 𝑓𝑙−1 denote the (3D) feature map generated in the convolutional layer l-1. In 

the convolution layer l, the feature map 𝑓𝑙−1 is convolved with a (3D) filter 𝐹𝑗: 

𝑅𝑙,𝑗 = 𝑓𝑙−1 ∗ 𝐹𝑗,  𝑗 = 1,2, . . , 𝑁             (5.1) 

where N is the number of filters (which is also known as the depth of the layer l), 𝑅𝑙,𝑗 is the 

(2D) output corresponding to the jth convolution filter. Note that for the first convolution layer 

(l=1), the input image is considered as 𝑓0. 
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(ii) Batch normalization: During the CNN training, the convolution outputs 𝑅𝑙,𝑗 corresponding to 

all images in a mini batch (of S images) are considered. In this work, we have used S=8. The 

𝑅𝑙,𝑗 is made zero mean with unit variance as follows: 

�̂�𝑙,𝑗 =
𝑅𝑙,𝑗 − 𝜇

𝜎
                        (5.2) 

where 𝜇 and 𝜎 are the mean and standard deviation of all {𝑅𝑙,𝑗} in a mini-batch. 

The normalized �̂�𝑙,𝑗 is scaled with 𝛾, and a bias 𝛽 is added as follows: 

𝑦𝑙,𝑗 = 𝛾�̂�𝑙,𝑗 + 𝛽                   (5.3) 

Note that Eqs. 5.2 and 5.3 are applied in both training and testing modes. Eq. (5.2) is applied 

with S=8 (the mini-batch size) and S=1, in training and testing mode, respectively. The 𝛾 and 

𝛽 are trainable parameters and are updated iteratively during the backpropagation. 

(iii) Activation: In this step, an activation function is applied on the batch normalized output 𝑦𝑗. In 

this work, the Rectified Linear Unit (ReLU) activation is used. The output of the ReLU 

activation function 𝑓𝑙,𝑗 can be expressed as follows. 

𝑓𝑙,𝑗 = 𝑚𝑎𝑥( 0, 𝑦𝑙,𝑗)                (5.4) 

The overall output of convolutional layer l, which will be passed on to the next layer is as follows: 

𝑓𝑙 = {𝑓𝑙,𝑗, 𝑗 = 0,1, . . . 𝑁} 

In this architecture, the features are extracted in hierarchical levels by using convolutional filters 

of different sizes. The change on the convolutional filters can precisely locate the object boundaries 

that need to be segmented. Most existing CNN architectures include pooling layers. In our 

experiment, it has been found that the pooling leads to loss of the spatial information that carries 

important texture and shape features of the nuclei. Therefore, the pooling layer has been omitted 

in the proposed architecture. Table 5.1 shows the number and the size of filters in each layer of the 

NS-Net architecture. The NS-Net architecture is trained and evaluated using a dataset of 24 high 

resolution H&E-stained image patches (each with 1920×2500 color pixels) obtained from the WSI 

dataset described in Section 5.2. Each image patch is divided into overlapping blocks of 64×64 

color pixels to obtain 458 block-images. The total number of block-images will be 10,992 (i.e. 

24×458) and it is divided into 70% for training, 15% for validation and 15% for testing. The 

entropy loss function with the stochastic gradient descent with momentum (SGDM) optimizer is 
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used to train the NS-Net architecture [90]. Figure 5.4 (a) shows an input H&E-stained image and 

(b) shows the masked nuclei image obtained using the NS-Net architecture. 

 

 

Figure 5.3. The proposed NS-Net architecture for nuclei segmentation. 

TABLE 5.1. DETAILS OF THE NS-NET ARCHITECTURE WITH 5 CONVOLUTIONAL LAYERS. 

INPUT IMAGE SIZE: M×N PIXELS (COLOR). NUMBER OF CLASSES: C. 

 Number of 

Filters  

Number of 

Channels 

Output Image 

size 

Filter size 

Layer-1  64 3 M×N×64 3×3 

Layer-2  64 64 M×N×64 5×5 

Layer-3  64 64 M×N×64 7×7 

Layer-4  64 64 M×N×64 9×9 

Layer-5  C 64 M×N× C 11×11 

Softmax layer - C M×N×C  

 

(a)                                          (b) 

Figure 5.4. Segmentation results. (a) An input image patch (b) the segmented image patch obtained 

using the NS-Net architecture. 



72 

 

5.3.2. Nuclei Classification 

In this module, the segmented nuclei obtained using the NS-Net architecture is classified into two 

classes based on hand-crafted features. The feature vector consists of 18 first-order features, 9 

Histogram of Oriented Gradient features, 24 Haralick texture features and 3 Morphological 

features. The features are extracted for each pre-segmented cell nuclei and described briefly as 

follows: 

(i) First-order features: it includes six histogram-based features: mean, standard deviation, 

third moment, smoothness, entropy, and uniformity for 3-channels (R, G and B) to obtain 

18 features (6*3). 

(ii) Histogram of Oriented Gradient (HOG) features: it measures the gradient of 9 orientations 

in localized portions of the segmented nuclei image. A 1x9 HOG Feature Vector 

(HOGFVb) is computed for each non-overlapping block of 8x8 pixels (from the 64 

gradient values). Each segmented cell, depending on the cell size, may contain several 

HOGFVs. The HOGFVb’s from different blocks corresponding to a cell are summed and 

an overall 1x9 HOGFVn is obtained for a cell nucleus. Figure 5.5 shows an example of 

HOG feature extraction of a cell nucleus. Note that melanoma cells having larger size 

(compared to other cells) typically contain more HOGFVb’s than other cells, and this can 

result in a large magnitude of HOGFVn’s. Also, the HOGFVn’s corresponding to the 

melanoma cells tend to have non-uniform distribution compared to other cells which 

typically have uniform distribution. 

(iii) Haralick texture features: is calculated from a Gray Level Co-occurrence Matrix, 

(GLCM). It includes GLCM features such as the correlation, energy, homogeneity, 

contrast, entropy, and dissimilarity in 4 directions (i.e., 0°, 45°, 90° and 135°) to obtain 

24 features (6*4).  

(iv) Morphological features: it includes the eccentricity, solidity, and the ratio of major and 

minor axes of the cell nuclei to obtain (3) features. 
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Figure 5.5. Example of HOG feature extraction for a cell nucleus. (a) An image patch with 

segmented cell nuclei and overlapped gradient orientation. (b) Blown-up of image of two nuclei 

(melanoma and other cells). (c) The 1x9 HOGFVn’s of the cell nuclei. 

The extracted feature vectors (with dimension 1×54) of each cell nuclei are then classified into 

normal and melanoma using an SVM classifier [54,55]. The SVM is a very efficient supervised 

classifier that can handle even non-linearly separable features and create hyperplane to separate 

abnormal features from the normal ones. In the proposed technique, the SVM model is trained and 

tested on 1,388 cell nuclei (70% for training and 30% for testing) obtained from 9 H&E stained 

WSI of lymph nodes.  

5.4. Results and Discussions 

In this section, we present the performance of the proposed nuclei segmentation and classification 

technique. The performance of the segmentation technique is presented first followed by the 

performance of the classification technique. 
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5.4.1. Segmentation Performance 

The details of the NS-Net training were presented in Section 3.1. The segmentation performance 

is evaluated using 1,649 H&E-stained lymph node block images (each with 64×64 color pixels). 

The segmentation performance of the proposed technique is evaluated and compared with 

handcrafted feature-based algorithms: gLoG+mRLS and Voting+Watershed techniques as well as 

CNN-based techniques using SegNet and U-Net architectures. The segmentation performance is 

evaluated using the Precision, Accuracy and BF-score [59] measures defined as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
× 100% 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
× 100% 

𝐵𝐹 𝑆𝑐𝑜𝑟𝑒 =
2 × 𝑇𝑃 × 𝑇𝑁

𝑇𝑃 × 𝑇𝑁 + 2𝑇𝑁 × 𝐹𝑃 + 𝑇𝑁 × 𝐹𝑁
× 100% 

where TP, TN, FN and FP denote the number of true positives, true negatives, false negatives and 

false positives, respectively. Table 5.2 shows the segmentation performance of different 

techniques. It is observed that the deep learning algorithms provide excellent performance 

compared to the classical feature-based algorithms. This is because the classical features are less 

sensitive to the diversity of the cell nuclei in the skin tissue. For example, the melanoma cells tend 

to have light and inhomogeneous color (see Figure 5.1) and that causes miss detection of the 

melanoma cells in the gLoG+mRLS and Voting+Watershed techniques. 

TABLE 5.2. SEGMENTATION PERFORMANCE OF THE DEEP LEARNING ALGORITHMS AND THE 

CLASSICAL FEATURE-BASED ALGORITHMS. 

 

 

 

 

Technique: Precision Accuracy BF-Score Execution  

time (in s) 

Voting+Watershed [44] 78.24 83.64 81.31 143.71 

gLoG+mRLS [96] 79.27 76.67 68.46 128.57 

SegNet [67] 84.16 87.84 85.81 15.37 

U-Net [81] 87.41 78.79 69.63 20.82 

NS-Net (proposed) 87.20 90.21 88.52 14.27 
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In this work, the NS-Net, SegNet and U-Net architectures are trained with the same number of 

training images. The NS-Net architecture is also evaluated with CNN architecture in terms of the 

required parameters that need to be trained as shown in Table 5.3. 

Figure 5.6 (b)-(f) show the subjective comparison of Voting+Watershed, gLoG+mRLS, SegNet, 

U-Net and the proposed NS-Net architecture, respectively. It is observed that the NS-Net 

architecture provides excellent nuclei segmentation, whereas gLoG+mRLS, Voting+Watershed 

techniques miss a few cell nuclei due to the inhomogeneity in the cell nuclei color. It is also 

observed that the U-Net architecture does not perform well compared to the other techniques 

because the overfitting due the large number of the filters that are used in the cell nuclei 

segmentation. 

TABLE 5.3. PROPERTIES OF CNN ARCHITECTURES USED IN PERFORMANCE EVALUATION. 

CNN 

Architecture 

Convolutional 

layers 

No. of Trained 

parameters 

Filter size No. of Filters 

SegNet [67] 8 225,542 3×3 64 

U-Net [81] 11 905,472 3×3 (64, 128, 256) 

NS-Net 5 150,336 (3×3)- (11×11) 64 

 

Figure 5.6.  Subjective comparison of cell nuclei segmentation results (contoured in blue color) (a) 

original test image, (b)-(f) Segmentation results for Voting+Watershed, gLoG+mRLS, SegNet, U-Net 

and NS-Net techniques, respectively. 

5.4.2. Classification Performance 

The classification performance is evaluated using 240 H&E-stained lymph node nuclei. As 

explained in Section 3.2, a 1×54 size feature vector is obtained for each nucleus. The obtained 
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1×54 feature vectors include 18 first-order features, 9 Histogram of Oriented Gradient features, 24 

Haralick texture features and 3 Morphological features. A nucleus is classified based on its feature 

vector using the SVM model. 

 

Figure 5.7. Three principal components (PC-1, PC-2, and PC-3) of the 1×54 features. 

To demonstrate the discrimination ability of the features, the obtained features are analyzed using 

Principal Component Analysis (PCA) to capture the data and features variations. The PCA 

technique is applied on the training cells nuclei (972 cell nuclei: 486 Melanoma and 486 other 

nuclei). Figure 5.7 visualizes the feature variance of melanoma and other cells with respect to three 

principal components that are extracted from the nuclei features. Analyzing the feature vectors and 

the principal components, it has been found that the first principal component (PC1) has high 

positive association with some of the first order and Haralick features, whereas the second and 

third principal components have positive association with some of the histogram and 

morphological features. In this experiment, the first, second and third principal components 

capture 82% of feature variance. The remaining (51) dimensions add 18% of feature variance. In 

this work, all 54 features are used for the SVM classification. 

TABLE 5.4. PERFORMANCE OF THE NUCLEI CLASSIFICATION USING DIFFERENT SVM KERNELS. 

Evaluation  

Measures 

SVM Kernel 

Linear Polynomial Gaussian 

Precision 77.43 57.28  80.04   

Recall 93.14 96.65 97.42 

Accuracy 80.52 57.28 85.72 
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The classification performance is evaluated in terms of the Precision, Recall and Accuracy defined 

in Section 5.1. The results are shown in Table 5.4. The SVM classifier has been evaluated with 

linear, polynomial and Gaussian kernels [90]. It is observed that the SVM classifier with Gaussian 

kernel provides a superior performance over the other two kernels. Figure 5.8 shows the nuclei 

classification results obtained using the Gaussian kernel, where the melanoma and non-melanoma 

nuclei are contoured in red and blue colors, respectively. 

 

Figure 5.8. Example of classification results. (a) NS-Net input image, (b) NS-Net segmented output 

image, (c) Classified image obtained using an SVM classifier, where melanocytes and other cell nuclei 

are contoured with red and blue colors, respectively. 

 

Figure 5.9. Visual example of nuclei segmentation and classification obtained by the proposed 

technique). The classified melanoma cells are shown in red color, whereas the non-melanoma cells 

are shown in blue color. 
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Figure 5.9 shows the segmentation and classification results of the proposed technique for the 

lymph nodes in Figure 5.1. It is observed that the melanoma cells (in red color) are dense on the 

melanoma metastasises, whereas the other cells are dense on the normal tissue of the lymph nodes. 

The dense areas of the melanoma cells can be used to mask the melanoma regions on the lymph 

node tissue. It is also noticed that there are some areas out of the lymph node tissue containing 

melanoma cells that can be processed by applying an initial lymph node segmentation technique 

[80].  

5.5. Conclusions 

This Chapter proposes an automated technique to detect melanoma nuclei in lymph node 

histopathological images. The technique segments the cell nuclei in H&E-stained images using a 

deep learning NS-Net architecture. The NS-Net architecture segments the image into background 

and cell nuclei regions. The segmented nuclei are then classified into melanoma and other cell 

nuclei using an SVM classifier with Gaussian kernel. The proposed CNN architecture provides an 

excellent segmentation performance with a low computational complexity. The future work 

includes identifying the region of interest (ROI) with clusters of melanoma nuclei and deriving 

prognostic information such as proliferation index. 
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Chapter 6 

Detection of Malignant Melanoma in H&E-stained 

Images Using Deep Learning Techniques 

Histopathological images are widely used to diagnose diseases including skin cancer. As digital 

histopathological images are typically of very large size, in the order of several billion pixels, 

automated identification of all abnormal cell nuclei and their distribution within multiple tissue 

sections would assist rapid comprehensive diagnostic assessment. In this Chapter, we propose a 

deep learning-based technique to segment the melanoma regions in Hematoxylin and Eosin (H&E) 

stained histopathological images. In this technique, the nuclei in the image is first segmented using 

a Convolutional Neural Network (CNN). The segmented nuclei are then used to generate 

melanoma region masks. Experimental results show that the proposed method can segment the 

nuclei with more than 90% accuracy and segment the melanoma regions around 96%. The 

proposed technique has also a low computational complexity.  

6.1. Introduction 

Cutaneous Malignant Melanoma (CMM) is an aggressive type of skin cancer. The early diagnosis 

of melanoma is very important as it helps to increase the chances of successful treatment and may 

increase survival rate [1]. The gold standard of the diagnosis is through the examination of 

histopathological images. The digitized histopathological slides, which are typically obtained by 

staining and scanning the biopsy slides of the skin tissue, can provide the cell morphological 

features with a high resolution. The digitized slides are known as Whole Slide Images (WSIs) and 

with help of computer aided diagnosis techniques that will be useful for the pathologist for 

diagnosis [2]. Pathologists generally use H&E-stained images, because the morphological features 

of the melanocytes and other cells become vividly clear. In H&E-stained image, the cell nuclei 

contain chromatin and that can be observed in the blue shade while the cytoplasm and other 

connective tissues are observed with the varying shades of pink. Fig. 1 shows an H&E-stained 

histopathological image of CMM within a cross section of skin tissue. The epidermis layer in the 

Fig. 6.1 is contoured with green color, and CMM are contoured in brown color. Note that in this 
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image the CMM are contoured manually by morphology. The skin tissues diagnosed with 

melanoma typically contain regions of inflammatory cells (as shown in blue contour) near the 

CMM regions.  

 

Figure 6.1. Histopathological image of a skin tissue with cutaneous malignant melanoma. The 

epidermis region, the melanoma nests and inflammatory cells are contoured in green, brown and 

blue colors, respectively. 

 

TABLE 6.1. CELLS TYPES AND FEATURES ON SKIN TISSUE DIAGNOSED WITH MELANOMA  

 * Cells having diameter larger than 15 microns. 

Cells Features 

Melanoma 

nests 

Viable melanoma 

cells 

Large size*, small dark nucleus inside, irregular 

boundaries, and light color intensity. 

Necrotic melanoma 

cells 

Small size, large dark nucleus inside, irregular 

boundaries, and dark color intensity. 

Inflammatory 

cells 

Lymphocytes Small size, large dark nucleus, and elliptical 

boundaries. 

Histiocytes/ 

Macrophages 

Large size, with dark nucleus, and irregular 

boundaries. Macrophages work to devour leaking 

melanin and tend to have dark brown color. 

Epidermis 

cells 

Melanocytes Large size, large dark nucleus, and elliptical 

boundaries (location:  mostly around the Dermis-

Epidermic junction). 

Keratinocytes, 

Langerhans and 

Merkel 

Large size, large dark nucleus, and granular shape. 
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In the enlarged patch, it is observed that the abnormal melanocytes appear with irregularity in 

shape and color intensity [9,10] whereas the inflammatory cells mainly appear in dark color with 

dense nuclei. Table 6.1 shows cells features in detail that can be shown in skin tissue diagnosed 

with melanoma. Some research works have been reported for melanoma diagnosis based on 

histopathological  image analysis [27,44,100,101]. These works are focused on detection of nuclei 

[27], detection of melanocytes [100], and melanoma classification of whole slide images [101]. 

Xu et al. [44] proposed an automated technique (henceforth referred to as the Watershed+Voting 

technique) to segment the cell nuclei in H&E-stained images. The technique detects the nuclei 

seeds by using voting areas and segments the nuclei cells using a watershed algorithm. The 

technique has been shown to provide a good performance, but it has high computational 

complexity due the seed detection algorithm. Xu et al. [96] proposed another cell nuclei 

segmentation technique (henceforth referred to as the gLoG+mRLS technique). This technique 

first detects the nuclei seeds using the generalized Laplacian of Gaussian (gLoG) filters and then 

segments the cells using multiple Radial Lines Scanning (mRLS) algorithm. The mRLS uses high 

gradient pixel locations and shape information to accurately segment the cell nuclei [102]. 

The nuclei detection techniques [44, 96] mentioned above are generally based on the extracted 

hand-crafted features that require significant time to calculate. The deep learning algorithms using 

Convolutional Neural Network (CNN) have recently been used successfully in medical image 

analysis. Basrinarayanan et al. [67] proposed the SegNet architecture for object segmentation. 

Ronneberger et al. [81] proposed the U-Net architecture for biomedical image segmentation. 

Alheejawi et al. [103] proposed a technique (henceforth referred to as the NS-Net+FC technique) 

to segment and classify the cell nuclei in H&E-stained images. The segmentation is performed by 

using NS-Net architecture that contain 5 convolutional layers with different filter size. From each 

segmented nucleus, 54 features are extracted, and these feature vectors are fed to a Support Vector 

Machine (SVM) for nuclei classification (melanoma or non-melanoma nuclei). Patrik et al. [104] 

proposed to perform patch-based segmentation of the H&E-stained whole slide image (WSI) for 

diagnosing colorectal cancer. The proposed patch-based segmentation technique (henceforth 

referred to as the PBS-ResNet technique) divides a WSI into non overlapping patches of size 64x64 

pixels. During training these patches are labelled into 8 classes (e.g., stroma, complex stroma, 

normal). The ResNet-50 architecture is then trained to classify the patches. Although the patch-

based segmentation is fast [104, 105], the technique might generate many false positive patches. 
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In this Chapter, we propose an automated technique to generate melanoma region masks in H&E-

stained images. In the proposed technique, the nuclei are first segmented into melanoma and non-

melanoma classes using a CNN architecture. The malignant melanoma regions are then generated 

by applying a series of morphological operations on the melanoma cells. 

The organization of the Chapter is as follows. Section 6.2 describes the dataset used to train and 

evaluate the proposed technique. Section 6.3 describes the proposed technique in detail. Section 

6.4 presents the performance evaluation, followed by the conclusion in Section 6.5.  

6.2. Data Description 

In this section, we present the details of the training and testing dataset to evaluate the performance 

of the proposed nuclei segmentation and cell classification technique. The digitized biopsies were 

collected at the Cross Cancer Institute, University of Alberta, Edmonton, Canada in accordance 

with the protocol for the examination of specimens with skin melanoma. Standard Neutral 

Buffered formalin-fixed paraffin-embedded tissue blocks of these biopsies were cut into thin slices 

(e.g., 4μm for light microscope). These slices were then mounted to glass slides and stained using 

H&E stain [93]. The WSIs were obtained by scanning the H&E slides using aperio scanscope 

scanning system under 40X magnification. The size of a WSI is typically around 40,000×60,000 

pixels (0.25 µm/pixel resolution) and each WSI contains thousands of cell nuclei. The image 

dataset consists of 100 H&E-stained images with size (1000 x 1000 RGB) extracted from 4 WSIs 

of skin tissue. 

6.3. Proposed Technique 

The schematic of the proposed technique is shown in Figure 6.2 which consists of two modules: 

CNN-based nuclei segmentation and melanoma region segmentation. The details of these two 

modules are presented in the following. 

 

Figure 6.2. Schematic of the proposed melanoma detection technique. 
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6.3.1. CNN-based Nuclei Segmentation 

In this module, the H&E-stained image is segmented into three regions: melanoma nuclei, non-

melanoma nuclei and background regions. The segmentation is done by using the proposed CNN 

architecture shown in Figure 6.3. The CNN architecture has 25 convolution layers instead of 5 

layers in the NS-Net [103] architecture used for nuclei segmentation. The proposed architecture, 

henceforth referred to as the improved NS-Net (INS-Net), consists of two paths: path A and path 

B. Out of 25 layers, 13 layers are in the path A, and 12 layers are in path B. Note that there are 

five Skip Connections (Skip Conn) in the proposed INS-Net to reduce the gradient vanishing 

impact. There are 6 types of layers in INS-Net architecture and the details of these layers are 

explained in the following.  

1. C-BN-R layer: This layer includes three operations: Convolution, Batch Normalization, 

and ReLU activation using the following equations [90,97,98]. 

2. C-BN-R-P layer: This layer consists of a C-BN-R layer followed by the Pooling operation 

to reduce the size (width x height) of the feature maps by selecting a pooling window and 

a stride value. In this Chapter, we have used MAX pooling, window size of 2x2 and a stride 

of 2x2. Note that the index of the maximum value is sent to the corresponding C-BN-R-

UnP layer. 

3. C-BN-R-UnP layer: This layer consists of a C-BN-R layer followed by the UnPooling 

operation to upsample the feature map size (width x height). In this Chapter, an upsampling 

factor of 2x2 is used. The upsampling is done using the bilinear interpolation. The 

corresponding index from the C-BN-R-P layer is used to determine the location of the pixel 

that needs to be upsampled. 

4. Concatenate layer: This layer combines the feature maps (of same size) from two or more 

input layers. The depth of the output layer is equal to the sum of depths of the input layers. 

In Figure 3 (b), this layer concatenates the output of paths A, B, and C. 

5. SoftMax layer: This layer finds the probability values of each pixel for K classes. Note that 

each pixel will have K probability values (In this Chapter, K=3) [90]. 

6. Pixel classification layer: This layer selects the class with the highest value of SoftMax 

output for each pixel. 
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Figure 6.3. The proposed CNN architecture: INS-Net. Note that the output image presents the 

melanoma, non-melanoma nuclei, and background in red, blue and white colors, respectively. 
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Figure 6.4. Example of (a) an Original RGB Image and (b) the corresponding INS-Net (segmented) 

output. The melanoma nuclei, non-melanoma nuclei, and the background pixels appear in red, blue 

and white colors, respectively. 

Figure 6.3 shows the proposed CNN-based architecture used to classify the pixels of an H&E-

stained image into melanoma nuclei, non-melanoma nuclei, and background pixels. It is observed 

that Path B is similar to the NS-Net and it is used to extract fine features of the cells and the 

background, whereas the Path A is used to extract coarse features of the cells and background 

regions. In this Chapter, the INS-Net architecture is used to segment the H&E-stained image pixels 

into melanoma nuclei, non-melanoma nuclei, and background pixels. 

Figure 6.4 (a) shows an input H&E-stained image and melanoma regions are contoured manually 

in green contour. The Nuclei Segmentation (NS) mask obtained by using the INS-Net architecture 

is shown in Figure 6.4 (b). The nuclei segmentation results are very important to determine 

melanoma regions mask in H&E-stained images. Generally, doctors can determine the depth of 

melanoma invasion and grade the melanoma based on the melanoma regions. In the next section, 

we will use the nuclei segmentation results to determine the melanoma regions mask. 

6.3.2. Melanoma Region Detection (MRD) 

This module is used to determine the melanoma regions (MR) from the NS mask obtained using 

the INS-Net architecture. The MR detection consists of several morphological operations applied 

on the melanoma nuclei mask (see Figure 6.5 (a)). Note that the melanoma nuclei mask is a binary 

mask representing the melanoma nuclei class obtained from the NS mask (see the red pixels in 

Figure 6.4 (b)). The MR detection is done using the following steps. 
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1. The isolated melanoma nuclei (considered as foreground) in a neighbourhood are merged 

using the binary morphological dilation operation. In this work, a disc structuring element 

with 7 pixels radius is used. An example output is shown in Figure 6.5(c). The merged 

regions will include the melanoma nuclei and its neighboring background pixels. 

2. Sometimes, there are small, isolated background pixels inside the merged melanoma regions, 

which can be considered as noise. An image fill operation is performed to change these 

isolated background pixels to foreground pixels. 

3. To nullify the effect of size increase, due to the dilation operation, of the melanoma regions 

in step 1, an erosion operation is performed. A disc structuring element with 7 pixels radius 

is used. 

4. Connected melanoma regions with small areas are removed using an area thresholding 

method. In this Chapter, an area threshold of 600 pixels (equivalent to 150 µm2 area) has 

been used. 

 

Figure 6.5. Example of intermediate output images of the MRD module. Melanoma nuclei mask (a) 

obtained using the proposed CNN, (b) melanoma nuclei mask (in blue) superimposed on the original 

H&E image (c) after dilation, (d) after image fill, (e) after erosion, and (f) after area thresholding 

operations. In Figs. (b)-(f), the intermediate melanoma masks are superimposed on the H&E image to 

show more insights. 
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Figure 6.5 shows examples of the intermediate results obtained by the above operations. It is 

observed that the output of the MRD module shows an excellent melanoma region segmentation 

compared with the ground truth image shown in Figure 6.4 (a). Note that we also implemented an 

MR generation technique by applying image closing followed by image fill and area threshold. 

But the overall performance is not as good as the MRD module. 

6.4. Results and Discussion 

In this section, we present the performance of the proposed technique and compare it with state-

of-the-art techniques. The performance of the Nuclei Segmentation module is presented first 

followed by the performance of MRM module. 

6.4.1. Nuclei segmentation performance 

In this section, the nuclei segmentation mask obtained by the INS-Net will be evaluated. The 

segmentation performance is evaluated using 30 H&E-stained block images, each with 1000×1000 

color pixels. The segmentation performance of the INS-Net is evaluated and compared with 

handcrafted feature-based algorithms: gLoG+mRLS and Voting+Watershed techniques as well as 

CNN-based techniques using SegNet, U-Net and NS-Net architectures. The segmentation 

performance is evaluated using the Accuracy, Precision, Recall (also known as Sensitivity), and 

Dice score [59] measures defined as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
× 100% 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
× 100% 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100% 

𝐷𝑖𝑐𝑒 𝑆𝑐𝑜𝑟𝑒 =
2𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
× 100% 

where TP, TN, FN and FP denote the number of true positive, true negative, false negative and 

false positive pixels, respectively. Table 6.2 shows the segmentation performance of different 

techniques. It is observed that the deep learning algorithms provide excellent performance 

compared to the classical feature-based algorithms. This is because the classical features are less 

sensitive to the diversity of the cell nuclei in the skin tissue. For example, the melanoma cells tend 
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to have light and inhomogeneous color (see Figure 6.1) and that causes miss detection of the 

melanoma cells in the gLoG+mRLS and Voting+Watershed techniques. 

TABLE 6.2. NUCLEI SEGMENTATION PERFORMANCE ON H&E-STAINED IMAGES. 

Techniques Accuracy Precision Recall Dice score 

Voting+Watershed [44] 83.64 78.24 84.64 81.31 

gLoG+mRLS [96] 76.67 79.27 60.25 68.46 

SegNet [67] 87.84 84.16 87.53 85.81 

U-Net [81] 78.79 87.41 57.87 69.63 

NS-Net [103] 90.21 87.20 89.90 88.52 

INS-Net (proposed) 94.12 90.32 88.05 89.17 

In this work, the SegNet, U-Net and NS-Net and the proposed INS-Net architectures are trained 

with the same number of training images. The configuration of the CNN architectures is shown in 

Table 6.3. Figure 6.6 shows the subjective comparison of Voting+Watershed, gLoG+mRLS, 

SegNet, U-Net, NS-Net and the proposed INS-Net architecture. It is observed that the INS-Net 

architecture provides an excellent nuclei segmentation performance, whereas gLoG+mRLS, 

Voting+Watershed techniques miss a few cell nuclei due to the inhomogeneity in the cell nuclei 

color. It is also observed that the U-Net architecture does not perform well compared to the other 

techniques because the overfitting due the large number of the filters that are used in the cell nuclei 

segmentation. 

TABLE 6.3. CONFIGURATION OF THE CNN ARCHITECTURES USED IN PERFORMANCE EVALUATION. 

NOTE THAT PBS-RESNET DOES PATCH-BASED SEGMENTATION DIRECTLY AND DOES NOT PERFORM 

NUCLEI SEGMENTATION. 

CNN Architecture Convolutional 

layers 

No. of Trained 

parameters 

Filter size No. of Filters per layer 

SegNet [67] 8 225,542 3×3 64 

U-Net [81] 11 905,472 3×3 (64, 128, 256) 

NS-Net [103] 5 150,336 (3×3)- (11×11) 64 

PBS-ResNet [104] 53 22676052 (1×1)- (7×7) (64, 128, 256,512,1024, 2048) 

INS-Net 18 225,987 (3×3)- (21×21) 64 
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Figure 6.6.  Subjective comparison of cell nuclei segmentation results (contoured in blue color) (a) 

original test image, (b)-(g) Segmentation results for Voting+Watershed, gLoG+mRLS, SegNet, U-

Net, NS-Net and the proposed INS-Net techniques, respectively. 

 

Figure 6.7. Subjective comparison of nuclei classification results of H&E-stained image shown in Figure 

5.1. (a) The ground truth image, nuclei classification results of (b) NS-Net+FC, and (c) the proposed INS-

Net. 
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Figure 6.7 shows visual examples of melanoma nuclei classification results using the NS-Net+FC, 

and the proposed INS-Net compared with ground truth image. In Figure 6.7 (c), it is observed that 

the INS-Net has better nuclei classification results compared to the NS-Net+FC outputs shown in 

Figure 6.7 (b). The mis-classification results of the melanoma nuclei can impact negatively on the 

obtained melanoma regions detected by the MRD module. Note that accurate melanoma nuclei 

classification results are important to obtain a good MR detection performance by the MRD 

module. 

6.4.2. Melanoma Region Detection performance 

In this section, the intermediate output images of the MRD module are evaluated after each 

operation. The melanoma segmentation performance of the proposed INS-Net+MRD is then 

compared with output of PBS-ResNet [104] and NS-Net+FC+MRD techniques.  

The subjective comparison of the MRD module in the NS-Net+FC+MRD technique and the 

proposed INS-Net+MRD technique are shown in Figure 6.8. It is observed that the overall 

melanoma region detection performance of the proposed technique is superior to that obtained by 

the NS-Net+FC+MRD technique. This is primarily because the accuracy of the melanoma nuclei 

classification of the NS-Net+FC technique is not very high. 

 

Figure 6.8. Subjective comparison of MRD results (a) The ground truth image (b) Melanoma detection 

using NS-Net+FC+MRD technique and (c) Melanoma detection using INS-Net+MRD technique. 



91 

 

The MRD module is now objectively evaluated in terms of Accuracy, Precision, Recall, and Dice 

score. Table 6.4 shows the ablation study of different steps for the melanoma segmentation 

performance of the MRD module. It is observed that the performance improves with each added 

step. The overall performance of the MRD module (with all four steps) is shown in the last row of 

the table. It is observed that the Dice score of 83.81% is achieved by the MRD module. 

TABLE 6.4. MELANOMA SEGMENTATION PERFORMANCE OF VARIOUS STEPS OF THE MRD MODULE. 

Steps Accuracy Precision Recall Dice 
Coefficient 

Dilation 95.14 80.27 49.87 61.55 

Dilation+Image Fill 94.66 69.88 88.25 78.00 

Dilation+ImageFill+Erosion 95.80 76.35 85.97 80.88 

Dilation+ImageFill+Erosion+AreaThresh 97.70 83.22 87.08 85.10 

The melanoma regions detected by the proposed INS-Net+MRD technique are now compared with 

those obtained by the state-of-the-art techniques: PBS-ResNet [104] and NS-Net+FC+MRD. In 

the PBS-ResNet, the H&E whole slide image is first divided into non-overlapping blocks of size 

64x64 (RGB) pixels. Each block is then classified into melanoma, non-melanoma, and background 

blocks using the ResNet-50 CNN classifier. The ResNet-50 CNN classifier has been trained with 

19,016 images for each of the three classes. In the NS-Net+FC+MRD technique, the melanoma 

nuclei in a H&E whole slide image are detected using the NS-Net+FC technique [103], which uses 

NS-Net for the nuclei segmentation followed by nuclei classification (to detect the melanoma 

nuclei) using SVM. The detected melanoma nuclei are then passed through the MRD module to 

obtain the melanoma regions. 

Figure 6.9 shows a visual example of the melanoma region detection on the H&E skin whole slide 

image shown in Figure 6.1. The PBS-ResNet generates a significant number of FP and FN regions 

throughout the image due to the misclassification of patches (of size 64x64). The NS-

Net+FC+MRD generates a significant number of FP and FN pixels due to the misclassification of 

melanoma nuclei. On the other hand, it is observed that the INS-Net+MRD provides a superior 

segmentation performance. This is because the technique first classifies the melanoma nuclei and 

builds the melanoma region by merging the detected nuclei, resulting in a superior performance. 
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Figure 6.9. Subjective comparison of the detected melanoma regions. (a) The ground truth segmentation 

mask (green contour), melanoma regions detected by (b) PBS-ResNet, (c) NS-Net+FC+MRD, and (d) INS-

Net+MRD. The melanoma regions are shown with blue contour. The last row shows the FP (green), 

TP(green), FN (red) and TN(black) regions. 
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The segmentation performance is now compared objectively with respect to accuracy, precision, 

recall, Dice score (defined before) as well as Jaccard index as defined below. 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑 𝑆𝑐𝑜𝑟𝑒 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
× 100% 

Table 6.5 shows the melanoma segmentation performance of the proposed technique and two state 

of the art techniques. It is observed that the proposed INS-Net+ MRD has superior results in terms 

of Precision, and Accuracy compared with the PBS-ResNet and NS-Net +FC+ MRD techniques. 

The INS-Net+MRD shows the best performance compared with the PBS-ResNet and NS-

Net+FC+MRD techniques. The computational complexity of various melanoma region detection 

techniques is now compared in terms of the execution time as shown in the last column of Table 

6.4. The average execution time (for both nuclei segmentation and melanoma detection) for a WSI 

in testing mode is calculated. In this Chapter, all techniques were implemented using MATLAB 

R2020a and run on a Windows 10 workstation with Intel i7-6700K CPU, 12 GB RAM, and 

NVIDIA GeForce GTX 745 graphic card. Note that the CNNs were implemented using the Deep 

Network Designer Toolbox. 

The PBS-ResNet [24] requires the lowest execution time (about 184 seconds) as it classifies the 

patches directly. On the other hand, the NS-Net+FC+MRD [103] requires the highest execution 

time (about 1034 seconds). Note that in this technique the FC (for Feature extraction and 

Classification) takes about 50% of the overall execution time. The CNN segmentation architecture 

requires more time compared with the CNN classifiers as the CNN segmentation classifies each 

pixel in the image instead of classifying the whole patch. The proposed INS-Net+MRD technique 

also requires a long execution time (about 402 seconds) due to the nuclei-based segmentation. 

However, an increase in the computational complexity is offset by the superior melanoma region 

detection performance of the proposed technique. 

TABLE 6.5. MELANOMA REGION DETECTION PERFORMANCE. 

Technique Accuracy Precision Recall Dice score Jaccard 

score 

Exec 

time (in s) 

PBS-ResNet+MRD [104] 89.78 68.14 83.88 75.19 66.26 184 

NS-Net+FC+MRD1 [103] 95.521 80.11 84.36 81.95 70.21 1034 

INS-Net+MRD (proposed) 97.70 83.22 87.08 85.10 74.07 402 
1MRD has been added to [103] for generating the melanoma regions. 
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6.5. Conclusions 

This Chapter proposes an automated technique to detect melanoma regions in skin tissue image 

stained with H&E. The technique segments the cell nuclei in H&E-stained image using a deep 

learning INS-Net architecture. The INS-Net architecture segments the image into melanoma 

nuclei, non-melanoma nuclei and background regions. The segmented melanoma nuclei are then 

used to generate a melanoma mask using the MRD module. The proposed technique provides an 

excellent segmentation performance with a low computational complexity. The future work 

includes measuring the melanoma depth on skin tissue on H&E-stained images. 
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Chapter 7 

Conclusions and Future Research Directions 

In recent decades, image analysis and machine learning techniques have been very useful tools for 

assisting pathologists to grade and diagnose different diseases. In this thesis, several techniques 

have been proposed to grade and detect skin cancer in histopathological images. These techniques 

can  provide a quantitative analysis of skin and lymph biopsy images. In this chapter, we 

summarize the main contributions in this thesis and discuss a few future research directions.  

7.1. Main Contributions  

Four CAIA systems are proposed to detect and grade melanoma regions in skin and lymph node 

histopathological images. The contributions of this thesis are summarized in the following. 

Chapter 3 presented the first CAIA system to grade melanoma by calculating the PI values on 

lymph node tissue. The proposed technique segments the lymph nodes on biopsy images generated 

with different stains. It also detects the melanoma regions on a MART-1 stained image. The 

segmented melanoma region is then mapped on the corresponding Ki-67-stained image. The PI 

values are calculated by applying the Otsu threshold to segment the nuclei in the melanoma region 

on Ki-67 images. The segmented nuclei regions are then classified into passive and active nuclei 

using a SVM classifier. The proposed CAIA system shows an excellent performance compared 

with ground truth data. 

Chapter 4 presented an automated technique to calculate the PI using a CNN based algorithm. 

The proposed CNN segments Ki-67-stained images into three classes:  active nuclei, passive nuclei 

and background regions. The proposed CNN consists of three Paths: Path A, Path B and Path C. 

The Path A is used to extract fine features of nuclei, whereas the Path B is used to extract coarse 

segmentation of nuclei. The proposed technique achieves a superior performance compared with 

state-of-the-art techniques such as PI-SegNet, PI-UNet and DeepLab. 

Chapter 5 presented a technique to classify the nuclei in H&E-stained lymph node images into 

melanoma and non-melanoma nuclei. The proposed technique used a CNN followed by an SVM 

classifier. The CNN architecture segments an H&E-stained image into two regions: nuclei and 
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background regions. The SVM classifier then classifies each nuclei region into melanoma and non-

melanoma. Experimental results show that the CNN can segment the nuclei with more than 90% 

accuracy. The proposed technique has a low computational complexity. 
Chapter 6 presented a technique to detect the melanoma regions on H&E-stained skin images. 

The technique used a CNN followed by an MRD module to detect melanoma regions. The CNN 

architecture is used to segment the H&E-stained images into three classes: melanoma nuclei, non-

melanoma, and background regions. The MRD module is then used to detect the melanoma regions 

by applying a series of morphological operations. Experimental results show that the proposed 

method can segment the nuclei with more than 90% accuracy and detecting the melanoma regions 

with around 96% accuracy. 

 

7.2. Future Research Directions 

Although this thesis has developed several key techniques for automated analysis of skin biopsy 

images, there are many research directions in which this work can be extended to assist 

pathologists in real clinical settings. A few future research directions are presented in the 

following. 

Detection of Melanocytes in H&E-Stained Image 

It is difficult to detect melanoma in a H&E-stained image as melanocytes visually look like any 

other keratinocytes in the WSI. That is why to confirm melanoma, pathologists use MART-1-

stained image as MART-1 can detect melanocytes with high specificity. Unfortunately, MART-1 

staining is not available everywhere and is also costly. It would be helpful to develop machine 

learning techniques to detect melanocytes accurately in H&E-stained image. 

Proliferation Index Calculation using H&E and Ki-67 stains 

After an efficient machine learning technique is developed to detect melanocytes in H&E-stained 

image, the next task will be to develop a technique for calculating proliferation index values by 

analyzing H&E and Ki-67 stained WSI. This will simplify the techniques proposed in Chapters 3 

and 4 and reduce the cost as well. The technique will be able to detect melanoma even in the 

presence of nevus. 
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Grading of Melanoma using PD-L1 score 

The immune system consists of bone marrow, spleen, thymus and lymph nodes (see Figure 1.5 in 

Chapter 1). The PD-L1 score, calculated by analyzing active T-cells, is often used by the doctors 

to determine the immune therapeutic response of a patient. The future research can develop a 

technique to calculate the ratio of melanoma cells that generate PD-L1 protein to the total 

number of cells in the tissue using PD-L1 WSI. This would help the doctors to determine the 

immune therapeutic response of a patient. 

Anomaly detection 

The anomaly detection can be a very useful tool in clinical practice to help doctors to pay more 

attention to anomaly (or abnormality) present in histopathological images. This can be carried 

out in two stages. In the first stage, an efficient machine learning technique can be developed 

to detect the anomaly patterns, textures, and suspicious shapes in histopathological images. 

Once an anomalous histopathological slide is detected, doctors can use the developed 

techniques in the second stage to obtain quantitative analysis of the tissue. 
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Appendix A 

A.1 Dataset used in Chapter 3 

Figure A.1 shows the dataset used in Chapter 3. In this study, 10 pairs of histopathological images 

obtained using MART-1 and Ki-67 stains were collected from the Cross-Cancer Institute, 

University of Alberta, Canada in accordance with the protocol for the examination of patients with 

melanoma cancer. The histopathological slides were digitized under 40X magnification using 

aperio scanscope slide scanner. The obtained WSIs are with size around 60,000×31,000 pixels 

(0.25 µm/pixel resolution) and each WSI contains several lymph nodes. Each of these lymph nodes 

typically contain 2-4 melanoma regions. 

 

Figure A.1. Lymph node histopathological tissue image dataset. A total of 39 SLN images from 10 

tissue sections (from 10 patients). Note that the WSI images with same color contour belong to the 

same lymph node tissue, but consecutive sections, stained with different stains (H&E, MART-1, Ki-

67, CD-45, and S100). 
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A.2 Dataset used in Chapter 4 

In this study, 10 pairs of histopathological images obtained using MART-1 and Ki-67 stains were 

used. The images are a subset of images described in Appendix A.1. Each of the lymph nodes 

typically contain 2-4 melanoma regions. A total of 70 ROI (Region of Interest) windows with size 

1280×704 pixels (in Ki-67 images) are cropped from the lymph nodes of the 10 Ki-67 images 

(from both tumor and non-tumor regions) and are used as the training and testing sets. These ROI 

images are shown in Fig. A.3. The melanoma and non-melanoma regions in the Ki-67 images are 

determined by using the corresponding MART-1 images. Note that each window contains a large 

number of cell nuclei (active and passive cells). 

 

 

Figure A.2. Ten pairs of Histopathological Images obtained using the MART-1 and Ki-67 stains. 
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Figure A.3. Seventy ROI windows, each with size 704x1280 pixels, used for the PI calculation. 

Note that the seven images in a row belong to the same patient. 
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A.3 Datasets used in Chapter 5 and Chapter 6 

In this study, 4 pairs of whole slide histopathological images, shown in Fig. A.3, obtained using 

MART-1 and H&E stains were used. These images MART -1 and H&E stains were collected from 

the Cross-Cancer Institute, University of Alberta, Canada in accordance with the protocol for the 

examination of patients with melanoma cancer. The histopathological slides were digitized under 

40X magnification using Aperio scanscope slide scanner. The images are obtained from skin tissue 

slides and it been diagnosed with melanoma, which appears with brown regions in MART-1 slides. 

The goal of this study is to segment the melanoma regions in H&E-stained images. The ground 

truth melanoma regions in a H&E-stained image were generated from the corresponding sequential 

MART-1-stained image. 

 

Figure A.4. Four pairs of Histopathological Images (WSI) with MART-1 and H&E stains. 
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H&E Blocks with the corresponding MART-1 Blocks 

Figure A.5 shows the extracted H&E blocks on the first row (inside a black rectangular contour) 

with corresponding MART-1 blocks on the second row and so on. 

 

Figure A.5. Two hundred ROI windows, each with a size of 1000x1000 pixels, extracted from the 

four slides in Figure A.3. Note that the first row in each row-pair (inside a black rectangular contour) 

shows the H&E-stained blocks and the second row shows the corresponding MART-1 blocks. 
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H&E Blocks with corresponding Nuclei Ground Truth Segmentation Masks 

Figure A.6 shows the extracted H&E blocks on the first row with the corresponding nuclei 

ground truth segmentation masks on the second row (inside the black rectangular blocks). 

 

Figure A.6. The H&E-stained blocks in Fig. A.4 with the corresponding ground truth 

segmentation masks shown in the first and second rows (inside a black rectangular contour), 

respectively. Note that the melanoma nuclei, non-melanoma nuclei and background pixels are 

shown in red, blue, and white color, respectively. 


