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Abstract

Simple engineering expressions capable of predicting the cross sectional geometry of weld

beads deposited using laser cladding technologies are presented. The formulae can de-

termine the width and maximum height of a single clad bead directly from fundamental

engineering principles. These parameters have practical implications in targeting specific

clad thickness and predicting the overlap between beads to create continuous protective

surface layers. This work has been developed to address the problems associated with

implementing state of the art numerical simulations that are often too difficult, costly,

and time consuming for practitioners to use and empirical expressions that cannot be

applied outside a rigid set of parameters or for a particular material system. The ap-

proach in this work decouples the heat and mass transfer aspects of the cladding process

considering first the heat transfer in the substrate to estimate the molten pool boundaries

and secondly, the interactions of the powder cloud with the molten pool to predict the

mass transfer and resulting clad build up.

For the thermal analysis, scaling principles and asymptotic considerations are applied

to Rosenthal’s point heat source. Expressions are presented for the maximum width of

any isotherm directly, which, applied in the context of the melting temperature, output

the maximum width of the molten pool. This characteristic value of the molten pool is

the width of cross section of the solidified clad. Point heat source estimates are shown to

be consistently within 70% for a wide range of laser powers, powder feed rates, and travel

speeds in coaxial laser cladding of nickel-tungsten carbide alloys (Ni-WC). To improve the

prediction, a numerical solution was developed to Eagar’s dimensionless representation

of isotherm geometry for a Gaussian heat source. For the same set of experiments, the

numerical approach predicts the cross section within ±10% of actual measurements for

clad width and height. The role of convection in the heat transfer of the molten clad pool
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is evaluated using an existing framework for welding systems. This analysis is applied to

the Ni-WC composite system, which indicates that conduction is more significant than

convection under typical process conditions for this high solid fraction weld overlay. This

result supports the use of a conduction based model to predict isotherm geometry in the

proximity of the heat source and melt zone.

Considering the mass transfer of the process, the bead profile is shown to be accurately

represented by a parabola for the circular geometry of the laser beam and experimental

conditions in this work. A new model for catchment efficiency (mass transfer efficiency)

is proposed relating the area ratio of the projected powder cloud and molten pool to

this efficiency. An expression for the height of the bead is proposed by combining the

curvature of the bead surface, the catchment efficiency, and an overall mass balance of

the cross section. Predictions for catchment efficiency for the Ni-WC experiments in this

work were shown to be within ±10% for all but the low laser power tests. For these

same tests, estimates for the calculated height were shown to consistently over predict

the bead height by 20%.

The final result is a series of simple equations for width and maximum height of a

single clad bead that can be solved easily based upon parameters known prior to cladding.

The results of this work are based upon fundamental engineering principles and therefore

can be generally applied outside of a particular material system and in some cases are

even applicable to other cladding and welding processes.
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Chapter 1

Introduction

1.1 Introduction

Lasers for industrial welding and coating applications have become increasingly important

in early 21st century as an alternative to traditional plasma arcs [1–3]. The application of

weld coatings for the purposes of modify surface characteristics or dimensional build-ups

and repair is termed “cladding”. Laser cladding is an overlay deposition technology where

metallic or composite based coatings are metallurgically bonded to a substrate in near-

net shape geometry using a laser heat source. These value added coatings, commonly

referred to as “clads” or “overlays”, are applied for surface modification for improved

wear or corrosion resistance or for dimensional repairs of high value components. Typical

clads are on the order of 4 to 5 millimetres in width and one millimetre in height, and by

overlapping clad beads it is possible to create protective material coatings encompassing

entire surfaces. Laser cladding relies on a highly localized laser heat source to melt a

substrate creating a liquid melt pool similar to traditional arc welding processes. A

powder substrate is supplied to the pool from a lateral (from the side) or coaxial (along

the beam axis) feed system using a carrier gas. The solid powder interacts with the

beam and melts as it penetrates the molten surface of the clad pool. The substrate is

manipulated using computer numeric controlled (CNC) or robotic systems, and as the

1
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stationary beam traverses across the moving surface, the molten pool solidifies creating

the clad. An overview of a coaxial robotic laser assembly (the focus of this analysis) and

a schematic of the process are shown in Figure (1.1).

Figure 1.1: Left: Large mining component being manipulated with a CNC system relative to
a robotic laser assembly. Right: Schematic of a typical coaxial laser system.

Laser cladding offers a unique combination of low heat input, fast solidification rates,

small thermal distortions, and high welding speeds [4, 5]. Particularly attractive to clad

coatings is the small fusion zone of the process, which can yield micron sized heat affected

zones with a minimum dilution of the substrate. The lack of mixing between different

layers helps maintain the integrity and performance of the clad, which is often of dissimilar

metal composition. For wear applications, composite clad materials consisting of a matrix

phase interspersed with a secondary ceramic phase have become the leading material

systems for abrasion based wear applications [1]. These material systems can be split

into two groups: non melting secondary phase systems and precipitating secondary phase

systems. The non-melting secondary phase group relies on the low heat input of the laser

process to minimize dissolution to the secondary reinforcing particles that are present

in their final form in the feed powder. A key example of this is the nickel-tungsten

carbide (Ni-WC), which contains hard, ceramic WC particles embedded in the nickel-
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based matrix. This system is the focus of the experimental work in this thesis. The

precipitating secondary phase group takes advantage of the fast cooling characteristics of

the process to promote fine dispersion and uniform distribution of the reinforcing phase

that forms in-situ during solidification. An example of this solidification mechanism is

found in chromium carbide overlays with the primary M7C3 carbides nucleating during

solidification. Common material systems for hardfacing and component refurbishment

are nickel based super alloys such as alloy 625 and 718, cobalt based super alloys, and

martensitic stainless overlays in addition to the Ni-WC and chromium based overlays

discussed prior.

The geometry of the deposited laser clad bead is a key factor determining important

parts of the process such as the number of overlapping beads required to coat entire

surfaces and the number of layer-on-layer passes to target a specific thickness. In the

case of excessive deposited thickness, post-clad grinding operations are required, which

are time consuming and costly particularly for wear resistant material systems. Predictive

tools for the bead geometry exist in literature with authors taking a variety of numerical

[3, 5–14], analytical [4, 15–18], regression/experimental [15, 19–21], neural network [22],

and combined approaches [23]. Despite the enormous promise of bead geometry models

for process optimization, the industry at large has not yet benefited greatly from a

scientific approach to laser materials processing.

The primary challenge in the modelling of clad geometry is obtaining a balance be-

tween complexity and application in practice. Analytical and experimental models can be

more easily applied by practitioners and engineers in the field but are often oversimplified

to the point where they fail to make predictions outside of the conditions from which they

are generated. Typically, this approach reduces the mathematical difficulty by neglect-

ing complex interactions between the laser beam, powder particles, and substrate. The

most common assumptions are neglecting latent heat of phase transformations, mod-
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elling Gaussian beam shape and power distribution, ignoring powder preheat due to

beam attenuation, instantaneous pool mixing, and zero powder mass loss. While these

simplifications can provide practical solutions, they quickly break down at industrially

relevant conditions as the aforementioned assumptions are no longer valid.

Increased modelling complexity comes from consideration of the simplifying assump-

tions of analytical models of the past. This complexity has necessitated finite element

and fluid flow models to account for material thermophysical properties as a function of

temperature, latent heats, solid-liquid interactions in the molten pool, particle preheats,

and complex laser power density, and thermocapillary flows. This approach requires con-

siderations of coupled energy, mass, and momentum equations, but these models remain

computationally challenging and complex. Such numerical approaches require experts in

the fields of heat transfer, mass transfer, fluid flow, and computer simulation. Current

state of the art numerical models are typically validated in a particular range and for a

particular material system; however, rarely does this range correspond to relevant levels

of industrial cladding processes. One of the greatest shortfalls of modern modelling is the

inability to make generalizations outside a single material system. The validation step

of most models is limited to a single material case. The narrow scope of this validation

does not lend itself to widespread applicability, and conclusions drawn from each study

must be considered on a case to case basis.

The current state of laser clad modelling is stuck between simplistic analytical models

and overly complex numerical simulations. No intermediate solution exists that is simul-

taneously easy to use, meaningful, and general simultaneously. As a result, the industry

continues to use a primarily trial and error approach to cladding procedure development.

Limited to no use of predictive tools for bead geometry are implemented; instead, oper-

ators rely on experience to make in-process manipulations based on the appearance of

the molten bead and measurement of deposited material. The operator of a laser system
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controls critical parameters such as laser power, powder feed rate, and travel speed within

prescribed limits until they obtain a product that meets dimensional and quality con-

trol requirements. The variability and uncertainty in clad geometry is largely the result

of a lack of understanding of individual parameter effects on the process, where often

even the direction of necessary adjustments is unknown. This complexity is the result

of the interdependence of the multiple process parameters on the physical mechanisms

governing clad geometry simultaneously. For example, beam power and powder flow rate

are often increased simultaneously to maximize the rate of coating deposition. Greater

particle presence in the beam increases scattering caused by absorption and reflection of

the incident beam prior to reaching the substrate. Beam power is increased to balance

this effect, which also increases the energy absorption of the powder cloud as the powders

are preheated prior to reaching the clad pool. It has been observed that there is a limit

to powder flow rate until increases in beam power cannot compensate and create a stable

pool. This sudden change in behaviour of the cladding process highlights the complexity

and coupling of the phenomena involved. Many such interdependencies exist in laser

cladding making direct isolated parameter-output relations difficult from theory.

The new understanding of this work comes from both the implementation of scaling

principles to the field of laser clad modelling and the application of fundamental engineer-

ing principles to develop meaningful, general process models. For the scaling analysis,

dimensionless groups representing the dominant phenomena under industrially relevant

conditions are identified. Dimensional analysis helps reduce the problem complexity from

a large number of process variables down to the meaningful groups of parameters on which

the problem truly depends. Scaling approaches such as those by Rivas [24], Roy [25],

Fuerschbach [26], and Mendez [27–29] have addressed the shortcomings of simpler and

practical approaches by considering multiple phenomena through dimensionless groups.

These authors have shown that this approach is capable of making meaningful predic-
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tions boundary layers, peak pool temperatures, and regimes of dominant physics during

welding processes. This approach is implemented in this work to reduce the complexity of

the cladding process into a set of useful and reliable heuristics obtained from knowledge

of the physical principles involved, not just casual observation. The result is new insight

into the fundamental heat transfer, mass transfer, and fluid flow mechanisms in laser

cladding processes. The practical implications are the reduction of qualification times

for new material systems, lessened post-clad machining times, and the identification of

scientifically determined process windows. Substantial benefits in the form of improved

productivity and reduced costs in the production of laser clad overlays can be realized.

1.2 Objectives

The main objective of this research project is to illustrate that the cross sectional geom-

etry of a laser clad weld bead can be predicted in a general, simple, and accurate way.

In order to achieve this goal, the following objectives have been established:

• Establish a mathematical framework to identify the laser clad bead width from

fundamental heat transfer equations.

• Propose an expression for the maximum height of a laser clad bead using mass

conservation principles.

• Apply the developed models to experimental tests to illustrate its applicability for

a range of laser processing conditions.

• Evaluate the role of fluid flow in the heat transfer of a laser clad pool for typical

cladding conditions.
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These objectives have been evaluated for the composite Ni-WC system in this thesis,

but can be extended in theory to any alloy system using the expressions developed in

this work.

1.3 Thesis Outline

This thesis consists of 5 chapters (not including the introduction) focusing on achieving

the above objectives. An brief outline of each chapter is included below.

• Chapter (2) presents a new definition for mass capture efficiency (colloquially

“catchment efficiency”) of composite weld overlays. The proposed equations are

capable of distinguishing between the catchment of each constituent in a two com-

ponent powder feed. The results are then used to calculate catchment efficiency of

Ni-WC laser clad overlays deposited under a variety of process conditions.

• Chapter (3) outlines a new methodology that proposes direct predictions of max-

imum isotherm width from Rosenthal’s thick plate solution. The results of this

theoretical heat transfer analysis are then applied to the laser cladding experi-

ments performed in Chapter (2) to predict bead width from the melting isotherm.

• Chapter (4) presents the keystone publication of the thesis, which presents the pre-

diction of bead width from a numerical solution to the dimensionless Gaussian heat

source equation proposed by Eagar [30]. This section also presents a new model for

catchment efficiency, which can be predicted from knowledge of the powder cloud

geometry and isotherm width, along with a prediction of maximum bead height

from fundamental engineering principles. The models and procedures developed
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here are then applied to the experiments of Chapter (2).

• Chapter (5) characterizes the role of convection in the heat transfer of Ni-WC alloys

deposited using laser cladding processes. The methodology employed here is based

on an existing framework presented by Rivas and Ostrach for molten metals, which

applies to the Ni-WC system in this work [24].

• Chapter 6 summarizes the major findings of the thesis and presents concrete con-

clusions. A future work section is also included to address remaining issues and

areas of potential future development to build on the results of this work.
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Chapter 2

Dissagregated Metal and Carbide
Catchment Efficiencies in Laser
Cladding of Nickel-Tungsten
Carbide

2.1 Introduction

Powder based welding processes such as laser cladding or plasma transfer arc welding

(PTAW) are the industry standard for depositing tungsten-carbide based wear resistant

coatings [1]. The dimensions, performance, and cost of the final coating or “clad” are

directly dependent on the amount of free flight powder that adheres to the molten surface

of the clad pool contributing to the clad build up [1–3]. Not all of the powders that exit

the cladding head end up as part of the clad bead; the fraction of powders that do is

termed the “catchment efficiency” by practitioners.

The focus of this analysis is the efficiency in laser deposition of nickel tungsten carbide

(Ni-WC) overlays. The Ni-WC powder blend contains two parts: a primarily Ni powder

(referred to hereafter as metal powder), which solidifies to create the matrix and ceramic

tungsten carbide particles, which serve as the wear resistant phase in the overlay. The

carbides must remain unmelted during the cladding process, contrary to most other wear

11
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protection alloys such as chromium carbide where the reinforcing phase forms in-situ

during solidification. Although the microstructural aspects of the Ni-WC are not a focus

of this analysis, it is important to note that the WC symbol in Ni-WC does not directly

refer to the stoichiometric 1:1 form of the carbide only and is used interchangeably with

WC, W2C and the non-stoichiometric WC1−x. The carbide form used in this analysis is

the non-stoichiometric WC1−x.

There have been various contributions to the understanding of catchment efficiency

in literature, which can be grouped into two categories: models of catchment efficiency

and experimental exploration of laser parameter to optimize efficiency.

Among models of efficiency, Picasso et al. developed a numerical algorithm to com-

pute powder efficiency accounting for the angular dependence of laser power absorption

and melt pool shape based on a Gaussian heat distribution [4]. Lin and Steen presented a

model of efficiency based on the geometry of the powder stream at the nozzle focus point,

molten pool, and the degree of overlap between the powder stream and molten pool [5].

Frenk et al. proposed a model of efficiency for off-axis laser cladding with a theoretical

maximum mass efficiency of 69% that was experimentally validated [6]. Partes studied

the effects of melt pool geometry and nozzle alignment on catchment efficiency taking

into account particle time of flight and surface melting under the beam [7].

Researchers that have studied parameter optimization for laser cladding of homo-

geneous alloys include Oliviera et al. who analyzed the effect of laser power, powder

feed rate, and substrate travel speed on powder efficiency and proposed experimentally

determined correlations to fit 316 L stainless steel cladding trials [8]. Gremaud et al.

determined the optimal efficiency for thin walled structures made of single stacked laser

clad beads. This work explored the effect of travel speed and powder feed rate on effi-

ciency for a variety of alloys [9]. A select few researchers have also studied the efficiency

of laser cladding of Ni-WC.
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Powder efficiency in Ni-WC laser cladding is relatively unexplored. Zhou et al. studied

the effect of laser spot dimensions with laser induction hybrid cladding on efficiency of

Ni-WC coatings, but did not directly report values for efficiency. Increases in bead width

and height were qualitatively correlated to increased capture efficiency [10]. Angelastro

et al. optimized the process parameters of power, powder feed rate, and travel speed for

a multilayer clad of Ni-WC with Co and Cr additions reporting only an overall value for

deposition efficiency [11].

Of the researchers who have measured and modelled efficiency most have used ho-

mogeneous single component powder feeds, and for those who have directly worked with

Ni-WC none have discriminated between components. This work presents for the first

time a detailed analysis of individual component efficiencies for a mixed powder feed,

linking the mass capture of two types of immiscible powders to measurable quantities of

the process and the cross section of the deposited clad. In this work, laser power, powder

feed rate, and travel speed are varied to study the effects on carbide and metal powder

catchment efficiency independently.
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2.2 List of Symbols

Symbol Unit Description
aB1 m Lattice parameter of the cubic WC1−x unit cell
AbD m2 Dilution area of the clad bead
AbR m2 Reinforcement area of the clad bead
AbT m2 Total clad area
ηm 1 Combined catchment efficiency of both powders
ηmc 1 Catchment efficiency of the carbide only
ηmm 1 Catchment efficiency of the metal powders only
ε 1 Total uncertainty

fmcp 1 Weight fraction of carbide in the powder feed

fmmp 1 Weight fraction of metal powders in the powder feed

fvcb 1 Volume fraction of carbide in the clad bead

mc kg Mass of WC1−x unit cell
m′cb kg m−1 Linear mass density of carbide in the clad bead
mcp kg Mass of carbide in the powder feed
m′cp kg m−1 Linear mass density of carbide in the powder feed

mmp kg Mass density of metal powder in the powder feed
m′mp kg m−1 Linear mass density of metal powder in the powder feed

ṁp kg s−1 Total mass transfer rate of the powder feed
mp kg Total mass of the powder feed
MC kg mol−1 Molar mass of carbon
MW kg mol−1 Molar mass of tungsten
NA atoms mol−1 Avegadro’s number
NC atoms Number of carbon atoms in the WC1−x unit cell
NW atoms Number of tungsten atoms in the WC1−x unit cell
q W Laser power
ρc kg m−3 Density of the carbide
ρm kg m−3 Density of the metal powders
tp s Time for the powder collection test
U m s−1 Substrate travel speed
Vc m3 Volume of the WC1−x unit cell
Wf 1 Weight fraction

1−X 1 Stoichiometry of carbon phase in the WC1−x phase
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2.3 Experimental Setup

2.3.1 Laser Cladding Equipment

For the experimental trials performed here, the power source was a Rofin Sinar HF860

6.0 kW CO2 laser assembly with water cooled copper mirror optics. The focal distance of

the final beam focusing mirror was 345 mm (13.595”), and cladding was performed 19 mm

(0.75”) out of focus beyond the focal point conforming to typical industrial practices. A

GTV GmbH & Co. Twin 2/2 disk powder feeder was used to meter powder to the

cladding nozzle with a set Ar carrier gas flow rate of 6.5 L/min. The cladding nozzle

was a coaxial Fraunhofer Coax-8 production nozzle capable of feed rates up to 150 g/min

through a series of 50 equally spaced ports between two concentric conical guides. Ar

shield gas flow rate was set at 45 cfh. The substrate positioning system is a CNC

controlled x-y lathe bed with a mounted four jaw chuck headstock and tailstock spindle

support. Surface rotation speeds were programmed into the CNC system for a given

diameter substrate. For the precision equipment used, it was considered that the actual

rotation speed matched its set point.

2.3.2 Powder Feed

The powder feed used in this analysis was a mixture of cast spherical fused tungsten car-

bide and a Ni-Cr-B-Si blend of metals, which comprise the metal matrix in the deposited

overlay. The carbide chemistry reported by the powder supplier was 3.8 wt% C and the

balance W, which corresponds to a stoichiometry of WC0.6. The two component powders

were mixed together by the sponsor in 60%-40% weight fractions of carbide to metal

powder respectively. Size range, reported manufacturer hardness range, weight fractions,

and densities are listed in Table 2.1. Density of the carbide is analyzed in Appendix 2.1.
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Table 2.1: Properties of powders used in the experiments

Component Size Range Expected Hardness Range Weight Fraction Density
After Deposition Wf ρ

(µm) (HV) (%) (kg/m3)
Carbide Powder 45-106 2700-3500 62.60 16,896
Metal Powder 53-150 425 37.40 8100

2.3.3 Sample Preparation and Analysis

Individual beads were sectioned using a wet saw, mounted, polished to a 0.04 µm finish,

and etched for 5 seconds with 3% Nital to reveal the HAZ. Photomicrographs of the

sample cross sections were stitched together to create panoramas of the total bead area

and HAZ using Adobe PhotoshopTM . The reinforcement area AbR , dilution area AbD and

total area AbT were measured by analysing pixels of the selected region and converting

pixel measurements to an actual area using the image scale bar calibrated to a known

length. Due to the presence of machining marks on the sample surface, a straight line

drawn between the clad toes was used to divide above and below surface levels. These

areas and features are shown in Figure (2.1).

Ab R 

Ab D 

Clad Toe 

Lathe Tool 
Marks 

Ab T 

Reinforcement Area 

Total Area 

Dilution Area 

Figure 2.1: Schematic of a cross section of a deposited clad bead from the experiments.

The area fraction of the carbide was measured using an internally developed PythonTM

script that identified the carbides based on colour contrast with the matrix. The clad
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area was isolated from the picture and the contrast was adjusted using PhotoshopTM to

improve the distinction between the two phases.

2.3.4 Cladding Procedure

The test clads were performed on a 254 mm long, 20.3 mm thick, 165 mm outer diameter

4145-MOD cylindrical steel substrate. The loaded sample was rotationally centered to

within 25 µm (0.001”) using an alignment dial indicator. The surface of the bearing was

prepared with an initial acetone wash to remove any oil or grease followed by manual

grinding between passes to remove any remaining debris. Conforming to the sponsor’s

existing direct carbide application procedures, a preheat of 533 K was applied to the

rotating substrate using a propane torch. The temperature was checked before each

pass using a touch thermocouple at the 0◦, 90◦, 180◦, and 270◦ positions on the cylinder

along the rotation direction. These temperature measurements were performed along the

centreline of the upcoming bead. Some variation in preheat temperatures was observed

across the four measured points, but values within 25◦C of each other and the target

preheat temperature were taken as acceptable.

The laser power, powder feed, and substrate rotation were programmed to begin

simultaneously with the shutter closed to momentarily delay the start of cladding and

allow the parameters time to ramp up to test levels. After a 5 second waiting period, the

shutter was opened and the cladding began. A 360◦ bead was deposited with no pitch

followed immediately by a 2 mm pitch and 180◦ overlapping bead without interruption.

The overlapping beads were included to provide bead-on-bead samples for future analysis

and are not included as part of this study. Beads were placed 51 mm (2”) away from the

edges of the coupon to prevent heat accumulation effects. A 12.5 mm (0.5”) gap between

bead centres was left to allow adequate room for sectioning. Once the half circumference



2.3: Experimental Setup 18

overlapping bead was finished, the shutter was closed effectively stopping the clad process

while the laser power and powder feed rate ramped down. The travel speed was set to

shift rapidly to the maximum value of 25◦/s to complete the second full rotation and

place the starting point directly beneath the nozzle. Figure (2.2) shows an example of

the in-process Ni-WC clad deposit.

Figure 2.2: Laser cladding during Bead 3 run.

The laser power and powder feed rates were calibrated at the beginning of the exper-

iment and before trials with a parameter change to confirm levels at the substrate. Laser

power was measured using a 10 kW Comet 10K-HD power probe, which acts as a copper

calorimeter for 1 second laser exposures. Feed rate was measured by manually capturing

the powder flow for tp = 2 min, measuring the accumulated mass, and reporting a per

minute average rate. This calibration is necessary to link the rotation speed of the disk
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feeder to actual mass flow rates. Travel speed was confirmed by extracting the calibrated

positional data output by the CNC for each trial at the end of testing.

2.3.5 Experimental Matrix

The parameters tested were laser power, powder feed rate, and travel speed. These

parameters were chosen because there is direct control over them, and they are known

to have a large influence on the laser cladding operation. These are the main parameters

used to design cladding procedures and maintain quality during the cladding operation.

A modified fractional factorial design was used with the three aforementioned process

variables. The test matrix centre point (Bead 3) was selected to represent the industrial

levels. Each factor was given 5 levels totalling 13 experiments having the common centre

point. Interaction effects between parameters cannot be assessed with the experimental

matrix used, but these interactions do not affect the conclusions obtained. Additional

testing to analyze combined effects and repetition at each parameter level was not pos-

sible due to the nature of using industrial production equipment for testing and allotted

experiment time limited to a single day. The experimental design test run order was ran-

domized to eliminate procedural bias. This was done by assigning each trial a randomly

generated number and arbitrarily sorting low to high. Recorded test measurements of

each parameter are shown in Table 2.2.
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Table 2.2: Experimental matrix for cladding of Ni-WC onto a 4145-MOD substrate for all
beads. Target preheat was 260 ◦C (500 ◦F)

Bead Laser Power Powder Feed Rate Target Travel Speed Average
Number q ṁp U Temperature

(kW) (g/min) (mm/s) (◦C)
Target Measured Target Measured Target Measured Measured

Bead 1∗† 5.0 4.98 50 49.20 25.40 25.45 257
Bead 2∗ 3.0 3.09 50 49.20 25.40 25.45 257
Bead 3∗ 4.0 3.99 50 49.20 25.40 25.45 261
Bead 4 4.0 3.99 50 49.20 19.05 19.09 258
Bead 5† 4.0 3.99 30 28.80 25.40 25.45 268
Bead 6† 4.0 3.99 50 49.20 31.75 71.81 264
Bead 7∗ 4.5 4.54 50 49.20 25.40 25.45 263
Bead 8∗ 3.5 3.53 50 49.20 25.40 25.45 264
Bead 9∗ 4.0 3.98 50 49.20 12.70 12.73 263
Bead 10† 4.0 3.98 60 62.95 25.40 25.45 264
Bead 11† 4.0 3.98 40 42.25 25.40 25.45 264
Bead 12 4.0 3.98 50 49.20 38.10 38.18 267
Bead 13† 4.0 3.98 70 68.30 25.40 25.45 263

* Laser power measurement performed immediately before test.
† Powder feed rate measurement performed immediately before test.

2.4 Determination of Catchment Efficiency

The derivations for carbide, metal powder, and total catchment efficiency are presented

as functions of the powder densities, compositions, process feed rates and velocities, and

area fractions in the solidified clad bead.

2.4.1 Carbide Powder Efficiency

Carbide efficiency is the ratio of mass of carbide in the bead to mass of carbide in the

powder feed:

ηmc =
m′cb
m′cp

(2.1)
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where ηmc is the carbide catchment efficiency (1), m′cb is the linear mass density of carbide

in the clad bead (kg/m), and m′cp is the linear mass density of carbide in the powder feed

(kg/m). The linear mass density of carbide in the bead is given by:

m′cb = fvcbAbT ρc (2.2)

where fvcb is the volume fraction of carbide in the bead (1), AbT is the total cross sectional

area of the bead (m2), and ρc is the density of the carbide (kg/m3). fvcb and AbT are

measured from the image cross section, and ρc is calculated from crystallographic analysis

of the unit cell shown in Appendix 2.1 . Equation (2.2) is valid when the distribution of

carbides is isotropic, and the volume fraction of carbides is the same as the area fraction

of any cross section. The total cross sectional area of the bead AbT is subdivided into

the reinforcement area AbR above the surface level as a result of mass addition from

the process, and the dilution area AbD due to mixing of the steel substrate and molten

metal powders to create a metallurgical bond. These areas are shown in Figure (2.1).

AbT appears in Equation (2.2) to account for carbides that can settle below the surface

during solidification. In laser cladding processes, AbD is small compared to AbR , typically

less than 5% of the total area and has been reported to be as low 1-2% [12]. The mass

of carbide in the powder is given by:

m′cp =
fmcpṁp

U
(2.3)

where fmcp is the weight fraction of carbide in the powder feed (kg/m), which is measured

directly while weighing each component during blending of the carbide and metal pow-

ders. ṁp is the total mass transfer rate of the powder feed (kg/s), which is determined

after a two minute particle collection test and weight measurement, and U is the sub-



2.4: Determination of Catchment Efficiency 22

strate travel speed (m/s), which is taken from electronic position record of the CNC as an

rpm measurement of the chuck and converted to a travel speed considering the measured

outer diameter of the cylindrical substrate. Substituting Equations (2.2) and (2.3) into

Equation (2.1), the carbide efficiency can be calculated from measured quantities as:

ηmc =
UAbT ρc
ṁp

fvcb
fmcp

(2.4)

2.4.2 Metal Powder Efficiency

Metal powder efficiency is the ratio of mass of metal powder in the bead to mass of metal

powder in the powder feed.

ηmm =
m′mb
m′mp

(2.5)

where ηmm is the metal powder catchment efficiency (1), m′mb is the linear mass density

of metal powder in the clad bead (kg/s), and m′mp is the linear mass density of metal

powder in the powder feed (kg/m). The mass of metal powder in the bead is given by:

m′mb = (1− fvcb )AbRρm (2.6)

where ρm is the density of the metal powder reported from the powder manufacturer

(kg/m3). In Equation (2.6), AbR appears instead of AbT to account for only the addition

of mass from the process. This distinction excludes the bead area contribution from

dilution that was existing mass prior to cladding; however, with AbD on the order of 1-

2%, AbR can be considered the same as AbT for controlled cladding processes. The mass
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of metal powder in the total powder/carbide mix is given by:

m′mp =
fmmpṁp

U
(2.7)

where fmmp is the is weight fraction of metal powders in the powder feed (1), which

is measured directly while weighing each component during blending of the carbide and

metal powders. Substituting Equations (2.6) and (2.7) into Equation (2.5), the metal

powder efficiency can be calculated from measured quantities as:

ηmm =
UAbRρm
ṁp

(1− fvcb )
fmmp

(2.8)

2.4.3 Overall Powder Efficiency

Overall efficiency is the ratio of the carbide and metal powders in the bead to the total

amount of powders exiting the cladding head:

ηm =
m′cb +m′mb
ṁp/U

(2.9)

where ηm is the overall powder efficiency (1). Substituting Equations (2.4) and (2.6)

into Equation (2.9), the overall powder efficiency can be calculated from measured quan-

tities as:

ηm =
U

ṁp

[
AbT fvcbρc + AbR(1− fvcb )ρm

]
(2.10)
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2.5 Results

The calculation of efficiency requires the total area of the bead, the reinforcement area,

and volume fraction of carbide in the deposited clad, which all come from cross sections

of the experimental beads. Figure (2.3) shows a typical cross section of a Ni-WC clad.

500μm 

Figure 2.3: Cross section of Bead 3 etched with 3% Nital for 5 seconds.

Occasionally small sintered particles outside of the main bead were observed, such

as the one shown on the left side of the bead in Figure (2.3). These sintered powders

do not contribute to the build up of the main bead and are not considered as part

of this analysis of efficiency for single beads. Voids in clad bead were also occasionally

observed and were typically accounted for as matrix material in the calculations. This is a

reasonable approximation for beads with low porosity such as those in these experiments.

Figure (2.3) shows a void on the left side of the bead likely caused by a carbide being

pulled out during the sample preparation process based on its size and edge roughness at

high magnification. Figure (2.4) shows the output of the PythonTM script highlighting

the carbide area. The colours are randomly generated by the program.
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Figure 2.4: Python script output showing carbide area for Bead 3.

Table 2.3 summarizes the area and carbide fraction measurements from all experi-

mental clads. Using the data from Tables 2.2 and 2.3 and Equations (2.4), (2.8), and

(2.10), the carbide, metal powder, and overall efficiency were determined for all exper-

iments. These efficiencies are summarized in Table 2.4. The uncertainty in the values

of catchment efficiency was quantified for Equations (2.4), (2.8), and (2.10) using stan-

dard techniques described by Beckwith et al. [13]. This analysis is outlined in detail in

Appendix B of this thesis.

Table 2.3: Bead area and carbide volume fraction measurements for
experimental test beads

Bead Number Total Area Reinforcement Area Carbide Volume Fraction
AbT AbR fvcb

(mm2) (mm2) (%)

Bead 1 1.89 1.65 33.64
Bead 2 0.72 0.68 30.05
Bead 3 1.52 1.40 28.48
Bead 4 2.27 2.11 29.30
Bead 5 1.19 0.85 20.27
Bead 6 1.02 0.95 34.42
Bead 7 1.46 1.38 34.29
Bead 8 1.19 1.12 38.04
Bead 9 3.59 3.42 34.71
Bead 10 1.90 1.79 36.39
Bead 11 1.37 1.16 36.26
Bead 12 0.67 0.65 37.48
Bead 13 1.96 1.88 38.56
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Table 2.4: Carbide, metal powder, and overall catchment efficiency for the experimental clad
beads

Bead Carbide Uncertainty Metal Powder Uncertainty Overall Uncertainty
Number Efficiency Efficiency Efficiency

ηmc ±εηmc ηmm ±εηmm ηm ±εηm
(%) (%) (%) (%) (%) (%)

Bead 1 53.33 6.38 73.53 8.18 60.89 4.79
Bead 2 18.19 2.18 32.18 3.55 23.42 1.82
Bead 3 36.21 4.33 67.20 7.40 47.80 3.72
Bead 4 41.80 5.00 75.06 8.27 54.24 4.22
Bead 5 34.45 4.12 77.81 8.48 50.67 3.99
Bead 6 36.88 4.41 52.58 5.86 42.75 3.35
Bead 7 41.81 5.00 60.93 6.79 48.96 3.83
Bead 8 37.83 4.53 46.79 5.27 41.18 3.26
Bead 9 52.12 6.24 75.08 8.37 60.71 4.75
Bead 10 45.25 5.42 59.77 6.70 50.68 3.99
Bead 11 48.43 5.80 58.09 6.51 52.04 4.14
Bead 12 31.52 3.77 40.81 4.59 35.00 2.75
Bead 13 45.65 5.46 55.82 6.30 49.45 3.91

The trends in efficiency for carbide, metal powder, and the overall were analyzed by

separating the tests into the three test blocks for power, powder feed rate, and substrate

travel speed. Figures (2.5), (2.6), and (2.7) show the effects of power, powder feed rate,

and travel speed on catchment efficiency. Error analysis for ṁp and U in Figures (2.6)

and (2.7) is present, but the resulting error bars are smaller than the thickness of each

data point in the respective figures.



2.5: Results 27

0.0

10.0

20.0

30.0

40.0

50.0

60.0

70.0

80.0

90.0

2.50 3.00 3.50 4.00 4.50 5.00 5.50

C
at

ch
m

en
t E

ffi
ci

en
cy

 (%
)

Power q (kW)

Carbide
Metal Powder
Overall
Linear (Carbide)
Linear (Metal Powder)
Linear (Overall)

Figure 2.5: Effect of power on catchment efficiency.

Figure (2.5) shows increasing laser power increases both the carbide and metal ef-

ficiency. The linear trend lines in the graph aim at capturing the overall behaviour of

catchment; these lines are not models or an attempt to represent a particular physical

phenomenon. The trend lines indicate that the overall catchment efficiency increases

approximately 17%/kW for the conditions tested.
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Figure 2.6: Effect of powder feed rate on catchment efficiency.

Figure (2.6) shows that metal powder efficiency decreases with powder feed rate

(∼0.45%/g/min), while carbide efficiency increases (∼0.22%/g/min). The smaller ef-

fect on carbide efficiency was on the order of the confidence interval and further work

is needed to confirm this trend. For the values measured, the overall catchment effi-

ciency was nearly insensitive to powder feed rate. It is important to highlight that while

overall efficiency was approximately constant, carbide fraction varied in a measurable

way (carbide fraction increased with powder feed rate). This carbide fraction is of high

importance for the quality and performance of the clad.
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Figure 2.7: Effect of travel speed on catchment efficiency.

Figure (2.7) shows that increasing travel speed decreases the carbide, metal powder,

and overall efficiencies. The overall efficiency shows a decreasing trend of 1%/mm/s with

a total ∼25% decrease in efficiency for the conditions tested.

2.6 Discussion

Increasing laser power demonstrated a rise in carbide, metal powder, and total efficiency,

which is most likely due to increased molten pool size with higher power density. There

is also likely an increase in particle preheat, which contributes to increased efficiency as

observed by Kumar and Roy [14]. In practice, there is a limit to the effectiveness of the

carbide efficiency increase at high power levels, as the heat sensitive carbides dissolve
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and reprecipitate brittle phases on their surfaces, which degrades wear performance [1].

For the powder feed rate test block, the decreased trend in metal powder efficiency

and increased trend in carbide efficiency with increased feed rate can be exploited to

manipulate the carbide fraction in the deposited clad. Despite the negligible change in

overall efficiency on a percentage basis, this behaviour would be limited in practice by

the likelihood of disbonding the clad from the substrate with excessive powder in the

cloud and shadowing of the laser beam creating an unstable clad pool.

The observed decrease in carbide, metal powder, and overall efficiency with increased

travel speed was consistent with the linearly decreasing approximation by Colaço et al.

[15]. This trend is likely due to the decreased interaction time between the laser beam

and the substrate, which decreases the molten pool size. This explanation is supported by

the decrease in width and height of beads with increasing travel speed shown by several

sources [8, 15,16].

For all experiments, the metal powder efficiency was higher than the carbide, which

is consistent with favourable wetting of the primarily nickel powder to the molten nickel

pool. This explanation is supported by the findings of Guest et al. who observed carbides

ricocheting off the surface of a molten nickel weld pool during gas metal arc welding of

Ni-WC [17]. It will be important in future analyses to confirm the variation in component

efficiencies is not related to biasing by the powder feeders at different parameter levels.

Mathematically, Equations (2.4), (2.8), and (2.10) are valid on the interval 0 ≤ fvcb ≤ 1,

however in practice the value of fvcb will not typically exceed 50%. This value represents

a physical limit of not enough metal powder matrix material to create a fully dense clad.

The observed result of excessive carbide fraction is voids in the interparticle regions be-

tween carbide particles, which dramatically affect performance and are industrially un-

acceptable. A value of 1, representing 100% WC in the deposited clad is not physically

possible using the laser cladding process.
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Some important assumptions were made in this work that are addressed here. It

was assumed that the area fractions of a single cross section was representative of the

bead volume. This assumption is typically made because of the long preparation time

required for each individual sample. In measuring the carbide efficiency, pores or voids

were occasionally observed in the cross section, which were included in the calculations

as matrix area. These voids were not regularly observed and can be reasonably assumed

to have a negligible effect on the reported trends in this work. The PythonTM program

occasionally missed tracking carbides, and the carbide fractions measured are a lower

bound. Because very few carbides are omitted, the measurements are taken as represen-

tative of the actual carbide fraction. Finally, the dilution of carbides in the matrix was

neglected; this is reasonable because reprecipitated carbides were not observed in any

sample.

The accuracy of the PythonTM measurements could possibly be improved by discrim-

inating porosity due to gas or shrinkage from that of pulled-out carbides during sample

preparation. Shrinkage porosity has a rough and irregular shape, while gas porosity and

pulled-out carbides have round shapes. Gas porosity and pulled-out carbides can be fur-

ther discriminated due to the presence of a smooth diffuse reflections in voids related to

gas porosity.

While the developed equations for component efficiency were demonstrated using the

Ni-WC system, this method could be extended to any two component powder feed system

with the same distinct components in the powder feed and deposited bead. The same

equations would also be valid using off-axis powder feeding as typically done for inner

diameter applications and are not exclusive to coaxial cladding.
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2.7 Conclusions

This work has evaluated for the first time the individual efficiencies for a dual component

powder feed made of tungsten carbide and metal powders. Preliminary experimental data

for single beads of the Ni-WC powder mixture deposited using a 6 kW CO2 laser indicated

that:

• Increasing laser power increased carbide, metal powder, and overall efficiency.

• Powder feed rate had a minimal effect on overall efficiency, but demonstrated a

simultaneous decrease in metal powder efficiency with an increase in carbide effi-

ciency. This is relevant to controlling the carbide fraction in the deposited clad.

• Increasing travel speed showed strong decreases in carbide, metal powder, and

overall efficiency.

• In all cases the metal powder efficiency was observed to be higher than the carbide.
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2.9 Appendix 2.1 Tungsten Carbide Density

The density of the carbide ρc was calculated using the mass and volume of the unit cell

(ρc = mc/Vc). The crystallography of WC1−x is the cubic “rock salt” B1-type [18]. For

this type of carbide (MC1−x where M stands for metal), the variation in stoichiometry

arises from structural vacancies in the non-metallic sites [19], namely C for WC1−x.

Figure (2.8) shows the WC1−x unit cell involving 4 tungsten and 4 carbon in its interior.

The mass of the unit cell is calculated in Equation (2.7).

Tungsten Atom 

Carbon Atom 

Figure 2.8: Cubic B1-type ”rock salt” structure of the WC1−x phase.

mc =
NWMW +NCMC(1−X)

NA

(2.11)

where mc is the mass of the WC1−x unit cell (kg), NW = 4 is the number of W atoms

in the unit cell (atoms), MW is the molar mass of W (kg/mol), NC = 4 is the number

of C atoms in the unit cell (atoms), MC is the molar mass of C (kg/mol), (1−X) is the

stoichiometry of C in the WC1−x phase (1), and NA is Avegadro’s number (atoms/mol).
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The volume of the unit cell is given by Vc = aB1
3 where Vc is the volume of the WC1−x

unit cell, and aB1 is the lattice parameter of the same unit cell. Kurlov and Gusev have

investigated the unit cell lattice parameters reported in literature and developed a best

fit quadratic to represent the change in lattice parameter as a function of carbon content

in the WC1−x structure [20].

aB1 = 0.4015 + 0.0481(1−X)− 0.0236(1−X)2 (2.12)

The final form of the theoretical density of WC1−x is then:

ρc =
NWMW +NCMC(1−X)

NA

[
0.4015 + 0.0481(1−X)− 0.0236(1−X)2

]3 (2.13)

WC1−x has a homogeneity region between (1-X) = 0.59 and (1-X) = 1.00 [21]. Using

Equation (2.13), the density of WC1−x was determined for the entire homogeneity region

shown in Figure (2.9). For the carbides involved in this work, (1-X) = 0.604 corresponding

to a density of 16,896 kg/m3.
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Chapter 3

Calibrated Expressions for Welding
and their Application to Isotherm
Width in a Thick Plate

3.1 Introduction

Recent advances in technology have made it possible to consider welding a scientific

endeavour rather than an art form [1]. These advancements mean that welders can now

make use of plasma arcs, lasers, electron beams, explosives and mechanical devices to join

metals at the atomic level [2]. Despite the enormous progress in the last 30 years, there

is a distinct lack of insightful, quantitative, physically relevant guidelines for welding

problems [2]. For the most part, an empirical trial and error approach has been used

in industry to solve complex welding problems. This approach has only been capable of

providing answers in a limited range of real life scenarios, and as a result these answers

have not enhanced intuition, creativity, or engineering judgement. At the academic level,

numerical simulations have been developed to make meaningful predictions about welding

processes. However, due to their complexity and lack of wide scale applicability, they

have seen limited acceptance and use by practitioners in industry [3].

The absence of general solutions to welding problems is a result of the complex, multi-

38



3.1: Introduction 39

coupled physics of the process. Typically welding involves many of the issues of thermoflu-

ids in addition to electromagnetic body forces, chemical reactions, phase transformations,

and complex free surface conditions [3]. The large number of coupled phenomena leads to

welding technologies being notoriously difficult to study, be it experimentally or through

numerical simulation. This paper presents a promising approach to address the limita-

tions of empirical experiments and numerical simulations of the past. Complex problems

in welding can be tackled using asymptotic expressions and appropriate correction fac-

tors. In essence, a complex welding problem can be reduced and solved by inputting

parameters into inexpensive and common spreadsheet software. This approach provides

an alternative to existing procedure development techniques, which bridges the gap be-

tween the complexity of numerical simulations and the exhaustive, costly nature of trial

and error qualifications.

The proposed methodology for this asymptotic analysis is a six-step procedure called

the Minimal Representation and Calibration (MRC) approach. The results of the MRC

approach can be calibrated against experiments, numerical models, or exact solutions.

In this study, the MRC methodology is introduced and applied to Rosenthal’s thick

plate equation for isotherm temperature for point heat sources [4]. The relationship

between weld parameters and substrate temperature profile has also been explored [5–9].

The maximum width of a given temperature isotherm is determined using asymptotic

equations (also known as scaling laws), which capture the change in maximum width in

a generalized way. Correction factors are then derived to match the exact solution of

Rosenthal’s equation to the derived expressions. An example has also been included to

demonstrate the application of the results of the MRC procedure to a real world welding

scenario.
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3.2 List of Symbols

Symbol Unit Description

A m2 Area
α m s−2 Thermal diffusivity
B Variable Bias uncertainty

C1, C2, C3 1 Constants used to calibrate correction factor estimates
e 1 Error
ε Variable Total uncertainty
η 1 Process thermal efficiency
f 1 Correction factor
k W m−1 K−1 Thermal conductivity
l m Length
n 1 Number of samples
P Variable Precision uncertainty
Q W Nominal heat input
r m Magnitude of the distance from the origin
sT Variable Standard deviation
T K Temperature
T0 K Preheat
U 1 Travel velocity [m/s]
x m x-coordinate position
y m y-coordinate position

Symbol Description

Superscripts
¯ Average value
∗ Dimensionless valuê Calculated estimate
+ Calibrated value

Subscripts
b Bead
e Exact value

HAZ Heat affected zone
∞ For fast heat sources (T ∗ � 1)
m Maximum

meas Measured
0 For slow heat sources (T ∗ � 1), with the exception of T0 (preheat)
sc Actual scale calibration
sc Measured scale calibration
y y-coordinate
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3.3 Engineering Design Rules: Minimal Representa-

tion and Calibration Approach

For a wide range of engineering disciplines, design rules are an essential part of practice.

They almost always have the form shown in Equation (3.1) [10].

(Simple Formula)× (Correction Factor) (3.1)

The success and generality of Equation (3.1) can be extended to a variety of engi-

neering problems outside of welding [10]. Examples of such an approach can be found in

stress concentration analysis in solid mechanics [11], fluid dynamic drag [12], bearing life

calculation [13], and stress in gear teeth [14].

The MRC approach is based on the most idealized conception that is still able to

capture the dominant phenomena. Correction factors are then applied to the formula

to take into account the most important departures from the ideal case, which can then

be calibrated to minimize the deviation between the scaled and exact solutions. Some

special features of the MRC approach, which are described in [10], are:

• Predictions made by the MRC approach are made only for characteristic values

(such as maximum value of a field), not for whole fields. The dependence that is

being studied is not based on the independent variables, but rather on the prob-

lem parameters. In a typical welding problem, a characteristic value could be the

width of an isotherm, which is demonstrated in subsequent sections, and not the

exact magnitude of temperature at any position in space. Characteristic values are

studied in further detail in [15].

• Once the correction factors are obtained, they are easy to calculate based on in-
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formation that is known beforehand. The formula proposed in this paper has the

form of a power law, with the correction factors that can be well tabulated. For

example, in a welding problem, process efficiency, thermal diffusivity, travel veloc-

ity, nominal heat input, thermal conductivity and preheat are known quantities

prior to welding. Parameters should not include magnitudes such as molten metal

velocity, which can only be determined after simulation or experimentation.

• The correction factors take into account secondary phenomena which are originally

discarded during the initial stages of the MRC approach. As such, the correction

factors have a physical, real world meaning and applicability.

• The correction factors can be used to determine a limit to the validity of the

idealized cases.

• Minimal expressions that are properly calibrated generally reproduce existing ex-

perimental data with accuracy comparable to experiments.

• As real world problems approach the idealized case, the correction factors tend to 1

or a constant value of magnitude equal to 1. Thus the model and reality correspond

to a consistent value of the order of 1 to one another in the asymptotic limit.

3.4 Applying the MRC Approach to a Welding Problem

The MRC approach is able to capture the multicoupled, multiphysics nature of welding.

It has the ability to account for a range of phenomena, rather than the case by case ex-

perimental expressions often used in industry. This ability ensures generality is achieved.

MRC consists of the following steps, which were first proposed by Karem etal. [10]:

1. List all physics considered relevant
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2. Identify dominant factors

3. Solve approximate problem considering only dominant factors

4. Check for self-consistency

5. Compare predictions to “reality”

6. Calibrate predictions

To illustrate these steps, the width of an isotherm in a thick substrate using Rosen-

thal’s solution for point heat sources is considered, which is shown in Equations (3.2)

and (3.3) [4]. Thick plate substrate in this case is defined as a semi-infinite plate where

the heat flow is three-dimensional.

T = T0 +
ηQ

2πkr
exp

[
− U

2α
(r + x)

]
(3.2)

r =
√
x2 + y2 (3.3)

where T is the temperature of interest (K), T0 is the preheat temperature (K), η is the

thermal efficiency of the heat source (1), Q is the power of the heat source (W), k is the

thermal conductivity of the substrate (W/mK), x, y are the x,y coordinates respectively

(m), r is the radial distance (m) (Equation 3.3), U is the travel speed (m/s), and α is

the thermal diffusivity (m2/s). A graphic representation of Equation (3.2) is shown in

Figure (3.1). The x-axis is fixed to the centerline of the moving heat source, and positive

x is denoted to be the direction of motion with the frame of reference attached to the

heat source.
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Figure 3.1: Isotherms and temperature profiles for point heat source in a thick plate.
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The independent variables ({X}), dependent variables ({U}), and parameters ({P})

for Rosenthal’s thick plate solution are shown in Equations (3.4)-(3.6).

{X} = {x, y} (3.4)

{U} = {T} (3.5)

{P} = {Q, k, U, α} (3.6)

Equation (3.2) can be normalized as follows:

T ∗ =
1

r∗
exp(−r∗ − x∗) (3.7)

r∗ =
√

(x∗)2 + (y∗)2 (3.8)

where T ∗ is the dimensionless temperature (1), r∗ is the dimensionless radial coor-

dinate defined in Equation (3.8) (1), x∗ is the dimensionless x-coordinate, and y∗ is the

dimensionless y-coordinate. The dimensionless x∗, y∗, and T ∗ values are be defined as

follows:

x∗ =
U

2α
x (3.9)

y∗ =
U

2α
y (3.10)

T ∗ = (T − T0)
4πkα

ηQU
(3.11)
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The dimensionless groups in Equations (3.9)-(3.11) reduce the problem from a total

of seven variables down to three variable groups. Note that Equation (3.8) is not truly

independent and is a function of Equations (3.9) and (3.10). The MRC approach is now

applied to illustrate how very general power laws can be combined with correction factors

to produce the original solution with high accuracy.

3.4.1 Step 1: List All Physics Considered Relevant

This list must include dominant phenomena, and may include various secondary phe-

nomena. The following is a list of phenomena that is considered especially relevant in

welding problems:

• Conduction: Heat transported by molecular mechanisms in the solid substrate.

• Advection: Heat transported due to the relative motion of torch and plate.

• Radiation: Heat lost by the hot surface of the substrate.

• Convection: Heat transported in the weld pool due to the motion of molten metal.

• Phase transformations: Absorption or release of heat due to the transformation

from solid to liquid or between different solid-state phases.

• Electromagnetic effects: Flow of current in electric welding creates body forces

affecting the motion of molten metal.

3.4.2 Step 2: Identify All Dominant Factors

The minimal representation of a system is based only on the dominant factors, with the

secondary factors being accounted for by the correction factors. Identification of domi-

nant factors is critical, and can be formal, intuitive, or a combination of both [10]. An
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inspection of the normalized Rosenthal solution shows that there are two dimensionless

independent variables, one dimensionless dependent variable, and no dimensionless pa-

rameters. Rosenthal intuitively determined that the following approximations had only

secondary effects:

• No fluid flow in the molten pool

• Constant material properties with temperature

• Infinite plate size

• Point heat source

• No convective or radiative heat loss occurs from the surface

• No phase transformations

Rosenthal analysis considers only two mechanisms of heat transfer: conduction and

advection, establishing two asymptotic regimes depending on which mechanism domi-

nates. These two regimes are consistent with the solution of Equation (3.7), where, for a

characteristic value such as isotherm width, there is a relationship between two dimen-

sionless groups only. The two regimes in Rosenthal’s solution can then be captured by

the value of T ∗. For high values of T ∗ (T ∗ � 1) conduction is dominant, while for low

values of T ∗ (T ∗ � 1) advection is dominant. These two regimes also correspond to what

are often called “slow” and “fast” heat sources respectively.

3.4.3 Step 3: Solve Approximate Problem using Dominant Factors

The problem is simplified when only dominant factors are considered, and the solutions

can be numerical, exact or approximate. For the example considered here, there are two

regimes each characterized by a different dominant phenomena. At T ∗ � 1 conduction
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governs isotherm size, while at T ∗ � 1 advection is dominant. A good estimate for the

maximum isotherm width has the following general form applicable to both regimes:

ym = ŷmfyme(T
∗) (3.12)

where ym is the true value of the maximum isotherm width (m), ŷm is an asymptotic

estimate solution to the problem (m), and fyme is a correction factor that would result in

the exact value (1), which is a function of T ∗. The estimate ŷm is derived separately for the

low and high T ∗ regimes. The key difference for the estimates is the characteristic shape

of the isotherm in the asymptotes of the T ∗ domain. For low T ∗ values the isotherms

become increasingly elongated due to the dominant effect of advection, and at high T ∗

values the isotherms become circular as conduction dominates and the heat is dissipated

equally in the (xy)∗ plane.

Low T* Regime

Equation (3.1) can be rewritten using the following notation for low T ∗ values:

ym = ŷm0fym0,e
(T ∗) (3.13)

where ŷm0 is the estimate for the asymptotic regime when T ∗ approaches 0 (advection

dominant) (m) and fym0,e
is the correction factor that results in an exact solution for

T ∗ ≤ 1 (1). For the fast moving heat source, the elongated isotherms have a much

larger length to width ratio and satisfy the condition y∗/x∗ � 1. Equation (3.3) can be

rearranged in terms of y∗/x∗ by factoring (x∗)2 from underneath the square root. Only

the negative solution of |x∗| is considered for this analysis because the maximum width
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will always occur at a negative x∗ position. For x∗ < 0 Equation (3.3) becomes:

r∗ = −x∗
√

1 +

(
y∗

x∗

)2

(3.14)

Using the first two terms of an expansion of the square root around 1, Equation (3.14)

can be transformed to the following form:

r∗ ≈ −x∗
[

1 +
1

2

(
y∗

x∗

)2
]

(3.15)

By multiplying the equation by -1 and subtracting x∗ from both sides, the left side

of the equation represents the argument of the exponential of Equation (3.7).

−r∗ − x∗ ≈ x∗

[
1 +

1

2

(
y∗

x∗

)2
]
− x∗ (3.16)

Multiplying the x∗ term through and simplifying the results, we arrive at the following

form of the approximation:

−r∗ − x∗ ≈ −1

2

(y∗)2

x∗
(3.17)

Substituting Equation (3.17) into Equation (3.7) yields an expression for low T ∗ values

in terms of both x∗ and y∗:

T ∗ ≈ 1

x∗
exp

[
−1

2

(y∗)2

x∗

]
(3.18)

Differentiation of Equation (3.18) with respect to x∗, leads to the resulting expression:

∂T ∗

∂x∗
≈

exp
[
(y∗)2

x∗

]
[2x∗ − (y∗)2]

2(x∗)3
(3.19)
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where ∂T ∗/∂x∗ is the change in dimensionless temperature with respect to the di-

mensionless x-coordinate. By setting ∂T ∗/∂x∗ = 0, the location of the dimensionless

estimate of maximum y∗ at low T ∗ values can be determined, which after simplification

leads to a direct relationship between ŷm0

∗ in terms of the dimensionless x coordinate at

the maximum xm0
∗.

xm0

∗ =
(ŷm0

∗)2

2
(3.20)

where ŷm0

∗ is the dimensionless estimate of the maximum y-coordinate for fast heat

sources (1), and xm0
∗ is the dimensionless x-coordinate at the location of maximum

isotherm width (1). By substituting Equation (3.20) into Equation (3.18), a relationship

of ŷm0

∗ as a function of only T ∗ can be established. The significance of this relation-

ship is that isotherm width can now be expressed exclusively by a single dimensionless

parameter.

ŷm0

∗ =

√
2

eT ∗
(3.21)

By inputting the parameters of T ∗ from Equation (3.11) into Equation (3.21), the

following expression is obtained, which equates the estimate of dimensionless isotherm

width exclusively in terms of welding parameters.

ŷm0

∗ =

√
e−1ηQU

2πkα(T − T0)
(3.22)
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By substituting Equation (3.10) into Equation (3.22), we can develop an expression

for the dimensional estimate ŷm0 for low T ∗ values.

ŷm0 =

√
2e−1αηQ

πkU(T − T0)
(3.23)

Inserting the above result into Equation (3.13) gives us an expression for the exact

solution ym0 in terms of the derived approximation multiplied by a correction factor for

low T ∗ values.

ym0 =

√
2e−1αηQ

πkU(T − T0)
fym0,e

(3.24)

High T* Regime

Similar to low T ∗, the general formula for ym can be expressed using notation for high

T ∗ values:

ym = ŷm∞fym∞,e (T
∗) (3.25)

where ŷm∞ is the estimate for the asymptotic regime when T ∗ approaches infinity

(conduction dominant) (m) and fym0,∞
is the correction factor that results in an exact

solution for T ∗ > 1 (1). At high T ∗ values, Rosenthal’s solution predicts that the isotherm

takes the shape of a circle centred at the heat source. Equation (3.7) therefore reduces

to the approximate form below:

T ∗ ≈ 1

r∗
(3.26)

At the maximum point of the isotherm for high T ∗ values, x∗ = xm∞
∗ = 0, leaving only

the y∗ component of r∗, which is denoted ŷm∞
∗. This leads to the following expression
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for ŷm∞
∗ in terms of only T ∗.

ŷm∞
∗ =

1

T ∗
(3.27)

where ŷm∞
∗ is the dimensionless estimate for the maximum isotherm width for slow

heat sources (T ∗ � 1). Substituting the values from Equation (3.11) in Equation (3.27),

an expression for ŷm∞
∗ is obtained in terms of welding process variables for a given

temperature.

ŷm∞
∗ =

ηQU

4πkα(T − T0)
(3.28)

The above equation can be rearranged to dimensional form by substituting Equa-

tion (3.10) as follows:

ŷm∞ =
ηQ

2πk(T − T0)
(3.29)

Inserting the results of Equation (3.29) into the general expression for ym for high T ∗

values, we obtain an expression for the exact solution of ym∞ as a function of the derived

estimate multiplied by the correction factor for high T ∗ values.

ym∞ =
ηQ

2πk(T − T0)
fym∞,e (3.30)

where ym∞ is the true value for the maximum isotherm width for slow heat sources

(conduction dominant) (m).



3.4: Applying the MRC Approach to a Welding Problem 53

3.4.4 Step 4: Check for Self-Consistency

In this simple uncoupled example, self-consistency is not a problem. The consideration

of only two relevant phenomena guarantees that when one phenomenon is neglected the

other will govern system behaviour. For more complex scenarios involving three or more

coupled phenomena, it is necessary to confirm that the secondary factors are of secondary

importance and magnitude. By computing the value of terms in the governing equation

using the estimate of the characteristic value, the significance of neglected phenomena

can be evaluated. The simple case applies to maximum isotherm width using Rosenthal’s

equation, where advection and conduction are the only two relevant phenomena under

consideration.

3.4.5 Step 5: Compare Predictions to Reality

It is important that scaling laws are validated through comparisons with reality. Reality

for this example is considered to be Rosenthal’s exact solution. The exact correction

factors for high and low T ∗ regimes can be derived from the ratio of the exact to estimate

solutions for maximum isotherm width, which is described in detail in this section.

Low T* Regime

The exact correction factor for T ∗ < 1, fym0,e
, can be mathematically described by the

ratio of the exact solution to the estimate solution. Taking advantage of this definition,

the exact correction factor can also be represented by the ratio of the dimensionless

exact solution and dimensionless estimate as both are multiplied by the same normalizing

factor.

fym0,e
(T ∗) =

ym0
∗

ŷm0

∗ (3.31)
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Substituting the relationship established in Equation (3.21) into Equation (3.31), we

arrive at the following expression for fym0,e
, which depends only on T ∗:

fym0,e
(T ∗) =

√
e

2
ym0

∗
√
T ∗ (3.32)

High T* Regime

Similar to the low T ∗ regime, the exact correction factor for high T ∗ values, fym∞,e

is defined as the following ratio of the dimensionless exact solution to dimensionless

estimate:

fym∞,e (T
∗) =

ym∞
∗

ŷm∞
∗ (3.33)

Inserting the relationship from Equation (3.27) into Equation (3.33), the following

expression for fym∞,e as a function of only T ∗ is established:

fym∞,e (T
∗) = ym∞

∗T ∗ (3.34)

As fym0,e
approaches T ∗ � 1 and fym∞,e approaches T ∗ � 1, the exact correction

factors tend to 1, which indicates the estimates are good in the asymptotes of each

regime. This behaviour is shown in Figure (3.2).
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Figure 3.2: Exact correction factors for ym as a function of T ∗. fym0,e
is the correction factor

for the low T ∗ regime and fym0,∞
for the high T ∗ regime.

3.4.6 Step 6: Calibrate Predictions

The exact correction factors can be approximated with an appropriate function resulting

in a high quality estimate based only on parameters known beforehand, which has the

following general form:

ŷm
+ = ŷmfym (3.35)

where ŷm
+ is the calibrated asymptotic estimate (m) and fym is the approximate

correction factor (1). The exact correction factors, fym0,e
and fym∞,e , both depend only

on T ∗ and can be approximated using the expressions shown in Equations (3.36) and

(3.37) respectively. This approach has also been used by Churchill et al. for developing
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general asymptotic solutions for phenomena that vary between limiting cases [16].

fym0
(T ∗) =

[
1 + (C1T

∗)C3
]C2
C3 (3.36)

fym∞ (T ∗) =

[
1 +

(
C1

T ∗

)C3
]C2
C3

(3.37)

where fym0
(T ∗) is the approximate correction factor for the maximum width for fast

heat sources (1), C1, C2, and C3 are the calibrating constants for the correction factors

(1), and fym∞ (T ∗) is the approximate correction factor for the maximum width for slow

heat sources (1). The calibrated form of the isotherm width equation can be expressed

for the maximum width of both advection dominant and conduction dominant regimes

as follows:

ŷm0

+ = ŷm0fym0
(3.38)

ŷm∞
+ = ŷm∞fym∞ (3.39)

where ŷm0

+ is the calibrated estimate for maximum isotherm width for fast heat

sources (m) and ŷm∞
+ is the calibrated estimate for maximum isotherm width for slow

heat sources (m). The graphical solution of the calibrated correction factors compared

to the exact correction factors is shown in Figure (3.3). Both calibrated factors show

excellent agreement for all T ∗ values, which extends beyond their region of intended use.
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Figure 3.3: Comparison of the exact correction factors to the calibrated correction factors.
The maximum error is below 0.8%.

The form of the calibrated factors is such that it matches the behaviour of the exact

correction factors in the asymptotes with only slight deviations in the intermediate region

around T ∗ = 1. The calibrated correction factor fym0
tends to 1 at low T ∗ values (T ∗ � 1)

where the T ∗ term is negligible and approaches (C1T
∗)C2 at high T ∗ values where the T ∗

term dominates. For fym∞ the calibrated approximation tends to 1 as T ∗ becomes large

and approaches (C1/T
∗)C2 at low T ∗ values.

The calibrated correction factors include three constants to match the behaviour of

the exact correction factors. The values of C1 and C2 come directly from the derivation

shown in step 5, but the constant C3 has been included to provide an additional degree

of manipulation in the intermediate region near T ∗ = 1. This manipulation has been

accomplished while preserving the behaviour of the correction factors in the asymptotes

of both regimes for both correction factors.

The error between the exact and calibrated factors has been calculated using a ratio
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of logs to better represent the difference across large orders of magnitude. The formula

for error for fym0
and fym∞ are shown in Equations (3.40) and (3.41).

eym0
= ln

fym0,e
(T ∗)

fym0
(T ∗)

(3.40)

eym∞ = ln
fym∞,e (T

∗)

fym∞ (T ∗)
(3.41)

Using the definition of Equations (3.40) and (3.41), plots such as the one in Fig-

ure (3.4) can be generated for a wide range of C3 values. It is noted that the maximum

and minimum observed in Figure (3.4) are symmetric about the T ∗ axis.
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Figure 3.4: Error as a function of T ∗ for fym0
and C3 = 0.865

The absolute maximum error for a large range of C3 values was then plotted to deter-

mine a C3 that minimizes the maximum error. A minimum was identified at C3 = 0.865

correct to three significant digits for fym0
and fym∞ . The graph for error minimization of
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fym0
is shown in Figure (3.5).
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Figure 3.5: Identification of C3 to minimize the maximum absolute error of fym0

This approach to calibrating the correction factors has been highly successful, as

shown by the excellent fit of the exact and calibrated values in Figure (3.3). The max-

imum absolute error for both correction curves is less than 0.8% corresponding to an

accuracy of at least 99.2% for any isotherm. Table 3.1 summarizes the values of C1, C2,

and optimized C3 for both correction factors.

Table 3.1: Values of optimized calibration constants for fym0
and fym∞

Approximate Correction Factor Equation Number C1 C2 C3

fym0
(3.36)

2

e
−0.5 0.865

fym∞ (3.37)
e

2
−0.5 0.865
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Sample Calculation

To demonstrate the procedure for applying correction factors, a sample welding scenario

is presented to calculate the width of the 800 ◦C isotherm during welding of AISI 1010

carbon steel with no preheat. Recommended welding parameters for GMAW of carbon

and low alloy steels using 100% CO2 shielding gas from the Lincoln GMAW welding

catalogue have been selected for this example [17]. Parameters for 3 mm plate and

0.9 mm diameter electrode are: 21 V DC+, 0.5 m/min travel speed, and approximately

160 A. The arc efficiency for this process has been cited as 85% [18]. Relevant material

data for AISI 1010 at 300 K include α = 18.8× 10−6 m2/s and k = 63.9 W/mK [19].

The first step using this approach is to determine the T ∗ value for the particular

problem, which is done using Equation (3.11). The value of T ∗ was calculated to be

0.492.

T ∗ = (T − T0)
4πkα

ηQU
(3.11)

T ∗ = (1073 K− 298 K)
4π(63.9 W/mK)(18.8× 10−6 m2/s)

(0.85)[(21 V)(160 A)](0.00833 m/s)

T ∗ = 0.492

Since this value is lower than one, advection is the dominating phenomenon. Equa-

tion (3.23) is used to calculate the estimate of isotherm width ŷm0 , which is 5.520 mm
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for this example.

ŷm0 =

√
2e−1αηQ

πkU(T − T0)
(3.23)

ŷm0 =

√
2(e−1)(18.8× 10−6 m2/s)(0.85)[(21 V)(160 A)]

(π)(63.9 W/mK)(0.00833 m/s)(1073 K − 298 K)

ŷm0 = 5.520 mm

The correction factor for low T ∗ values, fym0
(T ∗), is found using Equation (3.36) and

the calibrated constants in Table 1. fym0
(T ∗) is shown to be 0.818 for a T ∗ value of 0.492.

fym0
(T ∗) =

[
1 + (C1T

∗)C3
]C2
C3 (3.36)

fym0
(0.492) =

{
1 +

[
2

e
(0.492)

]0.865} −0.5
0.865

fym0
(0.492) = 0.818

Combining the estimate ŷm0 and the correction factor fym0
(T ∗) using Equation (3.36),

we find that the calibrated estimate for maximum width of the 800 ◦C isotherm from the

origin is 4.517 mm.
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ŷm0

+ = ŷm0fym0
(3.38)

ŷm0

+ = (5.520 mm)(0.818)

ŷm0

+ = 4.517 mm

The application of the MRC approach to isotherm width has been demonstrated using

the series of equations shown in this sample calculation and information that is known

prior to welding. The general nature of the developed expressions allows this approach to

be extended to any number of welding processes, materials, and parameter combinations

as an excellent starting point approximation of isotherm width prior to experimental

trials.

3.5 Discussion

The MRC approach provides for the first time a framework for systematically determin-

ing reliable estimates for characteristic values of welding systems that match the exact

solution. The rigorous systematic aspect of this work relies on representing system be-

haviour in the asymptotic cases using scaling estimates, and applying correction factors

to account for deviations from the asymptotic limit.

Based on the analysis of maximum isotherm width presented here, there is error as-

sociated with neglecting the secondary terms in the scaling expressions. For this simple

uncoupled example, the exclusion of either advection or conduction was shown to have

a negligible impact in the asymptotic cases where the scaling estimates match the ex-
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act solution. The implementation of calibrated correction factors compensated for the

intermediate regime where advection and conduction are of comparable magnitude and

resulted in a maximum error of 0.8% between the estimate and exact solution for any

isotherm. Unexpectedly, the correction factors fym0
and fym∞ had excellent agreement

across all T ∗ values, which implies they could be successfully used outside of their in-

tended dominant regime.

3.6 Conclusions

A six step Minimal Representation and Calibration approach was presented as a promis-

ing alternative to current welding procedure development techniques. The six steps are:

1. List all physics considered relevant

2. Identify dominant factors

3. Solve approximate problem considering only dominant factors

4. Check for self-consistency

5. Compare predictions to “reality”

6. Calibrate predictions

The MRC approach was applied to determine the maximum isotherm width from

Rosenthal’s thick plate solution for a point heat source (Equation (3.2)). Through a series

of non-dimensional transformations, a set of two independent dimensionless groups were

identified that completely characterized the maximum width of any isotherm (x∗, y∗).

Two regimes for the dimensionless dependent group T ∗ were present based on the dom-

inant physics governing system behaviour in the regime. At low values of T ∗ (T ∗ � 1),
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advection was dominant, and at high T ∗ (T ∗ � 1) conduction controlled maximum

isotherm width. Considering the isotherm shape difference in the respective T ∗ regimes,

two scaling laws, one for each regime, were derived, which captured the exact isotherm

width as a function of only T ∗. The results of these derivations are shown in Equa-

tions (3.24) and (3.30) for low and high T ∗ respectively. The developed asymptotic ex-

pressions were based only on process variables that are typically known prior to welding

allowing them to be used for predictive purposes prior to experimental trials.

As part of the MRC methodology, correction factors were derived to ensure an exact

match of the asymptotic expression to the exact solution for isotherm width for both T ∗

regimes. The derived factors were also estimated as power laws, which depended only

on T ∗ and 3 scaling constants. The values of the constants were chosen to minimize

the maximum error between the exact and estimate solutions for isotherm width. These

calibrated correction factors yielded a maximum error of less than 0.8% demonstrating

an excellent agreement between the asymptotic expressions and actual solution for any

isotherm. An example problem using tabulated welding parameters for a GMAW bead

on plate weld demonstrated the straight forward application of the developed expressions

to a real world welding problem.

Overall, the isotherm width problem shows that the MRC approach can be used to

tackle complex welding problems in a formal way. It is reasonable to believe that this

methodology can be successfully applied to more complex multicoupled, multiphysics

systems.
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3.8 Appendix 3.1 Application of the MRC Approach

to Laser Cladding of Ni-WC

As an addendum to the published work, this appendix outlines the application of the

MRC approach in this work to the laser cladding experiments presented in Chapters (2)

and (4) (the same experimental set). The motivating factor for the development of

formulae for maximum width of a point heat source was to produce estimates for the

maximum width of laser clad isotherms for this work. The results of this implementation

are presented here as an important developmental step and point of comparison to the

results calculated considering a distributed heat source in Chapter (4).

For the range of laser powers, powder feed rates, and travel speeds in the laser cladding

experiments depositing Ni-WC onto 4145-MOD steel outlined in Sections 2.3 and Sec-

tions 4.3, the value of T ∗ from Equation (3.11) was calculated for the melting isotherm.

For each of the 13 test clads the following parameters were in common and necessary for

the T ∗ determination:

• The melting temperature Tm was taken to be the equilibrium solidus temperature

of the 4145-MOD steel (1692 K or 1419 ◦C). Although the laser cladding process is

a highly non-equilibrium process, the equilibrium solidus is used to approximate the

unknown melting temperature at the fast heating rates associated with cladding.

Selection of the solidus rather than the liquidus did not impact the results.

• The thermal conductivity and thermal diffusivity of the 4145-MOD steel were cal-

culated for the clad isotherm shown in detail in Appendix A:
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For 1692 K: keff = 30.15 W/mK and αeff = 5.34×10−6 m2/s.

• A thermal efficiency factor ηth of 0.3 or 30% was taken to represent the absorption

of the steel of the 10.6 µm CO2 laser wavelength from literature in the absence

of fundamental theoretical formulae [20]. Typically thermal efficiency is a fitting

parameter in numerical models of the process [21,22].

The calculated value of T ∗ for both isotherms of interest was determined to be much

less than 1, indicating dominant advective heat transfer mechanism for the material and

conditions tested here. The results of the melting temperature analysis are summarized

in Table (3.2). Values of ŷm0 , fym0
, and ŷm0

+ have also been calculated for each test

bead.

Table 3.2: Parameters to predict the maximum width of the melting isotherm for
experimental cladding trials of Ni-WC on 4145-MOD steel

Bead Laser Powder Travel Preheat Dimensionless Maximum Correction Calibrated
Number Power Feed Speed Temp Temperature Width Factor Width

Q Rate U T0 T ∗ Estimate fym0,b
Estimate

(kW) ṁp (mm/s) (K) Eq. (3.11) ŷm0,b
Eq. (3.36) ŷm0,b

+

(g/min) (1) Eq. (3.23) (1) Eq. (3.38)
(mm) (mm)

Bead 1 4.98 49.20 25.45 530 0.0618 1.449 0.962 1.394
Bead 2 3.09 49.20 25.45 530 0.0997 1.114 0.944 1.078
Bead 3 3.99 49.20 25.45 535 0.0769 1.300 0.955 1.241
Bead 4 3.99 49.20 19.09 531 0.1028 1.498 0.943 1.413
Bead 5 3.99 28.80 25.45 541 0.0764 1.303 0.955 1.245
Bead 6 3.99 49.20 31.81 537 0.0613 1.164 0.962 1.120
Bead 7 4.54 49.20 25.45 536 0.0675 1.387 0.959 1.331
Bead 8 3.53 49.20 25.45 537 0.0867 1.223 0.950 1.163
Bead 9 3.98 49.20 12.73 536 0.1539 1.837 0.921 1.693
Bead 10 3.98 62.95 25.45 537 0.0769 1.299 0.955 1.241
Bead 11 3.98 42.25 25.45 538 0.0769 1.300 0.955 1.241
Bead 12 3.98 49.20 38.18 540 0.0511 1.062 0.968 1.028
Bead 13 3.98 68.30 25.45 537 0.0769 1.299 0.955 1.240
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Table (3.3) compares the measured values of the clad width deposited using the

conditions outlined in Chapters (2) and (4) to the results of the MRC approach applied

to maximum width of a Rosenthal isotherm presented in Chapter (3). Data for two

width measurement techniques are presented. The first technique measures the width

as the horizontal distance between the clad toes from the cross section of the bead. A

schematic of this measurement is shown in Figure (4.4), and a typical Ni-WC cross section

is presented in Figure (4.12). The second technique considers the width as the average of

the a surface image of the bead measuring both the visible area and length in the image.

An example of this is shown in Figure (4.11). Of the two techniques, the stereo photo

measurements are considered to be more accurate because it provides an averaged length

rather than a single point value.

Table 3.3: Comparison of measured Ni-WC bead width to predictions produced from the
MRC approach applied to a Rosenthal isotherm

Bead Cross Section Stereo Photo Calculated Cross Stereo
Number Measured Width Measured Width Width Section Photo

2ymo,b 2ymo,b 2ŷmo,b
+

Percent Percent

(mm) (mm) (mm) Difference Difference
(%) (%)

Bead 1 4.084 3.873 2.791 31.64 27.91
Bead 2 2.034 1.933 2.157 -6.09 -11.62
Bead 3 3.753 3.502 2.484 33.81 29.07
Bead 4 4.233 3.917 2.828 33.20 27.80
Bead 5 4.243 3.820 2.492 41.27 34.76
Bead 6 3.390 3.029 2.242 33.85 25.96
Bead 7 3.489 3.402 2.664 23.64 21.69
Bead 8 3.323 3.334 2.328 29.93 30.17
Bead 9 4.450 4.156 3.389 23.85 18.47
Bead 10 3.754 3.453 2.484 33.84 28.07
Bead 11 3.820 3.653 2.484 34.97 31.99
Bead 12 2.446 2.458 2.057 15.87 16.28
Bead 13 3.646 3.065 2.483 31.89 18.98
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Figures (3.6), (3.7), and (3.8) show the individual test parameter effect on measured

bead width for the laser power, powder feed rate, and travel speed test blocks respectively.

The error analysis for the measured independent and dependent variables is discussed in

detail in Appendix 3.2. It is relevant to note that this level of parameter measurement

and empirical trend determination represents the limit of typical industrial understanding

of the process. The error analysis for both the measured widths, calculated width, and

process variables (Q, ṁp, and U) is discussed in detail in Appendix B of this thesis.

The x-axis error bars for Figures (3.7), and (3.8) are sufficiently small that they do not

appear beyond the size of the data point marker. Table (3.4) below presents the total

uncertainty for all values in Figures (3.6) through (3.10).

Table 3.4: Total uncertainty for the measured bead width, calculated bead width, and
experimental process variables

Bead Laser Powder Travel Cross Section Stereo Photo Calculated
Number Power Feed Speed Measured Width Measured Width Width

Uncertainty Uncertainty Uncertainty Uncertainty Uncertainty Uncertainty
±εQ ±εṁp

±εU ±ε2ymo,b
±ε2ymo,b

±ε2ŷmo,b
+

(kW) (g/min) (×103m/min) (mm) (mm) (mm)
Bead 1 0.274 0.090 1.4536 0.300 0.295 0.0164
Bead 2 0.170 0.090 1.4536 0.149 0.152 0.0197
Bead 3 0.219 0.090 1.4536 0.276 0.275 0.0180
Bead 4 0.219 0.090 1.4489 0.311 0.307 0.0269
Bead 5 0.219 0.053 1.4536 0.312 0.300 0.0178
Bead 6 0.219 0.090 1.4597 0.249 0.238 0.0131
Bead 7 0.250 0.090 1.4536 0.256 0.267 0.0170
Bead 8 0.194 0.090 1.4536 0.244 0.376 0.0188
Bead 9 0.219 0.090 1.4456 0.327 0.316 0.0471
Bead 10 0.219 0.116 1.4536 0.276 0.271 0.0180
Bead 11 0.219 0.078 1.4536 0.281 0.287 0.0179
Bead 12 0.219 0.090 1.4670 0.180 0.187 0.0101
Bead 13 0.219 0.125 1.4536 0.268 0.241 0.0180
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Figure 3.6: Effect of laser power on the measured bead width of Ni-WC deposited on a 4145-
MOD steel substrate. Powder feed rate and travel speed were held constant at 49.20 g/min
and 25.45 mm/s respectively.
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Figure 3.7: Effect of powder feed rate on the measured bead width of Ni-WC deposited on a
4145-MOD steel substrate. Laser power and travel speed were held constant at 3.99 kW and
25.45 mm/s respectively.
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Figure 3.8: Effect of travel speed on the measured bead width of Ni-WC deposited on a
4145-MOD steel substrate. Laser power and powder feed rate were held constant at 3.99 kW
and 49.20 g/min respectively.

Within the parameter window tested, Figures (3.6), (3.7), and (3.8) show an increasing

trend in width with increasing laser power, a limited effect with respect to increases in

powder feed rate, and a decrease in width with increasing travel speed. Figures (3.9) and

(3.10) show the calculated width compared to the measured width for the cross section

and stereo photo measurements respectively. In these plots, the tests are split into their

respective test blocks (power, powder feed rate, and travel speed) in order to more clearly

observe trends in each block.
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Figure 3.9: Comparison of cross section measured bead width to the calculation based on a
Rosenthal heat source.
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Figure 3.10: Comparison of stereo photo measured bead width to the calculation based on a
Rosenthal heat source.
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Both Figure (3.9) and Figure (3.10) show that the low power test (Bead 2) over

predicts the bead with using this Rosenthal based approach. This is likely due to a

change in process physics that has not been accounted for, most likely related to the

reduced ability to form a stable clad pool and increased loss of powders as a result

of reduced molten pool area. All other tests show a reasonably consistent prediction

that is narrower than the measured width. While Rosenthal’s approach is not meant

for estimates near the heat source in the proximity of melting where fluid flow and

other process physics influence the heat transfer in the pool, it is remarkable that the

simplest possible representation of a welding system captures the bead width to within

nearly 30% for what is considered a large parameter variation for depositing Ni-WC.

The consistent under prediction strongly supports incorporating an additional degree of

freedom to improve the model predictions. The next logical step is to move from a point

heat source to a distributed heat source, which intuitively should increase the model’s

calculated estimates and improve the agreement with the experiments. The results of

the distributed heat source analysis for a Gaussian heat distribution are shown in detail

in Chapter (4) for the same set of experiments presented here. Another parameter

relationship of note in Figures (3.9) and (3.10) is the effect of powder feed rate on the

bead width. The calculated value remains the same for all tests despite changes in the

measured values for the beads, which presents itself as a vertical line in both graphs.

The reason for this is clearly that the powder feed rate does not have an impact on the

heat transfer aspects of the process directly (ṁp does not appear in any equation for

isotherm width); however, it is expected that once an expression for thermal efficiency

is developed that incorporates the role of powder absorption and substrate shadowing

rather than the literature value of 30% used here, the role of powder feed rate effect on

the width of the bead will be realized in the model.

Other important points of discussion are that the heat transfer analysis presented here
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in no way involves the Ni-WC coating. Material properties and temperature ranges are

determined by the substrate rather than the coating material. A selection of the solidus

temperature was done arbitrarily over the liquidus, acknowledging the short solidification

range of the 4145-MOD steel presented in Table (7.2) in Appendix A and had a limited

effect on the results when applied. Table (3.2) shows that the wide experimental range

for the three test variables represents a small dimensionless temperature range (0.05 to

0.16). The fundamental advantage of this approach for analysis of the maximum isotherm

width is that the problem has been distilled to depend on only a single parameter, and

future experimental testing matrices will consider systematic variations in T ∗ (for which

the problem truly depends) rather than changes in the individual process parameters (q,

ṁp, U) in this analysis.
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Chapter 4

First Order Prediction of Bead
Width and Height in Coaxial Laser
Cladding

4.1 Introduction

Laser cladding with a powder feed is now an established technology for applying wear

and corrosion resistant overlays for applications in the natural resource extraction indus-

tries in Alberta [1]. These applications range from dimensional repair of worn equipment

to surface modification for improved performance of new parts used in extreme envi-

ronments. The geometry of the deposited coating is an important consideration for the

economics of the process. Practitioners must consider maximizing the lifetime of the com-

ponent without exceeding dimensional tolerances for precision equipment that can be as

small as 10 microns ( 0.0005”). Engineers must decide a set of parameters to accomplish

the proper overlay with the minimum of waste material in lost powders or machining

of excessive clad. The machining operation can be especially expensive for the case of

wear resistant overlays. There are currently no general and easily applicable solutions for

engineers to determine these process parameters without trial and error experimentation

to target a specific coating size.

75
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The focus of this analysis is the laser deposition of nickel tungsten carbide (Ni-WC)

overlays. The Ni-WC powder blend contains two parts: a primarily Ni powder (referred

to hereafter as metal powder), which composes the metallic matrix and ceramic tungsten

carbide particles, which serve as the primary wear resistant phase in the overlay. The car-

bides must remain un-melted during the cladding process. Although the microstructural

aspects of the Ni-WC are not a focus of this analysis, it is important to note that the

WC symbol in Ni-WC does not directly refer to the stoichiometric 1:1 form of the carbide

only and is used interchangeably with WC, W2C and the non-stoichiometric WC1−x. The

carbide form used in this analysis is the non-stoichiometric WC1−x.

The goal of this work is to present a new approach to modelling the width and height

of a deposited bead. The ability to predict geometry also requires an understanding of

the process “catchment efficiency”, which describes the fraction of the powder feed that

contributes to the formation of the clad build-up [1–3].

Many researchers in the last 30 years have presented various approaches to predict-

ing bead geometry, and the important papers are summarized below divided into those

who have studied width and height and those who have modelled catchment efficiency

directly. The work that has been done on predicting bead features can be sub categorized

into those who have developed numerical models, those who have developed analytical

models, and those who have developed experimentally based correlations. Among the

numerical approaches, Hoadley and Rappaz developed a two-dimensional finite element

model for laser cladding that predicts a linear relationship between bead height and the

process inputs laser power and travel speed [4]. A comprehensive numerical solution

was published by Picasso et.al, which decoupled the heat and mass transfer phenomena

in laser cladding to predict process parameters for a given beam geometry and exper-

imental setup in off-axis powder feed laser cladding [5]. Han etal. also presented a

comprehensive numerical approach to modelling temperature fields and bead geometry
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considering melting, solidification, evaporation, evolution of the free surface, and pow-

der injection [6]. Process maps for laser cladding features were developed by Fathi et

al. using a moving heat source method to predict temperature fields, melt pool depth,

and dilution as a function of clad height and clad width [7]. Kumar and Roy presented

correlations for process parameters effects on dilution, which incorporated dimensionless

expressions to model the melt pool and deposited coating height [8]. A combined CFD,

attenuation, and thermal model was proposed by Tabernero etal. to predict height and

width, which was experimentally validated using a nickel based superalloy [9]. Finally,

Balu etal. have studied the temperature gradients and coating profile of Ni-WC clad

onto a 4140 substrate using a finite element heat transfer model [10].

In the early 1990’s Lemoine etal. published two papers on analytical modelling of the

cross section of laser cladding for continuous [11] and pulsed [12] heat sources using an

energy balance. Analytical models for clad geometry have been proposed by Colaço etal.

who experimentally observed a linear relationship between bead width and travel speed.

Their work assumed that the clad surface profile was given by the segment of a circle [13].

An analytical model for track geometry was introduced by Pinkerton and Li based on

mass and energy balances using a circular approximation for the bead profile, which

matched well with experiments for 316L and H13 tool steels [14]. Lalas etal. presented

an analytical model based on surface tension differences between the clad and substrate,

which was shown to work well for low process speeds [15]. A similar approach was used

by Cheikh etal. who built a model based on surface tensions forces assuming a circular

cross section [16]. Their work was validated using a low power (≤ 1 kW) cladding of

316L stainless steel on a low carbon substrate. The limitations of the majority of these

analytical models are the required inputs for parameters such as catchment efficiency

that are typically assumed or experimentally determined, and their inability to generate

results that work for a wide range of laser powers, powder feed rates, travel speeds, and
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material combinations. Previous work by Peyre etal. incorporated a combined analytical-

numerical model to predict geometries and thermal fields in laser cladding applied to

graded or single crystal materials, which was validated with a TA6V alloy [17].

Experimental based analyses for coating geometry have been completed by de Oliveira et

al. who presented correlations for bead width and height as functions of laser power, pow-

der feed rate, and travel speed raised to experimentally determined coefficients for 316 L

stainless steel [18]. A similar approach was used by Davim who performed experiments

using Diamalloy 2002 clad onto a 100Mn Cr W4-DIN substrate [19]. Nenadl etal. ap-

plied this regression technique to predict width and height for overlapping clads with

optimal results for a parabolic assumption of the clad bead profile [20].

Contributions to the understanding of catchment efficiency in literature can also be

grouped into two categories: those who present models of catchment efficiency and those

who experimentally explore laser cladding parameters to optimize efficiency.

Among models of efficiency, Picasso etal. developed a numerical algorithm to compute

powder efficiency accounting for the angular dependence of laser power absorption and

melt pool shape based on a Gaussian heat distribution [5]. This model incorporated

a ratio of the melt pool area to the powder jet area approximated as ellipses similar

to the approach presented in this work. Lin and Steen presented a model of efficiency

based on the geometry of the powder stream at the nozzle focus point, molten pool,

and the degree of overlap between the powder stream and molten pool [21]. Frenk et

al. proposed a model of efficiency for off-axis laser cladding with a theoretical maximum

mass efficiency of 69% that was experimentally validated [22]. Partes studied the effects

of melt pool geometry and nozzle alignment on catchment efficiency taking into account

particle time of flight and surface melting under the beam [23].

Researchers that have studied parameter optimization for laser cladding of homoge-

neous alloys include de Oliviera etal. who analyzed the effect of laser power, powder
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feed rate, and substrate travel speed on powder efficiency and proposed experimentally

determined correlations to fit 316 L stainless steel cladding trials [18]. Gremaud etal.

determined the optimal efficiency for thin walled structures made of single stacked laser

clad beads. This work explored the effect of travel speed and powder feed rate on effi-

ciency for a variety of alloys [24]. A select few researchers have also studied the catchment

efficiency of laser cladding of Ni-WC. Zhou etal. studied the effect of laser spot dimen-

sions with laser induction hybrid cladding on efficiency of Ni-WC coatings, but did not

directly report values for efficiency. Increases in bead width and height were qualitatively

correlated to increased capture efficiency [25]. Angelastro etal. optimized the process pa-

rameters of power, powder feed rate, and travel speed for a multilayer clad of Ni-WC with

Co and Cr additions reporting only an overall value for deposition efficiency [26]. Only

the recent work of Farahmand and Kovacevic has discriminated between the efficiency of

the carbide and metal matrix for Ni-WC overlays for induction assisted cladding [27].

Previous work by several authors [13–16] shows that, for typical bead sizes, capillary

forces are dominant over gravity, and the cross section of the bead can be approximated

by a segment of a circle. For the small fractions of a circle typically involved, a segment of

a circle and a parabola are nearly identical [20] with the advantage that a parabolic cross

section results in a much simpler calculation of the cross sectional area without a loss of

accuracy as shown in Appendix 4.1. Using this knowledge, the cross section of a single

bead can be fully defined by the width and height. This work presents new predictions for

height and width of a clad bead from fundamental concepts. The developed expressions

are then compared with 13 experimental clad beads of Ni-WC deposited using a C02

laser. Laser power, powder feed rate, and travel speed are varied to study the effects of

each parameter on bead geometry independently.
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4.2 List of Symbols

Symbol Unit Description

A m2 Area of the clad bead
α m2 s−1 Thermal diffusivity
cP J kg−1K −1 Heat capacity at constant pressure
dp m Diameter of the powder cloud at the cladding nozzle working distance
ηth 1 Total thermal efficiency of the cladding process
ηm 1 Total combined catchment efficiency of the carbide and metal powders
ηmc 1 Catchment efficiency of the carbide powders
ηmm 1 Catchment efficiency of the metal powders
fvcb 1 Volume fraction of carbide in the clad bead

hm m Maximum height of the clad bead
k W m−1 K−1 Thermal conductivity
lsc mm Resolution of the microscope scale bar calibration sample
lsm pixels Variation in measured length of the PhotoshopTM scale bar
mp kg Total mass transfer of the powder feed
mcp kg Mass of carbide in the powder feed
mmp kg Mass density of metal powder in the powder feed
q W Nominal laser power
R m Circle radius whose segment approximates the bead profile
rp m Radius of the powder cloud at the cladding nozzle working distance
ρ kg m−3 Density
ρc kg m−3 Density of the carbide
ρm kg m−3 Density of the metal powders
S m Sum of the comparison of experimental to theoretical values
σ m Beam distribution diameter
t s Time
tp s Time for the powder collection test
τ 1 Dimensionless time
T K Isotherm temperature
T0 K Preheat temperature
Tm K Melting temperature
U m s−1 Substrate travel speed
Wf 1 Weight fraction
x, y, z m Cartesian coordinates
1− x 1 Stoichiometry of carbon phase in the WC1−x phase
ym m Maximum width of an isotherm
zm m Maximum depth of an isotherm



4.3: Experimental Setup 81

Symbol Description

Superscriptŝ Calculated value
˙ Rate
∗ Dimensionless value

Subscripts
b Clad bead
d Dilution area
eff Effective value. For thermophysical properties, this represents the average

value between the preheat temperature and the target isotherm temperature
HAZ Heat affected zone (HAZ)
melt Melting isotherm
Ni Metal powers (also referred to as primarily nickel matrix)
r Reinforcement area
t Total area

WC Tungsten carbide (WC) phase

4.3 Experimental Setup

4.3.1 Laser Cladding Equipment

The experimental setup consisted the following equipment:

• 6.0 kW CO2 laser cladding system with a 10.6 µm wavelength.

• Water cooled copper mirror optics with a final beam focusing mirror focal length

of 345 mm (13.595”).

• Continuous coaxial powder feeding nozzle capable of feed rates up to 150 g/min.

• Volumetrically controlled disk feeder set with an Ar carrier gas flow rate of 6.5 L/min.

• CNC controlled x-y lathe bed positioning system for cylindrical substrates with a

mounted four jaw chuck headstock and tailstock spindle support.
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4.3.2 Powder Feed

The powder feed used in this analysis was a mixture of cast spherical fused tungsten

carbide and a Ni-Cr-B-Si blend of metals comprising the metal powders. The two com-

ponent powders were mixed to achieve a target 60%-40% weight fraction of carbide to

metal powder respectively. Size range, reported manufacturer hardness range, weight

fractions, and densities are listed in Table 4.1.

Table 4.1: Properties of powders used in the experiments

Component Size Range Expected Hardness Range Weight Fraction Density
in the Deposit Wf ρ

(µm) (HV) (%) (kg/m3)
Carbide Powder 45-106 2700-3500 62.60 16,896∗

Metal Powder 53-150 425 37.40 8100
* Calculated from a theoretical crystal structure analysis of WC1−x by Wood et.al [28].

4.3.3 Experimental Matrix

The parameters tested were laser power q, powder feed rate ṁp, and travel speed U

because there is direct control over them. It is generally accepted that these parameters

have the largest influence on the process. The test matrix is set up as a modified fractional

factorial design with 5 levels for each of the 3 factors. The centre point (Bead 3),

which represents industrial parameters, is common to all three test bocks totalling 13

experiments. This design only considers the main effects and does not consider the

combined effects of a full factorial analysis, but these interactions effects do not affect

the conclusions obtained. To eliminate procedural bias the test order was randomized by

assigning each test a random number and sorting the tests low to high. The target and

measured values for each parameter are summarized in Table 4.2. Additional testing and
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repetition at each parameter level was not possible due to the nature of using industrial

production equipment for testing and allotted experiment time limited to a single day.

Table 4.2: Experimental matrix for cladding of Ni-WC onto a 4145-MOD substrate for all
beads. Target preheat was 260 ◦C (500 ◦F)

Bead Laser Power Powder Feed Rate Target Travel Speed Average
Number q ṁp U Temperature

(kW) (g/min) (mm/s) (◦C)
Target Measured Target Measured Target Measured Measured

Bead 1∗† 5.0 4.98 50 49.20 25.40 25.45 257
Bead 2∗ 3.0 3.09 50 49.20 25.40 25.45 257
Bead 3∗ 4.0 3.99 50 49.20 25.40 25.45 261
Bead 4 4.0 3.99 50 49.20 19.05 19.09 258
Bead 5† 4.0 3.99 30 28.80 25.40 25.45 268
Bead 6† 4.0 3.99 50 49.20 31.75 71.81 264
Bead 7∗ 4.5 4.54 50 49.20 25.40 25.45 263
Bead 8∗ 3.5 3.53 50 49.20 25.40 25.45 264
Bead 9∗ 4.0 3.98 50 49.20 12.70 12.73 263
Bead 10† 4.0 3.98 60 62.95 25.40 25.45 264
Bead 11† 4.0 3.98 40 42.25 25.40 25.45 264
Bead 12 4.0 3.98 50 49.20 38.10 38.18 267
Bead 13† 4.0 3.98 70 68.30 25.40 25.45 263

* Laser power measurement performed immediately before test.
† Powder feed rate measurement performed immediately before test.

4.3.4 Cladding Procedure

The substrate material was a 4145 MOD cylinder with dimensions 254 mm (10”) in

length, 20.3 mm (0.8”) thick, and 165 mm (6.5”) on the outer diameter. The loaded

sample was centered to within 25 µm (0.001”) using a rotational alignment dial indicator.

Cladding was performed 19 mm (0.75”) out of focus beyond the focal point conforming

to typical industrial practices. The outer surface of the cylinder was prepared with

an initial acetone wash to remove oil and grease followed by manual grinding between

passes to remove remaining contaminants. A preheat of 260◦C (500 F) was applied to the
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rotating substrate using a type-K contact thermocouple at the 0◦, 90◦, 180◦, and 270◦

positions on the cylinder along the rotation direction. These temperature measurements

were performed along the centreline of the upcoming bead. Some variation in preheat

temperatures was observed across the four measured points, but values within 25◦C of

each other and the target preheat temperature were taken as acceptable.

Calibration of the laser power and powder feed rates was performed at the beginning

of the experiment and before trials with a parameter change to confirm levels at the

substrate. Laser power was measured using a 10 kW Comet 10K-HD power probe, and

feed rate was measured by manually capturing the powder flow for tp = 2 min, measuring

the accumulated mass, and reporting a per minute average rate. Prior to the start of

the trial, the diameter of the powder jet at the experimental nozzle working distance was

estimated from the photograph of the cloud shown in Figure (4.1) in the absence of both

the laser beam and substrate. This distance was measured to be between 4 and 5 mm.

Nozzle 
Working 
Distance
19 mm

Measured 
Powder Jet 
Diameter 

dp = 4-5 mm

Figure 4.1: Photo of the powder cloud showing the powder jet focus at the nozzle working
distance for the experimental trials.
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The laser power, powder feed, and substrate rotation were programmed to begin

simultaneously with the shutter closed. This momentarily delayed the start of cladding

and allowed the parameters time to ramp up to test levels. At the same time, an Ar

shield gas purge began with the shield gas flow rate set at 45 cfh for the remainder of the

test. After a 5 second waiting period, the shutter was opened and the cladding began. A

360◦ bead was deposited with a continuous 2 mm helical pitch followed immediately and

180◦ overlapping bead without interruption. The overlapping beads were not included

as part of this study. A 12.5 mm (0.5”) gap between bead centres was left for post-clad

sectioning, and beads were placed 51 mm (2”) away from the edges of the coupon to

prevent heat accumulation effects. Once the 180◦ overlapping bead was completed, the

shutter was closed effectively stopping the clad process while the laser power and powder

feed rate ramped down. The travel speed was set to shift rapidly to the maximum value

of 1500◦/min to complete the second full rotation and place the starting point directly

beneath the nozzle. Following the completion of rotation, a thermocouple was used to

measure the temperature of the crown of the bead for 5 minutes. Figure (4.2) summarizes

the timeline of the experiments as described above. Figure (4.3) shows an example of

the in-process Ni-WC clad deposit highlighting the rotation direction of the cylinder.
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Figure 4.2: Procedural timeline for the cladding experiments.

Rotation Direction

Figure 4.3: Laser cladding during the Bead 9 run.
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4.3.5 Test Coupon Preparation and Analysis

Photos of the pre-sectioned beads were taken using a Nikon SMZ 745T stereomicroscope

at the 270◦ position relative to top-dead centre of the start of the bead. These surface

photos were used to get an average bead width measurement from the visible bead area

using Adobe PhotoshopTM . This area was determined by analyzing pixels of the selected

region and converting pixel measurements to an actual area using the image scale bar of

known length. This area is then divided by the bead length in the photo to provide a

bead width averaged over the visible length of the bead. This method was considered to

be more representative of the bead width than measurements traditionally taken from

cross section samples, which were subject to visible variation based on the location of

the cut. The digital measurements were used as the measured width values ym for this

analysis.

All test beads were then sectioned from the 270◦ position from the start of the bead

using a wet saw, mounted into a Bakelite puck, polished to a 0.04 µm finish, and etched

with 3% Nital solution for 5 seconds. The etch revealed the HAZ isotherm clearly, but

had little to no effect on the overlay microstructure. Micrographs of the samples were

taken using a Nikon Eclipse MA200 inverted microscope and stitched together to create

panoramas of the entire cross section using PhotoshopTM . The maximum height of the

clad hm, maximum width of the HAZ, maximum depth of the HAZ, reinforcement area

Ar, and total area At were measured. Due to the presence of machining marks on the

sample surface, a straight line drawn between the clad toes was used to divide above and

below surface levels. These areas and features are shown in Figure (4.4).
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Reinforcement 
Area 
Ab,r 

Clad Toe 

Lathe Tool 
Marks 

Ab,t 

Total Area 

hm 

Clad 
Height 

HAZ Width ym, HAZ 
 

HAZ 
Depth 
Zm, HAZ 

Clad Width ym, b 

Figure 4.4: Schematic of a cross section of a deposited clad bead from the experiments.

The area fraction of the carbide, fvcb , was measured using a PythonTM script devel-

oped at the Canadian Centre for Welding and Joining that identified the carbides based

on colour contrast with the matrix. The clad area was isolated from the remainder of

the cross section, and the brightness was adjusted to maximize the contrast difference

between the two components.

4.4 Thermal Analysis for Bead Width

There is general agreement in literature that the geometry of the molten region during

cladding dictates the width of the bead [4–7, 9, 13–17, 23, 29]. By decoupling the heat

and mass transfer aspects of the process and considering only the temperature profile of

the substrate, the pool can be mathematically represented using previously developed

solutions. The maximum isotherm width for a point heat source is analyzed in detail in

[30]. A point heat source analysis predicts that the maximum bead width is in some cases
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smaller than the beam focus, which suggests a point heat source is not the best approach.

The next step in accuracy improvement of the anlaysis is the Gaussian heat source

developed by Eagar [31] consistent with the lowest order fundamental mode TEM00 beam.

The use of a Gaussian heat source is only because it introduces an additional degree of

freedom for a heat source of finite size. For this analysis the beam has previously been

characterized as the TEM01∗ mode, the ”doughnut hole” mode, which has two peaks and

a dip in intensity in the centre, but has a much closer profile to the Gaussian distribution

than the point heat source. A schematic of the beam, clad pool, and distributed heat

source is shown in Figure (4.5).

Figure 4.5: Schematic of the laser cladding process without powder.

In 1983 Eagar and Tsai published a dimensionless general solution for isotherm ge-

ometry for a travelling Gaussian heat distribution shown in Equation (4.1) [31]. The

notation from Wood et.al has been applied to Equation (4.1) for consistency with the

work presented here [30]. While Equation (4.1) does not account for the effects of fluid

flow in the molten pool, there is evidence to support that the role of convection is not
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dominate due to the presence of solid particles in the melt pool for Ni-WC cladding,

which is the focus of Chapter (5).

T ∗ =
1√
2π

∫ ∞
0

dτ
τ−

1
2

τ + σ∗2
e
−x
∗2+y∗2+2x∗τ+τ2

2τ+2σ∗2
− z
∗2
2τ (4.1)

where T ∗ is the definition for dimensionless temperature developed in Wood et.al [30]

(Equation (4.2)), τ is the dimensionless time (Equation (4.3)), σ∗ is the dimensionless dis-

tribution parameter (Equation(4.4)), x∗ is the dimensionless distance x (Equation (4.5)),

y∗ is the dimensionless distance y (Equation (4.6)), and z∗ is the dimensionless distance

z (Equation (4.7)).

T ∗ = (T − T0)
4πkeffαeff
ηthqeffU

(4.2)

where T is the isotherm temperature (K), T0 is the preheat temperature (K), keff is

the effective thermal conductivity of the substrate (W/mK), αeff is the effective thermal

diffusivity of the substrate (m2/s), ηth is the effective thermal efficiency of the cladding

process, qeff is the effective laser power described in detail in a subsequent section (W),

and U is the travel speed (m/s). Equations (4.3) and (4.4) show the formulae for dimen-

sionless time and dimensionless distribution parameter respectively.

τ =
U2t

2αeff
(4.3)

σ∗ =
Uσ

2αeff
(4.4)
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where t is time (s), σ is the beam distribution parameter, which represents the location

measured from the origin where the beam power falls to 1/e2 of it’s maximum value (m).

The dimensionless Cartesian coordinates x∗, y∗, and z∗ are shown in Equations (4.5),

(4.6), and (4.7).

x∗ =
Ux

2αeff
(4.5)

y∗ =
Uy

2αeff
(4.6)

z∗ =
Uz

2αeff
(4.7)

where x is the distance in the x direction (m), y is the distance in the y direction (m),

and z is the distance in the z direction (m). The dimensionless distances x∗, y∗, and z∗ are

shown below in Equations (4.5), (4.6), and (4.7) respectively. Reliable material properties

as a function of temperature namely thermal conductivity k, specific heat capacity cP ,

density ρ and thermal diffusivity α are necessary to convert the general, dimensionless

results of Equations (4.1) and (4.2) to dimensional values that can be used by engineers

in practice. The approach in this work is to use a single value that represents an average

from the target process preheat temperature 260◦C (533 K) up to the Ae1 temperature

708◦C (981 K) for the HAZ isotherm. A similar approach is used for the melting isotherm

taking an average value from the preheat temperature up to melting temperature of the

4145-MOD substrate. For this work the melting temperature was taken as the equilibrium

solidus temperature 1419◦C (1692 K). The choice of solidus compared to liquidus did not

have an meaningful effect on the results obtained due to the narrow range of melting for

the substrate alloy. Though laser cladding is a highly non-equlibrium process with heating
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rates on the order of thousands of degrees per second [32], the equilibrium values serve

as a good starting point estimate. The procedure of averaging of parameters over ranges

of hundreds of degrees did not have an order of magnitude effect on the results between

the HAZ and melting effective values. The effective values used in this analysis are listed

below in Table 4.3. A detailed review of the methods and models used to produce these

thermophysical property values has been included in Appendix 4.2 as-published and in

Appendix A in complete detail.

Table 4.3: Effective thermophysical properties of 4145-MOD steel

Target Temperature Effective Thermal Effective Specific Effective Effective Thermal
Isotherm Range Conductivity Heat Capacity Density Diffusivity

keff cPeff
ρeff αeff

(K) (W/mK) (J/kgK) (kg/m3) (m2/s)
HAZ 533-981 32.52 737.61 7689 5.73 ∗ 10−6

Melting 533-1692 30.15 743.97 7590 5.34 ∗ 10−6

4.4.1 Calculation of Isotherm Width and Depth

The calculation of maximum isotherm width and depth (ŷ∗m and ẑ∗m) corresponds to

solving Equation (4.1) for y∗ at z∗ = 0 and z∗ at y∗ = 0 respectively. A MATLABTM

optimization algorithm was developed to compute the integral in Equation (4.1), solve

implicitly for y∗ and z∗, and identify the exact maximum values for all possible solutions

of Eagar’s equation. The algorithm has three steps and incorporates the program’s built

in non-linear solvers fminsearch and fzero. The unconstrained non-linear optimization

function fminsearch finds the local minimum of a objective function of several variables

from an initial estimate [33]. The non-linear solver fzero finds the roots or zeros of an

objective function given a starting point estimate [34]. For the analysis here, the limits

of integration for Equation (4.1) were taken between τ = 0 and τ = 50, which previous

work has shown satisfies the infinite limit computationally for the peak temperature of
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the integral. The dimensional distribution parameter was not directly measured but was

calculated from experimental data to be 1.62 mm, which is described in detail in Step 3

in a subsequent section. The convergence criterion for all objective functions and target

variables was set at 10−6. The first two steps for the algorithm for ŷ∗m are as follows:

Step 1. Input values of T ∗ and x∗ to the function, which outputs the corresponding ŷ∗ as

a solution to Equation (4.1). Step 1 uses fzero to identify the ŷ∗ that forces the

input value of T ∗ to the script to equal the calculated T ∗ from Equation (4.1). The

objective function for fzero is shown in Equation (4.8).

T̂ ∗i = T ∗input − T̂ ∗ (4.8)

where T̂ ∗i is the calculated value for T ∗ for iteration i, T ∗input is the input value of T ∗

to the script, and T̂ ∗ is the calculated value of T ∗ from Equation (4.1). The seed

for ŷ∗ was chosen to be 1/T ∗, which represents the a solution for maximum width

developed by Wood et.al for slow moving heat sources [30].

Step 2. For an input of T ∗, Step 2 outputs the maximum ŷ∗, ŷ∗m, by repeatedly calling Step

1 with an input x∗, solving Equation (4.1), returning the corresponding ŷ∗, and

testing using fminsearch whether or not the returned ŷ∗ was the minimum value

representing the location of maximum width. The objective function for fminsearch

is shown in Equation (4.9):

ŷ∗i = −max(ŷ∗) (4.9)

If ŷ∗i+1 is less than ŷ∗i , fminsearch selects a new adjacent x∗, iteratively solving

until a local minimum is found. The surface isotherm is known to have a single
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minimum value at ŷ∗m, therefore the returned value represents the global minimum.

The negative in Equation (4.9) is necessary to compute the solution on the −y∗

axis. The seed for x∗ was chosen to be 0 because all isotherms cross the y∗ axis.

The algorithm for ẑ∗m uses a parallel approach to ŷ∗m with a few modifications: Equa-

tion (4.1) is solved with y∗ = 0, z∗ = 0 is the seed for Step 1 and max(ẑ∗) is the objective

function for Step 2. It is noted that the maximum x̂∗ calculated from the ŷ∗m algorithm,

x̂∗my , was distinguished from the maximum x̂∗ calculated from the z∗m algorithm, x̂∗mz .

These two x∗ values were indeed different, indicating that the x∗ coordinate correspond-

ing to the maximum width does not coincide with the x∗ coordinate of the maximum

depth.

Determination of T ∗ in Equation (4.2) as part of the solution algorithm for maximum

width and depth requires a value for the thermal efficiency, which presents the fraction

of the total thermal energy imparted to the substrate from the process either directly

from the laser beam exposure or preheat of the in-flight powders. The thermal efficiency

has been taken to be 0.3 for this analysis as reported for CO2 laser cladding on a steel

substrate [35]. This literature value for thermal efficiency is used in the absence of

a fundamental expression for thermal efficiency which is widely agreed to vary with

laser power, powder feed rate, travel speed, laser wavelength, and substrate material.

Typically, ηth is a fitting parameter for similar numerical analyses where the heat source

geometry and isotherm temperature are known, which is not the case in this analysis.

Figure (4.6) shows a graphic of the dimensionless surface and centreline isotherms for

the melting isotherm of Bead 3. The x∗, y∗ coordinates of the maximum are directly

output from the optimization, which are easily converted to dimensional coordinates

using Equations (4.5) and (4.6).
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Figure 4.6: Left: Dimensionless surface isotherm showing the location of maximum width for
Bead 3. Right: Dimensionless centreline isotherm showing the maximum depth location for
Bead 3. Both figures use the Bead 3 parameters from Table 4.2.

4.4.2 Effect of the Bead on Heat Transfer

The formation of a continuous bead during the cladding process provides an additional

channel for the dissipation of heat from the laser. Until now this effect has not been

quantified for any welding process. The effect is expected to be small, and it is analyzed

in detail below. Figure (4.7) schematically outlines the heat conduction pathways of the

process showing the conduction through the reinforcement qr.

Figure 4.7: Schematic of heat conduction through the bead reinforcement during laser
cladding.
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Equation (4.10) presents an expression for a qeff that accounts for heat conduction

through the bead. This equation is based on approximating the isotherms using a point

heat source on a thick plate.

qeff = q

(
1− 1

2π
k∗rA

∗
b,rT

∗2
)

(4.10)

where qeff is the effective input power of the process (W), q is the nominal laser power,

k∗r is the dimensionless conduction ratio (Equation (4.11)), and A∗b,r is the dimensionless

reinforcement area (Equation (4.13)).

k∗r =
kr
k

(4.11)

where kr is the thermal conductivity of the deposited clad bead (W/mK), which in

this work represents a solid matrix of Ni interspersed with uniformly distributed spheres

of WC. Maxwell presented the following equation to represent the effective conductivity

for this case [36]:

kr =

[
2kWC + kNi + fvcb (kWC − kNi)
2kWC + kNi − 2fvcb (kWC − kNi)

]
kNi (4.12)

where kWC is the conductivity of the WC spheres in the clad, kNi is the conductivity of

the primarily nickel metal powders in the clad, and fvcb is the volume fraction of carbide

in the deposited clad. The values used for this analysis were kWC,melt = 64.32 W/mK

and kNi,melt = 37.00 W/mK for the melting isotherm, and kWC,HAZ = 70.04 W/mK and

kNi,HAZ = 41.68 W/mK for the optimized HAZ isotherm (1228 K). The description of

the HAZ isotherm calculation is described in detail in a subsequent section, and the full

discussion of the effective conductivities for WC and Ni is included in Appendix 4.2
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(as-published/abbreviated) and Appendix A (complete).

A∗b,r =
Ab,rU

2

4α2
eff

(4.13)

where Ab,r is the bead reinforcement area defined in Figure (4.4) (mm2). Equa-

tion (4.10) is valid when the reinforcement is isothermal, which must satisfy the con-

dition 1
2
A∗b,rT

∗ < 1. This condition was met for all tests for both the HAZ and melting

isotherms. The qeff for the HAZ was found to be greater than 99% of q for all tests. For

the melting isotherm, the qeff was greater than 97% of the nominal power.

4.4.3 Estimation of the Beam Distribution Parameter σ

This work did not have a beam profilometer to characterize the laser power density and

measure the distribution parameter directly. The σ was estimated by determining the

value that minimized the difference between the predicted and measured widths and

depths of the HAZ isotherm for all 13 experimental trials. The temperature of the HAZ

isotherm (THAZ) was unknown because of the highly non-equilibrium conditions of the

cladding process, which preliminary calculations show were on the order of thousands

of degrees per second [32]. The HAZ temperature was left as an unknown in the al-

gorithm shown below in Step 3. All dimensionless solutions from Steps 1 and 2 were

converted to dimensional values to be able to solve for the single σ̂ and T̂HAZ common to

all experiments.

Step 3. Input values of y∗m,HAZ , z∗m,HAZ , T0, ηth, keff,HAZ , αeff,HAZ , qeff,HAZ , U to the function.

The outputs are single values for σ̂ and T̂HAZ that minimize the sum of the natural

logs of the difference between the calculated and measured values of width and
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depth for the HAZ, S, using fminsearch for n = 13 experiments:

S =
n∑
i=1

{[
ln

(
ŷm,HAZ
ym,HAZ

)]2
+

[
ln

(
ẑm,HAZ
zm,HAZ

)]2}
(4.14)

where S is the total value of the sum of the differences between the calculated

and measured widths and depths for the HAZ, ŷm,HAZ is the calculated value of

maximum width for the HAZ, ym,HAZ is the measured value of maximum width for

the HAZ, ẑm,HAZ is the calculated value of maximum depth for the HAZ, zm,HAZ is

the measured value of maximum width for the HAZ. The seed values for σ and THAZ

were 1 mm and the 4145-MOD Ae1 temperature 981 K. Step 3 makes continuous

calls to Steps 1 and 2 in order to calculate values for ŷm,HAZ and ẑm,HAZ .

The optimized values for σ̂ and T̂HAZ were 1.62 mm and 1228 K respectively. The

findings for sigma were compared to burn marks into acrylic plastic at the same working

distance. The second order moment of the beam, which represents the beam diameter

from ISO-11146-1, has a value of 4σ̂ and is shown in Figure (4.8) [37]. The match between

the burn and optimized value of 4σ̂ is excellent.

σ

4σ

Figure 4.8: Comparison of the calculated σ to burn marks made on an acrylic substrate. The
working distance was 19 mm matching the experimental trials.
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4.5 Estimation of Catchment Efficiency ηm

The catchment efficiency in laser cladding represents the fraction of process powders that

fall inside the weld pool and stick to the molten surface contributing to the formation

of the clad bead. In some literature models of efficiency, the molten pool has been

approximated by the beam area [3, 21, 38]. Figure (4.9) below shows a comparison of

the projected laser area assumption of the molten pool to a typical isotherm generated

in this work. The visual comparison suggests that the laser beam spot is not the best

approximation of the molten pool, which is critical to this analysis of efficiency.

Figure 4.9: Left: Overlap of the powder cloud with the beam spot approximation for the
melting isotherm. Right: Overlap of the powder cloud with the experimental matrix centre
point melting isotherm (Bead 3) calculated from this work. The dimensions are to scale with
σ̂ = 1.62 mm, ŷm,b = 1.69 mm, and r̂p = 1.77 mm.

This work presents a new approach to determine these important areas as a funda-

mental part of our understanding of catchment efficiency in coaxial laser cladding. In

this analysis three important assumptions are made:

• All powders that contact the molten pool adhere to the surface.
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• All solid particles colliding with the unmelted substrate surface are lost and do not

become part of the bead.

• The powder is evenly distributed across the powder cloud.

These assumptions of powders surface interactions are typical of existing models in

literature [3,21]. Balu et.al have shown for a coaxial powder feed of Ni-WC with similar

size and composition to the powder used in this work that the powder cloud concen-

tration profile is normally distributed [39]. For this iteration of the catchment model,

the simplification of the powder distribution is made as an alternative to the complexity

required to simultaneously solve the integral of the powder distribution and the integral

of the implicit function describing the melt pool (Equation (4.1)).

For the Ni-WC powder used in this work, the authors have previously shown that

the catchment efficiency of the metal powder, ηmm , and the catchment efficiency of the

carbide, ηmc , were different depending on the powder feed rate of the process [28]. The

aim of this estimation of efficiency is to predict the total catchment efficiency, ηm of the

combined powder components to compare to Equation (4.15) proposed in the author’s

previous work [28].

ηm =
U

ṁp

[
Ab,tfvcbρc + Ab,r(1− fvcb )ρm

]
(4.15)

where ηm is the total catchment efficiency of the powders, Ab,t is the total area of

the clad bead, and where ρc and ρm are the density of the carbide and metal powders

respectively from Table 4.1.

The model of catchment efficiency presented here is based on an approximation for a

point heat source isotherm. The intersection of the melting temperature isotherm with

the powder cloud area is represented as half the area of an ellipse whose major axis is



4.5: Estimation of Catchment Efficiency ηm 101

the twice radius of the powder jet and minor axis is the total weld pool width. This

model assumes that the molten pool area ahead of the heat source is small relative to

the overlapping area in the bead tail, which is typically the case for these isotherms.

Figure (4.10) schematically shows the area approximations of the model relative to a

point heat source isotherm.

Figure 4.10: Proposed elliptical approximation of the catchment area compared with a Rosen-
thal isotherm overlapping the projected powder cloud area.

This ratio of the elliptical area of the molten pool to the total circular area of the

powder cloud simplifies to the relation presented in Equation (4.16). The only two

parameters necessary to predict catchment efficiency are the width of the molten pool

ym calculated from the Gaussian heat source and the radius of the powder jet.

η̂m =
ŷm,b

2r̂p
(4.16)

where η̂m is the calculated overall catchment efficiency, ŷm,b is the calculated value of

dimensional width for the clad, r̂p is the calculated value for the radius of the powder jet.

The value of rp could not be measured directly with the precision necessary to obtain
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accurate values for the model. Powder radius was left as an adjustment parameter, and

a value was selected that minimized the difference between the model and experiments.

The value for r̂p was determined to be 1.77 mm, which is comparable to the measured

range of 2-2.5 mm.

4.6 Prediction of Bead Height hm

It has been observed that the shape of the crown is similar for nearly all clads. The

curvature of the bead profile has previously been modelled as parabolic, sinusoidal, and

a circular arc [13, 20]. Nenadl et.al proposed that the parabolic profile was the best fit

for modelling overlapping beads geometries [20]. Using the simple geometric relation

between the area, width, and height of a parabola, the reinforcement area of the bead

can be expressed as:

Âb,r =
4

3
ŷm,bĥm (4.17)

where Âb,r is the calculated value for the bead reinforcement area and ĥm is the

calculated maximum height of the bead (m). The height of a clad bead can be ascertained

by combining three concepts: a mass balance of the process, an understanding of the

bead profile of a cross section, and the catchment efficiency of the process. Using a mass

balance similar to Colaço et.al [13], the reinforcement area of the bead can be shown to

be a function of the mass transfer rate ṁp, travel speed U , component powder densities

ρc, ρm and the catchment efficiency η̂m of the process shown in Equation (4.18).

Âb,r =
η̂mṁp[

fvcbρc + (1− fvcb )ρm
]
U

(4.18)
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Combining Equations (4.16), (4.17), and (4.18), we arrive at an expression to predict

maximum bead height that depends only on parameters known prior to cladding.

ĥm =
3ṁp

8U
[
fvcbρc + (1− fvcb )ρm

]
r̂p

(4.19)

4.7 Comparison with Experiments

The surface measurements for width were taken from stereo photographs of the beads

prior to sectioning, such as the one shown in Figure (4.11). The area outlined in white is

considered to be the fully bonded portion of the reinforcement, which removes the rough

edges as a result of sintered powders on the surface that do not contribute to the main

bead.

Bead Surface Area Bead Length

2mm

Figure 4.11: Stereomicrograph of the Bead 3 surface finish of the clad used to calculated an
average width over the visible length of the bead.
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The measurements of all remaining bead features required direct measurements from

cross sections of the experimental beads. Figure (4.12) shows a typical cross section of a

Ni-WC clad.

Figure 4.12: Cross section of Bead 3 etched with 3% Nital for 5 seconds.

Voids in clad bead were also occasionally observed. These features were typically

accounted for as matrix material in the calculations, which is a reasonable approximation

for beads with low porosity such as those in this work. Figure (4.13) shows the output of

the PythonTM script highlighting the carbide area. The carbide colouration is randomly

generated by the program.

Figure 4.13: Python script output showing carbide area for Bead 3.

Table 4.4 shows the measured values of reinforcement area, total area, and volume

fraction of carbide used in subsequent calculations for this analysis. Table 4.5 summa-

rizes the measured values for HAZ width, HAZ depth, bead width, catchment efficiency

(Equation (4.15)), and height from the 13 experimental tests.
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Table 4.4: Bead area and carbide volume fraction measurements for the experimental test
beads

Bead Number Total Area Reinforcement Area Carbide Volume Fraction
Ab,t Ab,r fvcb

(mm2) (mm2) (%)
Bead 1 1.89 1.65 33.64
Bead 2 0.72 0.68 30.05
Bead 3 1.52 1.40 28.48
Bead 4 2.27 2.11 29.30
Bead 5 1.19 0.85 20.27
Bead 6 1.02 0.95 34.42
Bead 7 1.46 1.38 34.29
Bead 8 1.19 1.12 38.04
Bead 9 3.59 3.42 34.71
Bead 10 1.90 1.79 36.39
Bead 11 1.37 1.16 36.26
Bead 12 0.67 0.65 37.48
Bead 13 1.96 1.88 38.56

Table 4.5: Measured HAZ dimensiones, clad dimensions, and catchment efficiency for the
experimental clad beads

Bead HAZ Width HAZ Depth Clad Width Catchment Efficiency Clad Height
Number 2ym,HAZ zm,HAZ 2ym,b ηm (Equation (4.15)) hm

(mm) (mm) (mm) (%) (mm)

Bead 1 4.93 -1.08 3.87 60.89 0.59
Bead 2 4.28 -0.72 1.93 23.42 0.49
Bead 3 5.03 -1.00 3.50 47.80 0.49
Bead 4 5.36 -1.14 3.92 54.24 0.72
Bead 5 5.22 -1.16 3.82 50.67 0.31
Bead 6 4.81 -0.85 3.03 42.75 0.42
Bead 7 4.87 -1.03 3.40 48.96 0.55
Bead 8 4.84 -0.90 3.33 41.18 0.49
Bead 9 5.47 -1.39 4.16 60.71 1.12
Bead 10 4.96 -0.95 3.45 50.68 0.69
Bead 11 5.09 -1.09 3.65 52.04 0.45
Bead 12 4.45 -0.71 2.46 35.00 0.39
Bead 13 4.80 -0.88 3.06 49.45 0.76
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The results of the isotherm calculation for maximum width and depth for the HAZ and

melt, catchment efficiency from Equation (4.16), and the height from Equation (4.19) are

summarized in Table (4.6).

Table 4.6: Calculated dimensions and catchment efficiency for the experimental clad beads

Bead HAZ HAZ Melt Melt Catchment Efficiency Clad Height

Number Width Depth Width Depth η̂m ĥm
2ŷm,HAZ ẑm,HAZ 2ŷm,b ẑm,b (Equation (4.16)) (Equation (4.19))
(mm) (mm) (mm) (mm) (%) (mm)

Bead 1 5.40 -1.24 4.11 -0.68 58.15 0.62
Bead 2 4.12 -0.70 2.23 -0.20 31.96 0.64
Bead 3 4.85 -0.98 3.37 -0.45 47.71 0.65
Bead 4 5.25 -1.22 3.83 -0.62 54.23 0.85
Bead 5 4.90 -1.00 3.42 -0.46 48.38 0.41
Bead 6 4.56 -0.82 2.99 -0.33 42.37 0.49
Bead 7 5.20 -1.14 3.83 -0.59 54.28 0.62
Bead 8 4.53 -0.85 2.91 -0.33 41.16 0.60
Bead 9 5.86 -1.62 4.46 -0.91 63.12 1.23
Bead 10 4.85 -0.98 3.37 -0.45 47.65 0.77
Bead 11 4.87 -0.99 3.39 -0.46 47.92 0.52
Bead 12 4.30 -0.69 2.64 -0.25 37.39 0.40
Bead 13 4.85 -0.98 3.36 -0.45 47.57 0.83

To visualize the fit of the models for bead width, catchment efficiency, and bead

height the calculated values were plotted against the measured values from experiments

in Figures (4.14), (4.15), and (4.16) respectively. A dotted line has been included in all

figures to show the theoretical exact match of the model predictions to the experiments

measurements. The uncertainty for the measured values in this work was estimated using

standard techniques described in Beckwith et al., which is presented in Table (4.7) for the

values in Figures (4.14) through (4.16). The uncertainty in the optimized calculated bead

width and optimized radius of the powder cloud was taken to be 0, which is reflected in the

absence of x-axis error bars in Figure (4.14) and x and y-axis error bars in Figure (4.15).

The complete uncertainty analysis is outlined in Appendix B of this thesis.
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Table 4.7: Total uncertainty for measured and calculated parameters for bead width,
catchment efficiency, and height

Bead Stereo Photo Measured Catchment Measured Calculated
Number Measured Width Efficiency Height Height

Uncertainty Uncertainty Uncertainty Uncertainty
±ε2ymo,b ±εηm ±εhm ±εĥm
(mm) (%) (mm) (mm)

Bead 1 0.295 4.79 0.044 0.042
Bead 2 0.152 1.82 0.036 0.047
Bead 3 0.275 3.72 0.036 0.049
Bead 4 0.307 4.22 0.053 0.064
Bead 5 0.300 3.99 0.023 0.041
Bead 6 0.238 3.35 0.031 0.033
Bead 7 0.267 3.83 0.040 0.041
Bead 8 0.376 3.26 0.036 0.037
Bead 9 0.316 4.75 0.082 0.081
Bead 10 0.271 3.99 0.051 0.050
Bead 11 0.287 4.14 0.033 0.033
Bead 12 0.187 2.75 0.029 0.025
Bead 13 0.241 3.91 0.056 0.051
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Figure 4.14: Comparison of measured bead width to the calculation based on a Gaussian heat
source.

Figure (4.14) shows an overall good fit for all the experiments with some scatter both

high and low for all test blocks. The maximum deviation was 17% under prediction for

the low power setting with most tests falling within the ±10% range. The powder feed

rate test block showed that increasing powder feed rate decreased the measured value of

bead width.
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Figure 4.15: Comparison of measured catchment efficiency to the calculated catchment effi-
ciency predicted by Equation (4.16).

Figure (4.15) shows that the model proposed in Equation (4.16) is a good fit across

all three test blocks. The low power test sample at 3 kW over predicted the efficiency by

37% and but the remaining samples were consistently within ±10%. The powder feed

rate tests were shown to slightly under predict efficiency (within 5%), and the overall

efficiency was insensitive to powder feed rate in the parameter range tested.
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Figure 4.16: Comparison of measured height to the calculated height from Equation (4.19).

Figure (4.16) shows that the calculated value of hm was higher than the measured

value for all experiments by approximately 20%. The power test block demonstrated

that power did not have a significant effect on the bead height. Higher powder feed rates

were shown to increase the bead height with an approximately linear trend consistent

with Equation (4.19). Increasing travel speed resulted in decreased height as predicted

by the inverse relationship shown by the model.

4.8 Discussion

The effects of velocity on bead width are well described by the isotherm calculations in

this work. These findings agree with the work of Colaço etal. who experimentally deter-

mined a linear decrease in width with increasing travel speed [13]. The overall trend with
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increased laser power increasing the observed bead width is shown by the model, but the

scatter can be attributed to the unknown role of beam attenuation by the powder parti-

cles, which has not been incorporated into this iteration of model development. Increased

powder feed rate slightly decreased the measured width of the clads; this behaviour is

not captured by the model and again supports the conclusion that beam-particle inter-

actions should be considered in calculations of bead width. Energy requirements heating

the powder particles up to cladding temperatures (melting only for the metal powders)

may also play a role in the decreased width.

The calculated value of catchment efficiency, which scales with the calculated value of

bead width, mirrored the effects of increased power and travel speed effects shown for bead

width. The model worked well in the parameter ranges tested with the exception of the

3.0 kW (low power) test where the calculated value of efficiency was substantially higher.

This behaviour suggests a change in the physics of the process under these conditions,

which needs to be explored further. Overall catchment efficiency of the Ni-WC was shown

to be relatively insensitive to changes in powder feed rate. This insensitivity is reflected

in the small effects of powder feed rate on calculated bead width shown in Figure (4.14).

The visualisation of area overlaps in this work suggests that back feeding into the pool

may dramatically improve the process efficiency. A tilt of the powder feed towards the

back of the pool, which changes the circular projected powder jet area to an elliptical

shape may also be beneficial.

Nearly all values calculated for the height of the beads were between 10 and 20%

higher than the measured cross sections. This systematic deviation is acknowledged,

but the explanation for this behaviour will be the subject of future analysis. Changes

in laser power did not have a large effect on the bead height. Increases in powder feed

rate were shown to increase the bead height, which intuitively makes sense considering

the linear relationships between powder feed rate and bead reinforcement area from the
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mass balance (Equation (4.18)), the linear relationship between reinforcement area and

bead height predicted by the parabolic profile calculation, and the relative insensitivity

of catchment efficiency to changes in powder feed rate. Height was shown to be inversely

proportional to the travel speed, which is predicted by Equation (4.19).

The laser cladding process is fully coupled, but the model presented here does not

incorporate all couplings yet and is therefore not self-consistent. Thermal efficiency was

assumed to be 30% as reported in literature for CO2 laser cladding [35], but the thermal

efficiency depends on process parameters including the bead width. Future iterations

should incorporate temperature measurements from thermocouples or thermal imaging

to calibrate the actual thermal efficiency of the process. Some important parameters

were not measured directly in this work. The beam radius and powder radius were left

as adjustment parameters to better fit the model to the experiments. While the values

obtained are reasonable compared to available measurements, full characterization of

both the beam and powder cloud will be necessary to obtain and validate a model to

predict bead geometry directly from theory.

Some major questions remain about the process, which will need to be addressed.

The effects of powder feed rate on powder jet focus and powder distribution should be

quantified for single and multicomponent flows such as the Ni-WC system in this work. It

is possible that the distribution of the nickel and carbide are in fact different based on the

density differences between the components. The catchment efficiency model presented

here is based on a point heat source analysis, which has shown to underpredict maximum

bead width, a fundamental part of the calculation of efficiency. As the distribution

expands, there is likely a point where the contribution of molten area ahead of the heat

source becomes significant. Thermal efficiency considerations, which were not included

as part of this work, need to be quantified to account for the clear indications of powder-

beam interaction effects.
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The expressions developed here should be synthesized and generalized similar to what

has been done for the point heat source [30]. A set of simple equations with appropriate

correction factors could replace the numerical requirement for calculation of Gaussian

isotherms. This achievement would unlock for engineers a practical and easily applied

method for predicting bead width, which now is limited to experts who are familiar with

the numerical procedures currently available in literature and demonstrated in this work.

4.9 Conclusions

Clad bead geometry can be estimated using the following fundamental principles:

• Bead width and height completely define the bead geometry for practical aspects

in single bead deposition.

• Bead height can be calculated from knowledge of catchment efficiency and bead

width.

• Bead width can be approximated using a Gaussian heat source heat conduction

model.

• Catchment efficiency can be approximated by the fraction of the molten surface in

the cross section of the powder jets.

Predictions for bead width, catchment efficiency and bead height were tested against

13 beads of Ni-WC powder deposited using a CO2 laser with a range of power levels,

powder feed rates, and travel speeds. All predictions were shown to be in good agreement

with the experimental beads generally to within ±10%.
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4.11 Appendix 4.1 Bead Area Approximation

It has been observed that the gentle curvature of the bead profile for laser clad beads

is geometrically similar for a wide range of parameters. For typical bead sizes, capillary

forces are dominant over gravity, and the cross section of the bead can be described by

a segment of a circle. For the small fractions of a circle typically involved, a segment

of a circle and a parabola are nearly identical [20]. (Equation (4.17)) shows that width

and height multiplied by a 4/3 constant fully defines the cross sectional area for the

parabolic case. For a circular area, Colaço etal. presented the following two expressions

to calculate the area based purely on geometric considerations [13]:

hm = R−
√
R2 − ym2 (4.20)

Ab,r = ym
√
R2 − y2m +R2 arcsin

(ym
R

)
+ 2ym(hm −R) (4.21)

where R is the radius of the circle whose circular segment defines the cross sectional

profile of the clad bead. It is noted that the ym defined by Colaço represents the entire

width, and the definition of full bead width in this analysis 2ym has been substituted
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into Equation (4.21) to be consistent with the notation presented here. Equation (4.20)

was solved numerically using MATLABTM to identify R for the 13 experimental trials.

Equation (4.21) was then used to solve for the bead area using experimentally measured

values of bead width (stereo measurement) and height from Table (4.5). Figure (4.17)

shows the reinforcement areas for both the parabolic and circular area calculations com-

pared to the actual measured reinforcement areas from the experimental Ni-WC clads.

Total uncertainty values for the measured reinforcement area, calculated parabolic bead

area, and calculated circular bead area are shown in Table (4.8). The uncertainty analy-

sis is outlined in detail in Appendix B, which additionally includes the exhaustive list of

measured and calculated areas.
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Figure 4.17: Comparison of the measured bead reinforcement area to parabola and circle area
approximations.
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Table 4.8: Total uncertainty for measured and calculated reinforcement area

Bead Measured Reinforcement Calculated Parabolic Calculated Circular
Number Area Uncertainty Reinforcement Area Reinforcement Area

Uncertainty Uncertainty
±εAbr ±εÂbr ±εÂbr
(mm2) (mm2) (mm2)

Bead 1 0.178 0.225 0.169
Bead 2 0.074 0.093 0.070
Bead 3 0.151 0.169 0.127
Bead 4 0.228 0.274 0.206
Bead 5 0.092 0.117 0.088
Bead 6 0.103 0.124 0.093
Bead 7 0.149 0.183 0.137
Bead 8 0.122 0.160 0.120
Bead 9 0.370 0.456 0.342
Bead 10 0.194 0.235 0.176
Bead 11 0.126 0.163 0.122
Bead 12 0.070 0.095 0.071
Bead 13 0.203 0.229 0.172

Both area calculation techniques compared excellently to the experimental results in

this work. Figure (4.17) demonstrates that the parabolic approach can be implemented

as an alternative to the circular calculation for simplicity in calculation without a loss of

accuracy.

4.12 Appendix 4.2 Material Properties as a Function

of Temperature

Reliable material properties as a function of temperature namely thermal conductivity k,

specific heat capacity cP , density ρ and thermal diffusivity α are necessary to convert the

general, dimensionless results this work to dimensional values to be used in practice. A

single value was used to represent the effective property as an average between the pre-
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heat 260◦C (533 K) and target isotherm temperatures. In this work these temperatures

were the Ae1 temperature 708◦C (981 K) and the solidus temperature 1419◦C (1692 K)

modelled using the thermodynamic computational software package ThermoCalcTM .

Thermal conductivity of the 4145-MOD substrate was calculated using the model

proposed by Mills for steel alloys [40]. Heat capacity was calculated as the enthalpy

change with respect to temperature from ThermoCalcTM , and density was calculated

as the ratio of molar mass to the molar volume also determined using ThermoCalcTM .

The effective values for k, cp and ρ were then used to calculate the effective diffusivity

αeff using Equation (4.22) [41]. Effective values for all values are listed in Table 4.3.

Figure (4.18) shows the property data for the entire temperature range of interest and

the effective values taken for both the HAZ and melting isotherm.

αeff =
keff

ρeffcpeff
(4.22)
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Figure 4.18: Temperature dependence of 4145-MOD steel thermal conductivity (top left),
density (top right), heat capacity (bottom left), and thermal diffusivity (bottom right) showing
effective values for the HAZ and clad melt isotherms.

Thermal conductivity values for the Ni-WC clads were also necessary for the effective

power analysis in this work to account for bead reinforcement conduction. For Ni, the

Mills model proposed for Ni-based superalloys was used [40] to predict a value for the

matrix powders. For WC, data was available from the JAHM database above 800 K [42],

and a room temperature value was reported by Lui et.at for WC as 110 W/mK [43]. An

interpolation between the available data from JAHM and the reported room temperature

value by Lui et.at was used to fill in the missing data gap. Although this data is for

cemented carbides and not the uniform metastable WC1−x used in this analysis, it is
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the best available for the material. Figure (4.19) shows the conductivity data for the

temperature range between 533 K and 1692 K with effective values in the temperature

range for both the HAZ and melting isotherms. It is important to note that the HAZ

temperature used as the peak temperature for both the WC and Ni was the calculated

value 1228 K.

Figure 4.19: Left: Temperature dependence of Ni thermal conductivity. Right: WC ther-
mal conductivity as a function of temperature. Both graphs show effective properties for the
calculated HAZ (1228 K) and melting isotherm.
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Chapter 5

Role of Thermocapillary Flows in
the Laser Cladding of
Nickel-Tungsten Carbide Alloys

5.1 Introduction

Laser cladding is an overlay deposition technology in which metallic or composite coatings

are metallurgically bonded to a substrate in near-net shape geometry using a laser heat

source. These value added coatings, commonly referred to as “clads”, are applied for

improved wear or corrosion resistance, or dimensional repairs of high value components.

Typical clads are on the order of 3 to 4 millimeters in width and one millimeter in

height, and by overlapping clad beads it is possible to create protective material coatings

encompassing entire surfaces. Laser cladding relies on a highly localized laser heat source

to melt a substrate creating a liquid melt pool similar to traditional welding processes.

A powder substrate is supplied to the pool from a lateral or coaxial feed system using

a carrier gas. The solid powder interacts with the beam and melts as it penetrates the

molten surface of the clad pool. The substrate is manipulated using a computer numeric

controlled (CNC) system, and as the stationary beam traverses across the moving surface,

the molten pool solidifies creating the clad layer.

123
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The particular weld pool under consideration in this work is the composite nickel-

tungsten carbide (Ni-WC) overlay system. This material consists of a two component

mixture of Ni-Cr-B-Si pre-alloyed powders (primarily Ni as represented in the designa-

tion) and cast spherical fused tungsten carbides (WC). During welding, the Ni-Cr-B-Si

powders melt to form liquid matrix component of the system, while the tungsten carbides

remain solid throughout the cladding thermocycle, which is necessary to maintain the

integrity and performance of the reinforcing carbide phase. This rapid thermocycle is

a major benefit of using laser heat sources compared to arc based welding techniques

for depositing Ni-WC alloys. To this point, it is not clear what effect this solid phase

fraction has on the heat transfer of the liquid melt, particularly its impact on molten

flows in the laser clad pool. Thermocapillary flows arise in laser cladding (as well as other

welding processes) because of temperature dependent surface tension variation over the

free surface of the pool [1, 2]. These surface tension gradients create a shear condition

at the surface that typically drives fluid motion from the lower surface tension region

directly beneath the heat source to the higher surface tension regions at the solid-liquid

interface (subject to change based on presence/role of surface active elements). The re-

sultant flows represent a convective heat transfer mechanism in the pool, which normally

contributes significantly to the overall transfer of heat in the molten region. The heat

transfer of the melt dictates the geometry of the clad bead, primarily the width of the

deposit for typical low dilution, low penetration clads.

For coaxial laser cladding, the complexity of thermocapillary action is compounded

with the addition of externally fed powders which depress the free surface of the pool and

brings an additional momentum contribution to the system [3]. In some cases, as for the

Ni-WC composite studied in this work, the effect of high (upwards of 50%) solid fraction

in the melt pool remains unknown. With the complexities of the coupled-physics of the

process, there has been a plethora of models of the molten clad pool geometry each with
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their own unique approach and simplifications, some of which are described below. The

role of convection in the clad pool has been a more prevalent part of many of the state

of the art numerical models, but for composite materials it may be possible that the role

of convection is minimal based on the presence of high fraction of solid particles in the

molten pool. These solid particles, which remain solid during the thermocycle, should

disrupt the thermocapillary flows thereby reducing the importance of the convective heat

transfer mechanism in the melt. This work attempts to address for the first time the

relative importance of thermocapillary flows in modelling of the clad pool geometry for

this particular high solid fraction target system. The simplicity in modelling without a

loss in accuracy of the prediction has been a fundamental part of the author’s previous

works [4–6].

There has not been consistent agreement in literature regarding the need for account-

ing for convection in modelling the geometry of the molten clad pool. Authors have

argued that for typical process conditions, convection does not meaningfully change the

prediction for pool geometry significantly but does have a lesser effect in reducing surface

temperatures [2, 7, 8]. Of those who have incorporated thermocapillary flows into mod-

elling of molten clad pool geometry, there are two distinct groups: those who apply a

conduction models with a modified thermal conductivity in the melt and those who simul-

taneously solve continuity, momentum, and energy balances with varying complexities in

material properties and boundary conditions. Both groups rely on finite element/numer-

ical simulations to solve either 2D or 3D models typically for Gaussian or uniform heat

distributions. The key authors are summarized below.

Reviews by Mazumder etal. [9], Mackwood and Crafer [10], and Pinkerton [8] high-

light the development of models that have incorporated Marangoni flows. To narrow

the scope, the models discussed here are limited to conduction mode cladding models

and not key-hole laser welding and hybrid-laser models, which must consider different
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physical phenomena. Toyserkani etal., Fathi etal., and Amara etal. presented conduc-

tion based heat transfer models of a Gaussian intensity distribution applying a corrected

thermal conductivity in calculating the melt pool boundaries [3, 11–13]. This modified

conductivity is typically in the range of at least twice the stationary melt conductiv-

ity [3, 13]. Farahmand and Kovacevic used a slightly different approach incorporating

a three dimensional thermal conductivity factor to account fluid flow in their transient

3D uncoupled model for single and multitrack clad beads [14]. In a book detailing the

physical mechanisms in a variety of laser materials processes, Guldesh and Smurov iden-

tify this modified conductivity approach as the simplest method of incorporating mass

transfer effects on heat transfer in the surface layer during cladding [15].

Of those who have incorporated convection directly into the governing equations of the

problem, most notable is Picasso and Hoadley, some of the earliest and most cited authors

for development of clad pool geometry models for laser cladding. Their work presented

a two dimensional model for laser cladding that solved temperature and velocity fields

simultaneously considering powder injection forces with the assumption that the powder

melts instantaneously at the melt surface [16]. The authors concluded that fluid flow

and the effects of powder injection are important in determining the melt pool shape

and temperature fields during single-layer cladding. In 2004, Han etal. presented a

comprehensive 3D model incorporating Maragoni shear stress, powder injection, together

with energy balances at the liquid-vapor and solid-liquid interfaces [17]. Other similar

approaches have been applied by Bhat and Majumdar [18], Tabernero [19], Akbari etal.

[20], and Lee etal. [21]. Few authors have also presented a dimensionless characterizations

of the weld pool during laser processing. Guldesh and Smurov state in their book on

physics of welding that for fluids under certain dimensionless conditions convective terms

in the Naive-Stokes equations can be neglected and convection can be neglected overall in

the heat transfer analysis of the laser clad pool [15]. In 1984 and 1988, Chan, Mazumder,
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and Chen produced models that incorporated asymptotic solutions for thermocapillary

flows into predictions of surface temperature, pool shape, and cooling rates as a function

of the Prandlt number [22,23]. Wei et al. discuss the melt pool shape, surface velocities,

and maximum temperatures in the pool determined as a function of Marangoni, Prandlt,

Peclet, and Stefan dimensionless groups. Their work highlights the practical importance

of revealing physical mechanisms, but focuses on quantitative predictions of the fusion

zone shapes [24,25].

Only Balu et al. have presented a finite element model of heat transfer in single

and multilayered deposits of Ni-WC taking into account convective heat transfer in the

weld pool [26]. Their results related process variables to cooling rates in the pool and

associated dissolution of the carbide phases, but they did not focus on the role of the WC

phase on convection in the melt. It remains unknown if a threshold of the solid phase

can significantly limit the role of convection in the clad pool or if convection must be

accounted for to obtain meaningful predictions of the melt geometry. This work addresses

the role of thermocapillary flows in coaxial laser cladding of a composite Ni-WC using

a framework presented by Rivas and Ostrarch [1]. The thermophysical properties of the

composite clad pool are addressed considering the two components of the clad powder

feed, and the dimensionless analysis of Rivas is applied to typical cladding conditions to

characterize the role of convection during laser cladding of this alloy system.
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List of Symbols

Symbol Unit Description

A 1 Aspect ratio
α m2 s−1 Thermal diffusivity
B 1 Constant from Thomas relation for effective viscosity
β K−1 Coefficient of thermal expansion
C 1 Constant from Thomas relation for effective viscosity
cp J kg−1 K −1 Heat capacity at constant pressure
D m Depth of the fluid cavity
δt m Thermal boundary layer thickness
E J mol−1 Activation energy
η 1 Efficiency

F J1/2 K−1/2 mol−1/6 Constant from Kaptay’s unified equation for viscosity
fvcb 1 Volume fraction of carbide in the clad bead

G J mol−1 Free energy
γ J mol−1 Surface energy
H J mol−1 Molar enthalpy
I 1 Constant from Kaptay’s unified equation for viscosity
k W m−1 K−1 Thermal conductivity
L m Length of the fluid cavity
L m Beam distribution parameter
Lo W Ω K−2 Theoretical constant in the Wiedemann-Franz-Lorenz Rule
M g mol−1 Molar mass
Ma 1 Marangoni number, a Peclet number for thermocapillary flows
µ Pa s Dynamic viscosity
N atoms mol−1 Avogadro’s number
ν m2 s−1 Kinematic viscosity
P Pa Pressure
φ ◦ Divergence angle of the laser beam
Pr 1 Prandtl number
Q W Nominal laser power

Q(X) W m−2 Heat flux distribution
Q0 W m−2 Maximum of the heat flux distribution located at the centreline
Reσ 1 Reynolds number for thermocapillary flows
ρ kg m−3 Density
ρe Ω m Electrical resistivity
σT N m−1 K−1 Surface tension coefficient
T K Temperature

∆T ∗ K Temperature difference between T0 and Ts for Regime III
Us
∗ m s−1 Reference velocity in the viscous boundary layer

V m3 Volume
x, y, z m Cartesian coordinates
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Symbol Description

Subscripts
C Carbon
c Tungsten carbide
eff Effective value
f Focus point
i Data point i
L Linear
m Ni-Cr-B-Si metal powders
melt Melting
mol Molar quantity
s Surface
T Function of temperature
th Thermal
0 Reference
V Volumetric
W Tungsten

5.2 Methodology

The analysis of composite clad pool phenomena here is based on the work of Rivas

and Ostrarch, who presented formulae to characterize the role of the different physical

mechanisms (conduction and convection) in low Prandlt number fluids, such as liquid

metals, through dimensional analysis and asymptotic considerations [1]. Their method-

ology builds from an existing weld cavity geometry to reveal the relative importance of

heat transfer mechanisms in specific regions of the melt from dimensionless criterion.

Rivas’ analysis framework is best suited for the analysis of composites here because it

follows the same method of characterizing phenomena in an existing molten pool. Other

authors have used a slightly different approach to produce predictions of width and depth

of the pool from dimensional analysis [22–25].

Rivas’ approach to characterising thermocapillary flows considers a series of simpli-

fying assumptions to a rectangular approximation of the weld pool. Rivas’ methodology
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ranks the relative contributions of momentum driven and thermally driven phenomena

in the weld pool, and then categorizes “regimes” that define the physically meaningful

effects that results from the dominant physics. The benefit of this approach is its abil-

ity characterize physical phenomena without solving the relevant differential equations

related to continuity, momentum, and energy, which requires numerical analysis. Rivas

also presents estimates of characteristic values of a particular regime, which provide sim-

ple expressions for points of interest in the domain of the problem such as maxima of

the thermal and flow fields. The problem formation and approximations, dimensionless

groups, regimes characterization and characteristic values presented by Rivas that serve

as the foundation of this analysis on thermocapillary flows in laser cladding of composite

materials are outlined below.

5.2.1 Problem Formulation

The problem configuration originally proposed by Rivas and Ostrach is taken to represent

a typical laser cladding molten pool [1]. The weld pool is considered a rectangular cavity

with depth D and length L filled with a fluid having constant density, kinematic viscosity,

and thermal diffusivity. The fluid is subject to an imposed symmetrical heat flux on the

surface denoted Q(X) with a maximum value at the centreline Q0 and a distribution

parameter L. T0, the reference temperature, is considered to be the melting temperature

of the substrate material. The symmetry of the cavity and the heat source makes it

possible to consider only half of the domain of the problem. Other important conditions

are:

1. Constant properties of the fluid with respect to temperature with the exception of

surface tension

2. Linearly decreasing surface tension with increasing temperature
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3. Negligible properties of the passive gas in contact with the free surface

4. Buoyancy, frictional heating and electromagnetic effects are not considered

5. The boundary layer between liquid and solid is omitted

In reality the problem of a molten weld pool formed during laser cladding has key

differences than the configuration proposed by Rivas. The molten clad pool exists almost

completely above the substrate surface contrary to typical molten pools for traditional

welding processes, which involve penetrating subsurface fluid flows. The height of the

cavity D is taken as the measured height of a solidified bead. The penetration of the

pool, d, is not considered in the cavity height as d � D under typical laser cladding

conditions [27]. The width of the cavity is taken as half the width of the molten pool

measured from the width of the solidified bead. The original problem configuration

compared to a representation of laser cladding is schematically shown in Figure (5.1).

Figure 5.1: Left: Rivas system coordinates and problem configuration [1]. Right: Laser
cladding pool showing the largely above surface pool geometry of the process.

Figure (5.1) highlights additional differences between the two system configurations.

The clad pool has curvature of its molten surface rather than the rigid square fluid

container. In their paper, Rivas and Ostrarch also outline that the problem is formulated
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such that the distribution of the heat flux is smaller than the length of the molten pool

(L < L), which is not typically the case in laser cladding. The cladding process also

requires the addition of external mass to create the surface layer, which comes in the form

of forced-fed powders that impinge on the surface of the molten clad pool. These particles

deform the free surface of the melt and bring a disruptive momentum contribution and

thermal contribution that is not considered in this preliminary analysis. To maintain

consistency with Rivas’ boundary conditions and conclusions about the physics of the

process, the geometry of the surface clad pool (width L and depth D) are taken to

represent Rivas proposed problem configuration as a first approximation of composite

clad pool phenomena.

5.2.2 Regimes and Dimensionless Groups for Characterizing

Low-Prandtl-Number Thermocapillary Flows

Rivas’ analysis applies to low-Prandtl number fluids. The Prandtl number (Pr = ν/α) is

the dimensionless ratio of kinematic viscosity and thermal diffusivity. Values for liquid

metals typical fall into the Pr � 1 range satisfying Rivas’ preliminary condition [28].

Rivas’ work outlines three regimes for low-Prandtl-number systems that characterize the

presence and relative importance of the forces acting in the weld pool. The balance of

these forces determines whether thermal and/or viscous boundary layers will form under

conditions dictated by dimensionless groups, which characterize the relative magnitudes

of these phenomena. A summary of each regime is shown below [4]:

• Regime I: Labelled the viscous regime, where viscous forces dominate through the

fluid volume. Conduction is the dominant heat transfer mechanism.

• Regime II: Flow boundary layer regime. Inertial forces dominate the volume, but

a viscous boundary layer forms at the surface. Conduction is still the dominant
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heat transfer mechanism throughout the volume of the liquid and in the boundary

layer.

• Regime III: Flow and thermal boundary layer regime, where both a viscous and

thermal boundary layer exist simultaneously. Inertial forces dominate the volume,

and convection is the dominant heat transfer mechanism; however, conduction dom-

inates in the thermal boundary layer at the surface. By definition, the viscous

boundary layer is smaller than the thermal boundary layer in this regime.

There are three dimensionless numbers that completely describe the formulation of

the problem, which are: the Prandlt number Pr (Equation (5.1)), the Reynolds number

for thermocapillary flows Reσ (Equation (5.2)), and the aspect ratio A (Equation (5.3))

defined below [4]. Definitions of thermophysical properties available from this analysis

have been substituted in the equations presented here.

Pr =
cpeffµeff

keff
(5.1)

Reσ =
σTeffQ0D

2ρeff

keffµeff
2 (5.2)

A =
D

L
(5.3)

where cpeff is the effective specific heat capacity of the clad pool (J/kgK), µeff is the

effective dynamic viscosity of the pool (Pa·s), and keff is the effective thermal conductivity

(W/mK). The value σTeff represents the effective surface tension temperature coefficient

(N/mK), Q0 is the maximum value of the heat flux distribution (W/m2), D is the height

of the fluid cavity or molten clad pool in this work (m), and ρeff is the effective density
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of the composite pool (kg/m3). For Equation (5.3), L is the heat flux distribution

parameter (m). Values with the subscript “eff” indicate the value that considers both

the composite nature of the pool and its temperature dependence. The identification of

these three numbers allows for the creation of a process map to identify the regime of

the target system.

Three dimensionless groups are presented by Rivas, which depend directly on the

above defined dimensionless numbers that characterize the three proposed regimes. The

formulas for each group come from the coefficients of the terms in the dimensionless form

of the Naive Stokes, continuity, and energy differential equations. These are presented

in detail in the Appendix of Rivas’ paper [1]. Table (5.1) summarizes the mathematical

requirements for the non-dimensional groups for each regime, the physical regions present,

and the dominant heat transfer mechanism in each physical region. Figure (5.6) presented

later in this analysis shows how these groups and the equalities outlined by Rivas describe

the boundaries for a process map, which allows simple graphical identification of the

target system’s regime.

Table 5.1: Regime classification for low Pr thermocapillary flows [1]

Regime Dimensionless Group Dominant Heat Transfer Mechanism
A2Reσ PrA2Reσ Pr(A2Reσ)1/3 Core Viscous Thermal

Layer Layer
I ≤ 1 � 1 N/A Conduction N/A N/A
II � 1 v 1 . 1 Conduction Conduction N/A
III � 1 � 1 � 1 Convection Conduction Conduction

5.2.3 Characteristic Values of Regime III

In each regime, estimates for characteristic values of interest in the domain are presented

by Rivas for the thermal and flow fields. Important characteristic values for this analysis
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are the thermal boundary layer size and the temperature differential across this boundary

layer for Regime III, which will be shown to apply to the conditions and material of the

target system here. The estimate for thickness of the thermal boundary layer is defined

in Equations (5.4) as follows:

δt =
D

(Pr3A2Reσ)1/4
(5.4)

where δt is the thickness of the thermal boundary layer at the liquid surface (m). A

secondary thermal boundary layer exists between the solid-liquid interface, which has not

been incorporated into Rivas’ analysis. Wei et al. have proposed the following estimate

for the boundary layer thickness at this interface [24]:

δts−l =

√
αeffD

Us
∗ (5.5)

where δts−l is the thickness of the thermal boundary at the solid-liquid interface (m),

and Us
∗ is the characteristic velocity in the viscous boundary layer of Regime III. Notation

from this analysis has been substituted into the formula for consistency. Wei’s expression

relies on the assumption that transverse conduction as the same magnitude as stream-

wise (downward) convection. The characteristics velocity in the viscous boundary layer

is shown in Equation (5.6).

Us
∗ =

(
σTeffQ0

µeffρeffcpeff

)1/2

(5.6)

(5.7)

The temperature difference between the surface and core region via conduction through
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the thermal boundary layer for Regime III is shown below in Equation (5.8).

∆T ∗ =
Q0δt

keff
(5.8)

where ∆T ∗ is this temperature gradient through the thermal boundary layer (K).

An alternative form of Equation (5.8) is proposed for this work, which substitutes the

process parameters into the definition for δt for clarity in the material property analysis

outlined in the subsequent section. Equation (5.8) becomes the following:

∆T ∗ =

(
L2Q0

3

ρeffcpeff
3σTeffµeff

)1/4

(5.9)

5.3 Target System

The target system considered here comes from previous experimental analyses using a

CO2 laser and Ni-WC alloy system [5, 6, 29]. Described in this section are the exper-

imental conditions, pertinent measurement of the deposited clad bead, the laser beam

characteristics, reference temperatures in the clad pool, constituents of the composite

clad pool, and the material properties calculated as functions of both composition and

temperature for this evaluation of fluid flow.

5.3.1 Experiments and Cross Section Measurements

A 6.0 kW coaxial CO2 laser was used to deposit Ni-WC onto a 4145-MOD steel substrate

using a range of laser powers, powder feed rates, and travel speeds. A single test bead

from the experiments described in Chapters 2 and 4 has been used for the analysis of fluid

flow here, which represents the typical industrial parameters for direct cladding of Ni-WC

on chrome-moly steels: 4.0 kW laser power, 50 g/min powder feed rate, and 25.4 mm/s
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travel speed with a target preheat of 260◦C (500◦F). Measured tests values are shown in

Table 4.2 Additional repetitions of the test parameters for statistical significance were

not possible due to limited time available for use of the production laser system.

For this analysis of thermocapillary flows, the geometry of the solidified clad bead

must be known and is taken to represent the geometry of the fluid cavity (Figure (5.1)).

The relevant parameters are the bead height, width, and carbide volume fraction in

the solidified clad. The cross section of the clad deposited using the above described

parameters is shown in Figure (5.2), and Figure (5.3) shows the visualized results of

the carbide volume fraction analysis using a PythonTM image processing script having a

randomly generated colour scheme. Assuming an isotropic distribution of carbides, the

area fraction is taken to represent the volume fraction of the reinforcing phase in the entire

deposit. The measurements for D, L, and fvcb for the solidified clad are summarized in

Table (5.2).

L

D

Figure 5.2: Cross section of the solidified Ni-WC clad from this work etched with 3% Nital
for 5 seconds.
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Figure 5.3: Python script output showing carbide area for the Ni-WC laser clad in this
analysis.

Table 5.2: Bead cross sectional measurements used in calculations of characteristic values of
thermocapillary flows in this work

Variable Units Value Description
D (mm) 0.49 Measured height of the bead cross section taken as the

height of the fluid cavity.
L (mm) 1.62 Measured value of half the width of the cross section

used to represent half the width of the fluid cavity.
fvcb (1) 0.386 Measured volume fraction of tungsten carbides in the

deposited clad bead

5.3.2 Heat Source Characterization

The important parameters of the laser for this work are the beam power, thermal effi-

ciency, characteristic length, and characteristic power of the beam’s distribution. Each

parameter of the heat source is described in detail below. For the experimental trial

considered here, the target beam power was 4000 W. The beam power was tested at the

substrate using a 10 kW Comet 10K-HD power probe, a calibrated copper calorimeter,

to be 3990 W. This value is used in subsequent calculations as the beam power Q. The

thermal efficiency factor is considered to be the literature value for steel absorption at

10.6µm wavelength, which is 0.3 or 30% reported by Schneider [30]. This literature value

is taken in the absence of empirical expressions or easily implemented predictive models
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for thermal efficiency of laser cladding as a function of the major process parameters

(laser power, powder feed rate, and travel speed).

The characteristic length of the heat flux distribution L is taken as the beam distribu-

tion parameter or standard deviation of the beam. This value has been measured using

a PH0053 Ophir laser beam sampler, USBNanoScan-Pyro Sensor with 20 mm aperature

and 25 µm slits, and a LBS-100-IR 0.5 beam attenuator to be 1.242 mm at the laser work-

ing distance of 19.05 mm below the nozzle level, which corresponds to a mirror working

distance of 345.31 mm. The results of this characterization are shown in detail Appendix

5.1. Shown below in Figure (5.4) is the global caustic energy distribution of the beam

produced by the profiler. The beam shows an irregular distribution with non-symmetric

spike on one side. For the calculations in this analysis, the beam is modelled as having

a Gaussian intensity to provide simple expressions for the peak power of the distribution

Q0 and characteristic length L while satisfying the conditions for Rivas’ symmetric heat

source distribution in the problem formulation.

Figure 5.4: Global caustic of the CO2 laser beam in this work. Spatial units are in mm,
and the relative power intensity (vertical axis) corresponds to a total laser power of 4 kW laser
power.
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For a Gaussian distribution, the characteristic power is taken as the peak value of the

distribution, which is described as follows:

Q0 =
ηthQ

2πL2
(5.10)

where ηth is the thermal efficiency of the laser cladding process (1), Q is the total

power of the laser (W), and L is the standard deviation of the Gaussian distribution.

Table (5.3) summarizes the values of Q, ηth, L, and Q0 calculated using Equation (5.10)

that fully define the heat source for this analysis of fluid flows in laser cladding.

Table 5.3: Parameters characterizing the heat source and power absorption during laser
cladding

Parameter Units Value Description
ηth (1) 0.3 Literature value of absorption for a CO2 laser beam

on a steel substrate during cladding. [30]
Q (W) 3990 Measured beam power at the substrate.
L (mm) 1.242 Measured beam distribution parameter.
Q0 (kW/m2) 123568 Peak power of the Gaussian intensity distribution.

5.3.3 Reference Temperature for Regime III

The value of ∆T ∗ in Equation (5.8) describes the temperature difference through the

thermal boundary layer thickness present in Regime III. This formula represents the

temperature difference between the core and surface developed as a result of conduction

in this layer. The core temperature is effectively a constant value T0 through its thickness

as a result of convection and heat redistribution. The value of T0 for this analysis comes

from the melting temperature of the 4145-MOD steel substrate, which has been computed

using ThermoCalcTM software to be 1692 K representing the solidus temperature of the
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steel. ∆T ∗ represents the appropriate temperature range for the effective thermophysical

material properties. The surface temperature can therefore be represented as:

Ts = T0 + ∆T ∗ (5.11)

As a result of the dependency of ∆T ∗ (Equation (5.9)) on the process parameters an

iterative approach is adopted to determine the appropriate temperature range for each

property for the range of solid phase fractions considered in this analysis. Starting with

melting temperature values for cp, µ, and ρ (σT is defined as the change with respect to

temperature and is taken as a single constant value), ∆T ∗ is calculated, and this new

value is then used to compute the updated material property values. The iterative process

is repeated until ∆T ∗ converged to within 1 K, which occurs after 4 or 5 iterations for all

volume fractions considered in this work. The values of the ∆T ∗ and Ts are summarized

below in Table (5.4). The literature data and available literature models used to produce

these temperature values and the resulting material properties are summarized in the

material property section and outlined in detail in Appendix 5.2.

Table 5.4: Values for the effective heat capacity analysis of a Ni-WC composite clad pool. T0
is 1692 K for all solid fractions analyzed here.

Deposited Carbide Regime III Cavity Molten Pool
Volume Fraction Temperature Differential Surface Temperature

fvcb ∆T ∗ Ts
(1) (K) (K)
0 983.4 2675

0.386 798.2 2490
0.5 630.6 2323
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5.3.4 Clad Pool Constituents

The clad pool is a composite mixture of Ni-Cr-B-Si powders and cast spherical fused

tungsten carbides (WC1−x), most often represented as Ni-WC. The carbide phase in

this work has previously been characterized as the metastable high hardness WC0.604 or

∼WC0.6 phase [5]. The chemistry of the metal powders and tungsten carbides has been

included in Table (5.5) [31]. The effects of substrate dilution of primarily iron into the

nickel-based melt likely did not have a significant effect the chemistry of the clad pool.

The dilution of the cladding process is typically less than 5%, and can be as low as 1%,

and for the purposes of this analysis the deposited chemistry was considered to match

the chemistry of the feed components.

Table 5.5: Chemistry data for the components of the Ni-WC powders used in this analysis

Element W C Cr Si B Fe O Ni Other
Source wt% wt% wt% wt% wt% wt% wt% wt% wt%

Metal Powder MTR - 0.25 7.44 3.39 1.58 2.43 0.022 84.89 -
WC1−x 95.5 3.8 - - - - - - 0.7

The two component powders were mixed together by the sponsor in 62.60% to 37.4%

weight fractions of carbide to metal powder respectively. The size of the carbides varies

between 45 µm and 150 µm. It is important to note that the initial weight fractions

in the feed serves as an upper bound on the balance of carbide in the final coating. In

practice 65% by weight (50% by volume) represents the limit of industrially observed

fully densified clads.
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5.4 Ni-WC Clad Pool Material Properties

The relevant physical properties for this work on thermocapillary flows are: heat capac-

ity cp, viscosity µ, thermal conductivity k, surface tension coefficient σT , and density ρ.

The evaluation of material properties for the composite Ni-WC system is accomplished

considering each property as a functions of both temperature and relative phase fraction

in the clad pool. The strategy is to calculate properties for each consitituent taking a

single average across the clad pool temperature range (Equation (5.8)), which changes

significantly based on the constituent fraction in the pool shown in Table (5.4). Data for

the materials in this analysis is largely unavailable; therefore, data for pure nickel and

stoichiometric tungsten carbide are taken to approximate the material properties here. A

combination of thermodynamic modelling using TheroCalcTM , literature data [32], and

material property models presented by Mills [33] and Iida [34] have been employed to

obtain the best possible estimates for the temperature dependence of the nickel and tung-

sten carbide constituents. Single values for cPeff and ρeff are combined using a rule of

mixture approach. A combined reinforcement conductivity for Ni-WC has been deter-

mined considering a matrix of pure nickel interspersed with uniformly distributed spheres

of WC. For this scenario Maxwell’s equation for conductivity of heterogeneous media ap-

plies [35]. The surface tension coefficient is considered to be a constant value taken from

data for a nickel-silicon binary presented by Keene [36]. This estimate considers the

effect of the solid phase fraction on the surface tension to be negligible. Viscosity is this

only parameter in this analysis that is not bound between the property values of the

constituents. As shown in the analysis below, it has the potential to change orders of

magnitude at high solid fraction in the molten pool while simultaneously having a one

to one correspondence with the Prandtl number and an inverse square relationship to

the Reynolds number for thermocapillary flows. The approach to quantify this effect is
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summarized below as the most critical material property value of this composite analysis.

A more detailed summary of the values for cPeff , keff , σT , and ρeff is included in Appendix

5.2. Section 5.4.2 presents a summary of all material properties for the solid fractions

used in this work.

5.4.1 Effective Viscosity µeff

Viscosity of the composite pool is accounted for considering an increase viscous effect of

the solid reinforcing phase on the molten fluid using the semi-empirical Thomas equation

shown in Equation (5.12) [37]. Thomas’ equation applies to uniform spheres in a Newto-

nian fluid, which fits well with the small size range of the spherical WC particles in the

Ni-WC powders in this work (45 µm-106 µm). The first two terms represent Einstein’s

solution for a dilute suspension of spheres [38]. The fvcb
2 term accounts for interaction

effects between particles in more concentrated suspensions, and the exponential term

includes two fitting parameters that compensate for higher order particle interactions

(up to fvcb
7 described by Thomas), which become dominate at higher volume fractions

(≥40%) [37]. This equation was shown by Thomas’ to adequately reproduce experimental

data from an 8 term power series form of the viscosity-particle concentration relationship

to within a variance of fit of 0.152. The simplicity of the Equation (5.12) containing

only two fitting parameters compared to several coefficients in the 8 terms power series

is superior for the simple but accurate approach in this work and is the preferred final

form of the relation presented by Thomas. Notation from the list of symbols defined in

this work has been substituted in Equation (5.12) for consistency with this analysis.

µeff/µm = 1 + 2.5fvcb + 10.05f 2
vcb

+BeCfvcb (5.12)



5.4: Ni-WC Clad Pool Material Properties 145

where µeff is the effective viscosity of the composite pool (Pa·s), µm is the effective

viscosity of the molten Ni-Cr-B-Si powders (Pa·s), and B and C are experimental fitting

parameters (1). The best fit is obtained by Thomas with values of B and C of 0.00273

and 16.6 respectively [37]. No data on the viscosity of the Ni-Cr-B-Si alloy chemistry

is available directly, and therefore the liquid component of the pool is modelled as pure

nickel, which composes approximately 85 wt% (75 mol%) of the pool. Data for Ni

viscosity extending the entire temperature range of this work is unavailable in literature,

and Equation (5.13), presented in Mills’ book on thermophysical properties of materials,

is used to predict viscosity up to the temperatures of this analysis [33].

µNi = 10(−0.5038+2029/T ) (5.13)

The units of µNi from Equation (5.13) are mPa·s. Figure (5.5) shows the dependence

of viscosity on solid fraction from Equation (5.12). The effective values are highlighted in

the figure, and the summarized below in Table (5.6) for all for all three volume fractions

considered in this analysis.
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Figure 5.5: The effect of carbide volume fraction on the effective viscosity of the molten pool.

Table 5.6: Values for the effective viscosity analysis of a Ni-WC composite clad pool

Deposited Carbide Metal Powder Effective Clad Pool
Volume Fraction Viscosity Viscosity

fvcb µm µeff
(1) (Pa·s) (Pa·s)
0 2.812×10−3 2.812×10−3

0.386 3.029×10−3 1.550×10−2

0.5 3.267×10−3 5.145×10−2
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5.4.2 Effective Values Summary

Table (5.7) summarizes the effective material property values used in this analysis of fluid

flow for each of the three values of f vcb under consideration here.

Table 5.7: Effective thermophysical properties for the composite Ni-WC pool used in this
analysis of thermocapillary flows

Solid Fraction fvcb ∆T ∗ cpeff µeff keff σTeff ρeff
(1) (K) (J/kgK) (Pa·s) (W/mK) (N/mK) (kg/m3)

0 983 798.21 2.812×10−3 65.06 2.964×10−4 7336.5
0.386 790 521.27 1.599×10−2 56.36 2.964×10−4 11110
0.500 631 463.51 5.145×10−2 55.61 2.964×10−4 12151

5.5 Results

The first step in this analysis of thermocapillary flows is to determine the Pr number

for the Ni-WC clad pool to satisfy Rivas’ primary condition for this analysis. Values for

the Reσ and A quantities have been calculated for the range of solid fractions considered

in this work (0% up to 50%). These results are summarized in Table (5.8) from Equa-

tions (5.1), (5.2), and (5.3). It is important to note that these calculations have been

done using the measured geometry of the experimental clad and experimental cladding

conditions in Tables (5.2) and (5.3) respectively applied to the hypothetical solid fractions

considered here.

Table 5.8: Summary of the dimensionless quantities to characterize thermocapillary flows for
typical laser cladding conditions of Ni-WC

Dimesionless Quantity fvcb = 0 fvcb = 0.386 fvcb = 0.5

Pr 0.0345 0.1479 0.4713
Reσ 125405 6778.5 799.03
A 0.3946 0.3946 0.3946
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Figure (5.6) displays a process map of the problem or a graphic representation of the

conditions for Regime I, II, and III. The dots correspond to the different Ni-WC clad

carbide volume fractions in this analysis. The dashed lines represent the boundaries of

the particular regime, which come from the relationships between Pr, Reσ, and A shown

in Table (5.1). Boundaries for A = 1, and A = 0.4 (corresponding to the experimental

clad in this work) are shown against the log scale Pr-Reσ plot in the figure. All plotted

values for Ni-WC laser clad overlays in this work fall very close to the Regime II/III

boundary with point fvcb= 0 nearly on the boundary line itself.
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Figure 5.6: Process map for thermocapillary flows. The dashed lines indicate a boundaries of
the Rivas’ regimes defined by the conditions in Table (5.1). The shaded area in the plot corre-
sponds to the A=0.4, which applies to all the cases considered here. The dot labelled “fvcb = 0”
corresponds to the conditions Pr = 0.03 and Reσ = 125405. The dot labelled “fvcb = 0.386”
corresponds to the conditions Pr = 0.15 and Reσ = 6779. The dot labelled “fvcb = 0.5” corre-
sponds to the conditions Pr = 0.47 and Reσ = 799.

The calculated values of the Pr number for all solid fractions in this analysis meet the

conditions for low Pr number fluids required by Rivas’ analysis (Pr� 1). As shown in the

figure, all three cases are adjacent to the Regime II/III boundary with the experimental

38.6% and 50% solid fractions within the Regime III region. This classification indicates

that both a viscous and thermal boundary layer are present in the fluid cavity. The
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results of the calculated characteristic values for Regime III presented in Section 2.3 are

shown in Table (5.9) for fvcb = 0.5 and fvcb = 0.386.

Table 5.9: Summary of the characteristic values for laser cladding of Ni-WC presented in
Section 2.3

Reference Equation fvcb = 0.386 fvcb = 0.5

Quantity Number

δt (5.4) 3.605×10−4 m 0.3605 mm 2.579×10−4 m 0.2579 mm
Us
∗ (5.6) 6.289×10−1 m/s 628.9 mm/s 0.3556 m/s 355.6 mm/s

δts−l (5.5) 8.7082×10−5 m 0.0871 mm 1.112×10−4 m 0.1112 mm

5.6 Discussion

The classification of Regime III for the experimental clad (fvcb = 0.386) is an unexpected

result. It had been initially hypothesized that the presence of high volume fraction of

carbides in the molten clad pool would increase the effective viscosity to the point where

it could be classified as a Regime I or II, where fluid flow is secondary to heat conduction.

The positions of the points in Figure (5.6) show that for the cladding conditions consid-

ered here the Reynolds number is a minimum of two orders of magnitude higher than the

requirement for Regime I at A = 0.4, but it is borderline with Regime II. The practical

implication of this conclusion is that convection cannot be immediately discarded.

It was determined that the majority of the pool is contained within the thermal

boundary layers shown in Table (5.9). For the experimental clad (38.6% solid fraction),

89.5% of the pool thickness is within these two boundary layers, and for the hypothetical

50% case this value was found to be 73.8%. These thicknesses are substantial and support

the argument for considering conduction as a more significant heat transfer mechanism

in a typical Ni-WC clad pool [39].

The nature of this analysis does not consider the disruptive effects of the forced-fed
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powders penetrating and deforming the surface of the melt at velocities of the order of a

meter per second, which is the same order of magnitude as the speeds of the convective

flows. In a similar dimensionless based analysis of heat transfer in laser cladding, Kumar

and Roy justify their simplifying assumption of negligible convection in the molten pool

because of high velocity of the impinging particles and high fraction of solid particles

undergoing solidification in the melt [40]. Future work is necessary to evaluate the role of

convection quantitatively in these high solid fraction composite coatings. The evidence

presented in this analysis suggests that the role of convection is not dominant.

5.7 Conclusions

An analysis of fluid flow in laser cladding of Ni-WC has been conducted based on the

thermocapillary flow analysis developed by Rivas and Ostrach for low-Pr number fluids

[1]. The analysis indicates that:

• A Ni-WC clad pool under typical laser cladding conditions containing as much as

50% solid fraction of carbide (maximum amount of typical industrial applications)

can be characterized as a low Pr number fluid.

• Asymptotic analysis indicates that the weld pool during laser cladding is in a bor-

derline case between conduction and convective heat transfer mechanisms. Rivas’

analysis indicates that this borderline condition is still dominated by conduction

with fluid flow playing a secondary role.

• The combined thermal boundary layer thicknesses (surface and solid-liquid inter-

face) was calculated to be 89.5% of the cavity depth. Heat conduction is dominant

in this boundary layer region supporting the argument that conduction plays a

more significant role than convection in laser cladding under the conditions tested.



5.8: Acknowledgements 152

5.8 Acknowledgements

The authors wish to acknowledge Apollo Clad Laser Cladding, a division of Apollo Ma-

chine and Welding Ltd. who was instrumental in sharing their knowledge, equipment,

and powder blends. The authors also acknowledge NSERC for providing project funding

for this research. Student scholarships from the American Welding Society and Canadian

Welding Association were gratefully received.

5.9 Appendix 5.1 CO2 Laser Beam Characterization

Figure (5.7) shows the two dimensional map produced by the profiler that identified the

divergence angle and beam radius at various plane locations for a 4 kW power output of

the 10.6 µm CO2 laser beam. Highlighted in the image are the divergence angle φ and

minimum radius at the beam focus point labelled 4σmin. This notation is used to signify

that the measurement is for the second moment, which represents the 4σ value (2σ on

either side of the centreline marked 0 on the x-axis) of the beam.
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Figure 5.7: Second moment of the beam profile results for the CO2 laser in this work. Units
are in mm, and the y to x scale is 5:1 to emphasize the divergence angle φ.

The typical working distance of the laser is 19.05 mm (0.75 in) below the 4Lf value

in Figure (5.7). With a measured 4Lf value of 0.600 mm and φ of 13.08◦, the L value

of beam at the working distance of the experiment was calculated to be 1.242 mm. The

procedure and definitions for the beam are outlined fully in ISO-11146-1 [41].

5.10 Appendix 5.2 Material Properties for the Com-

posite Clad Pool

Outlined in this appendix is additional information about the individual material prop-

erties for the Ni-Cr-B-Si metal powders and WC particles used to determine effective

material properties for this analysis of fluid flow. Presented in this appendix are lit-

erature thermophysical data for Ni and WC that corroborate the selected constituent
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material properties as well as models presented in reputable sources. Formulae for the

effective property values are proposed for each of the following properties: heat capacity

(cpeff ), viscosity (µeff ), thermal conductivity (keff ), surface tension coefficient (σTeff ), and

density (ρeff ), summarized in the body of this work in Table (5.7). The presented trends

and effective values in this appendix are demonstrated for fvcb = 0.5, but parallel analysis

have been conducted for fvcb = 0 and fvcb = 0.386.

5.10.1 Effective Heat Capacity cpeff

The heat capacity of the molten pool is taken as a rule of mixtures considering the heat

capacity of both the Ni-Cr-B-Si matrix and WC phases as functions of temperature.

The temperature range of interest is considered to be the temperature difference through

the thermal boundary layer. The temperature of the core region is taken as the solidus

temperature of the 4145-MOD steel (1692 K). The maximum temperature at the surface

of the 50% volume fraction carbide (65% weight fraction) clad pool is 2323 K. The rule

of mixtures equation for effective heat capacity in this work is shown in Equation (5.14).

cpeff = (1− fmcb )cpm + fmcbcpc (5.14)

Values for specific heat capacity of molten matrix are not reported by any source

but have been determined using ThermoCalcTM nickel alloy database TTNi8. The molar

enthalpy has been calculated for a range of temperatures from 1000 K to 3000 K for the

Ni-Cr-B-Si MTR reported chemistry. The calculated equilibrium solidus temperature

and liquidus temperatures are 1171 K and 1513 K respectively, which represents a wider

solidification range than that reported by the manufacturer Hogänäs (1279 K and 1323 K)

determined using differential scanning calorimetry (DSC) [42]. Equation (5.15) has been
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used to calculate the cp from the enthalpy data output in one degree increments.

cpi =
1

Mm

Hmoli+1
−Hmoli−1

Ti+1 − Ti−1
(5.15)

where cpi is the specific heat capacity at data point i (J/kgK), Mm is the molar mass

of the Ni-Cr-B-Si metal powders (kg/mol), Hmoli+1
is the molar enthalpy at data point

i+1 (J/molK), Hmoli−1
is the molar enthalpy at data point i-1 (J/molK), Ti+1 is the

temperature at data point i+1 (K), and Ti−1 is the temperature at data point i-1 (K).

Mm has been computed using ThermoCalcTM to be 51.95 g/mol. Figure (5.8) shows the

molar enthalpy output from ThermoCalcTM from 1600 K to 2400 K, which encompasses

the temperature range of interest for this analysis.
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Figure 5.8: Molar enthalpy of the Ni-Cr-B-Si matrix used in this work as a function of
temperature from ThermoCalcTM .

Using Equation (5.15), Figure (5.9) has been generated to show heat capacity as a
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function of temperature for the Ni-Cr-B-Si matrix. Values for pure liquid nickel from the

JAHM database are also included for comparison, which are uniform in the liquid phase

across the entire temperature range [32]. The effective value for the molten metal matrix

specific heat capacity is 796.74 J/kgK, which comes from the ThermoCalcTM data.
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Figure 5.9: Specific heat capacity of Ni-Cr-B-Si matrix used in this work as a function of
temperature showing the effective value used in this work.

Values for cp of WC are reported directly in the JAHM database for the entire temper-

ature range considered here [32]. This source is the most complete available to calculate

the value of cpc . The chemistry of the JAHM source is 93.9 wt% W and 6.1 wt% C,

which is higher than the carbides in this work reported in Table (5.5) but is still within

the same phase boundaries for the applicable temperatures [43]. An effective value of

287.83 J/kgK is calculated for cpc between 1692 K and 2323 K. Figure (5.10) shows these
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values along with additional data from Touloukian [44], which supports the increasing

slope of heat capacity with respect to increasing temperature in this range.
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Figure 5.10: Specific heat capacity of WC as a function of temperature showing the effective
value used in this work.

Data for the heat capacity of WC as a function of temperature from the JAHM

database [32] (93.9 wt%W and 6.1 wt%C) and Touloukian’s TPRC Data Series for Spe-

cific Heat of Nonmetallic Solids [44] (93.9 wt%W and 6.15 wt%C) is shown in Fig-

ure (5.11) against data for a non-stoichiometric carbide W2C0.833 from Grønvold et.al [45].

It is likely that the actual heat capacity of the WC0.6 used in this work would fall be-

tween the data for WC and W2C0.833 (∼WC0.4), but more importantly not substantially

different as to effect the results of this work in a meaningful way.
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Figure 5.11: Heat capacity of WC as a function of temperature for different stoichiometries
of the compound.

Combining cpm , cpc , and fmcb = 0.655 into Equation (5.14), the final value of specific

heat for the Ni-WC molten clad pool is 463.51 J/kgK.

5.10.2 Effective Viscosity µeff

No data on the viscosity of the Ni-Cr-B-Si alloy chemistry was available, and therefore

the liquid component of the pool is modelled as pure nickel. A series of equations in

literature to predict the temperature dependence of viscosity of nickel have been applied

and compared against available literature data. Firstly, the JAHM database contains

limited data between 1667 K and 1930 K [32]. A paper by Assael et al. also contains

tabular data for nickel viscosity up to 2100 K [46]. Figure (5.12) is included from Iida and

Guthries’s book “The Physical Properties of Liquid Metals”, which contains a summary
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of viscosity data for nickel determined using a variety of methods [34].

Figure 5.12: Experimental data for viscosity of pure nickel as a function of temperature
summarized by Iida and Guthrie (Figure 6.27) [34].

Figure (5.12) shows a large variation in measured viscosity data, which is only avail-

able for a limited range of temperatures. To obtain data extending the entire range of

this work, Models from literature are applied to predict the temperature dependence of

viscosity. Mills book on thermophysical properties of materials presents Equation (5.13)

to predict viscosity of nickel [33] (no temperature range of limited applicability in the

liquid phase is stated).

µNi = 10(−0.5038+2029/T ) (5.13)



5.10: Appendix 5.2 Material Properties for the Composite Clad Pool 160

The ASM handbooks present Equations (5.16) and (5.17) to predict viscosity of pure

metals as a function of temperature based on work from Iida and Guthrie [47,48].

µT = µ0exp

(
2.65Tmelt

1.27

RT

)
(5.16)

where µT is the viscosity at temperature T (Pa·s), µ0 is the reference viscosity (Pa·s),

and R is the real gas constant (8.314 J/molK). The reference viscosity is normally taken

at the melting temperature as follows:

µ0 =
µmelt

exp

(
2.65Tmelt

0.27

R

) (5.17)

where µmelt is the viscosity at the melting temperature (Pa·s) and Tmelt is the melt-

ing temperature (K). The Andrade equation is also presented in several sources as an

alternative equation to model viscosity of metal liquids [33, 34, 47]. Andrade’s equation

relates the molar volume and molar mass of the pure metal to a temperature dependant

viscosity [49]. In 2005, George Kaptay presented a unified equation for viscosity of pure

liquid metals, which supports Andrade’s results combining the concept of energy activa-

tion with Andrade’s free volume concept [50]. Kaptay’s unified equation is presented in

Equation (5.18).

µT = F

(
MNi

1/2

Vmelt
2/3

)
T 1/2exp

(
I
Tmelt
T

)
(5.18)

where F and I are fitting constants with values 1.80(±0.39)×10−8 (J/Kmol1/3)1/2 and

2.34(±0.20) respectively, MNi is the molar mass of nickel [51], and Vmelt is the molar

volume of the nickel liquid at the melting temperature (m3/mol) [32]. Smithell presented
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a model for pure liquid metal viscosity shown in Equation (5.19) [52].

µT = µoexp

(
E

RT

)
(5.19)

where E is activation energy (J/mol). Values for µo and E of nickel were reported to

be 0.1663×10−3 Pa·s and 50,200 J/mol. Figure (5.13) summarizes the data from Equa-

tions (5.13), (5.16), (5.18), (5.19) and available experimental sources. The decreasing

trends for all sources agree well between 1600 K and 2400 K. The effective value for vis-

cosity for the molten matrix, µm, is taken as the average from the Mills model prediction

between 1728 K (melting temperature of nickel) and 2323 K. This value is 3.267×10−3

Pa·s. The discrepancy between the substrate melting temperature 1692 K (T0) and the

melting temperature of pure nickel (1728 K) is noted, but has a nearly negligible effect

on the calculated effective value across a temperature range of hundreds of degrees. The

remainder of the determination of µeff is highlighted in the body of the paper.



5.10: Appendix 5.2 Material Properties for the Composite Clad Pool 162

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

6.0

1600 1700 1800 1900 2000 2100 2200 2300 2400

μ •
10

-3
(P

a •
s)

Temperature (K) 

Pure Nickel - Mills
Pure Nickel - JAHM
Pure Nickel - ASM/Iida
Pure Nickel - Assael
Pure Nickel - Kaptay Unified Equation
Pure Nickel - Smithell
Pure Nickel - Effective Viscosity

Figure 5.13: Viscosity of pure nickel as a function of temperature showing the effective value
used in this work.

5.10.3 Effective Thermal Conductivity keff

Previous analyses by the author have incorporated a combined reinforcement conductivity

for Ni-WC considering a matrix of nickel interspersed with uniformly distributed spheres

of WC [6]. For this scenario Maxwell’s equation for conductivity of heterogeneous media

applies shown in Equation (5.20) [35].

keff =

[
2kc + km + fvcb (kc − km)

2kc + km − 2fvcb (kc − km)

]
km (5.20)

Data for the thermal conductivity of the molten Ni-Cr-B-Si metal powders is un-

available at any temperature; therefore, values for pure nickel are used as an estimate

for the matrix alloy. Values are reported directly for elemental nickel from the JAHM
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database [32] and Mills book on thermophysical properties of commercial alloys [33].

Thermal conductivity of the matrix is also estimated using the Wiedemann-Franz-Lorenz

(WFL) rule shown in Equation (5.21).

km =
L0T

ρe
(5.21)

where L0 is a constant with a theoretical value of 2.445× 10−8 WΩ/K2 and ρe is the

electrical resistivity (Ωm). The WFL rule is typically shown with electrical conductivity

σe, but the simple inverse relationship between electrical conductivity and resistivity

(σe = 1/ρe) is substituted into Equation (5.21) to be consistent with available resistivity

data for pure nickel. Iida and Guthrie summarize experimental data for the resistivity

of liquid nickel as a function of temperature between 1728 K and 1973 K as the linear

relationship shown in Equation (5.22) [53].

ρeT = (1.27× 10−10)T + 6.3× 10−7 (5.22)

where ρeT is the electrical resistivity of pure nickel as a function of temperature (Ωm).

The effective value for thermal conductivity for this analysis is taken as the average

temperature between 1728 K (the melting temperature of pure nickel) and 2323 K from

the JAHM data, which was the most complete resource and fell between Mills reported

values and the WFL calculation. The effective thermal conductivity of the metal powders,

km, is found to be 61.31 W/mK. Figure (5.14) shows the available data sets for pure

nickel, the WFL rule calculation (Equation (5.21)), and the effective average value for

the molten Ni-Cr-B-Si metal powders.
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Figure 5.14: Thermal conductivity as a function of temperature showing the effective value
for the Ni-Cr-B-Si powders used in this work.

Data for high temperature thermal conductivity of WC is only available in the JAHM

database up to 1900 K. The effective value is taken at 1900 K as close to the midpoint of

the temperature range as possible in what is a decreasing trend asymptotically approach-

ing a value around 48 W/mK around 2200 K. The effective value for kc is 50.57 W/mK

shown in Figure (5.15)
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Figure 5.15: Thermal conductivity as a function of temperature showing the effective value
for the tungsten carbide powders used in this work.

Using Equation (5.20), km = 61.31 W/mK, kc = 50.57 W/mK, and fvcb = 0.5, the

effective composite thermal conductivity between 1692 K and 2323 K is calculated to be

55.61 W/mK.

5.10.4 Effective Surface Tension Coefficient σTeff

The surface tension coefficient of the Ni-WC composite has been determined by consider-

ing the surface tension effects of the liquid phase only assuming a negligible effect on the

surface tension from the solid phase fraction in the pool. Numerous studies have been

done looking at the surface properties of nickel and its alloys. A summary of the val-

ues reported in literature for the surface tension coefficients for nickel and binary nickel
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alloys has been included in Table (5.10). All sources agree that a linear temperature

dependence of the surface tension coefficient can be implemented for temperatures near

melting.

Table 5.10: Literature surface tension values for nickel and nickel based alloys

Alloy dσ/dT ∗ Measurement Temperature Year Reference
(wt%) (mN/mK) Technique Range (K)

Nickel 0.21±0.43 Sessile Drop 1689-1898 1970 Fraser [54]
96.5%Ni-3.5%Si -0.296† Unavailable Unavailable 1971 Shergin [36]

Nickel -1.76 Sessile Drop 1728-1773 1976 Ahmad [55]
Nickel -0.38 Unavailable Unavailable 1992 Smithell [52]
Nickel -0.460 Sessile Drop/Model 1773-1873 2005 Xiao [56]

95%Ni-5%Cr -0.900 Sessile Drop/Model 1773-1873 2005 Xiao [56]
90%Ni-10%Cr -0.417 Sessile Drop/Model 1773-1873 2005 Xiao [56]

Nickel -0.33 Electromag Levitation 1448-1928 2005 Brillo [57]
75%Ni-25%Fe -0.276 Electromag Levitation 1750-2000 2005 Brillo [57]

* Negative value for the surface tension coefficient indicates a decrease in surface tension with
increasing temperature
† Calculation for this value is shown in this section

The most valuable reference for surface tension coefficients comes from a review paper

by Keene in 1987 who refers to the work of Shergin et al. from the USSR. In 1971

Shergin et al. reported the change in surface tension coefficient for the entire nickel-

silicon binary, which is shown below in Figure (5.16). The shift in slope around 70

at%Ni has also been observed by Vasiliu and Eermenko [58]. The line drawn at 93

at%Ni in Figure (5.16) represents the 3.5 wt%Si for the Ni-Cr-B-Si alloy powder under

consideration in this work assuming the balance as nickel. The value of the surface tension

coefficient has been identified using linear interpolation between 90 at%Ni and 100 at%Ni

on the graph, which is reasonable based on the linear trend in high nickel content region

of the curve (>80 at%Ni). This value for the metal powders is -0.296 mN/mK.
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Figure 5.16: Surface tension coefficient of Ni-Si binary alloys [36]. Orginal work by Shergin
et al.

The effects of alloying elements on the surface tension of nickel is only available from a

select few sources. Most notable is a book titled “Surface Phenomena in Fusion Welding

Processes” by German Deyev and Dmitriy Deyev, where effects of chromium, iron, and

carbon in concentrations similar to the metal matrix compositions of this work are stated

to have only small individual effects on the surface tension of nickel alloys [59]. German

and Dmitriy Deyev also reported that silicon along with copper, sulfur, telerium, and

selenium were surface active elements for a nickel system [59]. It is unknown whether

or not the composition additions have the same minimal effect on the surface tension



5.10: Appendix 5.2 Material Properties for the Composite Clad Pool 168

coefficient as they do on the surface tension directly for the temperatures in this work. It

is reasonable to approximate the Ni-Cr-B-Si system as a Ni-Si binary, which accounts for

the only reported surface active element in the melt. Data for combined elemental effects

on the surface tension coefficient of nickel based alloys is non-existent. Oxygen, which is

present in small quantities shown in the MTR data in Table (5.5), is a strong surfactant

in iron alloys and has been shown to decrease the surface tension of pure liquid nickel at

elevated temperatures [60]. Again, it is unclear whether the trends for oxygen content on

the surface tension coefficient are the same. The effect of boron is likely to be similar to

that of carbon, which does not play a large role in surface tension in concentrations of a

few weight percent. Further research into individual and combined elemental effects may

provide an improved estimate of the surface tension coefficient of the Ni-Cr-B-Si alloy,

but it is not expected to have an order of magnitude effect relevant to the dimensionless

characterization of the system in this work.

5.10.5 Density ρeff

The effective density of the molten pool was taken as a rule of mixtures considering the

density of both the Ni-Cr-B-Si matrix and WC phases as functions of temperature, which

is shown mathematically in Equation (5.23).

ρeff = (1− fvcb )ρm + fvcbρc (5.23)

Density data for the matrix chemistry as a function of temperature is unavailable

and is approximated by pure nickel values. The density of liquid nickel as a function of

temperature, similar to that of many metallic liquids, has been shown to have a linearly

decreasing relationship with increasing temperature. Data from the JAHM database is

available for liquid nickel density up to 2370 K [32]. Mill’s reports the following equation
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to calculate liquid nickel density [33]:

ρT = 7850− 1.20(T − 1728) (5.24)

where ρT is the density at temperature T (kg/m3). Iida and Gunther use a slightly

different formula for density prediction shown in Equation (5.25) [34].

ρT = 7900− 1.19(T − 1728) (5.25)

The CRC Handbook also contains data on the density of molten elements and repre-

sentative salts [61]. Equation (5.26) shows the proposed formula for liquid nickel density:

ρT = 7810− 0.726(T − 1728) (5.26)

The maximum temperature that the CRC handbook recommends for Equation (5.26)

is 1973 K. Smithell’s metal reference book uses the following relation to predict liquid

nickel density:

ρT = 7905− 1.160(T − 1727) (5.27)

Figure (5.17) summarizes the sources for liquid nickel density. There is a small dis-

crepancy between the slope of Mills, Iida, and Smithell data compared to JAHM and

the CRC Handbook likely due to variation in purity of the nickel in each case. The

effective value for the density of the Ni-Cr-B-Si metal powders, ρm is calculated from

JAHM’s database for fvcb = 0.5. For 38.6% and 0% volume fraction of carbide, Iida’s

model has been used to reach the necessary temperatures for the analysis. From the

JAHM database the value for ρm at 50% carbide fraction is 7631.3 kg/m3.
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Figure 5.17: Density of liquid nickel as a function temperature showing the effective value for
ρm used in this work.

No data for temperature dependent density of WC has been found in any source;

however a model for density of solid materials as a function of temperature is proposed

by Mills [33], which incorporates the coefficient of thermal expansion as follows:

ρT =
ρ298

1 + 3βL(T − 298)
(5.28)

This equation assumes isotropic expansion and small dimensional changes, βV can

be approximated by 3βL [62]. Data for the linear thermal expansion of WC from room

temperature up to 2000 K is reported by Touloukian [63], which is shown below in

Figure (5.18). Touloukian reported recommended values for the a-axis and c-axis of the

crystal separately, as well as for polycrystalline WC. For the cubic B1 rock salt structure
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of the WC0.6, the relationship for the a-axis is used corresponding to the cubic crystal.

The a-axis linear thermal expansion coefficient as a function of temperature is shown in

Equation (5.29). The WC chemistry to generate the a-axis data has been reported as

93.6 wt%W, 6.24 wt%C, and 0.16 wt% other elements. The reported uncertainty in the

reported values for all recommended values of linear thermal expansion is ±5%.

βL = −0.110× 10−6 + 3.409× 10−10T + 1.276× 10−13T 2 − 2.453× 10−17T 3 (5.29)

The value of βL at 2000 K, the peak temperature available from the Touloukian, is

0.886× 10−6 (mm/mm). This value has been used for all calculations of WC density as

the most likely representative value and closest data point to the midpoint of a linearly

decreasing density trend with increasing temperature.
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Figure 5.18: Thermal expansion of WC as a function temperature for the a-axis of the crystal.
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Combining Equation (5.28), Figure (5.18), and ρ298 = 16896 kg/m3 for WC0.6 from

previous analyses by the author [29], Figure (5.19) has been generated, which predicts

the temperature dependence of density for WC. The effective value for ρc is taken at

2000 K from Figure (5.19), which is 16670 kg/m3.
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Figure 5.19: Density of WC as a function temperature showing the effective value for ρc used
in this work.

The final effective value of density for the Ni-WC composite molten pool from Equa-

tion (5.23) is 12151 kg/m3.



5.11: References 173

5.11 References

[1] D. Rivas and S. Ostrach. Scaling of Low-Prandtl-Number Thermocapillary Flows.
International Journal of Heat and Mass Transfer, 35(6):1469–1479, 1992.

[2] S. Kumar and S. Roy. Development of Theoretical Process Maps to Study the
Role of Powder Preheating in Laser Cladding. Computational Materials Science,
37:425–433, 2006.

[3] E. Toyserkani, A. Khajepour, and S. Corbin. Laser Cladding. CRC Press LLC, 2005.

[4] P.F. Mendez. Order of Magnitude Scaling of Complex Engineering Problems, and its
Application to High Productivity Arc Welding. PhD thesis, Massachusetts Institute
of Technology, June 1999.

[5] G. Wood, S. Islam, and P.F. Mendez. Calibrated Expressions for Welding and their
Application to Isotherm Width in a Thick Plate. Soldagem and Inspeçao, 19(3):212–
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

For the first time, formulae for the mass transfer efficiency (catchment efficiency) of the

individual components of a composite overlay system were proposed. Three expressions,

one for each of the deposited components and an overall efficiency, were presented based

on fundamental mass balance principles and measurements from the cross section of

a deposited overlay. Experiments of coaxial laser cladding of nickel-tungsten carbide

deposited under a range of laser powers, powder feed rates, and travel speeds, showed that

the component catchment efficiencies for the nickel-based metal powders and tungsten

carbides were different. In the case of the powder feed rate analysis, it was discovered

that the trends in metal powder and carbide efficiency were different and that changes in

powder feed rate could alter the balance of carbide in the deposited clad without affecting

the overall catchment efficiency.

The Minimal Representation and Calibration (MRC) approach was applied to the

point heat source approximation for welding heat sources proposed by Rosenthal [1].

Conduction and advection were established as the two relevant physical mechanisms

that describe the heat transfer under Rosenthal’s simplified problem formulation. Two

regimes were identified based on the value of the dimensionless temperature T ∗ relative
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to unity for the particular system: advection dominant regime (fast heat sources) for

the case of T ∗ � 1 and the conduction dominant regime (slow heat sources T ∗ � 1).

Estimates of maximum width in the form of analytical equations were proposed for both

regimes for any isotherm directly from known process parameters. Calibrated correction

factors were proposed to minimize the maximum error of the analytical expressions to

the exact solution from Rosenthal’s formula, which were shown to have a maximum error

of 0.8% across the entire T ∗ domain. These expressions were applied to calculate the

maximum width of the melting isotherm of a 4145-MOD steel substrate used in the

Ni-WC cladding trials in this work. It was shown that for the range of laser powers (3-

5 kW), powder feed rates (30-70 g/min), and travel speed (12.7-38.1 mm/s), the process

could be characterized as advection dominant for all tests. The analytical expressions for

maximum isotherm width predicted the actual width to consistently within 70% of the

measured values from the experimental tests.

A numerical solution to the dimensionless Gaussian heat source equation proposed by

Eagar and Tsai was developed using MATLABTM software [2]. The multi-level optimiza-

tion algorithm solved for the values of the maximum width and depth for the HAZ and

determined values for the beam distribution parameter and HAZ isotherm temperature

that minimized the difference between the experimental measurements of Ni-WC bead

geometry and the prediction from Eagar’s formula. The thermal efficiency of the process

in this analysis was taken to be the reported literature value of 30% for mild to medium

steel. This value represented the fraction of the total laser power that was absorbed

by the steel for the 10.6 µm beam. The optimized beam distribution parameter was

calculated to be 1.62 mm, which was consistent with industrial characterizations using

a plastic burn technique. The optimized HAZ temperature was calculated to be 1228 K,

which was higher than the 981 K Ae1 temperature, but is consistent with delayed trans-

formations at high heat rates associated with laser processes. The results were then used
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to compute the geometry of the melting isotherm, which was shown to be with ±10% of

experimental values for the same experiments in Chapter (3).

A new model for catchment efficiency was developed for coaxial laser cladding, which

depended only on the maximum width of the molten pool and the radius of the powder

jet. An optimized value of 1.77 mm for the powder cloud radius was computed to produce

the optimal match between the model and experiments. The proposed radius value was

consistent with photos of the focal point of the powder cloud stream.

An expression for the height of the clad bead was developed using a parabolic estimate

for the surface profile of the bead. This parabolic expression has a simple mathematical

relationship between the cross sectional area to the width and height purely considering

the geometry. Combining the catchment efficiency model, a mass balance for the powders

in the deposited bead, and the parabolic expression, an equation for the bead height is

presented in terms of process parameters known prior to cladding. This expression was

shown to consistently predict the crown height to within 10%.

The role of convection in the heat transfer of the nickel-tungsten carbide system un-

der typical industrial laser cladding conditions was evaluated for the first time. Using

a methodology proposed by Rivas and Ostrach [3], the Prandlt number (Pr), Reynolds

number for thermocapillary flows (Reσ), and dimensionless aspect ratio (A) were cal-

culated and demonstrated that the laser clad bead in this analysis was a borderline

Regime II/III fluid. This classification indicates that the bead is transitioning from a

system with a viscous boundary layer and conduction dominant core to a system with

both a thermal and viscous boundary layer and a convection dominant core region. In

Regime III conduction is still the dominant heat transfer mechanisms in the thermal

and viscous boundary layers. Calculations for the boundary layer thickness showed that

combined solid-liquid and surface thermal boundaries accounted for 89.5% of the cavity

thickness for the experimental clad bead containing 38.6% volume fraction of carbides.
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This supports that conduction is a more significant heat transfer mechanism in these

overlays under typical industrial conditions.

6.2 Future Work

To more fully satisfy the objectives of predicting bead geometry in a quick, accurate, and

general way the following aspects of this analysis are proposed:

• Perform additional test clads to provide statistical support for the experimental

measurements

• Test new substrates and overlays to verify the generality of the proposed models in

this work.

• Measure the radius of the powder cloud and beam distribution parameter directly

to validate optimized values.

• Apply a scaling approach to the Gaussian heat source to make direct analytical

estimates of characteristic values similar to the point heat source in this work.

• Explore the application of the scaling approach to catchment efficiency to obtain a

more physically meaningful model.

• Address the role of convection in purely molten, single phase clad pools to quantify

its effect on bead geometry.

• Develop an expression to predict the thermal efficiency in terms of the process

parameters to address the role of the powder particles/cloud in the heat transfer

of the process.
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• Explore predicting bead geometry for overlapping and multilayer beads based on

the results for single beads in this work.
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[24] U. de Oliveira, V. Oceĺık, and J. Th. M. De Hosson. Analysis of Coaxial Laser
Cladding Processing Conditions. Surface and Coatings Technology, 197:127–136,
2005.

[25] D. Ding, Z. Pan, D. Cuiuri, H. Li, S. van Duin, and N. Larkin. Bead Modelling and
Implementation of Adaptive MAT Path in Wire and Arc Additive Manufacturing.
Robotics and Computer-Integrated Manufacturing, 39:32–42, 2016.

[26] P. Peyre, P. Aubry, R. Fabbro, R. Neveu, and A. Longeut. Analytical and Numer-
ical Modelling of the Direct Metal Deposition Laser Process. Journal of Applied
Physics D: Applied Physics, 41:1–10, 2008.

[27] G. G. Roy, R. Nandan, and T. Debroy. Dimensionless Correlation to Estimate Peak
Temperature During Friction Stir Welding. Science and Technology of Welding and
Joining, 11(5):606–608, 2006.

[28] P. W. Fuerschbach and G. R. Eisler. Determination of Material Properties for
Welding Models by Means of Arc Weld Experiments. Number 5, pages 15–19.
Trends in Welding Research, Proceedings of the 6th International Conference, 2002.

[29] P. F. Mendez. Synthesis and Generalization of Welding Fundamentals to Design
New Welding Technologies: Status, Challenges and a Promising Approach. Science
and Technology of Welding and Joining, 16:348–356, 2011.

[30] Karem E. Tello, Satya S. Gajapathi, and P. F. Mendez. Generalization and Com-
munication of Welding Simulations and Experiments using Scaling Analysis. pages
249–258. Trends in Welding Research, Proceedings of the 9th International Con-
ference, ASM International, 2012.

[31] P.F. Mendez and T.W. Eagar. Order of Magnitude Scaling: A Systematic Approach
to Approximation and Asymptotic Scaling of Equations in Engineering. Journal of
Applied Mechanics, 80(1):1–9, 2012.

[32] T.W. Eagar and N.S. Tsai. Temperature Fields Produced by Traveling Distributed
Heat Sources. Welding Journal, 62(12):346–355, 1983.

[33] S.D. Guest. Depositing Ni-WC Wear Resistant Overlays with Hot-Wire Assist
Technology. PhD thesis, University of Alberta, 2014.



6.3: 186

[34] J. Lin. A Simple Model of Powder Catchment in Coaxial Laser Cladding. Optics
& Laser Technology, 31:233–238, 1999.

[35] J. Lin and W. M. Steen. Powder Flow and Catchment during Coaxial Laser
Cladding. In Lasers in Materials Processing, volume 3097, pages 517–524. The
International Society for Optical Engineering, 1997.

[36] A. Frenk, M. Vandyoussefi, J. D. Wagnière, A. Zryd, and W. Kurz. Analysis
of the Laser-Cladding Process for Stellite on Steel. Metallurgical and Materials
Transactions B, 28B:501–508, 1997.

[37] K. Partes. Analytical Model of the Catchment Efficiency in High Speed Laser
Cladding. Surface & Coatings Technology, 204:366–371, 2009.

[38] M. Gremaud, J. D. Wagnière, A. Zryd, and W. Kurz. Laser Metal Forming: Process
Fundamentals. Surface Engineering, 12(3):251–259, 1996.

[39] S. Zhou, Y. Huang, and X. Zeng. A Study of Ni-Based WC Composite Coatings
by Laser Induction Hybrid Rapid Cladding with Elliptical Spot. Applied Surface
Sciences, 254:3110–3119, 2008.

[40] A. Angelastro, S. L. Campanelli, G. Casalino, and A. D. Ludovico. Optimization of
Ni-Based WC/Co/Cr Composite Coatings Produced by Multilayer Laser Cladding.
Advances in Materials Science and Engineering, pages 1–7, 2013.

[41] L. St-Georges. Development and Characterization of Composite Ni-Cr + WC Laser
Cladding. Wear, 263:562–566, 2007.

[42] T.G. Beckwith, R.D. Marangoni, and J.H. Leinhard V. Mechanical Measurements.
Pearson Prentice Hall, 6 edition, 2007.

[43] S. Kumar and S. Roy. Development of Theoretical Process Maps to Study the
Role of Powder Preheating in Laser Cladding. Computational Materials Science,
37:425–433, 2006.

[44] S. D. Guest, J. Chapuis, G. Wood, and P.F. Mendez. Non-Wetting Behaviour of
Tungsten Carbide Powders in Nickel Weld Pool: New Loss Mechanism in GMAW
Overlays. Science and Technology of Welding and Joining, 19(2):133–141, 2014.

[45] A.S. Kurlov and A.I. Gusev. Phases and Equilibria in the W–C and W–Co–C Sys-
tems. In Tungsten Carbides: Structure, Properties and Application in Hardmetals,
pages 5–56. Springer International Publishing, Switzerland, 2013.

[46] A.A. Rempel. Atomic and Vacancy Ordering in Nonstoichiometric Carbides.
Physics - Uspekhi, 39(1):31–56, 1996.



6.3: 187

[47] A. S. Kurlov and A. I. Gusev. Phase Equilibria in the W-C System and Tungsten
Carbides. Russian Chemical Reviews, 75(7):617–636, 2010.

[48] R. V. Sara. Phase Equilibria in the System Tungsten-Carbon. Journal of The
American Ceramic Society, 5:251–257, 1965.

[49] T.W. Eagar. Welding and Joining: Moving from Art to Science. Welding Journal,
pages 49–55, 1995.

[50] P. F. Mendez. Generalization and Communication of Welding Simulations and Ex-
periments using Scaling Analysis. Phase Transformations and Complex Properties
Research Group, 7 July, 2011.

[51] D. Rosenthal. The Theory of Moving Sources of Heat and Its Application to Metal
Treatments. Transactions of the A.S.M.E., pages 849–866, 1946.

[52] D. Rosenthal. Mathematical Theory of Heat Distribution during Welding and
Cutting. Welding Journal, 20:220–234, 1941.

[53] M.F. Ashby and K.E. Easterling. The Transformation Hardening of Steel Surface
by Laser Beams. Acta Metallurgica, 32:1935–1948, 1984.

[54] O. Grong and N. Christiansen. Effects of Weaving on Temperature Distribution in
Fusion Welding. Materials Science and Technology, 2:967–973, 1986.

[55] O. Myher and O. Grong. Dimensional Maps for Heat Flow Analyses in Fusion
Welding. Acta Metallurgica and Materialia, 38:449–460, 1990.

[56] P.S. Myers, O.A. Uyehara, and G.L Borman. Fundamentals of Heat Flow in Weld-
ing. Welding Research Bulletin, pages 1–46, 1967.

[57] W.D. Pilkey and D.F. Pilkey. Peterson’s Stress Concentration Factors. John Wiley
Sons, Inc., 3rd edition, 2008.

[58] S.F. Hoerner. Fluid-Dynamic Drag. Hoerner Fluid Dynamics, 1965.

[59] Quality Bearing Components Catalog B620, 2012.

[60] Handbook of Metric Drive Components D805, 2010.

[61] P. F. Mendez. Characteristic Values in the Scaling of Differential Equations in
Engineering. Journal of Applied Mechanics, 77:6–17, 2010.

[62] S. W. Churchill and R. Usagi. A General Expression for the Correlation of Rates
of Transfer and Other Phenomena. AIChE, 18(6):1121–1127, 1972.

[63] F. Armao, L. Byall, D. Kotecki, and D. Miller. Gas Metal Arc Welding Guidelines.
Lincoln Electric.



6.3: 188

[64] J. N. Dupont and A. R. Marder. Thermal Efficiency of Arc Welding Processes.
Welding Journal, 74(12):406–416, 1995.

[65] F.P. Incropera, D.P. Dewitt, T.L. Bergman, and A.S. Lavine. Fundamentals of
Heat and Mass Transfer. John Wiley and Sons, Sixth edition, 2007.

[66] M. Schneider. Laser Cladding with Powder. PhD thesis, University of Twente,
March 1998.

[67] S. Kumar and S. Roy. Development of a Theoretical Process Map for Laser Cladding
using Two-Dimensional Conduction Heat Transfer Model. Computational Materials
Science, 41:457–466, 2008.

[68] P. Balu, S. Hamid, and R. Kovacevic. Finite Element Modeling of Heat Transfer in
Single and Multilayered Deposits of Ni-WC Produced by the Laser-Based Powder
Deposition Process. International Journal of Advanced Manufacturing Technology,
68:85–98, 2013.

[69] P. Farahmand and R. Kovacevic. Laser Cladding Assisted with an Induction
Heater (LCAIH) of Ni-60%WC Coating. Journal of Materials Processing Tech-
nology, 222:244–258, 2015.

[70] G. Wood and P.F. Mendez. Disaggregated Metal and Carbide Catchment Efficien-
cies in Laser Cladding of Nickel-Tungsten Carbide. Welding Journal, 94(11):343–
350, 2015.

[71] G. Wood, S. Islam, and P.F. Mendez. Calibrated Expressions for Welding and
their Application to Isotherm Width in a Thick Plate. Soldagem and Inspeçao,
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Appendix A. Thermophysical
Properties of 4145-MOD Steel

7.1 Introduction

Reliable thermophysical data is fundamentally important to modelling of heat transfer

phenomena. The success of these predictive models hinges on the quality of data used

in their development [1]. Application of Rosenthal’s thick plate solution requires in-

puts of thermal conductivity, k, and thermal diffusivity, α, to predict welding isotherm

geometries [2]. This data is often difficult to find even for commonly used materials

and is complicated by the inherent temperature dependence of these quantities. The

need for this data was recognized by the US Department of Commerce in 1979 in con-

ference proceedings titled “The Technological Importance of Accurate Thermophysical

Property Information” where the engineering and economic impacts of this issue were

discussed [3]. Despite the recognition of the need for reliable property data over 35 years

ago, the situation has not improved dramatically and those engaged in modelling have

limited resources to draw upon for this vital information.

Models of thermophysical properties exist in literature using a variety of thermody-

namic simulations techniques or commercial softwares for predictions [1, 4–7]. Models

such as these are limited by their experimentally validated databases and the cost and

availability of the software. This work attempts to summarize available reported experi-
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mental data for 4145-MOD and similar steel chemistries to predict and select appropriate

values for solid state heat transfer modelling of laser cladding processes in the tempera-

ture range between a preheat of 533 K (260◦C) and solidus 1692 K (1419◦C).
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7.2 List of Symbols

Symbol Unit Meaning
Ae1 K Austentite transformation start temperature (equilibrium heating conditions)
Ae3 K Austentite transformation finish temperature (equilibrium heating conditions)
α m2 s−1 Thermal diffusivity
αeff m2 s−1 Effective thermal diffusivity between Tp and Ts
α(T ) m2 s−1 Thermal diffusivity as a function of temperature
αT m2 s−1 Thermal diffusivity at temperature T

βL K−1 Mean linear coefficient of thermal expansion between Ti and To
βL(T ) K−1 Mean linear coefficient of thermal expansion as a function of temperature

βV K−1 Mean volumetric coefficient of thermal expansion between Ti and To
cp J kg−1 K−1 Specific heat capacity
cpeff J kg−1 K−1 Effective specific heat capacity between Tp and Ts
cpi J mol−1 K−1 Molar heat capacity at data point i
cp(T ) J kg−1 K−1 Specific heat capacity as a function of temperature
Hi J mol−1 Molar enthalpy at data point i
HM J mol−1 Molar enthalpy
Hp J kg−1 K−1 Molar enthalpy at the preheat temperature
Hs J kg−1 K−1 Molar enthalpy at the solidus temperature
k W m−1 K−1 Thermal conductivity
keff W m−1 K−1 Effective thermal conductivity between Tp and Ts
k(T ) W m−1 K−1 Thermal conductivity as a function of temperature
kT W m−1 K−1 Thermal conductivity at temperature T
li m Length of the dilatometry sample at Ti
lo m Initial length of the dilatometry sample
∆l m Difference between li and lo
Meff kg mol−1 Molecular weight of compound
Mi kg mol−1 Molecular weight of element i
mi g Mass of element i
mt g Total mass of the compound
ni mol Moles of element i
nt mol Total moles of the compound
ρ kg m−3 Density
ρeff kg m−3 Effective density between Tp and Ts
ρ(T ) kg m−3 Density as a function of temperature
ρT kg m−3 Density at temperature T
T K Temperature
Ti K Temperature at data point i
Tl K Liquidus temperature
To K Room temperature
Tp K Preheat temperature
Ts K Solidus temperature

VM (T ) m3 mol−1 Molar volume as a function of temperature
VMT

m3 mol−1 Molar volume at temperature T
Wi 1 Weight fraction of element i
xi 1 Mole fraction of element i
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7.3 Chemistry, Heat Treatment, and Applications of

4145-MOD Steel

7.3.1 Chemistry

4145-MOD steel is a low alloy, medium-carbon, Cr-Mo steel grade. Its higher carbon

content compared to 4140 improves hardenability for thick sections [8]. The MOD aspect

comes from alloying with higher levels of Mn, Cr or Mo to further improve through

hardening characteristics [8]. The major alloying elements of 4145-MOD used for the

preliminary cladding experiments are summarized below in Table 7.1. Trace amounts of

Sn, Al, H, B, Nb, Ti, and V were also present but were not included in the thermodynamic

analysis in this work. The presence of these elements lead to the prediction of several

unobserved carbide phases that would prevent successful equilibrium calculations between

1000 K and room temperature. The complete chemistry of 4145-MOD as reported in the

materials test report (MTR) is included in Appendix A.1.

Table 7.1: Composition of 4145-MOD steel used in preliminary experiments

C Cr Mn Mo Si Ni Cu P S
wt% wt% wt% wt% wt% wt% wt% wt% wt%

0.47 1.18 1.13 0.34 0.24 0.24 0.16 0.008 0.006

7.3.2 Heat Treatment

Material microstructure will influence thermophysical properties, and the heat treat-

ment of the experimental substrate is included here. However, the limited amount of

data available for this alloy did not allow the distinction between heat treatment condi-

tions effects on material properties, and required consideration of similar chemistries to



7.4: 4145-MOD Transformation Temperatures 198

estimate property values. 4145-MOD steel typically undergoes a quench and tempered

heat treatment to reach through hardness levels between 30 and 36 HRc [9]. The specific

substrate heat treatment schedule outlined in the MTR in Appendix A.1 is summarized

as follows:

• Austenitize at 1153 K (880◦C) for 1 hour

• Water quench to 304 K (31◦C)

• Temper at 893 K (620◦C) for 1 hour

• Air cool to room temperature

7.3.3 Applications

4145-MOD is commonly used for a wide variety of oil and gas sector applications. Its

through-hardening characteristics, moderate machinability, and wear resistance make it

an excellent option for gears, shafts for hydraulic presses, rolls for paper mills, oil well

tool joints, tool holders, drill collars, and piston rods [8, 10].

7.4 4145-MOD Transformation Temperatures

Equilibrium transformation temperatures for the experimental 4145-MOD substrate were

determined using ThermoCalcTM and are summarized in Table 7.2.
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Table 7.2: Transformation temperatures of 4145-MOD

Transformation Temperature Equilibrium Temperature
Label (K) (◦C)

Ae1 981 708
Ae3 1021 748
Ts 1692 1419
Tl 1760 1487

The alloying elements shown in Table 7.1 excluding S and P were used to determine

transformation temperatures to be consistent with all thermophysical properties modelled

in ThermoCalcTM . The inclusion of all elements resulted in the formation of several

unlikely low temperature phases (below Ae1), which prevented the program from reaching

a solution in this range. Another important consideration was the inclusion of only

ferrite, austenite, and cementite phases present in the solid. This assumption was made

based on previous work on 41XX alloys, where M23C6, M7C3, and MC phases were

thermodynamically stable but not observed [11]. The absence of these phases is linked to

the highly non-equilibrium conditions of the quench and temper treatment for the 41XX

grade alloys described previously. An 18 K reduction in the Ae3 temperature was the

only effect of these simplifications.

7.5 4145-MOD Thermal Conductivity

Thermal conductivity values for 4145-MOD were reported at room temperature by two

sources as 42.6 W/mK and 43 W/mK [12,13]. Values outside of room temperature were

not found in any thermodynamic database, literature reference, or online data sheet. A

Chinese steel supplier reported their product with a conductivity of 25 Wm−1K−1, but

this value was suspect based on further research into similar 41XX alloys [14].

Mills et al. developed a model to predict thermal conductivity of steels as a function
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of temperature from trends reported in literature [15]. It was observed that thermal

conductivity could vary by nearly an order of magnitude, the slope could change signs

depending on the level of alloying, and that conductivity reached a constant value near

1073 K (800◦C) then would increase with increasing temperature. Mills’ approach ob-

tained the electronic conduction and lattice conduction contributions to conductivity at

298 K (25◦C) separately using a combination of electrical conductivity data and numerical

fitting of data from annealed steels. The following piece-wise equation was proposed:

298 K < T ≤ 1073 K : kT = k298 + (25− k298)
(
T − 298

775

)
(7.1)

1073 K < T ≤ 1573 K : kT = 25 + 0.013(T − 1073)

where kT is the thermal conductivity at temperature T (K), k298 is the thermal con-

ductivity at 298 K, and T is the temperature (K). There was an error found in the

reported high temperature portion of Equation (7.1). Mills stated that kT = 25 W/mK

at 1073 K (800◦C) and kT = 31.5 W/mK at 1573 K (1300◦C). This condition was only

satisfied when T-1073 was substituted for T-800 in the 1073 K < T < 1573 K range. This

change corrected for the inconsistency in ◦C and K temperature units between the low

and high portions of the equation. A value of 43.35 W/mK was chosen for k298 taken

from the JAHM database for 4140 [16]. This value corresponded well with the reported

room temperature values for 4145-MOD and was from the most complete thermophys-

ical resource. Inputting this value into Equation (7.1), Figure (7.1) was generated. An

average of all the model generated values between 533 K (260◦C) and 1692 K (1419◦C)

was taken as the effective thermal conductivity keff . The average value was calculated to

be 30.15 W/mK. It was noted that the average calculated value required extrapolation
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of Mills’ equation by 119 K to determine k1692, but this represented less than 10% of the

values used in the determination of keff and only raised the average by 0.25 W/mK.
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Figure 7.1: Mills model prediction for 4145-MOD thermal conductivity.

Figure (7.2) shows the Mills model conductivity predictions, keff , and data for similar

chemistries to 4145-MOD found in literature [15–26]. Grades 4130, 4140, 42CrMo4 (Eu-

ropean designated 4140), 9KhF (Russian grade similar to 4140), and 1%Cr-Mo steel were

deemed to have alloying levels similar enough to 4145-MOD for reasonable comparison.

Reported literature alloy chemistries are presented in Appendix A.2.
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Figure 7.2: Comparison of keff , Mills model, and literature values of 4145-MOD thermal
conductivity.

The model fits the literature data decreasing trend between 298 K (25◦C) and 1573 K

(1300◦C) and demonstrates the same slope change point as the 9KhF steel and 1%Cr-Mo

steel. The difference between 4140 and 4130 behaviour suggests higher carbon content

increases the thermal conductivity, but there is still some doubt as the accuracy of the

models slope increase at 1073 K based on the exponential decay of 4130 conductivity

with temperature. The 1%Cr-Mo steel data increases at higher temperatures supporting

the models slope prediction. Overall the choice of keff is reasonable compared to both

the model and available literature data.
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7.6 4145-MOD Heat Capacity

No values for 4145-MOD heat capacity at any temperature were reported in literature.

Heat capacity temperature dependence for 4145-MOD was calculated by first determin-

ing enthalpy as a function of temperature from ThermoCalcTM . The data was output

as molar enthalpy, which is shown in Figure (7.3) between 298 K (25◦C) and 2000 K

(1727◦C).
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Figure 7.3: Molar enthalpy of 4145-MOD as a function of temperature from ThermoCalcTM .

Molar heat capacity at a given temperature came from the instantaneous slope at any

point in Figure (7.3). This slope was approximated using Equation (7.2) below.

cpi =
(Hi+1)− (Hi−1)

(Ti+1)− (Ti−1)
(7.2)
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where cpi is the molar heat capacity at data point i (J/molK), Hi+1 is the molar

enthalpy at data point i+1 (J/mol), Hi−1 is the molar enthalpy at data point i-1 (J/mol),

Ti+1 is the temperature at data point i+1 (K), Ti−1 is the temperature at data point i-

1 (K). The data was output in one degree increments from ThermoCalcTM with the

exception of transformation temperatures, which were reported to the thousandth of a

degree between the degree increments. Conversion of molar heat capacity to specific

heat capacity required the molar mass for 4145-MOD. Equation (7.3) was derived to

take available weight percent data from the MTR and convert it to a usable compound

molar mass. Elemental molar mass data was taken from the Commission on Isotopic

Abundances and Atomic Weights [27]. The derivation for Equation (7.3) is shown in

Appendix A.3.

Meff =

[
Σi

(
Wi

Mi

)]−1
(7.3)

where Meff is the compound molar mass (g/mol), Wi is the weight fraction of ele-

ment i, and Mi is the molar mass of element i (g/mol). M4145 MOD was calculated to

be 54.80 g/mol, which was confirmed by ThermoCalcTM as 54.81 g/mol considering only

major elements (> 0.1wt%). Conversion of molar heat capacity to specific heat capacity

is accomplished using Equation (7.4).

cp =
cpi

M4145MOD

(7.4)

where cp is the specific enthalpy (J/kgK). Applying Equation (7.3) to all points in

Figure (7.3), the specific heat capacity of 4145-MOD as a function of temperature was

determined, which is shown in Figure (7.4).
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Figure 7.4: Specific heat capacity of 414- MOD calculated from Equation (7.4).

It is difficult to get a sense of the behaviour of cp at temperatures below 1100 K

(827◦C) as a result of skewing from phase transformations in Figure (7.4). Figure (7.5)

limits the range to 1500 J/kgK and includes the transformations associated with changes

in cp. Ideally, only cementite would have been included in this analysis, but it was not

possible to isolate ferrite (BCC) and austenite (FCC) formation from other BCC and

FCC carbide phases in ThermoCalcTM . The inclusion of these carbides in the analysis

only slightly increases the effective enthalpy.
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Figure 7.5: Zoomed view of specific heat capacity of 4145-MOD as a function of temperature
calculated from Equation (7.4).

Equation (7.5) was used to determine an effective specific heat capacity cpeff between

the preheat temperature 533 K (260◦C) and solidus temperature 1692 K (1419◦C).

cpeff =

[
(Hs)− (Hp)

(Ts)− (Tp)

](
1

Meff

)
(7.5)

where Hs is the molar enthalpy at the solidus temperature (J/mol), Hp is the molar

enthalpy at the preheat temperature (J/mol), Ts is the solidus temperature (K), and Tp is

the preheat temperature (K). cpeff was calculated to be 743.97 J/kgK. Figure (7.6) shows

the effective value graphically over the temperature range of interest in this analysis

(533 K-1692 K).
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Figure 7.6: Effective specific heat capacity of 4145-MOD determined from ThermoCalcTM .

Figure (7.7) compares the ThermoCalcTM equilibrium predictions for specific heat

capacity for 4145-MOD to values for 4140, 4130, and other similar grades from in litera-

ture [16,18–22,24,26,28]. Reported chemistries from the available sources are summarized

in Appendix A.2.
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Figure 7.7: Specific heat capacity of 4145-MOD compared to similar steel heat capacities
found in literature.

The stepwise values reported [18–20, 22, 24] represent an average across the temper-

ature range and appear to only slightly overpredict the cp compared to more complete

sources for 4140 [16, 21]. The data for 4130 more closely matches the ThermoCalcTM

trend for 4145-MOD compared to 4140, which is unexpected considering only C effects.

The 4145-MOD trend in cp matches well with available high temperature data having

comparable slopes prior to and following the ferrite to austenite transformation. Only

ThermoCalcTM predicts the precipitation of FCC and BCC carbide phases below 1000 K

shown in Figure (7.5), which previous work on 4140 steels indicates are not present [11].

These phases have been included in the calculation of cpeff in the form of molar enthalpy

because they cannot be isolated from ferrite and austenite in ThermoCalcTM , but do
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not contribute significantly compared to the ferrite to austenite transformation. Overall

the ThermoCalcTM prediction of 4145-MOD heat capacity matches well with reported

literature values for similar chemistries, and the choice of cpeff is reasonable across the

temperature range between Tp and Ts.

7.7 4145-MOD Density

4145-MOD density at room temperature was reported as 7850 kg/m3 by several online

data sheets [12, 20, 22] and as 7800 kg/m3 [13], but it has not been reported as function

of temperature in any resource. Two methods were explored to determine 4145-MOD

density temperature dependence: modelling of molar quantities using ThermoCalcTM

and dilatometry. These methods are outlined in detail below.

7.7.1 ThermoCalcTM Density

Density as a function of temperature for 4145-MOD can be determined from molar mass

and molar volume modelled in ThermoCalcTM . Equation (7.6) shows the relationship

between these quantities.

ρ(T ) =
Meff

VM(T )
(7.6)

where ρ(T ) is the compound density as a function of temperature (kg/m3) and VM(T )

is the compound molar volume as a function of temperature (m3/mol). Equation (7.6)

highlights that the change in density is related to the change in molar volume with

temperature. Molar mass of the system remains constant, and the value outputted from

ThermoCalcTM was 51.81 g/mol using the chemistry in Table (7.1) excluding S and P.

Figure (7.8) shows the molar volume temperature dependence of 4145-MOD modelled in
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ThermoCalcTM .

6.50

6.70

6.90

7.10

7.30

7.50

7.70

7.90

8.10

8.30

8.50

200 400 600 800 1000 1200 1400 1600 1800 2000

V M
 
x1

0-
6

(m
3 /m

ol
)

Temperature (K) 

Figure 7.8: Molar volume of 4145-MOD as a function of temperature modelled in
ThermoCalcTM .

Applying Equation (7.6) to the data in Figure (7.8) yields a plot of density as a

function of temperature shown in Figure (7.9).
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Figure 7.9: Density of 4145-MOD as a function of temperature modelled in ThermoCalcTM .

7.7.2 Calculation of Density from Dilatometry Data

Dilatometry is an experimental alternative to ThermoCalcTM in the determination of

temperature effects on material density. Length changes with temperature typically used

for identification of phase transformations can be correlated to the mean linear coefficient

of thermal expansion using Equation (7.7) [29]. The dilatometer directly reads the change

in length ∆l, which has been included in Equation (7.7) rather than instantaneous length

li as reported by Niffengger [29].

βL =
∆l

lo(Ti − To)
(7.7)

where βL is the mean coefficient of linear thermal expansion (1/K), ∆l is change in

length of the sample (m), lo is the original length of the sample (m), Ti is the tem-
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perature at data point i (K), and To is the initial temperature of the test sample (K).

Assuming isotropic expansion and small dimensional changes, βV can be approximated

by Equation (7.8) [30].

βV = (3βL) (7.8)

where βV is the mean volumetric coefficient of thermal expansion (1/K). A model

for density was proposed by Mills for the solid state using the molar volume shown in

Equation (7.9) [15].

VMT
= VM298

[
1 + βV (T − 298)

]
(7.9)

where VMT
is molar volume at temperature T (m3/mol). Combining the Equa-

tions (7.6) and (7.8) with the model proposed by Mills, the following expression was

developed to describe density as a function of temperature.

ρT =
ρ298

1 + 3βL(T − 298)
(7.10)

where ρT is density at temperature T (kg/m3).

7.7.3 4145-MOD Dilatometry Experiments

Ten samples were prepared for tests in a RITA L78 high speed dilatometer. The samples

were machined directly from the 4145-MOD sample used for preliminary cladding trials.

The target geometry was a cylinder with dimensions 10 mm long, 4 mm outer diameter,

and 0.85 mm wall thickness. Length measurements were performed using a micrometer

with a resolution of 0.01 mm and a high precision balance was used for mass measurements
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(0.0001 g). Table (7.3) summarizes the data for all ten samples.

Table 7.3: Geometry, mass, and density of 4145 MOD dilatometry samples

Sample Outer Wall Length Volume Mass Measured Measured
Number Diameter Thickness Density Density

(mm) (mm) (mm) (mm3) (g) (g/mm3) (kg/m3)
1 4.04 0.85 10.04 85.53 0.6666 0.007794 7794
2 4.08 0.85 10.00 86.25 0.7060 0.008185 8185
3 3.92 0.80 10.01 78.49 0.6132 0.007812 7812
4 4.05 0.80 10.02 81.84 0.6806 0.008316 8316
5 4.07 0.85 9.96 85.64 0.6946 0.008111 8111
6 4.05 0.85 9.88 84.43 0.6436 0.007623 7623
7 3.95 0.80 10.04 79.48 0.6409 0.008063 8063
8 4.05 0.85 9.78 83.57 0.6680 0.007993 7993
9 3.94 0.75 9.94 74.71 0.5903 0.007901 7901
10 3.87 0.85 10.00 80.64 0.5914 0.007333 7333

No heat treatment was performed on the samples contrary to standard procedure

to maintain the quench and tempered microstructure of the substrate. Ten runs were

performed using the following heat cycle:

• Heat to 1173 K (900◦C) at the trial heat rate

• Hold at 1173 K (900◦C) for 5 s

• Cool to room temperature at 600 K/s (600◦C/s)

The heating rates were varied for each of the 10 samples between 600 K/s and 0.1 K/s.

The experimental heating rates are shown in Table 7.4. Previous work suggested that

the heating rate was on the order of thousands of degrees per second. Rates this high

were not possible using the dilatometer, and temperatures above 1573 K (1300◦C) were

not recommended to protect the machine from sample melting and potential resulting

damage.
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Table 7.4: Heating rate test values for 4145-MOD dilatometry trials

Sample Number Heating Rate
(K/s)

1 600
2 500
3 400
4 200
5 100
6 50
7 10
8 1
9 0.5
10 0.1

The change in length data output from the dilatometer was too large to be included

here. Using Equation (7.7), the mean linear coefficient of thermal expansion was calcu-

lated for each temperature up to 1173 K (900◦C). For heating rates below 1 K/s duplicate

measurements at the same temperature had to be removed to avoid a singularity in the

βL calculation. Figure (7.10) shows βL(T ) for all samples.
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Figure 7.10: Heating rate effects on the mean linear coefficient of thermal expansions of
4145-MOD as a function of temperature.

In general higher heating rate increased βL. Using the βL(T ) data, Equation (7.10)

was used to determine ρ(T ). For this calculation of ρ(T ), ρ298 = 7850 kg/m3 was used

[12,20,22] rather than the measured density data from Table 7.3 because of the variation

in these measured values. The variation is likely related to the accuracy of the volume

measurements of the samples for which small variations make a large difference when

scaled up to a bulk value in the m3 unit system. Figure (7.11) shows the results of those

calculations.
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Figure 7.11: 4145-MOD density temperature dependence calculated using Equation (7.10).

Figure (7.11) shows that faster heating rate effectively increased ρ(T ) and delayed the

start of the ferrite to austenite transformation around 1000 K. This observation can be

explained in the context of the time required for atomic realignment and expansion during

phase transformations. There is a clear diverging trend in high and low heating rate

density with increasing temperature from the dilatometry data, but this understanding

goes beyond the scope of this study.

7.7.4 Determination of ρeff for 4145-MOD

The effective value for 4145-MOD was taken from the ThermoCalcTM generated data

for 4145-MOD. In spite of the parallels between high heating rate dilatometry tests and

laser cladding processes, the ThermoCalcTM value was used because it was possible to

generate data for the entire temperature range of interest. It should be noted that the
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selection of reference for effective density would not have a large effect on the resulting

value (within 100’s of kg/m3). The value of 7590 kg/m3 was taken for ρeff for this work

between 533 K and 1692 K. Only two references were found for comparison of similar

chemistry data, one each for 4130 and 4140 [16]. Figure (7.12) shows the ThermoCalcTM

simulation, highest and lowest heating rate dilatometry samples, and these literature

values. Literature alloy chemistries are listed in Appendix A.2.
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Figure 7.12: Comparison of 4145-MOD densities to similar chemistries in literature.

Figure (7.12) shows that 4130 and 4140 have identical reported density for the en-

tire available temperature range. The location of the AC1 temperature agrees well for all

sources, though the curvature varies with sharper features corresponding to more equilib-

rium treatments. Despite some variation between the sources, overall they demonstrate

similar decreasing trends with increasing temperature and comparable locations for the

ferrite to austenite transformation. The average ρeff between Tp and Ts is acceptable
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compared to the available literature sources and between the two techniques.

7.8 4145-MOD Thermal Diffusivity

Thermal diffusivity is a key parameter for understanding temperature evolution in weld-

ing processes. Thermal diffusivity α is related to k, cp, and ρ through the relation in

Equation (7.11) [31].

α =
k

ρcp
(7.11)

Similar to all three parameters, α has an inherent temperature dependence. Having

determined an effective value for k, cp and ρ between 533 K (260◦C) and 1692 K (1419◦C),

it follows that the effective diffusivity αeff can be expressed as:

αeff =
keff

ρeffcpeff
(7.12)

αeff was calculated to be 5.34 × 10−6 m2/s using Equation (7.12). For comparison

α(T ) was calculated using k(T ), cp(T ), and ρ(T ) between 298 K (25◦C) and 1692 K

(1419◦C). A second curve for α(T ) was also generated using an estimate cp in the

region of the ferrite-austenite phase transformation. This estimate was calculated at

each temperature value using linear interpolation between Ae1 and Ae3 as recommended

by Mills [15]. The average α between TP and TS was calculated to be 5.78 × 10−6 m2/s

and 5.89 × 10−6 m2/s for the α(T ) curve using k(T), cp(T)and α(T ) with estimate cp

curves respectively. The calculated value of αeff agrees within 11% of both values using

these slightly different techniques. These thermal diffusivity curves and the selected αeff

are shown in Figure (7.13).
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Figure 7.13: Thermal diffusivity of 4145-MOD calculated using Equation (7.11).

No sources directly reported any value for α of 4145-MOD even at room temperature.

Available data for 4130 [16,24,32], 42CrMo4 [24], and 9KhF steel [24] is presented below in

Figure (7.14) compared against the calculated values in Figure (7.13) and αeff . Chemistry

data for these alloys is shown in Appendix A.2.
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Figure 7.14: Comparison of αeff to thermal diffusivity of alloys having similar chemistries to
4145-MOD.

The decreasing trend in the data is reasonably consistent between all sources until the

ferrite-austenite transformation. The clear dip shown by the 4145-MOD - Eq.12 curve

and Evitherm’s 4130 data [24] is due to the actual CP in the region of transformation

and not an estimate as recommended by Mills [15]. The change in slope at the transfor-

mation agrees with behaviour of k in Figure (7.1) near this temperature in the context of

Equation (7.11). The trend agreement falls apart around 1100 K (827◦C) with multiple

sources reporting values for the same material with a spread that makes it difficult to

determine the actual trend [24, 32]. Overall αeff is in reasonable agreement with the

calculated α(T ) curves and sources reported in literature.
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7.9 Conclusions

Thermophysical properties of 4145-MOD steel were calculated as a function of temper-

ature between 533 K (260◦C) and solidus (1419◦C). The temperature range for this

analysis corresponds to preheat and solidus temperatures for laser cladding of Ni-WC

alloys on 4145-MOD steel. Single values were selected for thermal conductivity, heat ca-

pacity, density, and thermal diffusivity using a combination of existing models for steels

and thermodynamic calculations. These values were calculated to be:

• keff = 30.15 W/mK

• cpeff = 743.97 J/kgK

• ρeff = 7590 kg/m3

• αeff = 5.34× 10−6 m2/s

Property values were compared against limited literature data as a function of tem-

perature. No values outside of room temperature were reported for 4145-MOD requiring

inclusion of similar chemistries (4130, 4140, 42CrMo4, 9KhF) with available data for

comparison. Modelled trends agreed well with reported values at temperatures below

1000 K (727◦C). Higher temperature values above the ferrite to austentite transforma-

tion showed more variation with some sources reporting contradictory trends.
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7.10 Appendix A.1 Materials Testing Report for 4145-

MOD Steel
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7.11 Appendix A.2 Literature Alloy Chemistries

Table (7.5) summarizes the reported chemistries for all literature sources compared

against 4145-MOD. Iron is not included, but makes up the balance of all compositions.

Table 7.5: Composition of steel chemistries from literature used as comparison for 4145-MOD
thermophysical properties

Grade Ref C Cr Mn Mo Si Ni P S
wt% wt% wt% wt% wt% wt% wt% wt%

4145 [12] 0.43-0.48 0.80-1.10 0.75-1.00 0.15-0.25 0.15-0.30 0.035* 0.040*
4145 [13] 0.43-0.48 0.80-1.10 0.75-1.00 0.15-0.25 0.15-0.35 0.035 0.040
4145 [14] 0.48-0.53 0.80-1.10 0.75-1.00 0.15-0.25 0.15-0.35 0.035* 0.040*
4140 [16] 0.4 1 0.25 0.25
4130 [16] 0.3 1 0.5 0.2 0.25
4140 [17] 0.38-0.43 0.8-1.10 0.25-1.50 0.20-0.35 0.1* 0.040*
4140 [18] 0.38-0.43 0.80-1.10 0.75-1.00 0.15-0.25 0.15-0.30 0.04* 0.035*
4140 [19] 0.38-0.43 0.80-1.10 0.75-1.10 0.15-0.25 0.15-0.30 0.035* 0.040*
4140 [20] 0.38-0.43 0.80-1.10 0.75-1.10 0.15-0.25 0.15-0.30 0.035* 0.040*
4140 [21] 0.38-0.43 0.80-1.10 0.75-1.00 0.15-0.25 0.025* 0.25* 0.025* 0.025*
4140 [22] 0.38-0.43 0.80-1.10 0.75-1.0 0.15-0.25 0.15-0.30 0.035* 0.040*
4140/42 [23] 0.40 1.00 1.00 0.20 0.25
42CrMo4 [24] 0.39 1.11 0.56 0.3 0.011 0.023
42CrMo4 [25] 0.38-0.45 0.90-1.20 0.60-0.90 0.15-0.30 0.40* 0.035* 0.035*
9KhF Steel [24] 0.80-0.90 0.40-0.70 0.30-0.60 0.15* 0.15-0.35 0.35* 0.030* 0.030*
1%Cr-Mo [26] 0.28-0.33 0.8-1.1 0.4-0.6 0.15-0.25 0.2-0.35
Steel 20 [28] 0.35 0.88 0.59 0.20 0.21 0.26 0.028 0.031
Steel 19 [28] 0.315 1.09 0.69 0.012 0.2 0.073 0.039 0.036
4130 [32] 0.28-0.33 0.80-1.10 0.40-0.60 0.15-0.25 0.20-0.35 0.040 0.040
* Indicates a maximum allowable level rather than a measured wt%

7.12 Appendix A.3 Derivation for Compound Molar

Mass

This section outlines the derivation for compound molar mass from individual elemental

weight percent values.

Wi =
mi

mt

(7.13)
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The mass of an individual element in the compound is related to molar mass through

Equation (7.14).

mi = Mi × ni (7.14)

The number of moles of element i depends on the mole fraction as follows:

ni = xi × nt (7.15)

Substituting Equations (7.14) and (7.15) into Equation (7.13) and rearranging yields:

mt

nt
=
Mi × xi
Wi

(7.16)

Compound molar mass represents the total mass over the total number of moles shown

below.

Meff =
mt

nt
(7.17)

Replacing Equation (7.17) into Equation (7.16) results in the following definition for

Meff :

Meff =
Mi × xi
Wi

(7.18)

From a unit analysis, the moles of element i can be given by the expression below.

The per total mass units cancels out both top and bottom of the equation.
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xi =

(
Wi

Mi

)
Σi

(
Wi

Mi

) (7.19)

Substituting Equation (7.19) into Equation (7.18) and cancelling terms gives the

final form of the expression for compound molar mass in terms of the weight fraction of

elements and molar mass of the individual components.

Meff =

[
Σi

(
Wi

Mi

)]−1
(7.3)
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Appendix B. Uncertainty Analysis

8.1 Introduction

This section outlines in detail the error propagation and uncertainty analysis related to

the laser cladding experiments and associated calculations of clad bead geometries pre-

sented throughout the thesis. The techniques presented here are based upon mechanical

engineering techniques for assessing and presenting experimental data outlined by Beck-

width et al. in their book titled “Mechanical Measurements” [1]. Their approach outlines

that the total uncertainty has a precision component (repeatability in many tests) and

bias component (reported measuring device accuracy). These component uncertainties

are combined in a root sum square operation to provide a total uncertainty for a given

parameter. In mathematical form the total uncertainty ε can be described as follows:

ε = ±
√
B2 + P 2 (8.20)

where ε is the total uncertainty, B is the bias uncertainty, and P is the precision

uncertainty. Parameter subscripts are used to denote the specific parameter error and

the units of uncertainty depend on the parameter under consideration. The definition of

precision uncertainty is shown in Equation (8.21).

P = ±t0,025,ν
sT√
n

(8.21)

230
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where t0,025,ν is the student’s t-statistic for a two-tailed distribution (1), 95% con-

fidence interval (α = 0.025), and ν is the degrees of freedom (1). sT is the standard

deviation, and n is the number of samples (1). For calculated values based on a formula,

an additional root sum square analysis is required to account for each parameter’s contri-

bution to the total uncertainty in the formula. Uncertainty analysis for formula values is

accomplished by multiplying each parameter uncertainty by its formula derivative in the

root sum square procedure, which is outlined in detail for each equation in the following

subsections. The variables of interest in this uncertainty analysis can be subdivided into

three groups: process parameters laser power Q, powder feed rate ṁp, and travel speed

U ; measured aspects of the bead geometry and powders; and calculated values related to

bead geometry. The procedures and all necessary values for calculating uncertainty for

all parameters are summarized here.

The secondary objective of Appendix B is to provide all the as-measured values for

variables and parameters, which often were not included in the published works compris-

ing the body of the thesis. The entirety of this analysis rests on the 13 test experiments

conducted as described in Chapters (2) and (4). Only single test beads at each parameter

were run for this set of experiments, and only single measurements were taken for most

relevant parameters, for which there is no possibility for meaningful statistical analy-

sis. The limited data prevents evaluation of the precision uncertainty for a majority of

this analysis, which is taken as 0 for all but the preheat temperature analysis. Where

possible, a conservative bias uncertainty is used in an attempt to compensate, but this

shortcoming in the analysis is acknowledged. Future testing will include both multiple

trials and multiple measurements to more effectively evaluate the precision and therefore

total uncertainties.
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8.2 Uncertainty Analysis for Process Parameters

Included in this section are all the techniques used to quantify uncertainty in the laser

power, travel speed, and travel speed ranges in this analysis of laser cladding. These

parameters are displayed in several figures to outline trends in measured or calculated

parameters with these process inputs. The quantified uncertainty in these variables is

also incorporated in several calculations to determine uncertainty in model predictions.

8.2.1 Laser Power Uncertainty

Laser power was measured using a 10 kW Comet 10K-HD power probe described in the

procedure sections of Chapters (2) and (4). The device, which is in essence a calibrated

copper calorimeter, has a reported uncertainty from the manufacturer of 5% of the mea-

sured reading. An additional 0.5% is added by the manufacturer to account for the effects

of the water quench between measurements that was necessary to cool down the device

between tests in a practical time frame. Measurements were performed after each power

level change in the experimental test matrix. Power was not measured for tests with

powder feed rate and travel speed changes due to time and logistical constraints. The

uncertainty and power levels for these tests is taken to be the same as the centre point

of the matrix. The uncertainty in Q is summarized in Table (8.6). The total uncertainty

for all experimental tests is shown in Table (8.7).

Table 8.6: Uncertainty analysis for measured laser power

Variable Unit Bias Precision Total Notes for Bias
Uncertainty Uncertainty Uncertainty Uncertainty

B P ε
Equation (8.21) Equation (8.20)

Q (kW) 0.055Q 0 0.055Q Manufacturer Reported Value
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Table 8.7: Uncertainty analysis summary for measured laser power

Bead Q ±εQ
Number (W) (W)

1 4980 274
2 3090 219
3 3990 219
4 3990 219
5 3990 219
6 3990 219
7 4540 250
8 3530 194
9 3980 219
10 3980 219
11 3980 219
12 3980 219
13 3980 219

8.2.2 Powder Feed Rate Uncertainty

The powder feed rate is measured immediately prior to tests with a change in powder

feed rate with a timed two minute powder flow test. The powder feed was turned on,

allowed to stabilize for approximately 10 seconds, and then a beaker was placed under the

stream. The tared weight of the beaker was measured directly, and a 1 minute average

powder feed rate was calculated. The powder feed rate can be simply described as:

ṁp =
mp

t
(8.22)

where ṁp is the powder feed rate (g/min), mp is the mass of the powder measured

directly from the tared weight of the test beaker used to capture the powders (g), and

t is the time of the powder test (s). The uncertainty in both parameters is summarized

in Table (8.8). It is important to note that the timer was set as a countdown from 60

seconds therefore the uncertainty is related to reaction time of the individual holding the
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beaker under the powder stream.

Table 8.8: Uncertainty analysis summary for the parameters of Equation (8.22)

Variable Unit Bias Precision Total Notes for Bias
Uncertainty Uncertainty Uncertainty Uncertainty

B P ε
Equation (8.21) Equation (8.20)

mp (g) 0.0001mp 0 0.0001mp Scale Calibration Certificate
t (s) 0.22 0 0.22 Reaction Time Analysis [2]

The uncertainty for Equation (8.22) is defined as follows:

εṁp = ±

{[
∂(ṁp)

∂(mp)
εmp

]2
+

[
∂(ṁp)

∂(t)
εt

]2}1/2

(8.23)

The formula for the partial derivatives of each term are summarized below in Equa-

tions (8.24) through (8.25).

∂(ṁp)

∂(mp)
=

1

t
(8.24)

∂(ṁp)

∂(t)
= −mp

t2
(8.25)

The powder feed rate tests having been performed prior to changes in the powder

feed rate levels require only data for the 5 tests in the powder feed rate experimental

block. All other tests are considered to have the same powder flow rate as the centre

point of the experimental matrix. Table (8.9) presents the as-measured test values along

with the final expression for the total uncertainty in the powder feed rate for the tests

by combining Equations (8.23), (8.24), and (8.25) and the data from Table (8.8). The

test time t was 2 min for all beads.
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Table 8.9: Uncertainty analysis summary for Equation (8.22)

Bead Target ṁp mp Actual ṁp ±εṁp
Number (g/min) (g) (g/min) (g/min)

1 50 98.4 49.20 0.090
2 50 98.4 49.20 0.090
3 50 98.4 49.20 0.090
4 50 98.4 49.20 0.090
5 30 57.6 28.80 0.053
6 50 98.4 49.20 0.090
7 50 98.4 49.20 0.090
8 50 98.4 49.20 0.090
9 50 98.4 49.20 0.090
10 60 125.9 62.95 0.116
11 40 84.5 42.45 0.078
12 50 98.4 49.20 0.090
13 70 136.6 68.30 0.125

8.2.3 Travel Speed Uncertainty

Uncertainty in travel speed value are determined from the rotation axis records from the

precision CNC equipment. The rotation is recorded in degrees per minute. Combining

the rotation value with measured values of the substrate diameter, the travel speed can

be calculated as:

U =
aπD

360
(8.26)

where U is the travel speed (mm/s), a is the rotation speed of the a-axis of the

CNC (◦/s), and D is the measured substrate diameter (mm). The 360 value represents

360◦ per revolution in the formula. The measured values of D are summarized below in

Table (8.10). The uncertainty in the a and D is summarized in Table (8.11).
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Table 8.10: Measured 4145-MOD Steel Substrate Diameter D

Measure 1 Measure 2 Measure 3 Average Standard Deviation

(in) (mm) (in) (mm) (in) (mm) (in) (mm) (in) (mm)

6.5098 165.35 6.5095 165.34 6.5094 165.34 6.5096 165.34 0.0002 0.0053

Table 8.11: Uncertainty analysis summary for the parameters of Equation (8.26)

Variable Unit Bias Precision Total Notes for
Uncertainty Uncertainty Uncertainty Uncertainty

B P ε
Equation (8.21) Equation (8.20)

a (◦/s) 0.0167 0 0.0167 Reported Uncertainty of 1◦/min
D (mm) 0.0025 0.0189 0.0191 Bias Uncertainty from Resolution

of OD Micrometer (0.0001 in)

The uncertainty for Equation (8.26) is defined as follows:

εU = ±

{[
∂(U)

∂(a)
εa

]2
+

[
∂(U)

∂(D)
εD

]2}1/2

(8.27)

The formula for the partial derivatives of each term are summarized below in Equa-

tions (8.28) through (8.29).

∂(U)

∂(a)
=
πD

360
(8.28)

∂(U)

∂(D)
=

aπ

360
(8.29)

Table (8.12) presents the as-measured test values along with the final expression for

the total uncertainty in the travel speed for the tests by combining Equations (8.27),

(8.28), and (8.29) and the data from Tables (8.10) and (8.11).
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Table 8.12: Uncertainty analysis summary for Equation (8.22)

Bead Target U a Actual U ±εU
Number (in/min) (mm/s) (◦/min) (◦/s) (mm/s) (m/min) (mm/s) (×103 m/min)

1 60 25.40 1058.3 17.64 25.45 1.527 0.0242 1.4536
2 60 25.40 1058.3 17.64 25.45 1.527 0.0242 1.4536
3 60 25.40 1058.3 17.64 25.45 1.527 0.0242 1.4536
4 45 19.05 793.7 13.23 19.09 1.145 0.0241 1.4489
5 60 25.40 1058.3 17.64 25.45 1.527 0.0242 1.4536
6 75 31.75 1322.9 22.05 31.81 1.909 0.0243 1.4597
7 60 25.40 1058.3 17.64 25.45 1.527 0.0242 1.4536
8 60 25.40 1058.3 17.64 25.45 1.527 0.0242 1.4536
9 30 12.70 529.2 8.82 12.73 0.764 0.0241 1.4456
10 60 25.40 1058.3 17.64 25.45 1.527 0.0242 1.4536
11 60 25.40 1058.3 17.64 25.45 1.527 0.0242 1.4536
12 90 38.10 1587.5 26.46 38.18 2.291 0.0244 1.4670
13 60 25.40 1058.3 17.64 25.45 1.527 0.0242 1.4536

8.3 Uncertainty Analysis for Measured Parameters

Included in this section are all the techniques used to quantify uncertainty in the mass

fractions of carbide and metal powders in the powder feed, physical dimensions of the

experimental clad beads, and relevant area regions of the cross sections. Many of these

parameters were required as inputs to predict the bead geometry or serve as the direct

comparison values to the models in this work.

8.3.1 Powder Feed Mass Fraction Uncertainty

The powder feed was a mixture of carbide and metal powders in a carefully controlled

ratio. The mass fractions of these components in the feed was required for calculation of

the proposed catchment efficiency equations of Chapter (2). Shown here is the procedure

for the mass fraction of carbide in the powder feed fmcp . The same procedure was

followed for the mass fraction of metal powders in the powder feed fmmp using values of
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mm in place of mc. Only the necessary data to calculate fmmp has been included here in

Tables (8.13) and (8.14). The formula for fmcp is simply:

fmcp =
mc

mt

(8.30)

where fmcp is the mass fraction of carbide in the powder feed (kg), mc is the mass of

carbide in the powder feed (kg), and mt is the total mass of the powder feed batch (kg).

The uncertainty in these parameters is summarized in Table (8.13) along with mm.

Table 8.13: Uncertainty analysis summary for the parameters of Equation (8.30)

Variable Unit Bias Precision Total Notes for Bias
Uncertainty Uncertainty Uncertainty Uncertainty

B P ε
Equation (8.21) Equation (8.20)

mx (kg) 0.0001mx 0 0.0001mx Scale Calibration Certificate

The subscript “x” stands for interchangeable “c” for carbide, “m” for metal powders, and “t” for
total.

The uncertainty for Equation (8.30) is defined as follows:

εfmcp = ±

{[
∂(fmcp )

∂(mc)
εmc

]2
+

[
∂(fmcp )

∂(mt)
εmt

]2}1/2

(8.31)

The formulae for the partial derivatives of each term are summarized below in Equa-

tions (8.24) and (8.25).

∂(fmcp )

∂(mc)
=

1

mt

(8.32)

∂(fmcp )

∂(mt)
= − mc

mt
2

(8.33)
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Table (8.14) presents the as-measured test values, calculated final value, and the final

expression for the total uncertainty in the mass fraction of carbide in the bead. The

same powder batch was used for all test, and therefore only single values for the powder

masses are required to represent all tests. The final values for total uncertainty combine

Equations (8.31), (8.32), and (8.33) and the data from Table (8.13). Values for the

parallel fmmp analysis are also included.

Table 8.14: Uncertainty analysis summary for Equation (8.30)

mc mm mt fmcp ±εfmcp fmmp ±εfmmp
(kg) (kg) (kg) (%) (%) (%) (%)

52.578 31.412 83.990 62.60 0.0089 37.40 0.0052

8.3.2 Cross Section Area Measurement Uncertainties

The area of the cross section of the bead can be subdivided into a reinforcement area AbR ,

a dilution area AbD , and the total combined area AbT . These different areas are discussed

in detail in Chapter (2), and schematically shown in Figure (2.1). These areas were

measured directly in PhotoshopTM from panorama cross section images of the deposited

beads, and a line connecting the clad toes was considered to subdivide the above and

below surface areas. The procedure for calculating all areas is nearly identical, and so

only AbT is shown here in detail. Values for calculating AbR are also included in the tables

in this section for a parallel analysis (AbD did not appear in any required calculation and

therefore was not included). The formula for AbT in terms of measured parameters is

shown in Equation (8.34).

AbT = AbTm

(
lsc
lsm

)2

(8.34)
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where AbT is the total cross sectional area of the deposited bead (mm2), AbTm is the

measured total cross sectional area of the deposited bead (pixels2), lsc is the calibrated

length of the scale (µm), and lsm is the measured length of the scale bar (pixels) . The

uncertainty in each parameter (including AbRm ) is shown in Table (8.15). A larger value

for the uncertainty of lsm is used to compensate for the larger overall effect of a few pixels

on a measurements of hundreds of pixels compared to the hundreds of thousands of pixels

of the area measurements.

Table 8.15: Uncertainty analysis summary for the parameters of Equation (8.34)

Variable Unit Bias Precision Total Notes for Bias
Uncertainty Uncertainty Uncertainty Uncertainty

B P ε
Equation (8.21) Equation (8.20)

AbTm
(pixels2) 0.01AbTm

0 0.01AbTm
Conservative Estimate

AbRm
(pixels2) 0.01AbRm

0 0.01AbRm
Conservative Estimate

lsc (µm) 10 0 10 Scale Resolution
lsm (pixels) 0.05lsm 0 0.05lsm Conservative Estimate

The uncertainty for Equation (8.34) is defined as follows:

εAbT = ±

{[
∂(AbT )

∂(AbTm )
εAbTm

]2
+

[
∂(AbT )

∂(lsc)
εlsc

]2
+

[
∂(AbT )

∂(lsm)
εlsm

]2}1/2

(8.35)

The formulae for the partial derivatives of each term are summarized below in Equa-

tions (8.36) through (8.38).
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∂(AbT )

∂(AbTm )
=

(
lsc
lsm

)2

(8.36)

∂(AbT )

∂(lsc)
= 2AbTm

lsc

lsm
2 (8.37)

∂(AbT )

∂(lsm)
= −2AbTm

lsc
2

lsm
3 (8.38)

Table (8.16) presents the as-measured test values along with the final expression for

the total uncertainty in the total cross sectional area in the bead. Values of AbT , AbTm ,

and lsm for all 13 beads are presented along with values for AbRm and AbR . The value of lsc

was 500 µm for all tests. The final values for total uncertainty combine Equations (8.35),

Equations (8.36) through (8.38) and the data from Table (8.15).

Table 8.16: Uncertainty analysis summary for Equation (8.34)

Bead AbTm lsm AbT ±εAbT AbRm AbR ±εAbR
Number (pixels2) (pixels) (mm2) (mm2) (pixels2) (mm2) (mm2)

1 970284 358 1.893 0.205 845090 1.648 0.178
2 370339 358 0.722 0.078 350856 0.684 0.074
3 778094 358 1.518 0.164 716668 1.398 0.151
4 1164058 358 2.271 0.246 1079599 2.106 0.228
5 608713 358 1.187 0.128 435681 0.850 0.092
6 524547 358 1.023 0.111 489216 0.954 0.103
7 746200 358 1.456 0.157 707236 1.380 0.149
8 608568 358 1.187 0.128 575897 1.123 0.122
9 1838008 358 3.585 0.388 1753665 3.421 0.370
10 973731 358 1.899 0.205 916895 1.789 0.193
11 701946 358 1.369 0.148 596804 1.164 0.126
12 343101 358 0.669 0.072 331894 0.647 0.070
13 259944 182 1.962 0.212 248604 1.876 0.203
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The volume fraction of carbide, fvcb , in the deposited bead is another important cross

sectional measurement. This parameter is necessary to calculate catchment efficiencies

(Chapter (2)), bead height (Chapter (4)), and effective material properties of the com-

posite used for the fluid flow analysis in Chapter (5). The volume fraction of carbide

formula is shown below:

fvcb =
Abc
AbTm

(8.39)

where fvcb is the carbide volume fraction in the deposited bead (1), and Abc is the

carbide area in the deposited bead (pixels2). The area fraction is representative of the

volume fraction assuming uniform distribution of the carbide phase throughout the bead.

Described in detail in Chapters (2) and (4), the carbide area is measured using a python

script developed at the Canadian Centre fo Welding and Joining that distinguishes the

phase difference based on contrast pixel by pixel. The measurement is output in pixels

directly. The uncertainty in Abc and AbTM is shown in Table (8.17).

Table 8.17: Uncertainty analysis summary for the parameters of Equation (8.39)

Variable Unit Bias Precision Total Notes for Bias
Uncertainty Uncertainty Uncertainty Uncertainty

B P ε
Equation (8.21) Equation (8.20)

Abc (pixels2) 0.05Abc 0 0.05Abc Conservative Estimate
AbTm

(pixels2) 0.01AbTm
0 0.01AbTm

Conservative Estimate

The uncertainty for Equation (8.39) is defined as follows:

εfvcb = ±

{[
∂(fvcb )

∂(Abc)
εAbc

]2
+

[
∂(fvcb )

∂(AbT )
εAbT

]2}1/2

(8.40)

The formulae for the partial derivatives of each term are summarized below in Equa-
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tions (8.41) and (8.42).

∂(fvcb )

∂(Abc)
=

1

AbTm
(8.41)

∂(fvcb )

∂(AbTm )
= − Abc

AbTm
2 (8.42)

Table (8.18) presents the as-measured test values along with the final value for the

total uncertainty in fvcb . The final values for total uncertainty combine Equations (8.40),

(8.41), and (8.42) and Table (8.17).

Table 8.18: Uncertainty analysis summary for Equation (8.39)

Bead Abc AbTm fvcb ±εfvcb
Number (pixels2) (pixels2) (1) (1)

1 326391.0 970284 0.3364 0.0171
2 111301.5 370339 0.3005 0.0153
3 221624.0 778094 0.2848 0.0145
4 341075.5 1164058 0.2930 0.0149
5 123413.0 608713 0.2027 0.0103
6 180570.0 524547 0.3442 0.0176
7 255873.0 746200 0.3429 0.0175
8 231491.5 608568 0.3804 0.0194
9 637902.0 1838008 0.3471 0.0177
10 354339.5 973731 0.3639 0.0186
11 254510.5 701946 0.3626 0.0185
12 128602.5 343101 0.3748 0.0191
13 100235.5 259944 0.3856 0.0197

8.3.3 Cross Section Measured Width and Height Uncertainty

Cross section measurements for bead width were calculated using the following equation:

2ymo,b = 2ymeas
lsc
lsm

(8.43)
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where ymeas is the measured bead width from PhotoshopTM (pixels). The convention

2ymeas is used to maintain consistency with the definition of width defined from the bead

centreline to the clad toe such as for ymo,b . In reality, a single measurement is made

that constitutes the 2ymeas value. As a single length dimension measurement hm, the

maximum height of the clad bead, can be calculated using Equation (8.43) substituting

hm for 2ymo,b and hmeas for 2ymeas. Components of the uncertainty for 2ymeas and hmeas

are summarized in Table (8.19).

Table 8.19: Uncertainty analysis summary for the parameters of Equation (8.43)

Variable Unit Bias Precision Total Notes for Bias
Uncertainty Uncertainty Uncertainty Uncertainty

B P ε
Equation (8.21) Equation (8.20)

2ymeas (pixels) 0.05(2ymeas) 0 0.05(2ymeas) Conservative Estimate
lsc (µm) 10 0 10 Scale Resolution
lsm (pixels) 0.05lsm 0 0.05lsm Conservative Estimate
hmeas (pixels) 0.05hmeas 0 0.05hmeas Conservative Estimate

The uncertainty for Equation (8.43) is defined as follows:

ε2ymo,b = ±

{[
∂(2ymo,b)

∂(2ymeas)
ε2ymeas

]2
+

[
∂(2ymo,b)

∂(lsc)
εlsc

]2
+

[
∂(2ymo,b)

∂(lsm)
εlsm

]2}1/2

(8.44)

The formula for the partial derivatives of each term are summarized below in Equa-
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tions (8.45) through (8.47).

∂(2ymo,b)

∂(2ymeas)
=

lsc
lsm

(8.45)

∂(2ymo,b)

∂(lsc)
=

2ymeas
lsm

(8.46)

∂(2ymo,b)

∂(lsm)
= −2ymeaslsc

lsm
2 (8.47)

Table (8.20) summarizes the measured and converted values for 2ymeas, and the total

for uncertainty in bead width for all 13 experimental clad beads. The value for lsc was

500 µm for all tests. The last column in Table (8.20) represents the total uncertainty

in measured cross section width (y-axis error bars) in Figures (3.6) through (3.9) in

Appendix 3.1. Data for hmeas, hm, and εhm is also presented for all beads. The uncertainty

in hm appears in Figure (4.16) in Chapter (4).
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Table 8.20: Uncertainty analysis summary for Equation (8.43)

Bead 2ymeas lsm 2ymo,b ±ε2ymo,b hmeas hm ±εhm
Number (pixels) (pixels) (mm) (mm) (pixels) (mm) (mm)

1 2924 358 4.084 0.300 425 0.594 0.044
2 1456 358 2.034 0.149 353 0.493 0.036
3 2687 358 3.753 0.276 353 0.493 0.036
4 3031 358 4.233 0.311 512 0.710 0.052
5 3038 358 4.243 0.312 224.5 0.314 0.023
6 2427 358 3.390 0.249 299.5 0.418 0.031
7 2498 358 3.489 0.256 392 0.548 0.040
8 2379 358 3.323 0.244 350.5 0.490 0.036
9 3186 358 4.450 0.327 802 1.120 0.082
10 2688 358 3.754 0.276 497 0.694 0.051
11 2735 358 3.820 0.281 325 0.454 0.033
12 1751 358 2.446 0.180 282.5 0.395 0.029
13 1327 182 3.646 0.268 278 0.764 0.056

8.3.4 Stereo Photograph Measurement Uncertainty

Stereo photograph measurements for bead width were calculated using the following

equation:

2ymo,b =
Abplsc

lblsm
(8.48)

where Abp is the measured projected bead area of the bead surface in the stereo

photograph (pixels2). Curvature effects on the area measurement (projected area in the

image) are considered negligible for the small relative length of bead measured on the

165 mm diameter cylindrical sample. lb is the visible length of the bead measured centre

to centre along the longitudinal axis of the bead (same direction as the substrate travel

direction) (pixels). Measurements for both Abp and lb are made in PhotoshopTM . The

definitions of lsc and lsm remain the same, but the stereo photo values are different because

the scale length and calibration were different for the macro scale photos compared to



8.3: Uncertainty Analysis for Measured Parameters 247

the micrograph cross sections. The uncertainty in all four parameters in Equation (8.48)

is summarized in Table (8.21).

Table 8.21: Uncertainty analysis summary for the parameters of Equation (8.48)

Variable Unit Bias Precision Total Notes for Bias
Uncertainty Uncertainty Uncertainty Uncertainty

B P ε
Equation (8.21) Equation (8.20)

Abp (pixels2) 0.05Abp 0 0.05Abp Conservative Estimate
lb (pixels) 0.01lb 0 0.01lb Conservative Estimate
lsc (mm) 1 0 1 Ruler Scale Resolution
lsm (pixels) 0.01lsm 0 0.01lsm Conservative Estimate

The uncertainty for Equation (8.48) is defined as follows:

ε2ymo,b = ±

{[
∂(2ymo,b)

∂(Abp)
εAbp

]2
+

[
∂(2ymo,b)

∂(lb)
εlb

]2 [∂(2ymo,b)

∂(lsc)
εlsc

]2
+

[
∂(2ymo,b)

∂(lsm)
εlsm

]2}1/2

(8.49)

The formula for the partial derivatives of each term are summarized below in Equa-
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tions (8.50) through (8.53).

∂(2ymo,b)

∂(2ymeas)
=

lsc
lsm

(8.50)

∂(2ymo,b)

∂(lb)
=
−Abplsc
lb
2lsm

(8.51)

∂(2ymo,b)

∂(lsc)
=

Abp
lblsm

(8.52)

∂(2ymo,b)

∂(lsm)
=
−Abplsc
lblsm

2 (8.53)

Table (8.22) summarizes the measured values for Abp , lb, and the total for uncertainty

calculated for all 13 experimental clad beads. The last column in Table (8.22) repre-

sents the total uncertainty in measured bead width (y-axis error bars) for stereo photo

measurements in Figures (3.6) through (3.8) and Figure (3.10) in Appendix 3.1. Stereo

width measurements and their uncertainty also appear in Figure (4.14) in Chapter (4).
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Table 8.22: Uncertainty analysis summary for Equation (8.49)

Bead Abp lb lsc lsm ±ε2ymo,b
Number (pixels2) (pixels) (mm) (pixels) (mm)

1 387881 1160.53 18 1153.54 0.295
2 190273 1136.25 17 1472.98 0.152
3 348487 1145.28 17 1477.06 0.275
4 389408 1138.50 17 1484.54 0.307
5 385117 1131.62 17 1514.56 0.300
6 300588 1129.51 17 1493.83 0.238
7 343172 1161.00 17 1477.08 0.267
8 342023 1181.50 10 868.36 0.376
9 418800 1154.22 18 1571.52 0.316
10 349981 1148.00 17 1501.03 0.271
11 374002 1163.06 17 1496.56 0.287
12 253001 1174.69 18 1577.51 0.187
13 309441 1157.32 17 1483.19 0.241

8.4 Uncertainty Analysis for Material Properties

Uncertainty in the relevant material property values to this work has been determined for

the 4145-MOD steel substrate. Material properties are taken from literature sources and

ThermoCalcTM modelled values as an average across the temperature range of interest

related to the HAZ or solidus temperature of the steel. The uncertainty in the material

property values here is typically quantified as half the range of the property value across

the appropriate temperature range.

The steel properties relevant to this work are thermal conductivity keff , heat capacity

cpeff , density ρeff , and thermal diffusivity αeff . Table (8.23) summarizes the temperature

range of interest, data source, and uncertainty value for the aforementioned property

values with the exception of thermal diffusivity, which is calculated using Equation (7.12).

Heat capacity is also technically calculated from an enthalpy output as a function of

temperature from ThermoCalcTM , but it is considered appropriate to quantify uncertainty



8.4: Uncertainty Analysis for Material Properties 250

from the output calculated figure. This difference in procedure is due to the inability to

quantify uncertainty in output enthalpy and temperature values from the software. For

the maximum value determination in the range for cpeff , the heat capacity values located

in the ferrite to austenite transformation were not included. Duplicate uncertainty values

for the HAZ and melting isotherm values occur due to the maximum or minimum value

of the range existing within the HAZ temperature range.

Table 8.23: Uncertainty analysis summary for 4145-MOD thermophysical properties

Material Unit Temperature Figure Source Bias Precision Total
Property Range Number Reference Uncert. Uncert. Uncert.

(K) B P ε
keff,HAZ (W/mK) 533-981 (7.1) Mills [3] 5.33 0 5.33
keff,melt (W/mK) 533-1692 (7.1) Mills [3] 5.33 0 5.33
cpeff,HAZ

(J/kgK) 533-981 (7.6) ThermoCalcTM 201.1 0 201.1
cpeff,melt

(J/kgK) 533-1692 (7.6) ThermoCalcTM 201.1 0 201.1
ρeff,HAZ (kg/m3) 533-981 (7.9) ThermoCalcTM 76.0 0 76.0
ρeff,melt (kg/m3) 533-1692 (7.9) ThermoCalcTM 200.3 0 200.3

αeff =
keff

ρeffcpeff
(7.12)

where αeff is the effective thermal diffusivity (m2/s), keff is the effective thermal

conductivity (W/mK), cpeff is the effective heat capacity (J/kgK), and ρeff is the effective

density (kg/m3). The “eff” notation is reserved for the 4145-MOD substrate for this

analysis and can represent the HAZ or melting isotherm depending on the presence of the

“HAZ” or “melt” subscripts. The uncertainty for Equation (7.12) is defined as follows:

εαeff = ±

{[
∂(αeff )

∂(keff )
εkeff

]2
+

[
∂(αeff )

∂(cpeff )
εcpeff

]2 [
∂(αeff )

∂(ρeff )
ερeff

]2}1/2

(8.54)
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The formula for the partial derivatives of each term are summarized below in Equa-

tions (8.55) through (8.57).

∂(αeff )

∂(keff )
=

1

cpeffρeff
(8.55)

∂(αeff )

∂(cpeff )
=

keff
cpeff

2ρeff
(8.56)

∂(αeff )

∂(cpeff )
=

keff
cpeffρeff

2
(8.57)

(8.58)

Table (8.24) summarizes the effective values for k, cp, ρ, and α for both the HAZ and

melting temperature ranges as well as the total for uncertainties for thermal diffusivity

αeff,HAZ and αeff,melt.

Table 8.24: Uncertainty analysis summary for Equation (8.54)

Temperature Range keff cpeff ρeff αeff εαeff
(K) (W/mK) (J/kgK) (kg/m3) (×106 m2/s) (×106 m2/s)

HAZ: 533-981 32.52 737.61 7689.4 5.734 1.825
Melt: 533-1692 30.15 743.97 7589.5 5.339 1.731

8.5 Uncertainty Analysis for Calculated Values

Summarized in this section are the formulae and values used to quantify uncertainty

for all calculated model quantities in this thesis. The four sections presented here are:

uncertainty in the Rosenthal width calculated in Appendix 3.1, the uncertainty in the
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calculated carbide, metal powder, and overall catchment efficiency formulae presented in

Chapter (2), the calculated bead height formula in Chapter (4), and finally the calculated

reinforcement bead area predictions in Appendix 4.1. Uncertainty in optimized values

taken from MATLABTM were considered to be 0; therefore, uncertainty for the calculated

width for the Gaussian heat source and the predicted catchment efficiency in Chapter (4)

were not quantified. Effective power uncertainty was also not quantified as it appears

only in the width optimization.

8.5.1 Uncertainty Analysis for Calculated Bead Width

The calculated bead width formula in this analysis is for the advective dominant case

(T ∗ � 1), whose formula is shown Equation (3.38) or with the substitutions for ŷm0 and

fym0
:

2̂ym0

+
=

4α

U

√
2

eT ∗
[
1 + (C1T

∗)C3
]C2
C3 (8.59)

where 2̂ym0

+
is the total predicted width of the clad bead (mm), α is the thermal

diffusivity (m2/s), U is the travel speed (mm/s), T ∗ is the dimensionless temperature

defined in Equation (3.11), and C1, C2, and C3 are the correction factor constants for

fym0
defined in Table (3.1). The dimensionless form of Equation (8.59) in terms of T ∗

has been kept to minimize the size of the derivative terms in this analysis through use

of the chain rule. In this uncertainty analysis for calculated bead width, the following

assumptions were made:

• No error in the literature value for thermal efficiency of a CO2 laser on a steel

substrate η.

• No error in the isotherm temperature values T , taken in this analysis as the equi-
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librium solidus temperature of the 4145-MOD substrate.

With these assumptions, the parameters that contribute to the uncertainty in the

calculated bead width were αeff , keff , Q, U , T0. The uncertainty in Q has been previously

quantified as 5.5% for all laser power tests. The measurements for preheat at the 0◦, 90◦,

180◦, and 270◦ positions on the cylindrical steel sample (0◦ being directly beneath the

beam) were completed using an HH11B Omega touch thermometer. These measurements

are summarized in Table (8.25).

Table 8.25: Preheat measurement summary for the experimental cladding of Ni-WC on
4145-MOD steel

Bead Temperature Average Temperature Standard Deviation
Number (F) (F) (K) (F) (K)

Bead 1 499 487 490 504 495 530 7.87 4.37
Bead 2 488 491 492 504 494 530 7.04 3.91
Bead 3 506 496 509 499 503 535 6.03 3.35
Bead 4 507 487 485 504 496 531 11.35 6.31
Bead 5 507 520 506 527 515 541 10.23 5.68
Bead 6 517 502 506 506 508 537 6.45 3.58
Bead 7 499 495 528 499 505 536 15.28 8.49
Bead 8 517 505 501 508 508 537 6.80 3.78
Bead 9 506 511 501 503 505 536 4.35 2.42
Bead 10 504 515 500 510 507 537 6.60 3.67
Bead 11 504 507 511 510 508 538 3.16 1.76
Bead 12 516 505 518 508 512 540 6.24 3.47
Bead 13 515 500 504 506 506 537 6.34 3.52

The reported uncertainty by the Omega for the touch thermocouple is shown in

Equation (8.60). 8.60) is for Fahrenheit measurements.

BT = 0.001T + 2 (8.60)
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where BT is the bias uncertainty in temperature measurements (F) at temperature

T, and T is any temperature reading between -76 F to 1999 F. The precision error in

these measurements is calculated considering n = 4, 3 degrees of freedom, and a 95%

confidence interval. The bias, precision, and total uncertainty are summarized below in

Table (8.26).

Table 8.26: Uncertainty analysis summary for the parameters of Equation (8.59)

Bead Bias Precision Total
Number Uncertainty Uncertainty Uncertainty

BT0 PT0 εT0
Equation (8.60) Equation (8.21) Equation (8.20)

(K) (K) (K)
Bead 1 1.39 2.15 2.56
Bead 2 1.39 1.92 2.37
Bead 3 1.39 1.64 2.15
Bead 4 1.39 3.10 3.39
Bead 5 1.40 2.79 3.12
Bead 6 1.39 1.76 2.24
Bead 7 1.39 4.17 4.39
Bead 8 1.39 1.85 2.32
Bead 9 1.39 1.19 1.83
Bead 10 1.39 1.80 2.28
Bead 11 1.39 0.86 1.64
Bead 12 1.40 1.70 2.20
Bead 13 1.39 1.73 2.22

The uncertainty for Equation (8.59) is defined below in Equation (8.61).

ε
2̂ym0

+ = ±

{[
∂(2̂ym0

+
)

∂(Q)
εQ

]2
+

[
∂(2̂ym0

+
)

∂(T0)
εT0

]2
+

[
∂(2̂ym0

+
)

∂(U)
εU

]2
+[

∂(2̂ym0

+
)

∂(αeff )
εαeff

]2
+

[
∂(2̂ym0

+
)

∂(keff )
εkeff

]2}1/2
(8.61)

The formula for the partial derivatives of each term are summarized below in Equa-
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tions (8.62) through (8.66).

∂(2̂ym0

+
)

∂(Q)
=

4α

UQ

(
2T ∗

e

)1/2{[
1 + (C1T

∗)C3
]C2/C3 − C2

[
1 + (C1T

∗)C3
]C2
C3
−1

(C1T
∗)C3−1

}

(8.62)

∂(2̂ym0

+
)

∂(T0)
=

4αeff
U(T − T0)

(
2T ∗

e

)1/2{[
1 + (C1T

∗)C3
]C2/C3 − C2

[
1 + (C1T

∗)C3
]C2
C3
−1

(C1T
∗)C3−1

}
(8.63)

∂(2̂ym0

+
)

∂(U)
=

4αeff
U2

(
2T ∗

e

)1/2{[
1 + (C1T

∗)C3
]C2/C3 − C2

[
1 + (C1T

∗)C3
]C2
C3
−1

(C1T
∗)C3−1

}
(8.64)

∂(2̂ym0

+
)

∂(T0)
=
−4

U

(
2T ∗

e

)1/2{[
1 + (C1T

∗)C3
]C2/C3 − C2

[
1 + (C1T

∗)C3
]C2
C3
−1

(C1T
∗)C3−1

}
(8.65)

∂(2̂ym0

+
)

∂(T0)
=
−8αeff
Ukeff

(
2T ∗

e

)1/2{[
1 + (C1T

∗)C3
]C2/C3 − C2

[
1 + (C1T

∗)C3
]C2
C3
−1

(C1T
∗)C3−1

}
(8.66)

The values of αeff , keff and T for Equations (8.62) through (8.66) were constant for

all test beads, 5.399×10−6 m/s, 30.15 W/mK and 1692 K respectively. The values of C1,

C2, and C3 were 2/e, -0.5, and 0.865 respectively. Table (8.27) summarizes the measured

values for Q, U , T ∗, and finally the total uncertainty in the calculated width ε
2̂ym0

+ for all

13 experimental clad beads. The calculation of ε
2̂ym0

+ from Equation (8.61) requires εQ
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from Table (8.7), εU from Table (8.12), εkeff from Table (8.23), εαeff from Table (8.24), and

εT0 from Table (8.26). The last column represents the x-axis error bars in Figures (3.9)

and (3.10) in Appendix 3.1.

Table 8.27: Uncertainty analysis summary for Equation (8.59)

Bead Q U T ∗ 2̂ym0
+ ±ε

2̂ym0
+

Number (W) (mm/s) (1) (mm) (mm)
1 4980 25.40 0.0619 2.776 0.0164
2 3090 25.40 0.0999 2.776 0.0197
3 3990 25.40 0.0770 2.464 0.0180
4 3990 19.05 0.1030 2.798 0.0269
5 3990 25.40 0.0765 2.481 0.0178
6 3990 31.75 0.0615 2.231 0.0131
7 4540 25.40 0.0676 2.649 0.0170
8 3530 25.40 0.0868 2.311 0.0188
9 3980 12.70 0.1542 3.333 0.0471
10 3980 25.40 0.0770 2.462 0.0180
11 3980 25.40 0.0770 2.469 0.0179
12 3980 38.10 0.0512 2.050 0.0101
13 3980 25.40 0.0771 2.460 0.0180

8.5.2 Catchment Efficiency Calculation Uncertainty

Outlined in this section are the steps for determining carbide, metal powder, and overall

catchment efficiency uncertainty presented in Chapter (2). The calculated values pre-

sented here are in essence “measured” values from the experimental cross sections that

are calculated from direct measurements of the beads. Typically “calculated” quantities

in this work refer to predicted values from a model and so the distinction is made here

for catchment efficiency.
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Carbide Catchment Efficiency Uncertainty

Carbide catchment can be inferred from measured parameters using the following equa-

tion:

ηmc =
UAbT ρc
ṁp

fvcb
fmcp

(2.4)

where ηmc is the carbide catchment efficiency (1) and ρc is the density of the car-

bides (kg/m3). Uncertainty in ρc is shown in Table (8.28). Uncertainty in U has been

summarized previously for all tests (Table (8.12)). The value of εAbT for all tests is shown

in Table (8.16), εṁp for the experiments is included in Table (8.9), εfvcb is summarized in

Table (8.18), and εfmcp is shown in Table (8.14).

Table 8.28: Uncertainty analysis summary for the parameters of Equation (2.4)

Variable Unit Bias Precision Total Notes for Bias
Uncertainty Uncertainty Uncertainty Uncertainty

B P ε
Equation (8.21) Equation (8.20)

ρc (kg/m3) 82.5 0 82.5 Half the range
of Figure (2.9)

The uncertainty for Equation (2.4) is defined as follows:

εηmc = ±

{[
∂(ηmc)

∂(U)
εU

]2
+

[
∂(ηmc)

∂(AbT )
εAbT

]2
+

[
∂(ηmc)

∂(ρc)
ερc

]2

+

[
∂(ηmc)

∂(ṁp)
εṁp

]2
+

[
∂(ηmc)

∂(fvcb )
εfvcb

]2
+

[
∂(ηmc)

∂(fmcp )
εfmcp

]2}1/2 (8.67)

The formulae for the partial derivatives of each term of Equation (8.67) are summa-
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rized below in Equations (8.68) through (8.73).

∂(ηmc)

∂(U)
=
AbT ρcfvcb
ṁpfmcp

(8.68)

∂(ηmc)

∂(AbT )
=
Uρcfvcb
ṁpfmcp

(8.69)

∂(ηmc)

∂(ρc)
=
UAbT ρcfvcb
ṁpfmcp

(8.70)

∂(ηmc)

∂(ṁp)
= −

UAbT ρcfvcb
ṁp

2fmcp
(8.71)

∂(ηmc)

∂(fvcb )
=
UAbT ρc
ṁpfmcp

(8.72)

∂(ηmc)

∂(fmcp )
= −

UAbT ρcfvcb
ṁpfmcp

2 (8.73)

Table (8.29) summarizes the measured values for calculated carbide catchment effi-

ciency. The values of ρc and fmcp were the same for all experiments (16896 kg/m3 and

0.6260 respectively). The uncertainty for carbide catchment efficiency was determined

from Equation (8.67) and the respective partial derivatives from Equations (8.68) through

(8.73). The uncertainty calculated here appears in Figure (2.5), (2.6), and (2.7) as the

y-axis error bars for carbide catchment efficiency.
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Table 8.29: Uncertainty analysis summary for Equation (2.4)

Bead U AbT fvcb ṁp ηmc ηmc ±εηmc ±εηmc
Number (m/min) (×10−6 m2) (1) (g/min) (1) (%) (1) (%)

1 1.527 1.893 0.3364 49.20 0.5333 53.333 0.06384 6.384
2 1.527 0.722 0.3005 49.20 0.1819 18.187 0.02177 2.177
3 1.527 1.518 0.2848 49.20 0.3621 36.214 0.04335 4.335
4 1.145 2.271 0.2930 49.20 0.4180 41.798 0.05003 5.003
5 1.527 1.187 0.2027 28.80 0.3445 34.450 0.04124 4.124
6 1.909 1.023 0.3442 49.20 0.3688 36.883 0.04415 4.415
7 1.527 1.456 0.3429 49.20 0.41811 41.810 0.05005 5.005
8 1.527 1.187 0.3804 49.20 0.3783 37.826 0.04528 4.528
9 0.764 3.585 0.3471 49.20 0.5212 52.122 0.06240 6.240
10 1.527 1.899 0.3639 62.95 0.4525 45.253 0.05417 5.417
11 1.527 1.369 0.3626 42.45 0.4843 48.429 0.05797 5.797
12 2.291 0.669 0.3748 49.20 0.3152 31.522 0.03773 3.773
13 1.527 1.962 0.3856 68.30 0.4565 45.651 0.05464 5.464

Metal Powder Catchment Efficiency Uncertainty

The formulae for calculating metal powder catchment is presented below in Equation (2.8).

ηmm =
UAbRρm
ṁp

1− fvcb
fmmp

(2.8)

where ηmm is the metal powder catchment efficiency (1), and ρm is the density of the

metal powders (kg/m3) Uncertainty in ρm is assumed to be 0 from the reported manufac-

turer. Uncertainty in U has been summarized previously for all tests (Table (8.12)). The

value of εAbR for all tests is shown in Table (8.16), εṁp for the experiments is included in

Table (8.9), εfvcb is summarized in Table (8.18), and εfmmp is shown in Table (8.14).



8.5: Uncertainty Analysis for Calculated Values 260

The uncertainty for Equation (2.8) is defined as follows:

εηmm = ±

{[
∂(ηmm)

∂(U)
εU

]2
+

[
∂(ηmm)

∂(AbR)
εAbR

]2
+

[
∂(ηmm)

∂(ρm)
ερm

]2

+

[
∂(ηmm)

∂(ṁp)
εṁp

]2
+

[
∂(ηmm)

∂(fvcb )
εfvcb

]2
+

[
∂(ηmm)

∂(fmmp )
εfmmp

]2}1/2 (8.74)

The formulae for the partial derivatives of each term of Equation (8.74) are summa-

rized below in Equations (8.75) through (8.80).

∂(ηmm)

∂(U)
=
AbRρm(1− fvcb )

ṁpfmmp
(8.75)

∂(ηmm)

∂(AbR)
=
Uρm(1− fvcb )

ṁpfmmp
(8.76)

∂(ηmm)

∂(ρm)
=
UAbRρm(1− fvcb )

ṁpfmmp
(8.77)

∂(ηmm)

∂(ṁp)
= −

UAbRρm(1− fvcb )
ṁp

2fmmp
(8.78)

∂(ηmm)

∂(fvcb )
=
UAbRρm
ṁpfmmp

(8.79)

∂(ηmm)

∂(fmmp )
= −

UAbRρm(1− fvcb )
ṁpfmmp

2 (8.80)

Table (8.30) summarizes the measured values for metal powder catchment efficiency.

The values of ρm and fmmp were the same for all experiments (8100 kg/m3 and 0.3740
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respectively). Combining εU from Table (8.12), εAbR from Table (8.16), εfvcb from Ta-

ble (8.18), εṁp from Table (8.9), and εfmmp from Table (8.14), the uncertainty for metal

powder catchment efficiency was determined from Equation (8.74) and the respective

partial derivatives from Equations (8.75) through (8.80). The uncertainty calculated

here appears in Figure (2.5), (2.6), and (2.7) as the y-axis error bars for metal powder

catchment efficiency.

Table 8.30: Uncertainty analysis summary for Equation (2.8)

Bead U AbR fvcb ṁp ηmm ηmm ±εηmm ±εηmm
Number (m/min) (×10−6 m2) (1) (g/min) (1) (%) (1) (%)

1 1.527 1.649 0.3364 49.20 0.3727 37.274 0.08179 8.179
2 1.527 0.684 0.3005 49.20 0.1383 13.826 0.03552 3.552
3 1.527 1.398 0.2848 49.20 0.2677 26.765 0.07398 7.398
4 1.145 2.106 0.2930 49.20 0.3111 31.710 0.08274 8.274
5 1.527 0.850 0.2027 28.80 0.1979 19.786 0.08478 8.478
6 1.909 0.954 0.3442 49.20 0.2760 27.602 0.05860 5.860
7 1.527 1.380 0.3429 49.20 0.3180 31.798 0.06789 6.789
8 1.527 1.123 0.3804 49.20 0.2872 28.724 0.05269 5.296
9 3.585 3.421 0.3471 49.20 0.3991 39.905 0.08374 8.374
10 1.527 1.789 0.3639 62.95 0.3419 34.193 0.06697 6.697
11 1.527 1.164 0.3626 42.45 0.3304 33.040 0.06506 6.506
12 2.291 0.647 0.3748 49.20 0.2447 24.468 0.04588 4.588
13 1.527 1.876 0.3856 68.30 0.3503 35.034 0.06298 6.298

Overall Catchment Efficiency Uncertainty

The formulae for calculating overall powder catchment efficiency is presented below in

Equation (2.10).

ηm =
U

ṁp

[
AbT fvcbρc + AbR(1− fvcb )ρm

]
(2.10)

where ηm is the overall catchment efficiency (1). The uncertainty for Equation (2.10)
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is defined as follows:

εηm = ±

{[
∂(ηm)

∂(U)
εU

]2
+

[
∂(ηm)

∂(ṁp)
εṁp

]2
+

[
∂(ηm)

∂(AbT )
εAbT

]2
+

[
∂(ηm)

∂(fvcb )
εfvcb

]2

+

[
∂(ηm)

∂(ρc)
ερc

]2
+

[
∂(ηm)

∂(AbT )
εAbT

]2
+

[
∂(ηm)

∂(ρm)
ερm

]2}1/2
(8.81)

The formulae for the partial derivatives of each term of Equation (8.81) are summa-

rized below in Equations (8.82) through (8.88).

∂(ηm)

∂(U)
=

1

ṁp

[
AbT fvcbρc + AbR(1− fvcb )ρm

]
(8.82)

∂(ηm)

∂(ṁp)
= − U

ṁp
2

[
AbT fvcbρc + AbR(1− fvcb )ρm

]
(8.83)

∂(ηm)

∂(AbT )
=
Ufvcbρc

ṁp

(8.84)

∂(ηm)

∂(fvcb )
=

U

ṁp

[AbT ρc + AbRρm] (8.85)

∂(ηm)

∂(ρc)
=
UAbT fvcb

ṁp

(8.86)

∂(ηm)

∂(AbR)
=

U

ṁp

[AbT ρc + AbRρm] (8.87)

∂(ηm)

∂(ρc)
=
UAbT fvcb

ṁp

(8.88)
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Table (8.31) summarizes the measured values for overall catchment efficiency from

Equation (8.81) and the respective partial derivatives from Equations (8.82) through

(8.88). The uncertainty calculated here appears in Figure (2.5), (2.6), and (2.7) as the

y-axis error bars for overall catchment efficiency.

Table 8.31: Uncertainty analysis summary for Equation (2.8)

Bead U ṁp AbT fvcb AbR ηm ηm ±εηm ±εηm
Number (m/min) (g/min) (×10−6 m2) (1) (×10−6 m2) (1) (%) (1) (%)

1 1.527 49.20 1.893 0.3364 1.649 0.6089 60.888 0.04787 4.787
2 1.527 49.20 0.722 0.3005 0.684 0.2342 23.420 0.01821 1.821
3 1.527 49.20 1.518 0.2848 1.398 0.4780 47.804 0.03721 3.721
4 1.145 49.20 2.271 0.2930 2.106 0.5424 54.237 0.04220 4.220
5 1.527 28.80 1.187 0.2027 0.850 0.5066 50.665 0.03987 3.987
6 1.909 49.20 1.023 0.3442 0.954 0.4275 42.754 0.03347 3.347
7 1.527 49.20 1.456 0.3429 1.380 0.4896 48.963 0.03827 3.827
8 1.527 49.20 1.187 0.3804 1.123 0.4118 41.178 0.03256 3.256
9 3.585 49.20 3.585 0.3471 3.421 0.6071 60.707 0.04748 4.748
10 1.527 62.95 1.899 0.3639 1.789 0.5068 50.682 0.03987 3.987
11 1.527 42.45 1.369 0.3626 1.164 0.5204 52.040 0.04141 4.141
12 2.291 49.20 0.669 0.3748 0.647 0.3500 34.996 0.02754 2.754
13 1.527 68.30 1.962 0.3856 1.876 0.4945 49.454 0.03912 3.912

8.5.3 Height Model Prediction Uncertainty

The formulae for calculating bead height is presented below in Equation (4.19).

ĥm =
3ṁp

8U
[
fvcbρc + (1− fvcb )ρm

]
r̂p

(4.19)

where hm is bead height (mm), and r̂p is the optimized value of the powder cloud

radius (mm). The uncertainty in the calculated value of r̂p was taken to be 0 from the
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optimization. The uncertainty for Equation (4.19) is defined as follows:

εhm = ±

{[
∂(hm)

∂(ṁp)
εṁp

]2
+

[
∂(hm)

∂(U̇)
εU̇

]2
+

[
∂(hm)

∂(fvcb )
εfvcb

]2

+

[
∂(hm)

∂(ρc)
ερc

]2
+

[
∂(hm)

∂(ρm)
ερm

]2
+

[
∂(hm)

∂(r̂p)
εr̂p

]2}1/2
(8.89)

The formulae for the partial derivatives of each term of Equation (8.89) are summa-

rized below in Equations (8.90) through (8.95).

∂(hm)

∂(ṁp)
=

3

8Ur̂p
[
fvcbρc + (1− fvcb )ρm

] (8.90)

∂(hm)

∂(U)
= − 3

8U2r̂p
[
fvcbρc + (1− fvcb )ρm

] (8.91)

∂(hm)

∂(fvcb )
=

3ṁp

8Ur̂p
[
−fvcb

2ρc + fvcb
2ρm
] (8.92)

∂(hm)

∂(ρc)
= − 3ṁp

8Ufvcbρc
2r̂p

(8.93)

∂(hm)

∂(ρm)
= − 3ṁp

(8Uρm2 + fvcbρm
2)r̂p

(8.94)

∂(hm)

∂(r̂p)
= − 3ṁp

(8U
[
fvcbρc + (1− fvcb )ρm

]
r̂p

2 (8.95)

Table (8.32) summarizes the measured values for overall catchment efficiency from

Equation (8.89) and the respective partial derivatives from Equations (8.90) through



8.5: Uncertainty Analysis for Calculated Values 265

(8.95). The uncertainty calculated here appears in Figure (4.16) as the x-axis error bars

for calculated height.

Table 8.32: Uncertainty analysis summary for Equation (4.19)

Bead U ṁp fvcb hm ±εhm
Number (m/min) (g/min) (1) (mm) (mm)

1 0.0254 49.20 0.3364 0.6187 0.04190
2 0.0254 49.20 0.3005 0.6368 0.04690
3 0.0254 49.20 0.2848 0.6451 0.04949
4 0.0191 49.20 0.2930 0.8544 0.06415
5 0.0254 28.80 0.2027 0.4052 0.04070
6 0.0318 49.20 0.3442 0.4919 0.03276
7 0.0254 49.20 0.3429 0.6155 0.04111
8 0.0254 49.20 0.3804 0.5978 0.03706
9 0.0127 49.20 0.3471 1.2268 0.08122
10 0.0254 62.95 0.3639 0.7746 0.04956
11 0.0254 42.45 0.3626 0.5204 0.03339
12 0.0381 49.20 0.3748 0.4002 0.02507
13 0.0254 68.30 0.3856 0.8265 0.05075

8.5.4 Bead Reinforcement Area Uncertainty

In Appendix 4.1 formulae for the parabolic area estimate and circular area estimate for

the cross sectional area of the deposited clad bead are presented. In this section, the

uncertainty in both techniques is evaluated.

8.5.5 Parabolic Reinforcement Area Uncertainty

The reinforcement area of the bead can be calculated using Equation (4.18).

Âb,r =
4

3
ym,bhm (4.17)

where ÂbR is the calculated reinforcement area (mm2). The uncertainty in ym,b is
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tabulated for the stereo photograph measured width in Section 8.3.4; and the uncertainty

in hm is shown in Section 8.3.3. The uncertainty in Equation (4.17) can be represented

as follows:

εÂbR
= ±

{[
∂(ÂbR)

∂(ym,b)
εym,b

]2
+

[
∂(ÂbR)

∂(hm)
εhm

]2}1/2

(8.96)

The formulae for the partial derivatives of both terms of Equation (8.96) are summa-

rized below.

∂(ÂbR)

∂(ym,b)
=

4

3
hm (8.97)

∂(ÂbR)

∂(hm)
=

4

3
ym,b (8.98)

Table (8.33) summarizes the measured values for Equation (4.17). The uncertainty in

measured width and height are tabulated in Tables (8.22) and (8.20) respectively. The

uncertainty calculated here appears in Figure (4.17) as the x-axis error bars for calculated

height for the parabolic reinforcement area prediction.
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Table 8.33: Uncertainty analysis summary for Equation (4.17)

Bead ym,b hm ÂbR ±ε
ÂbR

Number (mm) (mm) (mm2) (mm2)

1 1.936 0.594 1.532 0.2589
2 0.966 0.493 0.635 0.1101
3 1.751 0.493 1.151 0.1995
4 1.958 0.715 1.867 0.3236
5 1.910 0.314 0.798 0.1384
6 1.514 0.418 0.845 0.1464
7 1.701 0.547 1.242 0.2152
8 1.667 0.490 1.088 0.2579
9 2.078 1.120 3.103 0.5243
10 1.726 0.694 1.598 0.2769
11 1.826 0.454 1.105 0.1916
12 1.229 0.395 0.646 0.1092
13 1.532 0.764 1.560 0.2704

8.5.6 Circular Reinforcement Area Uncertainty

The formula for the circular segment reinforcement area proposed by Colaço is as follows:

Âb,r = ym,b
√
R2 − ym,b2 +R2 arcsin

(ym,b
R

)
+ 2ymb(hm −R) (4.21)

where Âb,r is the calculated circular segment reinforcement approximation (mm2), and

R is the radius of the circle that subtends the segment (mm). The uncertainty in ym,b is

tabulated for the stereo photograph measured width in Section 8.3.4; and the uncertainty

in hm is shown in Section 8.3.3. The value of R is found using the MATLABTM solver

fzero to solve the implicit expression above. The uncertainty in this optimized value was

taken to be zero. The uncertainty in Equation (4.21) can be described as follows:

εÂbR
= ±

{[
∂(ÂbR)

∂(ym,b)
εym,b

]2
+

[
∂(ÂbR)

∂(R)
εR

]2
+

[
∂(ÂbR)

∂(hm)
εhm

]2}1/2

(8.99)
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The formulae for the partial derivatives of each of the three terms term of Equa-

tion (8.99) are summarized below.

∂(ÂbR)

∂(ym,b)
= (R2 + ym,b

2)1/2 − ym,b2(R2 − ym,b2)−1/2 +R

[
1−

(ym,b
R

)2]−1/2
+ 2(hm −R)

(8.100)

∂(ÂbR)

∂(R)
= ym,bR(R2 − ym,b2)−1/2 + 2Rarcsin

(ym,b
R

)
− ym,b

[
1−

(ym,b
R

)2]−1/2
− 2ym,b

(8.101)

∂(ÂbR)

∂(hm)
= 2ym,b (8.102)

Table (8.34) summarizes the measured values for Equation (4.17). The uncertainty in

measured width and height are tabulated in Tables (8.22) and (8.20) respectively. The

uncertainty calculated here appears in Figure (4.17) as the x-axis error bars for calculated

height for the circular segment reinforcement area prediction.
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Table 8.34: Uncertainty analysis summary for Equation (4.21)

Bead ym,b R hm ÂbR ±ε
ÂbR

Number (mm) (mm) (mm) (mm2) (mm2)

1 1.936 3.472 0.594 1.565 0.1689
2 0.966 1.198 0.493 0.669 0.0700
3 1.751 3.375 0.493 1.172 0.1269
4 1.958 3.023 0.715 1.911 0.2058
5 1.910 6.031 0.314 0.807 0.0880
6 1.514 2.939 0.418 0.856 0.0931
7 1.701 2.904 0.547 1.264 0.1369
8 1.667 3.083 0.490 1.107 0.1199
9 2.078 2.488 1.120 3.277 0.3421
10 1.726 2.505 0.694 1.652 0.1761
11 1.826 3.933 0.454 1.123 0.1219
12 1.229 2.132 0.395 0.663 0.0713
13 1.532 1.924 0.764 1.638 0.1720
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Appendix C. MATLAB Code for
Chapter 4

Included in this appendix are the code files used to output the optimized values of the

beam distribution parameter σ̂, temperature of the heat affected zone (HAZ) T̂HAZ , and

the geometries of the HAZ for the experimental conditions outlined in the Chapter 4. The

code for the melting isotherm is identical to the HAZ using the appropriate input values

for experimental measurements and material properties, and is not included here. The

melting isotherm analysis consists of steps 1 and 2 only.

9.1 Step 1a. Determining the ŷ∗ Solution Set for the

Heat Affected Zone

1 function [ y star g ] = y star gauss(T star, x star, sigma star)

2 %y star gauss solves for the y star value from Eagar's equation for ...

moving heat sources for inputs of T star, x star, and sigma star ...

that minimizes the difference between the calculated value of ...

T star (T star C) and the input value of T star

3 %Notation for T star is slightly different from Eagar's paper, T star C ...

= theta/n where theta is Eagar's dimensionless temperature that we ...

set to equal 1 and n is the dimensionless operating parameter

270
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4

5 fy = @(t, y star)((1./((2.*pi).ˆ0.5)).*(t.ˆ-0.5./(t + ...

sigma star.ˆ2)).*exp(-(x star.ˆ2 + y star.ˆ2 + (2.*x star.*t) + ...

t.ˆ2)./(2.*t + 2.*sigma star.ˆ2)));

6 %Place holder for function to be integrated to solve for T star C

7 %Equation is valid for the surface of the isotherm, (z star = 0) or ...

("Zeta"=0, Eagar notation)

8

9 T star C = @(y star)(integral(@(t)fy(t,y star), 0, 50));

10 %Integral of fz to solve for T star C

11 %Integration limits set between 0 and 50 (dimensionless time), previous ...

work by Ying has shown that steady state is reached after 20s

12

13 objfun = @(y star)(T star C(y star) - T star);

14 %Objective function that is the difference between the input value of ...

T star and the calculated value of the integral for T star C

15

16 y star seed = 1/T star;

17 %Starting point value for y star for fzero optimization

18 %Value is Rosenthal's point heat source prediction for maximum width ...

for slow moving heat sources (high T star values)

19 %Future iterations to include use of blended function as prediction

20

21 y star g = fzero(@(y star)objfun(y star), y star seed);

22 %Optimization which attempts to find that value of y star that forces ...

the the objective function to equal 0 (T star C = T star)

23

24 end



9.2: Step 1b. Determining the ẑ∗ Solution Set for the Heat Affected Zone 272

9.2 Step 1b. Determining the ẑ∗ Solution Set for the

Heat Affected Zone

1 function [ z star g ] = z star gauss(T star, x star, sigma star)

2 %z star gauss solves for the z star value from Eagar's equation for ...

moving heat sources for inputs of T star, x star, and sigma star ...

that minimizes the difference between the calculated value of ...

T star (T star C) and the input value of T star

3 %Notation for T star is slightly different from Eagar's paper, T star C ...

= theta/n where theta is Eagar's dimensionless temperature that we ...

set to equal 1 and n is the dimensionless operating parameter

4

5 fz = @(t, z star)((1./((2.*pi).ˆ0.5)).*(t.ˆ-0.5./(t + ...

sigma star.ˆ2)).*exp((-(x star.ˆ2 + (2.*x star.*t) + t.ˆ2)./(2.*t + ...

2.*sigma star.ˆ2))-(z star.ˆ2./(2.*t))));

6 %Place holder for function to be integrated to solve for T star C

7 %Equation is valid along the centreline of the isotherm, (y star = 0) ...

or ("PSI"=0, Eagar notation)

8

9 T star C = @(z star)(integral(@(t)fz(t,z star), 0, 50));

10 %Integral of fz to solve for T star C

11 %Integration limits set between 0 and 50 (dimensionless time), previous ...

work by Ying has shown that steady state is reached after 20s

12

13 objfun = @(z star)(T star C(z star) - T star);

14 %Objective function that is the difference between the input value of ...

T star and the calculated value of the integral for T star C

15
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16 z star seed = 0;

17 %Starting point value for z star for fzero optimization

18

19 z star g = fzero(@(z star)objfun(z star), z star seed);

20 %Optimization which attempts to find that value of z star that forces ...

the the objective function to equal 0 (T star C = T star)

21

22 end

9.3 Step 2a. Determination of Maximum −ŷ∗

1 function [ y star g ] = y star gauss(T star, x star, sigma star)

2 %y star gauss solves for the y star value from Eagar's equation for ...

moving heat sources for inputs of T star, x star, and sigma star ...

that minimizes the difference between the calculated value of ...

T star (T star C) and the input value of T star

3 %Notation for T star is slightly different from Eagar's paper, T star C ...

= theta/n where theta is Eagar's dimensionless temperature that we ...

set to equal 1 and n is the dimensionless operating parameter

4

5 fy = @(t, y star)((1./((2.*pi).ˆ0.5)).*(t.ˆ-0.5./(t + ...

sigma star.ˆ2)).*exp(-(x star.ˆ2 + y star.ˆ2 + (2.*x star.*t) + ...

t.ˆ2)./(2.*t + 2.*sigma star.ˆ2)));

6 %Place holder for function to be integrated to solve for T star C

7 %Equation is valid for the surface of the isotherm, (z star = 0) or ...

("Zeta"=0, Eagar notation)

8

9 T star C = @(y star)(integral(@(t)fy(t,y star), 0, 50));

10 %Integral of fz to solve for T star C
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11 %Integration limits set between 0 and 50 (dimensionless time), previous ...

work by Ying has shown that steady state is reached after 20s

12

13 objfun = @(y star)(T star C(y star) - T star);

14 %Objective function that is the difference between the input value of ...

T star and the calculated value of the integral for T star C

15

16 y star seed = 1/T star;

17 %Starting point value for y star for fzero optimization

18 %Value is Rosenthal's point heat source prediction for maximum width ...

for slow moving heat sources (high T star values)

19 %Future iterations to include use of blended function as prediction

20

21 y star g = fzero(@(y star)objfun(y star), y star seed);

22 %Optimization which attempts to find that value of y star that forces ...

the the objective function to equal 0 (T star C = T star)

23

24 end

9.4 Step 2b. Determination of Maximum −ẑ∗

1 function [z star max, x star max] = zstarf gauss(T star, sigma star)

2 %zstarf gauss inputs values of T star and sigma star and finds the ...

x star (x solution for fminsearch) corresponding to the maximum ...

z star (fcn value of the objective function)

3

4 objfun = @(x star)(z star gauss(T star, x star, sigma star));

5 %Objective function that calls z star gauss function to find z star for ...

inputs of x star, T star, and sigma star
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6

7 x star seed = 0;

8 %Starting point for fminsearch optimization for x star

9

10 options = optimset('TolX', 1e-6, 'Tolfun', 1e-6, 'MaxFunEvals', 5000);

11 %Options for fminsearch, tolerances and maximum number of function ...

evaluations

12

13 [x star max, z star max] = fminsearch(@(x star)objfun(x star), ...

x star seed, options);

14 %Optimization which finds the value of x star that gives the minimum ...

value (most negative value) of z star, z star is negative by ...

definition with z star=0 at the surface, -z star measured into the ...

solid

15 end

9.5 Step 3. Optimization for σ̂ and T̂HAZ

1 function [x, fval] = T sigma opt V2(y star max meas, z star max meas, ...

q, u, To, k, alpha, eta)

2 %T sigma opt V2 inputs the experimental measured maximums, experimental ...

parameters and outputs the values of sigma and T HAZ that minimize ...

the difference between the calculated ym and zm for the width and ...

height of the clad

3

4 %x(1) = T

5 %x(2) = sigma

6

7 T star = @(x)(x(1)-To).*(4*pi*k*alpha)./(eta.*q.*u);
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8 sigma star = @(x)(u.*x(2))./(2*alpha);

9 %Expressions for T star and sigma star are necessary to optimize x(1) ...

and x(2) the dimensional values that are common to all tests (or ...

assumed to be constant for all tests)

10

11 counter = length(y star max meas);

12 %Variable to check the number of experimental measures from the y measure

13 %input

14

15 function [y star max] = y fun(T star, sigma star)

16 y star max = zeros(counter,1);

17 for i=1:counter

18 y star max(i) = (ystarf gauss(T star(i), sigma star(i)));

19 end

20 end

21 %Loop function that creates function handles to match measured values ...

in the fminsearch algorithm

22

23 function [z star max] = z fun(T star, sigma star)

24 z star max = zeros(counter,1);

25 for i=1:counter

26 z star max(i) = (zstarf gauss(T star(i), sigma star(i)));

27 end

28 end

29 %Loop function that creates function handles to match measured values ...

in the fminsearch algorithm

30

31 y star max = @(x)y fun(T star(x), sigma star(x));

32 z star max = @(x)z fun(T star(x), sigma star(x));

33 %Required representation of the function handle in terms of x, which ...

simultaneously optimizes x1 and x2
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34

35 objfun = @(x)sum(((log((y star max(x))./(y star max meas))).ˆ2)+...

36 ((log((z star max(x))./(z star max meas))).ˆ2));

37 %Objective function that minimizes the difference between the square of ...

the log difference between the y meas and y calc and z meas and ...

z calc simulataneously

38

39 T seed = 981;%4145 MOD HAZ AC1

40 sigma seed = 0.001;%Reasonable seed estimate for obj function equation

41

42 options = optimset('Display', 'iter','TolX', 1e-6, 'Tolfun', 1e-6, ...

'MaxFunEvals', 5000);

43 %Options for fminsearch, tolerances and maximum number of function ...

evaluations

44

45 [x, fval] = fminsearch(@(x)objfun(x), [T seed, sigma seed], options);

46 %Stores the values of x1 and x2 as well as the function values (error)

47 %Possible to see the contribution of each term to the total error/see ...

if a single test biases the result

48

49 end

9.6 Output All Values of Interest to Excel

1 format long

2 %Inputs optimized values of T and sigma into all functions to calculate ...

T star, sigma star, y star max, x star max y, z star max, x star max z

3

4 x(1) = 1.219141230409474*1000;%Optimized solution for T
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5 x(2) = 0.000001615750988*1000;%Optimized solution for sigma

6

7 [y star max meas,z star max meas] = ...

import exp dim val('exp dim val.xlsx','Sheet1',3,15);

8 [q,u,To] = import exp param('exp param.xlsx','Sheet1',3,15);

9 [k,rho,cp,alpha] = import mat props('mat props.xlsx','Sheet1',3,3);

10 eta = 0.3; %Universal eta assumed - from literature Schneider1998

11 %All required inputs: experimental measurements, experimental ...

parameters, and material properties

12

13 counter = length(y star max meas);

14 %Variable to check the number of experimental measures from the y ...

measure input

15

16 for i=1:counter

17 T star (i) = (x(1)-To(i))*(4*pi*k*alpha)/(eta*q(i)*u(i));

18 sigma star (i) = (u(i)*x(2))/(2*alpha);

19 [y star max (i), x star max y (i)] = ystarf gauss(T star (i), ...

sigma star (i));

20 [z star max (i), x star max z (i)] = zstarf gauss(T star (i), ...

sigma star (i));

21 y error (i) = ((log((y star max (i))./(y star max meas((i))))).ˆ2);

22 z error (i) = ((log((z star max (i))./(z star max meas((i))))).ˆ2);

23 end

24 %T star for all experiments, x(1) is the same for all

25 %sigma star for all experiments, x(2) is the same for all

26 %y star max, x star max y for all experiments

27 %z star max, x star max z for all experiments

28 %y error component

29 %z error component

30
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