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Abstract

A general solution for the problem of dose homogeneity in an external photon
multi-beam configuration is proposed, where internal and external inhomogeneities are
accounted for each beam through strategically constructed compensators, and the
effects of the multi-beam arrangement are considered through Sherouse’s (1993)
gradient vector approach. Through this approach, dose homogeneity within the
planning target volumes have been found to be better than 5%, exhibiting sharp dose
gradients at the point of beam intersection and conforming tightly to the beam
intersection points. The simplicity of this technique renders itself for easy
implementation in three dimensional conformal therapies and complicated beam
arrangements.

The displacements of the lung for several lung cancer patients at the Cross
Cancer Institute were taken to estimate the planning target margins specifically allotted
for respiration, and also to approximate the clinical implications from irradiating
normal lung tissues specifically allotted for this motion. The additional margins, which
only include healthy tissue, may be large enough to have negative consequences to the
normal lung tissue and thus limit the dose to the tumour. A feasible course of action is
to reduce this additional margin through either treating the patient at breath hold, or

electronically gating the linac to the tumour’s temporal pattern.
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1. Introduction

1.1 Overview of Lung Cancer

The National Cancer Institute of Canada report that about 28% of all Canadians will be
diagnosed with some type of cancer during their lives [Statistics Canada 1996]. Of all cancer
types. lung cancer is the leading cause of cancer deaths. Over the last 20 years, clinical studies
indicate slight reductions in the incidence of male lung cancers. Despite the efforts to improve
lung cancer treatment methods, the fate of diagnosed patients is quite disappointing. In 1993,
the lifetime probability of developing lung cancer for males and females is 9.5% and 4.7%.
respectively. The lifetime probability of dying from lung cancer for males and females is 8.5%
and 4.2%, respectively.

About 90-95% of all lung cancer types may be divided into two cytological categories:
Small Cell and Non-S< mall Cell carcinomas. Small Cell Lung Carcinomas (SCLC) make up
approximately 25% of all lung cancers, whereas Non-Small Cell Lung Carcinomas (NSCLC)
constitute the remaining portion of lung cancers. Carcinoma types are distinguishable by
factors such as clinical representation, response to various forms of therapies, and other
biological characteristics. Surgical resection of both NSCLC and SCLC is possible if the
diagnosis is made during the early stages of growth. However, cases are most often diagnosed
during the latter stages of growth when surgical resection is not feasible. In such cases, other
methods of treatment may be used. such as radiotherapy, chemotherapy, photodynamic
therapy, ultrasonic hyperthermia, and other novel techniques. The choice of therapy type is
primarily a function of clinical benefit-risk factors for the patient.

1.2 Overview of Radiotherapy

Up to 55% of all patients diagnosed with cancer will be treated through radiotherapy.
High energy X-rays, Gamma rays, and charged particles are often used to treat a wide variety
of cancer types. There are several advantages to using external beam radiotherapy for cancer
treatment. First, the characteristics of a high energy radiation are such that larger amounts of
energy may be imparted to the underlying (cancerous) tissue than the energy imparted to the
surface of the skin. This is of particular advantage when treating tumours situated well beneath
the surface of the skin. Second, beam trajectories can be arranged such that the dose to healthy
and critical structures is minimised. Surgical resection of deep seated tumours is often quite
difficult because of the size and extent of the tumours. Large lung tumours can extend into
peripheral structures, such as the heart, healthy lung tissue and other mediastinal structures.
An advantage for using radiotherapy is that a high and uniform distribution can be delivered
through the addition of beams at various incident angles, so that the resuitant energy
distribution not only conforms to the tumour geometry, but also avoids critical structures.

The International Commission on Radiation Units and Measurements recommend that
when delivering radiation dose, the calculated dose should be within 5% of the actual dose
delivered (ICRU 24, p45-50). The ICRU 50 also recommend that the dose to the target volume
should be homogeneous within +7% to -5% of the prescribed dose (ICRU 50, p50). The
existence of lung tissue provides an added complexity when calculating and delivering dose.
One of the objectives of this thesis is to account for these complexities when trying to ach..eve
a high and uniform dose to the target.
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Figure 1.1: A typical CT radiotherapy plan. Shown above are the anatomy,
tumour, and the resulting dose distribution from incident radiation beams.

From a quantitative point of view, optimised radiotherapy may be defined as the search
for an appropriate objective function to optimise. In this sense, the objective function is to
deliver a high and uniform target dose subject to the constraint that normal tissue tolerances are
not exceeded [Langer et al. 1993, Niemerko et al. 1992, Mohan et al. 1987]. Another intent of
this thesis is to examine and provide a simple solution to this optimization problem, while
paying special attention to the clinical concerns of lung cancer.

1.3 Rationale for Optimising Lung Cancer Treatment

Traditionally, a lung cancer treatment plan was restricted to two dimensions, where
dose computation and anatomical description lay in a coincident transverse plane. However,
faster and less expensive computers have allowed for the possibility of three dimensional target
definition and radiation dose calculation. Three dimensional radiotherapy simulation and dose
computation of radiotherapy is commonly referred to as Three Dimensional Conformal
Radiotherapy (3D-CRT). Computed Tomographic (CT) images, illustrated in Figure 1.1, are
used to delineate pertinent three dimensional volumes during the planning process.



Quantitative CT images provide an approximate measure of the electron density distribution
and may be used in modeling the energy deposited for arbitrarily positioned photon beams
[Van Dyk et al. 1982]. Several studies suggest that the use of three dimensional imaging and
dose computation will result in a significant increase in tumour control and a decrease in
normal tissue morbidity [Armstrong et al. 1993, Emami et al. 1991].

In the early stages of disease, both NSCLC and SCLC have a high control rate via
chemotherapy, radiotherapy, or combinations of both [Cox et al. 1986]. However, the control
rate for those diagnosed with NSCLC or SCLC at the later stages of growth is quite low. Some
of the reasons for treatment failure are the variations in radiosensitivity between different
tumour sizes and types, inadequate delivery of dose, and the deleterious effects of excessive
toxicity in normal tissues from radiotherapy. Congruently, increased radiosensitivity of tumour
cells, delivery of higher and more uniform doses to volumes, and avoidance of critical
structures when delivering tumourcidal dosages may result in higher tumour control. The
technology of 3D-CRT allows for improvement of the latter two points. By conforming the
radiation fields to the shape of the target volume, a lower amount of healthy tissue is irradiated.
Also, beam modifying devices or computer controlled radiation output can shape radiation
distributions such that high and uniform dose distributions are achieved at the target.
Advances in photon delivery have allowed for the possibility of increasing the dose to levels
that were once unattainable through conventional two dimensional treatment planning. Several
studies suggest that increasing the dose to the target volume may result in increased tumour
control. This suggests a biological rationale for employing 3D-CRT for lung cancer [Graham
et al. 1994, Leibel et al. 1991].

The IRCU 24 .cport states that the highest source of error in treatment planning is
beam localization. Localization errors may result in a 6% to 15% reduction in the prescribed
dose to the target volume. One of the most frequent sites of beam localization error is the
mediastinum. Some possible explanations for these errors are inaccurate inhomogeneity
correction algorithms, systematic and random positioning errors, physiological motion, and
misalignment of treatment fields. Improvements in beam localisation have been observed with
the use of patient immobilization devices during treatment. Such devices can reduce both
systematic and random positioning errors. The dosimetric consequences of physiological
motion, such as respiratory, cardiac, and peristaltic motion, are still uncertain and they may be
of clinical importance when assessing dose uncertainty to the target. Another intent of this
thesis is to investigate the effects of respiratory motion in the context of 3D-CRT.

In summary, there are several questions that are the focus of this thesis:

® What are the various physical and physiological parameters involved in obtaining a high
and uniform radiation dose distribution for a typical lung cancer patient?

* Inlight of these physical parameters, can a simple optimisation technique be devised?

* Employing the 3D-CRT approach to radiotherapy treatment planning, what are the
treatment planning stages when devising a lung cancer plan? What implications do
respiratory motions have to the treatment plan?

e If the effects of respiration are significant enough, how can they be accounted for within
the treatment plan?

Firstly, to answer these questions, an understanding of photon transport phenomena in
various types of tissue is needed. Therefore, a brief introduction to the physics of ionizing

radiation is given in Chapter 2.



Secondly, the basic steps in delivering accurate radiotherapy are outlined in Chapter 3.
From the initial diagnostic evaluation, to the treatment planning, and eventually to the
treatment delivery, the steps involved in developing a plan is outlined.

Thirdly, in Chapter 4, a brief overview of the anatomy and physiology of the thorax is
given. Also included is a review of the potential effects of respiratory motion in radiotherapy
and methods to account for respiration from the literature.

In Chapter 5, the optimisation problem is investigated. A brief introduction to the
optimisation problem is given and a simple technique for optimising the dose distribution for
lung cancers is proposed. Case studies using this optimisation technique are shown along with
a discussion of the results.

In Chapter 6, the effects of respiration during treatment planning is investigated. A
study of videotaped images of typical lung cancer patients is discussed. Target motion is
simulated along with the dosimetric consequences of a treatment plan that accounts for
respiration. Techniques for optimising the treatment to account for respiratory motion are
presented.

Lastly, conclusions derived from this thesis work along with a brief discussion of the
sources of error are given in Chapter 7.



2. Physics of Ionising Radiation

Ionising radiation is ultimately responsible for the deleterious effects radiotherapy
inflicts to tissue. Due to space considerations, a detailed explanation of the physics of ionising
radiation is omitted here and may be found in elsewhere [Attix 1986, Khan 1984]. This thesis
outlines only the basics of ionising radiation.

The ICRU classifies ionising radiation into two categories:

1. Directly Ionising Radiation: This radiation consists of charged, high velocity particles that
dissipate energy directly to matter through coulombic interactions.

2. Indirectly Ionising Radiation: This radiation consists of uncharged particles, such as
photons (both X-ray and Gamma ray) and neutrons. The transfer of energy is facilitated by
an intermediate interaction of the neutral radiation with a charged particle, and the charged
particle goes on to deliver the biological damage.

2.1 Charged Particle Interactions

Charged particles for radiation treatment may be delivered from either an external
source, such as an electron beam from a linear accelerator, or an internal (contained) source.
such as a beta particle radioactive implant. Electrons or beta particles represent virtually all
charged particle therapy in most cancer clinics.

Charged particle interactions are facilitated by the particle’s coulomb field. Such
interactions between a charged particle and a target (which may be charged or neutral) may be
classified as either soft collisions, hard (knock-on) collisions, or nuclear coulombic
interactions. The types of interactions are categorised with two distances: the distance from
the electron’s path to the target particle, which is the impact parameter, b, and other distance
being the atomic radius, a.

Soft collisions occur when b >> a, or the incident charged particle is far from the atom.
Soft collisions are by far the most common type of charged particle interaction (See Figure
2.1). They also contribute about half of the total absorbed energy. In this interaction, the
coulombic forces affect the whole atom by either distortion, excitation, or ionisation.

Knock-on, or hard collisions, occur when the impact parameter is on the order of the
atomic radius. At these dimensions, the probability of interaction with a single atomic electron
becomes significant and the interaction can be approximated as “billiard ball” like collisions.
Incoming charged particles can knock loose atomic electrons, which are commonly referred to
as delta rays. Like both soft and hard collisions, delta rays can release kinetic energy through
coulombic interactions in the absorbing medium. Despite the fact that the probability of hard
collisions is lower than that of a soft collision, the relative amounts of energy dissipated by the
two processes are comparably the same. In the event of a hard collision electron ejection,
characteristic X-rays and/or Auger electrons may be emitted, and these can travel some
considerable distance from the interaction site.

Inelastic interactions may take place with the nucleus for charged particles with kinetic
energy on the order of several MeV, and impact parameter less than the nuclear radius. For
example, an intranuclear cascade can occur where one or more nucleons are struck by an



incident charged particle. Then the nucleus drops from its excited state by emitting
evaporation particles and gamma rays. The discussion of pion interactions with the nucleus
may be found in more comprehensive texts [Evans 1955].
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Figure 2.1: Soft, Knock-on and Nuclear coulombic interactions.

2.2 Gamma and X-ray interactions

Of the various types of radiation treatment methods, external high energy photon
treatment is by far the most common. Approximately 85% of patients who receive
radiotherapy do so via external beam photon radiotherapy.

There are three major types of photon interactions that are important for diagnostic and
therapeutic X-rays: 1) Compton Scattering, 2) Photoelectric Absorption, and 3) Pair
Production. Left out of this discussion are Photonuclear and Rayleigh interactions, which,
because of their minute effects, can be ignored without a loss of accuracy when computing
absorbed dose from external beam photons. The type of interaction encountered is often a
function of the photon energy and the absorbing medium’s atomic composition.

At this point, it may be instructive to make the distinction between the units MeV and
MV. By definition, MeV is an energy unit that is equivalent to the energy an electron attains
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by accelerating through a potential difference of 1 MV. A linear accelerator consists primarily
of a linear array of cavities (or the waveguide) that have high energy electric fields oscillating
at radio frequencies. The oscillating fields are used to accelerate electrons through the
waveguide, which is then magnetically bent and directed towards the patient. If electron
treatment is desired, the beam strikes a metal scattering foil to increase the lateral spread of
electrons. The electron beam, in this case, may be characterised in units of MeV. If photon
treatment is desired, a high Z target, such as Tungsten, is placed in front of the electron beam
to produce brehmsstrahlung radiation. At these energies brehmmstrahlung radiation is
forwardly peaked and thus is directed toward the patient. The resulting photons do not consist
of a discrete energy but instead a spectrum of energies. The maximum photon energy for a
wave guide with an accelerating potential of 6 MV would be 6 MeV. However, the flux of
such photons is close to zero; the highest energy flux would be significantly less than 6 MeV,
depending on the accelerating voltage and the target’s composition. Therefore, it is more
appropriate to classify the photon beam in terms of the effective accelerating voltage potential
in the wave guide. The peak energy depends on the atomic number of the target material and
the accelerating potential within the wave guide. This principle is analogous to a cathode-
anode type system, such as those used in diagnostic imaging, where a potential applied to that
anode and cathode provides the accelerating voltage for the electrons. The voltage
specification indicates the cathode-anode potential, but not the energy of the electrons nor
photons produced.

2.2.1 Compton Scattering

Compton scattering is by far the most important interaction therapeutic energy ranges
(100 keV to 10 MeV). Compton scattering is also known as inelastic or nonclassical
scattering.

In a Compton interaction, an incident photon collides with one of the atomic electrons
in the absorbing medium. In the simplest model, the atomic electrons are considered free or
weakly bound particles in the atom. After the collision, an electron is knocked loose and the
photon loses energy. The free electron then may go on to ionise the surrounding material and
deliver dose.

Applying a relativistic treatment of the electron-photon interaction, Klein and Nishina
assumed that the electrons are stationary in the photon electron interaction [(Evans 1955]. The
effective cross section of the Compton interaction, G, can be calculated theoretically. The
resulting effective mass attenuation cross section is given as,

S-N

=%z
where N, is Avogrado’s number, Z is the number of electrons per atom, A is the mass number,
and 0 is the electron Klein-Nishina cross section. An important property of the Klein-Nishina
cross section is that it is independent of the atomic number Z. The cross-section is independent
of Z since the Klein-Nishina model assumes the electrons are free, and thus, binding energy is
not considered. If the photon energy were lower (few keV), where the photoelectric interaction
dominates, the binding energy of the electron would become more significant. Since the
number of electrons in a medium is approximately proportional to the density of the material
for low atomic number elements, the attenuation coefficient, p1, is approximately proportional
to the density of the material. The attenuation coefficient is thus independent of the target’s
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atomic composition. This fact is exploited in dosimetry calculations based on CT image data.
A CT image approximates the density distribution in vivo by amplifying the atomic Z
composition of the patient. The amplification of atomic number in a CT image stems from the
photoelectric interaction.

2.2.2 Photoelectric Absorption

This photon interaction dominates for low diagnostic energy ranges (below 100 keV).
In this interaction, a photon imparts all of its energy to an inner K or L shell electron of the
absorbing medium. Then, an electron becomes ionised while the atom recoils. The kinetic
energy of the electron is equal to the difference of the photon energy and the bound potential
energy of the atomic electron plus the atomic recoil. After the ejection of the electron, the
atom responds by filling the vacancy with a higher orbiting electron, which results in one of
two competing processes: 1) an emitted quantized photon, or 2) an emitted (Auger) electron.
Afterward, another electron vacancy is created and the process is repeated. It is worth pointing
out that the ejected photoelectron can have enough kinetic energy to ionise the proximal
material and, therefore, induce biological damage.

The effective mass cross section for photoelectric absorption may be characterised by,

T “( y4 )’

p \hv)’
where hv is the incident photon energy. This cubic dependence is exploited in diagnostic
radiology. Diagnostic X-rays interact with tissue mostly through photoelectric absorption.
The degree of absorption is a function of atomic number cubed. Thus, materials with different

atomic number are greatly contrasted by virtue of the cubic dependence in attenuation. For
diagnostic CT images, the contrast variations approximate the density distribution.

Photoelectric electrons have the potential to ionise tissue after being ejected from the
atom. Thus, the photoelectron may impart energy to tissue and contribute to the dose. The
probability of ionisation decreases as incident photon energy decreases. The more likely effect
is that the electron is absorbed by an electron deficient atom and a photon is emitted in another
direction. This secondary photon contributes to the noise in a diagnostic X-ray image.

2.2.3 Pair Production

Pair production can only occur when the photon energy is equal to or greater than two
electron rest masses (greater than 1.02 MeV). The photon essentially transforms into an
electron-positron pair via Einstein’s mass energy equation, E= mc?, and obtains coequal kinetic
energy equal to the difference of photon energy and two rest mass electrons. In this interaction
a photon must be in the proximity of a nucleus in order to conserve angular momentum. The
produced electron interacts through the usual charged particle interactions as described earlier,
while the positron quickly annihilates with another electron to produce two 0.511 MeV
photons directed in opposite directions.

The effective mass cross section is defined as,

A
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where, .k is the total nuclear pair production cross section per atom. The total nuclear pair
production attenuation is proportional to Z°. Photons emitted from pair production have the
potential to ionise surrounding material and thus deposit dose. This interaction is not of
particular importance in therapeutic physics unless linear accelerators with energies above 18
MYV are used.

2.3 Descriptors for Ionising Fields

2.3.1 Energy Fluence and Kerma
The number of photons passing through a cross-sectional area, N, is called fluence.
Multiplying this quantity by energy, E, of the photons produces energy fluence, ‘¥;

y =g

da
Kerma, K, is defined as the kinetic energy transferred to a unit mass and includes all
radiative losses. Kerma is related to energy fluence by the mass-energy transfer coefficient,
(Ke/p), which is a function of energy and absorbing material. Excluding energy carried away

by photons, collisional kerma is defined as,

K. =£z=xy.[£‘_a]
dm 0]

Kinetic energy passed from one charged particle to another is not accounted for in .

2.3.2 Absorbed Dose

An important assumption often made in radiation dose calculation is the connection
between dose and kerma. Dose, D, is defined as the amount of energy absorbed per unit mass:

D=9Es _ g (Ko
dm p

and has units of J/kg. The SI unit for dose is defined as a Gray, or Gy, which is equal to 1 J/kg.
The mass-energy absorption coefficient, (1a/p), is equal to (Uo/p) as in the collision kerma,
except that (U.p/p) excludes brehmmstrahlung or radiative losses.

A connection can be drawn between kerma and dose where both are equal provided
that charged particle equilibrium and radiation equilibrium exists. In the non-stochastic limit,
radiation equilibrium exists when a photon, with a given energy, entering a volume replaces a
photon, with same energy, leaving that same volume. The concept of charged particle
equilibrium is equivalent to the mass continuity equation where charge, as opposed to mass, is
conserved and no sources nor sinks exist within the volume of interest. For a specified amount
of charge entering a volume, there exists an equal amount of charge exiting the volume.

If the volume is small enough, we can allow radiative-loss photons (or those photons
generated from brehmmstrahlung) to escape the volume. This being true, we can approximate
the total amount of energy absorbed within the material to the total energy absorbed minus the
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radiative loss photons, D = K, where K. is the collisional kerma. The collisional kerma
excludes radiative-loss photons.

More often than not, charged particle equilibrium does not exist, and to accurately
describe photon dose distributions, one assumes a state of transient charged particle
equilibrium. Transient charged particle equilibrium exists when the dose is proportional to
collisional kerma. For typical external radiotherapy beams, dose becomes approximately
proportional to kerma at a significant distance below the surface of the absorbing material.
This is primarily due to two factors: The photon beam is not “pure” since it often contains
(contaminant) electrons generated from ionisation of the preceding material (normally air).
Also, the photons that interact with the interfacing material produce ionising electrons that are
primarily forwardly peaked. These electrons may travel several centimetres, depending on the
photon energy and the absorber’s composition, “down” stream in the direction of the incident
photons. At the surface, the electron flux is not nearly as large as those generated within the
absorber. Thus, the dose “builds up” to a maximum distance, called the ‘“‘equivalent
thickness™, as opposed to the kerma that is maximum at the surface. In such regions, the kerma
is significantly greater than the dose and charged particle equilibrium does not exist..

Even past the equivalent thickness, dose and kerma cannot be equal because dose
neglects all brehmsstrahlung losses.  After the equivalent thickness, the kerma becomes
roughly proportional to dose, but not in charged particle equilibrium due to the radiative losses;
thus, such regions are said to be in transient charged particle equilibrium.

2.4 Basic Dosimetry Fundamentals

It is generally not possible to measure the amount of radiation a patient receives during
the treatment plan. Even if it were possible, it still would be necessary to simulate optimal
beam configurations. Thus, it becomes necessary to develop computer algorithms that
accurately predict radiation distributions for various patient and beam configurations. As is
shown in Chapter 3, many dose calculation algorithms involve both analytical and empirical
techniques. Some basic empirical quantities commonly used in many of these algorithms are
now described.

2.4.1 Tissue Air Ratio, Tissue Phantom Ratio, and Scatter Air Ratio

The tissue-air ratio, or TAR, is defined as the dose at some reference depth, X, in
tissue divided by the dose at a point, X ., in air (see Figure 2.2). Tissue in this context is
implied to be water, or water equivalent material. The TAR is primarily a function of the
beam’s depth, width, and energy. The distance, f, is common for both measurements of dose in
the determination of TAR:

Dx' (dv wd ’ hv) ‘

The original intention of the TAR was to aid in calculating dose to tumours in rotation
therapy for low energy photon beams (less than 0.6 MeV). In rotation therapy, the head of the
treatment machine rotates about a central point, X, and delivers continuous photon treatment.
As the distance from the center of the target to the external patient contour changes, different
values of TAR are used in predicting the total dose to the target. It has been shown

TARx (dt Wd L3 hV) =
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experimentally that TAR does not change significantly for f > 50 cm; therefore, only a single
TAR table is necessary to predict the dose at the point of rotation [Johns et al. 1958].
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Figure 2.2: Description of TAR.

If the photon energy increases beyond 0.6 MeV, electrons that scatter from Compton
interactions can have ranges that are on the order of centimetres. To ensure that charged
particle equilibrium exists within the ionisation chamber, a buildup cap should be used to
encapsulate the chamber. The thickness of the cap must be equal to or greater than the
equivalent depth to ensure equilibrium. TAR values are not used in high energy photon
treatment calculations because of the large amount of build up material required to ensure
charged particle equilibrium. Subsequently, the measurement of dose in air becomes harder to
interpret for high energy photons than for low energy photons. For high energy photon the
tissue phantom ratio, or TPR, is often used for empirical dose calculation. The TPR is defined
as,

D.(d, Wy, f, hv)
Dx' (d. . Wdy fs hV) )

The distance from the measuring point to the source, f, remains constant where the

depth of the phantom tissue material, d and d’, is modulated. The TPR can be interpreted as

being somewhat similar to TAR where the reference point in air is replaced by a reference
depth in tissue.

TPR:(d,d', Wy, hv) =
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Figure 2.3: Description of TPR.

The scatter air ratio, or SAR, is a numerically calculated quantity that represents the
amount of scatter dose to a referenced point. If the beam size, Wy, approaches zero, we begin
to approximate a narrow beam geometry. Ideal narrow beam geometry excludes any photon
scattering into the detector and will essentially be a measure of the narrow beam attenuation of
the material. Thus, the amount of scatter of a beam of width, Wy, at depth, d, will be,

SAR(W,,d,hv,f)=TAR(W ,,d,hv,f) - TAR(0,d, hv, f).

Values of SAR represent the amount of scattered dose from a given beam size, energy, depth
and source to surface distance (SSD). SAR tables can prove useful in empirically based dose
calculation algorithms.

2.4.2 Percentage Depth Dose

The percentage depth dose is a spatial descriptor of the relative amount of dose
delivered as a function of depth. The shape of the depth dose curve is a function of beam size,
energy, depth, and SSD.

Figure 2.4 shows a typical depth dose curve for a 30 x 30 cm field incident on a
homogeneous phantom. Upon inspection, it is evident that the dose deposited does not display
simple exponential attenuation. At the surface, there is a considerable lack of backscatter as
charged particle equilibrium is violated. At further depths, transient charged particle
equilibrium exists and the dose deposited begins to depict a more exponential behavior.
However, the beam becomes “harder”, meaning that the probability of interaction decreases at
further depths. This is because the photon beam. which consists of a spectrum of energies,
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slowly becomes filtered by the medium as the lower photon energies interact and deposit dose

within the medium.

The scatter contribution to dose increases as depth increases. The hardened beam
interacts via Compton interactions more energetically and the ejected electrons have more
kinetic energy. These ejected electrons can produce more ionisation than can weaker photons.
This contributes to the “tail” like appearance of the percentage depth dose curve.
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Figure 2.4: Percentage Depth Dose curve for a 30 x 30 cm photon beam at 6 MV.
The phantom is a homogeneous water box and the source is 100 cm from the
surface of the phantom. The dose is normalised at 1.5 cm below the surface.



3. Steps Involved for Accurate Radiotherapy Delivery

The purpose of this chapter is twofold; to provide the background information for the
optimisation routine developed in Chapter 5, and to give context to the problems that
respiration may impose throughout the treatment planning procedure. The following
procedures may differ significantly from procedures used in other treatment facilities. Also
possibly true is that all of the following procedures may not be all performed at the Cross
Cancer Institute and may be in different chronological order. Despite these variations in
treatment planning methodology, assessing the possible sources of error when defining margins
around a tumour requires a systematic approach. Therefore, for the lack of a better method, I
will outline the various stages in a typical lung cancer treatment plan at the Cross Cancer
Institute and discuss some potential problems that are relevant in this thesis work.

3.1 Diagnostic Procedure

3.1.1 Diagnostic Evaluation

Assessing the type and extent of cancerous growth is primarily the responsibility of the
clinician. Although this is a formidable task, the ability to diagnose a lesion has improved
greatly over the last 20 years. Evaluating the physical extent of disease is aided with various
imaging modalities, of which the most common is X-ray transmission radiography. The
radiograph consists of low energy photons (approximately 10-100 keV) directed toward and
through the patient. In such energy ranges, photoelectric absorption is the primary method of
interaction. The image, in video or film format, represents a two dimensional density mapping
of the subject. Although radiographs are a cost effective method for diagnosing disease, the
amount of information they provide is limited to a low contrast, divergent two dimensional
geometry. Three dimensional imaging devices, such as MRI, SPECT, and CT often provide
more useful contrast information when delineating target volumes.

3.1.2 Use of Computed Tomographic Images

Computed Tomographic images provide a density map of patient anatomy. Two
dimensional transverse images are taken in intervals in the transverse plane. Stacking these
planar images comprise a three dimensional density matrix of the patient’s anatomy. The
stacking intervals can vary from several centimetres to 0.1 centimetre. A particular advantage
of Computed Tomography is that contrast is approximately proportional to density, which
means that the images can be used in dose calculating algorithms [Battista et al. 1980, Van Dyk
et al. 1982]. This density information may be used to model Compton interactions at
therapeutic X-ray energy ranges. An example of a CT image with a superimposed dose plan is
shown in Figure 1.1.

The conventional approach to treatment planning utilises a CT data set for the photon
dose calculation. The intent of using the CT data set in the treatment plan is to predict the dose
received for a given beam configuration. Therefore, it is necessary that the conditions during
the image acquisition be as close as possible to the treatment delivery conditions. Such
conditions include, but are not restricted to, patient orientation and positional accuracy. Errors
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in positioning and density from the CT data set will translate to inaccurate dose calculation.
Factors such as pixel and voxel size can contribute error in predicted dose through partial
volume effects. Also, the densitometric accuracy of the CT image also becomes important if
inhomogeneity correction algorithms are used in the computation of dose (as we shall see in
Section 3.2.2.1).

3.2 Treatment Planning

After a diagnosis is made and the clinician decides radiotherapy is the best method of
treatment, a radiotherapy treatment plan is sought. The treatment plan is often devised by a
treatment planning specialist in conjunction with a clinician and/or physicist. The treatment
planner’s objective is to ensure a high and uniform dose to the target volume without damaging
normal tissue.

3.2.1 Simulation

Before the radiotherapy treatment can begin, the patient may undergo a simulation of
the plan. Inside the simulator room is an X-ray machine that has a similar design to a linear
accelerator: a rotating gantry, collimator and table, a table of variable height settings, and light
fields that mimic the treatment fields. Also included are a fluoroscopy unit and an X-ray film
tray where images may be obtained either dynamically or statically.

Figure 3.1: A radiotherapy simulator room.
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There are several purposes for the simulation, one of which is to (re)assess the extent
of the target volume as seen from the beam’s eye view. Fluoroscopic images display the
anatomy in “real time” and can therefore provide valuable information regarding the likely
position of the target. The size of the treatment field is determined by various factors, that may
be broken down into various sub-fields. These sub-fields are defined in the next section. After
the total treatment field is defined, visible reference markings can be placed on the patient to
ensure proper field alignment during the routine treatment.

3.2.1.1 Clinical Target Volume Descriptors

The degree of tumorous microextensions, random patient motion, and other factors
need to be assessed when defining the treated volume. When the total planning target volume
is delineated, margins around the tumor site need to be accounted for systematically. The IRCU
50 recommend defining three primary volumes of interest when delineating the total planning
target volume.

The visible lesion is defined as the Gross Tumor Volume (GTV). This is normally
defined on either radiographs or CT images. The GTV represents a volume where marked
contrast variations are observed between the tumour and the surrounding normal tissue.
Volumes delineated on radiographs or CT images include only the radio-opaque portions of the
tumour. The GTV itself may be different from the radio-opaque tumour when other imaging
modalities, such as magnetic resonance imaging, are used to define the gross tumour volume.
A more precise definition of the GTV can be made with the use of three dimensional images.

[rradiated Volume \

v

Planning Target Volume ——

Clinical Target Volume —

S

Figure 3.2: IRCU definitions of clinical target volume descriptors.

Gross Tumor Volume

Since the GTV often will not contain all the tumour cells, it is necessary to allot a
margin around the visible GTV so as to include non-visible cancerous microextensions. The
margin of cancerous microextensions plus the GTV is called the Clinical Target Volume
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(CTV). The CTV encompasses the biological extent of the disease, distinguishing the disease
from normal tissue. Defining this margin may not be as simple as allotting a uniform margin
around the perimeter of the GTV. The margin is approximated by the clinician based on
experience and other clinical factors, such as adjacent structures and tumour cell kinetics.
Austin-Seymour et al. (1995) have reported that defining this margin is very subjective and can
vary significantly between clinicians and clinics.

A margin surrounding the CTV, the planning target volume (PTV) is defined to allow
for random and systematic motion during the treatment. The extent of this margin is based
entirely on geometric factors, such as ranges of motion due to respiration, margins for daily
patient set-up errors, and accuracy of the light and beam fields on the treatment machines.
Other definitions within the PTV have been proposed [Urie et al. 1991], such as the Mobile
Target Volume (MTV) that outlines the most probable location of the CTV. The MTV would
allow for both random displacements and physiological motion. Much like the CTV, the PTV
may have non-uniform margins depending the surrounding anatomy and systematic
displacements. Obviously, it would be advantageous to keep this margin to a minimum so that
healthy peripheral structures are not needlessly irradiated. Examining the extent of this margin
due to respiratory motion will be the focus of Chapter 6.

The planning target volume is the idealised volume of treatment. Due to the
limitations imposed by the linac port, the PTV may not coincide to what is feasible. The
additional tissue irradiated as a result of using feasible beams geometries is called the
Irradiated Volume.

In addition to the Compton and photoelectric effects that deposit dose to the planning
target volume, there are scattered electrons and photons that may extend beyond the margins
defined by the port. It is probable that these interactions may deliver a small but significant
dose far from the planning target volume. Also, dose may be delivered from scattered photons
emanating from within the head of the linac and also inside the patient.

3.2.2 Calculation of Photon Dose

There are a wide variety of dose calculation algorithms that are used to predict
radiation dose distributions. Such algorithms may be empirically based look-up tables, such as
the dSAR method, or the algorithm may rely on computer simulation of photon interactions,
such as the Monte Carlo simulation. Advances in physics and technology have allowed for the
possibility of achieving 2% accuracy for homogeneous dose calculations [Van Dyk et al.
1993]. In most practical circumstances, this 2% benchmark is a reasonable lower limit of
dosimetry error for external photon beams incident on homogeneous phantoms.

Since tissue densities different from water equivalent density will have different
radiation transport characteristics, calculational techniques that account for such
inhomogeneities are required. Such density variations are most evident in organs such as the
lung, esophagus, and bone. There are many algorithms that are used to correct for such
inhomogeneities. In general, these inhomogeneity correction algorithms do not meet the 2%
benchmark established in homogeneous phantoms. In fact, errors found in computing dose to
inhomogeneous tissue are significantly higher. Wong et al. (1991) have reported that errors in
inhomogeneity correction algorithms range from 2 to 10 %. Most inhomogeneity correction
algorithms over-estimate dose [Kappas et al. 1995, Wong et al. 1991, Orton et al. 1984] to the
inhomogeneous tissue.
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An implicit assumption in many inhomogeneity algorithms is the existence of lateral
equilibrium. Mackie et al. (1984) have found that lateral equilibrium is violated for photon
energies of 6 and 15 MV. In the condition of disequilibrium, the proportionality between
kerma and dose ceases. Larger field sizes would improve lateral disequilibrium, but for higher
energy photons (> 6 MV), lateral electron ranges become greater than 5 cm. Therefore, field
sizes greater than 10 cm would be necessary to establish the proper equilibrium. One of the
major obstacles in devising inhomogeneity correction algorithms is the ability to model lateral
scatter accurately.

Briefly outlined below are several calculation algorithms used to predict photon dose
to inhomogeneous tissue. A more detailed overview of calculation algorithms may be found in
other texts and papers [Wong et. al 1990, Mackie et. al 1996].

3.2.2.1 Inhomogeneity Correction Dose Calculation Algorithms

The ratio between dose to the inhomogeneous media and the dose in water is defined
as the Inhomogeneity Correction Factor;

ICF(r,z) = Dummogreos X
D\'llltf
The vanable r corresponds to the field size and z corresponds to the distance from the surface
to the calculation point. The ICF can be calculated for every point in the calculation window,
or for one point only. Inhomogeneity Correction Algorithms may be divided into 2 categories:
scatter and non-scatter correction algorithms.

3.2.2.2 Nonscatter Correction Algorithms

A common and simple method used to calculate dose to inhomogeneous media is
through use of the ratio of TAR, or RTAR, method:
TAR(Z')
TAR(z)
The crux of this method stems from the argument that the effective dose received to an
inhomogeneous material is the same as it would be at some equivalent reference depth in a
homogeneous, or water equivalent material. The reference distance depends on the electron

density relative to water and is calculated by finding the effective pathlength of tissue
traversed. The effective pathlength of the tissue is computed from the following integration:

Z=[p(tydt,

ICF(z) =

where z is the depth of the calculation point and density may vary with respect to depth. TAR
values are looked up and the ratio is calculated. The TAR values correspond to the same field
size at differing depths.



Figure 3.3 Point dose computation within the lung.

Another common correction technique is the Batho correction law [Batho 1964,
Cassell et al. 1981] where,

».

pl
ICF(») = 12R@)

TAR(z,)

This method attempts to model the exponential behaviour of the photon dose for multiple
materials of varying density, where p,and p, are the electron densities of the first and second
layer of material relative to water under or above the calculation point z, and z; and z, are the
distances to each layer (See Figure 3.3). Since the model does not account for electronic build
up regions at interfaces nor backscatter, Wong and Henkleman (1991) found that the Batho
method produces a result smaller than when measured. = The correction factor error at
interfaces may be circumvented through a kerma correction of the TAR values, however, there
still exists the problem of under correction for radiological distances greater than 1.5 cm.
Another major disadvantage of this model is that it is one dimensional in nature; it does not
explicitly account for the shape of the overlying points in the calculation plane.  Using the
Batho correction algorithm for Cobalt 60 photons, errors in dose have been found up to 15%
but are commonly on the order of 5% [Kappas et al. 1995, Wong et al. 1991]. The Alberta
Treatment Planning (ATP) dose calculator at the Cross Cancer Institute has the ability to
compute doses to inhomogeneous tissue through several inhomogeneity correction algorithms
(Batho, ETAR, and RTAR). As we shall see in Section 5.1.1, the Batho algorithm on ATP
may have errors less than or equal to 5%.

A commonly found non-scatter method formulated in 3 dimensions is the Equivalent
Tissue Air Ratio, that was developed by Sontag and Cunningham (1978). In this method,

TAR i (2)
TAR,_(z)
and
TARmedium(r, ) = TARwater(0,Z' ) + SARwaer(r", 2’ ).
The ETAR method employs O'Connors theorem, which states that the dose to a point in a

homogeneous media of an electron density not equal to water can be considered equivalent to
that in a homogeneous water medium, provided that all the linear dimensions of the non water

ICF(z)=
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medium are scaled by some constant factor. The first contribution to the TAR pedum consists of
the TAR for a thin pencil beam at a depth equal to the equivalent pathlength. The second
contribution consists of the scaled scatter contribution from an equivalent field size, r", at an
equivalent depth, z". For every inhomogeneous voxel in the dose matrix, an equivalent
homogeneous medium of effective density, p", is found:

r"=rp =rZW“_kpm‘ Av:jk , where

t.).k
.§W.¢ =1.

The constrained weighting factors W, are empirically chosen. AV and Py are the
corresponding volume and density of pixel element (i,j,k). The weighting factors may be
approximated through the addition of dSAR components of primary and multiple scatter dose
contributions, which may be separately modeled. The three dimensional nature of the ETAR
method makes the algorithm computationally extensive and time consuming. For this reason,
simpler two dimensional approximations are often used. Differences of up to 5% have been
reported when comparing measured and simulated data using this algorithm [Yu et al. 1990].
Errors in the ETAR algorithm in ATP have been shown to be less than or equal to 5%. The
errors stem from the problems that Batho model similarly faces, such as the inability to model
lateral scatter and dose close to interfaces, with the addition of potentially ambiguous
weighting factor determination. In some instances, more accurate doses can be computed if
radiological depths are used instead of analytically derived weighting factors [Yakiwczuk
1987].

A sophisticated three-dimensional non-scatter correction algorithm is the convolution
method as suggested by Boyer et al. (1986). This approach is much more mathematical than
previous models. Dose to voxels are computed through convoluting the three dimensional dose
kemels over the fluence distribution. The dose to a point , D(F), is defined as:

D(F) = [ Wo(T ) X k(F - T ) - dF,

where ¥, is the vector field energy fluence, and k(T—T7')is the kemnel dose distribution,
integrated over the volume of the field. Integration may be performed over a spectrum of
energies to allow for non-monoenergetic beams. The kernels can be spatially invariant or
variant, depending on the calculation algorithm used. This method has an advantage over
others since it can be implemented with a Fast Fourier Transform that can speed up calculation
times considerably. The convolution computation is relatively straight forward to implement,
however, accounting for tip angles, or beam divergence, and inhomogeneities requires a great
deal more effort. Normally, invariant kernels and scaling methods are used to describe the
kemel for different depths and tissue types. However, to account for beam divergence,
rectangular kernels must be rotated according to beam width. Alternatively, one can rotate the
kernels for the dose computations, or allow for kernel variance in the convolution. A major
advantage of convolution techniques is its ability to model lateral scatter with a point spread
function.

For inhomogeneous phantoms, dose is calculated with primary, first scatter, and
multiple scattering kernels,

D(F) = [[¥,(F ) x[k, (T~ T ) +k, (- F' ) + k, (F- ' )]- d7- dE . (Equation 3.1)
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The primary dose kernel may be derived directly by using a delta function to describe
its position, multiplied by the relative stopping powers, interaction cross section and relative
electron density. Analytically, the scattering kernel would consist of an integration over all
angles from the scattering point while sampling the various densities along each ray. This
would be in fact a scatter ray-trace method if the computation was carried out as such;
however, in Boyer’s model, a linear approximation is made where the first scatter kernel is
scaled with the density at the site of computation. Boyer et al. (1986) suggest a technique
where the exponential attenuation from the scattering sites is approximated with a Taylor
expansion. The multiple scattering kernel is approximated by a spatially invariant kernel based
on classical diffusion theory. Through this approach, ray tracing is completely avoided, and
thus allows for easy FFT implementation. Errors of up to 4% have been reported with this
calculation technique. = This algorithm is increasing in popularity because a FFT
implementation decreases computational time significantly.

The convolution/superposition method has been suggested by a number of authors
[Mackie 1984, Ahnesjo 1984, Boyer et al. 1986, Mohan et al. 1986]. Variations of the
convolution/superposition method will be described in the next section.

3.2.2.3 Scatter Correction Algorithms

With the advent of three dimensional CT and faster computing times, three
dimensional scatter correction algorithms are becoming more common. The dSAR method,
developed by Cunningham (1972), is a three dimensional extension of the RTAR method. The
dSAR is a semi-empirical dose calculation algorithm that employs scatter integration of voxels
based on measured data. In this method. we define ICF where

TARmuetium(r, z) = primary + scatter .
The primary component consists of a narrow beam photon beam at depth z, and the

scatter contribution is equal to the integration of all scattered voxels surrounding the
calculation point:

primary = TARmeun(0,2), and
scatter = » Y dSARumesun(r,0) .
r 8
The algorithm is executed through a three dimensional integration from measured data.
The inhomogeneity corrections impose an added degree of complexity, since the medium will

not be the referenced homogeneous phantom. The inhomogeneity is accounted for in the
calculation of TARmegium, Which is coupled with an exponential term:

TARsesun = TAR w0, 2) X exp11aAz Y (1~ Porsar)]

where [, is the attenuation coefficient of the material through which the primary ray passes
through, p .., is the density voxel of which the primary ray traverses, and Az is the voxel
length of the traversed primary ray. The dSAR is calculated in a similar manner:
dSAR ... =dSAR__ (i,j,k)Xpix
xexp[l»loAZZ(l - Ppnmry)] s

xexp[u.,ArZ(l —psccondary)]



where p_ ... is the density of the voxel element along the scattered ray, W, is the linear

attenuation of the scattered ray, dSAR(i,j,k) is the subtraction of SAR values of the calculation
point from the scattering point in question, and p, is the density at the scattering point.

Multiple scatter is not needed in the calculation since the TAR values include all the extra
scattering effects. It has been found that this computational technique works well for
homogeneous phantoms, but breaks down for inhomogeneous phantoms. Some of the reasons
the algorithm fails are that the model dose not account for backscatter at interfaces and it does
not account for multiple scattering effects at higher energies. Errors in computed dose have
been reported from 2% to 6% [Kollar 1996, Wong et al. 1990, Kappas et al. 1995].

computation algorithms proposed. The basic technique is the same as that described in
Equation 3.1 with variations in the type of data used, implementation, scatter correction, and
inhomogeneity correction.

The differential pencil beam (DPB), introduced Mohan et al. (1986), suggest the use of
a dose kernel at the point of first collision within the phantom. Traditionally, the energy of the
photon beam is characterised discretely by a nominal energy value: 1/3 of the maximum photon
energy. However, adequately describing the depth dose curve requires a more accurate
assessment of the beam’s energy spectrum in the dose computation. Direct measurement of a
clinical treatment unit’s spectrum is virtually impossible due to the high photon intensity, thus
Mohan et al. (1985) derive the photon energy spectrum by performing Monte Carlo simulations
of the treatment head where millions of histories are generated and recorded as the accelerated
electrons impinge on the various components within the port of the machine (flattening filter,
collimators, monitor chambers, etc.,). The energy spectrum is determined discretely for a
particular treatment machine through Monte Carlo simulations of the photon production.
Afterwards, a DPB is derived, through Monte Carlo simulation, for each photon energy in a
uniform phantom and the resulting dose is the superposition of monoenergetic DPMs with their
appropriate weightings.

The dose at a point q is evaluated by performing an integration of the DPB in spherical
coordinates (see Figure 3.3). The dose from the individual spherical sectors is computed by
multiplying the value of the DPB(r,8), from the Monte Carlo data, with the number of
collisions in that element. The latter is computed through the following expression:

H(E,)

<Dp(E.)~exp(—(u(E.))'lp)'[m]v

where the photon fluence is approximated as fluence in air at the point p, exponentiaily
attenuated through the distance t, multiplied by the mass energy transfer coefficient. pq is the
density at point q. The inhomogeneities are incorporated by dividing the attenuation by the
“effective” density. The effective density is computed from a spatial averaging of the densities
between the calculation and scattering points. Once this is computed, O’Connors scaling
method is employed to find the water equivalent thickness. The equivalent thickness is used
when the algorithm retrieves the DPM values from the Monte Carlo table data. In cases where
the calculation point exists inside an inhomogeneity, the photon fluence is attenuated using the
average total linear attenuation coefficient to the point t. By virtue of O’Connors scaling
method, an assumption is made that the secondary electrons travel in a straight line from the
scattering to the calculation point. This is not entirely the case and this assumption will
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produce errors at lateral interfaces [Kn6ds et al. 1995). Also, it is assumed that each sampled
pixel along the raylength contributes equally to the scattered photon fluence. It may also be
true that one voxel within the sampled raylength effects the scatter fluence more than other
voxels along the raylength. This oversight is accounted for in the collapsed cone algorithm
(see further).

The DPB method is very accurate for homogeneous phantoms at distances greater than
the equivalent thickness (2 - 4%). However, the method does not consider contaminant
electrons from interactions upstream; thus, the model underestimates dose considerably at
interfaces. Since each DPB is spatially variant, the computation requires a full volume
integration for each computation point. This increases the computation times significantly.

Figure 3.4: The convolution approach.

Computation time can be decreased significantly if the kernels are spatially invariant.
Mackie (1984) computed similar differential pencil beams, but instead calling them dose
spread arrays (The terms dose spread array, differential pencil beams, and dose kernel are
equivalent descriptions of a three dimensional kernel of dose in a homogeneous phantom). The
computation of dose is performed by convoluting the fluence spectrum with the DPM to vield a
full three dimensional dose distribution. Primary, first scatter, and multiple scatter kernels are
individually convoluted and summed, similar to Boyer’'s model. The contaminant electron
doses are accounted for by adding the dose due to stray electrons to the computed distribution.
Mackie found that this contaminant dose distribution may be easily approximated through a
gaussian like distribution, which is a function of field sizes in both x and y directions,
radiological depth, and 2 dimensional position within the phantom. The FFT implementation
is not possible when accounting for inhomogeneities. The inhomogeneity correction is
performed by employing O’Connors scaling method to the unit electron density DPB. The
primary kernels for various electron densities are generated by scaling the geometry by the
average electron density in the medium. Similar scaling is performed for secondary and
multiple scatter kernels in the heterogeneous medium without density sampling. Each kernel
becomes spatially variant and the convolution is performed for each pixel separately, thereby
being a superposition. The assumptions made in the inhomogeneity correction are identical to
those in Mohan's DPB model. Despite these assumptions, the resulting dose distributions
prove to be depth dose consistent for unit density phantoms, particularly close to interfaces.
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At the Cross Cancer Institute, the Helax' three dimensional dose calculator employs a
technique similar to that proposed by Mohan and Mackie. The pencil beam model, suggested
by Ahnes;jo et al. (1992), involves an integration of analytic pencil beam kernels. The kernels
may be described through the sum of two kernels: one representing primary and the other
secondary polyenergetic doses:

-a,r -b,r
k.., (r.2) = Ae + B.e .
r r
The parameters A,, Bz a,, and b, are in fact generated for specific beams through a
characterisation of the beam’s energy spectra [Ahnesjé et al. 1989]. These values are stored
and, therefore, allows for faster computation times through the use of look up tables. The field
and penumbra are determined by convoluting the primary portion of the above kernel with a
gaussian source distribution. In practice, some approximations are made such that a
perturbation term is added to the total primary plus scatter kernel. The above equation
produces DPB distributions equivalent to those generated from Monte Carlo simulation.
Similar to the contamination distribution in Mackie's model, a charged particle contamination
kernel is approximated through a radial gaussian function coupled with an exponential drop off
with depth. Nilison et al. (1981) found that photon contamination, or photons different from
the geometric beam, stem primarily from the flattening filter and primary collimator. The dose
distribution from contaminants is approximated through a gaussian like function, which can
then be added to the computed distribution separately.

The kernels are integrated separately for each voxel and multiplied by the fluence to
yield dose. As opposed to an actual convolution, the kernel distribution is integrated through
the Sievert integrals of the first and second kind in order to account for irregular field shapes.
The general shape of the Sievert integrals are given as,

(]

J‘e-(xlms(x))'dt‘

0
where n=1 and 2 for first and second order Seivert integrals, respectively. The Sievert integral
implementation readily handles contour variations and irregular field sizes. The use of the
Sievert integrals allows for faster computation times through using precomputed look-up
tables.

Inhomogeneities in the Helax algorithm are modeled through corrections of both the
primary and scatter dose. Primaries are corrected in the same manner as that described in
Mohan’s model where the radiological pathlength is evaluated from the scattering site and the
mean attenuation along the pathlength. Scatter dose is computed by multiplying the scatter
from a homogeneous phantom with a correction factor. The scatter dose contribution increases
with depth. Thus, a correction factor is applied to the homogeneous dose that consists of the
ratio of radiological (z;) and geometric (z) depths multiplied by a transmission factor:

CF= %—exp[—(u)(z, -z)].

The value of (u) is empirically chosen as 0.8, where [ is the narrow beam attenuation
coefficient in the medium.

| HELAX TMS: Raddix, Uppsala, Sweden
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The model performs very well for homogeneous phantoms and is well suited to patient
geometries and typical clinical beams. For non-homogeneous phantoms, however, the model
fails to include lateral scatter efficiently. Kn&os et al. found deviations of up to 5% and 14%
for 4 and 18 MV photons respectively. Similar errors have been reported at the Cross Cancer
Institute. The error is most likely greater than 5 % for the 6 MV photons used at the Cross
Cancer Institute since the laterally scattered electrons increase in range as energy increases.
Thus, Ahnes;jd’s pencil beam algorithm does not perform well when lateral charged particle
equilibrium is violated.

Primary and Multiple Scatter Isodoses
Secondary Isodoses (normalised to it's maximum)

\ i
\

Figure 3.5: Relative distributions of primary, secondary and multiply scattered
photons, normalised to their respective maximums.

The algorithm can be improved by employing a collapsed cone approximation
[Ahnesj6 1989]. In this approximation, the computation of dose is carried out identical to the
pencil beam algorithm mentioned earlier with the exception to the method inhomogeneity
corrections are performed. The scaling of radiological pathlengths from sampling the density
between the calculation site and scatter site assumes that each voxel along the ray contributes
an equal amount of dose. Generally, this is untrue; multiply scattered particles contribute more
dose further from the calculation point [Mackie et al. 1984]. As a consequence, the relative
amount of dose due to multiple scattering using this scaling method is underestimated.

In the collapsed cone approximation, the energy released into coaxial cones along a
given raylength is transported and attenuated to a point along the raylength (see Figure 3.5).
The energy deposited within these coaxial cones can be computed through a convolution of the
primary and scatter pencil beam with the fluence profile muitiplied by the density. The
primary and scatter contributions of the inhomogeneity are modeled separately; therefore, the
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algorithm can predict dose in regions of disequilibrium. The scatter dose along the raylengths
is then summed to provide the total scatter contribution. In order to avoid oversampling along
each ray, a voxel’s contribution to dose along the axis is counted only once. The correct dose
can be computed directly as opposed to performing a correction factor to the homogeneous
distribution, such as the Batho and ETAR algorithms. Compared to Monte Carlo simulations,
the collapsed cone algorithm proves much betier at predicting dose at lateral interfaces and in
heterogeneous media than scaling radiological pathlengths.

The most computationally extensive of all dose calculation algorithms is the Monte
Carlo simulation [Ford et al. 1978, Rogers 1982, Rogers et al. 1995]. In this method, the
interactions of the photon are based on the Klein & Nishina and other cross sections. The
trajectory of the ionised electron is followed and the number of ionisations are counted in each
voxel. The direction of the scattered photon is selected from predefined “‘scattering rules”,
which are determined by the interaction cross sections. Doses to voxels are scored depending
on the number of ionisations within each voxel. Range straggling effects of the electrons can
be modeled by performing similar calculations for the ionised electrons. The accuracy of
Monte Carlo simulations is equal to or less than 2% depending on the level of physical
interactions modeled. Obviously, the degree of accuracy is at the expense of time; computation
times may take on the order of days to complete. The same type of problems encountered for
other calculation techniques are overlooked in this method since the limitations of accuracy
depend entirely on the sophistication and detail of physical modeling.

3.2.3 Treatment Planning

As mentioned earlier, the optimisation of a treatment plan may be defined as an
optimisation problem where an objective function is either maximised or minimised subject to
various constraints. These constraints may include, but are not limited to, functions, such as
average dose to the target, dose volume histograms. and normal tissue complication probability
(Described in Section 3.3). There exists a wide variety of optimisation routines found in the
literature [Graffman et al. 1975, Brahme 1988, Bortfeld et al. 1990, Holmes et al. 1994]. The
most effective routines employ both biological and physical constraints [Niemerko et al. 1992].
A desirable characteristic is that the routine be efficient for three dimensional planning: The
routine should be robust (reproducible), and it should seek solutions rapidly.

There are two approaches that one may take when optimising a dose distribution. One
approach, coined as inverse planning, is to define the desired distributions and compute the
number of beams, along with their dimensions, gantry angles, modulation, etc., required to
create the distribution [Brahme 1988, Morrill et al. 1990, Desobry et al. 1991, Holmes et al.
1994]. Inverse planning algorithms generally employ minimisation algroithms such as
Simplex , Least Squares, or Simulated Annealing [Press et al. 1988]. The commercially
available Nomos® Peacock system creates a uniform distribution by modulating thin pencil
beam of radiation that rotate 180° around the patient. These types of systems are generally
unavailable to most clinics because of their expense and its efficacy is still yet to be fully
evaluated.

The other approach for optimisation is to “forward” plan; that is. a general knowledge

of a satisfactory treatment plan is known apriori through experience or educated guesses. The
planner then iterates through combinations of the various planning parameters to create the

2 Nomos Corporation, Sewickley, PA
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desired distribution. This approach is used the most in clinical settings because it is easy to
implement in routine treatment planning; all that is required is a reliable dose calculation
engine and an experienced treatment planner. When deciding on potential gantry angles, the
planner will know that it would not be appropriate to have beam entry points that traverse
directly through radio-sensitive organs; in the inverse planning approach, the algorithm may
produce acceptable a PTV distribution but an unacceptable normal tissue dose, gantry angle, or
produce solutions that are not clinically feasible to implement (such as a high number of beams
with small weightings). The forward approach allows the planner the freedom to impose both
objective and subjective constraints as desired in the plan. This freedom comes at the expense
of time and, therefore, potentially less than optimal distributions.

A reasonable compromise can be achieved between these two approaches by
specifying certain parameters by the treatment planner while allowing computer algorithms to
minimise a less complex objective function. The time required to produce the desired
distribution becomes greatly minimised by providing a “good guess”. This also avoids creating
an optimisation algorithm that encompasses all the potential degrees of freedom for 3D-CRT.

3.2.4 Optimisation Through the Gradient Vector Approach.

A simple mathematical method that ensures a uniform dose distribution at depth has
been proposed by Sonntag (1975) and again by Sherouse (1993). To describe this method, we
define the patient and beam coordinate systems as in Figure 3.5. Within this coordinate
system, we represent each incident beam with a vector. Each beam has a gantry (@), table (8),
wedge (¢), and collimator (®) angle, and beam weighting. The beam’s vector may be found by
computing the gradient of the scalar dose field. A vector is used to represent the beam'’s dose
distribution within the patient, where each vector has its origin aligned at isocentre. The
magnitude of the vector will depend on several factors: beam size, percentage depth dose,
density of target material, and amount of lung tissue traversed. The angle of the vector will
depend on the angles 6, @, ¢, and ®.

Using the patient coordinate system, each “‘gradient” vector can be decomposed into
two components: an axial component, which points toward the source, and a transaxial (or
longitudinal) component that points perpendicular to the axial vector. We assume that a wedge
only affects the transaxial component of the gradient vector. For instance, let us consider a
treatment plan consisting of a single beam, 6, ¢, ® all equal to zero, and ¢ equal to 30 degrees.
First, we normalise the magnitudes of the beams according to the beam weightings and
compute the magnitudes of the axial and transaxial components. In this case, the normalisation
is trivial since there is only one beam to consider. Next, we compute the axial and transaxial
components after finding the magnitude of the vector. For this example, we have the following
axial and transaxial vectors:

=V emsn’ + Vouu” =1+ and

|‘7.m1| = cos(9) = cos(30) = {i,and lVWw| = sin(¢) =sin(30) = —;—

Thus, V., =(/3/2)i, and v, =(1/2)].
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Each beam in the treatment plan is decomposed into its axial and transaxial
components. We assume that the sum of each beam’s axial and transaxial components gives
the net dose gradient of the combined fields.

Figure 3.6: Definition of patient and beam coordinate systems.

It has been demonstrated that for water phantoms, the gradient vector approach can
generate high dose gradients at beam intersection points and handle three dimensional beam
configurations efficiently. The efficiency of this method in clinical practice remains to be
investigated.

3.3 Treatment Planning Evaluation

After the treatment plan is devised and dose calculations are performed, the treatment
plan is evaluated. The plan is scored, or judged, based on the merits and demerits of the
treatment plan. Up until the last several years, treatment plans were scored by either the
clinician, dosimetrist, and/or physicist without much quantitative analysis. This was
acceptable since the conventional approach was restricted to a two dimensional analysis and
visually inspecting the merits and demerits of a treatment plan is much easier than for a three
dimensional plan. However, three dimensional dose computations generate an overwhelming
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amount of dose information. Therefore, more quantitative tools are necessary to collate the
three dimensional dose information.

Some of the criteria used in assessing dose plans are dose to the target, homogeneity of
dose to the target, relative dose to peripheral structures, distance between high dose regions
and critical structures, and dose to critical organs. In some instances, a single factor may be
the constraint in assessing the treatment plan. For instance, a beam arrangement may produce
high coverage of the target but may involve irradiating an organ higher than its irradiation
tolerance.

In three dimensions, qualitatively assessing the merits and demerits of a treatment plan
becomes difficult due to the multi-dimensional information. One can, in principle, assess
individual slices of the treatment plan in a systematic fashion, however, this would be
extremely time consuming. Therefore, quantitative tools need to be developed to accurately
assess the merits and demerits of a three dimensional treatment plan. These tools may be as
simple, like the average or range of doses to the PTV, or more complicated, like the dose
volume histogram. Some of these quantitative tools are now discussed.

3.3.1 Normal Tissue Complication Probability and Tumor Control Probability

There is a vast amount of data suggesting that the degree of damage done to the genetic
material of cells determines its probability of survival [Steel et al. 1989]. The length of the
“tracks™ of excited and ionised atoms and molecules is primarily determined by the energy of
the incident charged particle. In general, the greater the charge of the incident particle, the
more dense the degree of ionisation per unit length, or linear energy transfer. A typical value
for linear energy transfer would be 0.25 keV/um for an electron set in motion from a Co-60
source.

Approximately 70-85% of the mass in humans consists as water. Because of its
abundance, water absorbs the majority of energy imparted from radiation treatment. Upon
irradiation, a water molecule may transform into an ion pair in one of two ways. The first way
is through ionisation of one of the water molecule's electrons, resulting in a positively charged
molecule. The second method through which the molecule may attain charge is through
electron capture. For the second method, the resulting ions are highly unstable and dissociate
quickly to form a free radical and another ion. Both ions have an extremely short lifetime and
do not contribute any significant biological damage. The free radicals, however, can act as
strong reducing or oxidising agents. These free radicals can combine directly with
macromolecules, such as DNA, to change their molecular composition. The structural changes
may range from a hydrogen bond breakage, molecular degradation or breakage, to inter- or
intra-molecular cross linking. As a result of such molecular deformations, a cell’s ability to
proliferate becomes compromised and the cell ceases to function properly or disintegrates.

Macroscopically, the cell’s ability to retain its proliferating capacity can be illustrated
on what is commonly referred to as a cell survival curve. On such a curve, surviving fraction is
plotted on the vertical axis and the dose delivered to a specific cell population is plotted on the
horizontal axis. Figure 3.6 illustrates the typical shape of a cell survival curve.

There are a number of models that mathematically describe cell survival curves. Since
effectiveness of radiation to cancer cells is stochastic in nature, these models revolve around
the random nature of radiation energy deposition [Zagars et al. 1986]. A common model used
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to describe cell survival is the linear-quadratic model [Chadwick et al. 1973]. In this model,
the number of cells surviving radiation, N, is given by the following equation:

N =N, exp[~(eD +BD?)].

where N, is the original number of cells, D is the dose delivered, and « and B are empirically
found parameters for different cell types.

Log (Surviving Cell Fraction)

Log (Dose Delivered)

Figure 3.7: Shape of a typical cell survival curve. Both the horizontal and
vertical axes are plotted on a logarithmic scale.

It must be stressed that although cell type survival curves may be mathematically fit, it
is not possible to model the behaviour of all cell types. This is due to the fact that survival
curves alone are not a precise measure that can distinguish between the various mathematical
models; that is, similar equations can be empirically derived with completely different
biological assumptions built into the model. Several unique equations may be used to describe
the behaviour of a particular cell’s radiation response and each equation may contain
uncommon radiobiological parameters.

Much like the survival curve, we can display a cell's response to radiation through a
dose response curve. A dose response curve has probability of cellular complication or death
on the vertical axis and dose delivered on the horizontal axis. Measures of response may range
from cellular death within a petri dish to the fraction of patients with complications after
irradiation. As the response becomes larger, or more macroscopic, more factors are required to
adequately model the dose response behaviour. The shape of the dose response curve will look
much like that of Figure 3.8.

One of the many biological endpoints that may be used in assessing tumour control is
the tumour control probability. The tumour control probability is a stochastic measure of the
probability of complication a volume of interest receives under certain treatment parameters
and dose levels. This measure of response is much more macroscopic than those found for cell
specific dose response curves, and thus involves more parameters when it is modeled.
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Modeling the tumour control probability would require accounting for a host of
biological factors that describe the response of cancer cells to radiation. There are many
sophisticated models that predict the dose response characteristics under various planning
parameters [Brock et al. 1989]. Some factors involved in computing the tumour control
probability include physiological parameters, such as size and extent of the tumour, cell
kinetics of cancer type, spatial distribution of the cancer cell, cellular growth rate, while others
include treatment planning parameters, such as fractionation schemes, and dose homogeneity
to the target.

Similar to the tumour control probability, the normal tissue complication probability
provides a stochastic measure of the probability of clinical complications to the volume of
interest. The normal tissue complication probability is a function of various factors, such as
the beam parameters (energy, direction, and beam characteristics), dose delivered, volume of
target, radiosensitivity of the volume of interest, disease type and other clinical factors. One
model of calculating the normal tissue complication probability is the Lyman four parameter
model [Lyman et al. 1987] where,

NTCP = J;_n :[exp(-—;—-}i[' (Equation 3.2a),

o (D-TD(v))
m-TD,, (v)
TD (1) =TD(v)- v* (Equation 3.2c), and
v=V/V_ (Equation 3.2d).

The normal tissue complication probability for a volume, V, receiving a dose, D is defined
through an error function with several empirically fit parameters that vary with the volume of
interest under risk assessment. TDsg(1) is the dose to the volume of interest when 100% of the
organ produces a 50% complication probability, TDsy(v) is the dose to partial volume, v,
producing a similar complication probability, and m and n are parameters that are empirically
fit from normal tissue tolerance data. The Lyman model assumes a logarithmic dose-response
relationship with the amount of volume irradiated. The parameter m is a measure of the dose
sensitivity of the organ, whereas n is a measure of the volume sensitivity. The dimensionless
parameters m and n have been calculated by curve-fitting the complication rates for most v