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ABSTRACT

\

The purpose of this study was to examine the
performance of seven statistics which have been developed to
test the equallity of means in the one sample repeated
measures research design with missing values on both
measures. Six new stafistics : ZLS, TLS1, and TLS2 de;eloped
by Lin and Stivers:; ZE and SE develdped by Ekbohm; and TB1
developed by Bohj were compared to the paired t.

Each of these statistics was examined under the nine
combinations of rho equal to .5, .7, .9, and delta equal to
0.0, .4, and .8. Nine different sample sizes, with varying
numbers of observations missing on both variables were also
examined. Populations of 3000 pairs of normally distributed
variables were generated for each of the nine‘combinations
of rho and delta. From each of these, 1000 random samp les
were selected for each sample size..

The six new Statistics were evaluated and compared to
the paired t in terms of a) the adequacy of fitﬁ  the
respective t distribution, b) size: the proportfoﬁ'of
probability values less than specified alpha levels whéﬁ
delta is equal to 0.0, and b)‘power: the proportionZQf
probability values less than specified alpha levels when
delta is greater than 0.0. Of the six new statistics, only
three, TLS1, ZLS, and ZE showed promise as statistics'to be

used in preference to the paired t. Since the perfo?mance of

-

[ XV

R e T R




University of Alberia

-

these statistics was basically‘acceptable with regard to fit
and size, the major advantage of one statistic over another
was due to larger gains in power over the paired t.
Specifically, with rho="%, TLS! was the preferred statistic
if the number of paired observations (n) was small (less

than 16), and ZLS was the preferred statistic if n was

large. With rho equa! to .7, ZE, ZLS, and TLS1 were equally

acceptable for small n, while ZLS was preferred for large n.
Gains in power were minimal as rho reached .9, with only a
slight preference for ZE when n was equal to eight.

Overall, it was concluded that only when the value of
the population correlation was low and the true mean
difference between the two population means was small, were
any of the new statistics more powerful than the paired t.
In such cases, the absolute gain in power was greatest for

the small sample sizes.
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J. INTRODUCTION

The one sample repeatex measures‘aesign testing the equality
of two correlated means (pre-test post-test paradigm) is
commonly used in the eva?bation of an educational program or
treatment. It is an easy design to use and understand, and
can bé statistically mors power ful ‘than the use of two
independent samples. Unfortunately, data collection
exigencies may result in some missing observations for
either or both time periOds: subjects may be absen} due to
illness duripg testing: in schools with high student
turnover rates, some stuaents may move in shortly after the
pre-test or out shortly beford the post-test; poor testing
conditions or instrument matfunction may invalidate
respbnses or scores during one testing period, but not the
other. In such cases the researcher musf delete subjects
from»the analysig, thus reducing sample size. |

Over the last ten yvears, évnumber of statisticians have
begun to develop statistics which attempt to utilize both
the paired and unpaired data which are available in repeated
measures désigns with missing observations. Initially,
Lin(1871,1973), Mehta and Gurland(1969a, 1969b, 1973) .
Morrison(1973), and Naik{1975), studied the case with
observations missing from one time period on]y;‘Each of
these authors report that under certain circumstances their
statistic is more power ful than a paired t-test conducted
only on the data for subjects present at both time periods.



Univeriity of Alberia
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Unfortunately: none of these statistics appears to be
constsfbnt}y more power ful than the paired t under varying
comb1natlons of values for related parameters sucﬁ as R -
the ratio of variances (time 1/time 2), rho - the population
correlation between time ! and time 2, delta —'the true
difference between the means of time 1 and time 2, and L -
the ratio of paired observations to all aya{table | | P
observations. Lin’'s statistic, for example, is_more power ful
than the paired t only when the total number of observations
is small and when rho is:less than §5.~Mbrrison’s statistic -
performs well as the number of obsefvatidns 1ncreases and —
when rho is equal to .or greater than .3. Mehta and Gurland’
statistic performs well when delta is large, and Naik’'s
statistic is particutarly useful when Oohe variance is
smaller than the other. |

bver and above this is the con51derat on that all theke

statistics have been developdj for data with observat?ons

missing from one time period only. Missing obse'lations can

N
occur at either testingutime and so an adequate solution

will take into consideration miss1ng data at both tlmes
Lin and Stivers(1974), Ekbohm(1976) and Cth(1978) e
more recently have begun to develop statistics which make

use of m1551ng servat1ons frquboth time per1ods in a

repeated measur es1gn Stivers’ stat1st1c ZLs and

Ekbohm s statistic ZE, both based on maximum l1kel)hood\\

N

estimates of" delta were general]y more power ful than other

statistics developed by the same authors but based on a

N
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simple mean difference estimate of delté Bohj's statistic\
are linear combinations of the paired and unpa1red t. His |
statistics proved to have smaller values of the expected
squared confidence interva] length than the paired t. Bohj
did not emp1r1cally examlne the power of his statistics in
comparison with the power of the paired t or any of the

stat1Q}JFs deve loped by Lin and Stivers or by Ekbohm. \

therefore, 1s to exam1ne the \

statistics developed by Lin ahd Stivers, Ekbohm, and Boh j
for the case with missing observations on both variables.
The poewr and robustness of these statistics-are compared
with each other and with the paired't”test for valyes of

rho, delta and sample size Whieh are relevant to the

pre-test\bost-test educational paradigm.

o



A. NOTATION

\

Let X and Y be two normally distributed variables with means

Yx

and By » variances o

8]

X and Oy » and correlation op.

Lek there be n pairs of observations on X and Y. In addition, let

thére-be j unpaired observations on X, and k unpaired observations

\

\

on * (whereAapplicable). Also let

" ‘\ nt g
Xp -'& L Xp be the mean of the paired observations on X,
\ i=1 - . .
\\ N
-_— 1 tbon
Yp—- o X? Yp be the mean of the paired observations on Y,
=1
\
T AC »
de -'3- Xi ‘" be the mean of the unpaired observations on X,
i=n+1
\
-, ©H
Y == L ‘
up k f=ntj 1 be the mean of the unpaired observations on Y,
| / &
£ -L 7
a ntj = be the mean of all available observations on X,
—-— 1 ‘\’/ n
Y =— 1 Y be the mean of all available observations om Y,
a ntk =1 {mpt§ i
\
ay = ; (X, - i-)Z 'be the sums of squares of -the paired observations
= i p ‘. '
1=1 ‘ ' -on X,
n
ay = L (Y, - §-)2 be the sums of squares of the paired observations
) i P :
i=1 : onY,
wt] = .2 be th £ sq th
bx - 3 (xi -% ) e the sums of squareg of the unpaired
i=n+1 4
observations on X,
n+j+k ‘ .
by = I (Y1 -3 )2 be the sums of squa;z? of the unpaired
1=m+j up

observations on Y, - ”

»



cy = z (Xi - i;)z be the sums of squares of all available
=]
observation. on X,
n .
] — —
= I (X, - X)(Y, -+ be the cross product of paired observations
ayy 1-1( 1 p)( N p) pr P
on X and Y,
2
r = R and u = R be maximum likelihood estimates of the

oy oy GayFay)

correlation coefficient rho,

nt+] be the ratio of paired observations to all observations,

’

R = X  be the ratio of population variances, and

Y be the true mean differgncg delta.

Py



I1. LITERATURE REVIEW

A. STATIS#ICS FOR DATA WITH MISSING OBSERVATIONS ON ONE

VARIABLE\\

¢

)

MEHTA AND GURLAND

Mehta and Gurland(1969a) proposed an estimate of delta

(the true mean difference)
§=2Z=Y -AX - (1-A) X
P p up

where A = L+u(1-L), u ? ZaXY/(ax + aY) and L ='n/(n+j).
-

They studied the size of its variance in comparison to the
size of the variance of the simple mean difference
T = Xa - Yp. In this case u is a maximum likelihood estimate
of rho when R=1 (o . * =g 2 -2 ). They studied the
efficiencx‘(defined as var,T/var Z) of the variance of Z
when the absoluté value of rho was :9, .7,..5, .3, and .1,
for several values of n, for R=.1, .2, .5, 1.0, 2.0,5.0,
and 10.0, and when L=.1, .5, and .9(L is the ratio of paired
to total obsefvations, ie. n/(n+j)). They found that the
estimator Z had a smaller standard error and was therefore a
more efficient estimator of delfg‘than the estimator T .when
the values of rho were large, and as the number of missing
vélues increaseq. They also found that Z became increasingly
more efficient as R became closer to 1. The variance of Z

was not more efficient than the variance of T for decreasing
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values aof R combined wit ecreasing values of the absoluyte
value of rhq. and for an:\j;;;T;}e value of rho less than
.3.

The calculation of the varifance in this study was
fairly cumberseme. Mehta and Gurland also admitted that the
distribution of a‘?‘statistic using Z with A=L+u(1-L) was -
too complicated to be of practical use. In later articles

(Mehta and Gur land 1969b, 1973 they modified their work and

used the stat1st1c

_ — —_ 2
me = (p = B - - B )

Alax + AZaY + A3bx + AAaXY

where the constants B, A1, A2, A3, and A4 were chosen so

that a) the statistic had size alpha'equal to or less than
’/\ .05 for all values of rho greater than 0, and b) the gain in

power over a paired t was optimized for all values of rho'

greater than zero. They provided'tables for these constants

for ?%yég—;dand j. '
ehta and Gurland presented data compar1ng the size and

k]

power of TMG in compar1son to the paired t, for the
following coqb1nat10ns of parameters: 1) positive values of

23, .7, .8, 2) true difference delta of 0.0,

.4, 1.5, 4.0 (Ho metric given for delta), and 3) n=3 to 17
and n+j=10 to 20. Results show that TMG was more power ful
‘than the paired t for most of the.values of rho that the

authors tested. The gain in pewer over t increased as delfa,



increased and as the proportion of missing data increased.
The gain in poWer decreased as’ the total number of
observations increasedv(n¥j=20) and as rho increased (t was
geﬁera]]y more powerful for rho=.9).

Mehta and Gurland provide tables of values for the
constants required }n their formula, for limited values of
rho, delta and‘sample size. Use of their statistic has been
resfrfcted so far by the availabilityﬁof\these tables. Mehta
and Gurland did not report on the use of their statistic
unger conditions of negative correlation and unequal

“

varignce. . .

MORRISON
Morrison(1873)° presented a stat1st1c based 6n ma§1mum
likelihood estimates of means and variances developed in an
earlier paper (Morrison 1971). His estimate of fhe mean
difference included the mean difference of all available
observations on X and Y, adjusted by u, an estimate of rho

-

based on the complete pairs of observations.

— ]
X -Y -6+uX -Y )—-}/(n+"j)j(n+2k -3)
a P P up
m-{ : n+j :

/(ax+aY+bx)(n+2j + nu) (1l - u)

This statistic is distributed as t with n-1 degrees of
freedom. Morrison’s statistic'is limited to situations where
the population correlation coefficient is equal to or

greater than 0.0, and the variances of X and Y are unknown
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but equal.

Morrisoq'evaluated his statistic by comparing the
expected squared length of the confidence interval of TM
with the expected squared length of the confidence interval
of a paired t calculated on the n pairs of observationg. He
reported results for a limited variety of conditions: rho=0,
.5, and .75; n=10 to 30; and j=5 to 50.

Although the TM statistic showed a smaller confidence
interval for all these conditions, the gain was very slight
if rho Was large. The efficiency of TM increa;éd as rho
decrea;ed, and as the proportion of missing obsérvations

increased. Thus this statistic is of little use for small

samples and large values of rho.

Naik(1875) proposed a statistic which uses constants
(£1 and 22) to control the size to the bréass{gned.alpha
1qxel for negative rho and all'values of the two variances,
as well as some positive values of rho when the variance of
X is sma'ler than the variance of Y. ((He provided equations
for 21 and °? -~efering the reader to two articles on

quadratic forme for their(solutionu His statistic'is:

~

«r

. ) -— — , -
: Y -LX - (1-L)X -3
TN = p p ¢ )up

L4

o ) j
1 s 5 142 : 1 2 = .2
1 {— dX ~X -L(Y. ~ + | (1- -
2 {n(n_l) 1fftx’ X ooy Yp)}} 22{ 375 (1-1) . y 1(1{1 Yp) }

Naik claims the variance of the numerator will be minimized
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by using L=n/(n+j) when the values of rho and R are unknown.
Values of TN greater than 1 are significant. He compared the
size and power of TN with the paired t for combinations of
rho equal to 0, -.2, -.5, -.8, .1, .3, and .7; R equal to 1,
4, and .25; sample size up to 24; and (Delta/varX) equal to
0, .4, .9 and 1.5. Naik did not give the metric of delta, If
the population variance equals 1.0, delta would be equal to
0.0, .63, .95, and 1.22.

NaiK’'s statistic was more power ful than the paired t
under many circumstances. Its supé:}ority increased as R
increased, that is, as the variance of the variable with
missjng obserQations increased. It appearéd to-Ee
particularly applicable for Nnegative and some positive but
small values of rho. TN was not especially applicable if rho
was positive or if the variance of the variable with the
missingﬁbbservations was smaller than the variance of the
second variable, particularly for a small proportion of

unpaired to paired observations.

LIN AND STIVERS

Lin(1973) used a maximum likelihood estimate of rho,

U= 2an/(a5(+ aY.) , in his statistic

Xa-Yp-d

/Lz-"zLu+1+(1-L)2 ay - by
' n 3 n+3j-2

He showed, by way of Monte Carlo studies that this statistic

TLS =




is approximately distributed as t with n-3 degree§ of
freedom for n equal to or greater than 5. He then compared
TLS to the normal paired t under varying conditions of
delta(0.0, 1.0, 3.0, and 5.0), and rbo(.9, .5, .1, and 0.0).
Lin’s two populations were normally distributed with means
equal to 0.0 and variances equal to 5.0. The values of delta
therefore fell within the range of the population variances.
The TLS statistic proved to be more power ful than the paired
t except for high values ofrpho. Foé fixed rho, power
increased with delta, and,ﬂér fixed delta, power increased
as the value of rho increased. Lin did not present data with
regard to the performance of TLS with unequal variances on X
and Y. »

Using Monte.Carlo"methods, Lin and Stivers(1975)
compared four statistics (TMG, TM, TLS, and the paired t)
under conditions of equal variances.l%ho= .1 to .9, h of’5

“t0 30, n*j of 10 to 90, and delta of 0.0 to 2.0. In this
case, the tw?kbopulation means were 0.0 and the variances
were 1.0. Values of delta went beyond the value of the
populatidn variances. They found that no test was uniformly
more bowerfu]”for all values of rho. _

Table 1 shows the parameters studied by Lin and Qtivers
and the one most powerful statistic for each condition. The
paired t was the most powerful statistic when rho was equal
té or greater thah .9. TLS was the most powerful statistic

* for small values of rho (and somewhigher values of rho if

the number of observations was less than 15). TMG was rarely



TABLE

1

The most powerful statistic(s)
for each condition of rho, delta, n, and J -
from Lin and Stivers(1975)

’

12

rho n=7 n=10 n=20 n=20 n=30 n=30
j=3 j=5 =20 j=30  j=30 j=60
-.9 TLS* T™MG ™ T TM ™ ™
~ TLS TLS ™ ™ ™ ™
-7 LS LS TM ™ M ™
TLS TLS ™ ™ ™ ™
-.5 TLS TLS ™ TLS ™ ™
TLS TLS ™ ™ ™ ™
-.3 TLS TLS TLS TLS TLS TLS
TLS TLS TLS ™ ™ ™
J -1 TLS TLS TLS TLS TLS TES
TLS TLS LS TM TLS  TM,TLS.
. TLS TLS  TLS  TLS TLS ™
TLS TLS TLS TLS TLS  TM,TLS
.3 TMG TLS TLS TLS ™ TLS,TM
TMG #MG ™ ™ ™ ™
.5 ™ TMG ™ ™ ™ ™
™ ™G ™ ™ ALL ALL
.7 ™ ™ ™ ™ ™ ™
™ ™ ™ t ALL ALL
.9 t t t t ™M, t M, t
t t t t ALL  ALL

TLS - Lin and Stivers

TM - Morrison

*Results are for delta=.5 and 1.0

TMG - Mehta and Gur land

t - paired t



13

more powerful than the others. In a few instances TMG was
more powerful for small values of delta. TM was the most
power ful statistic when n was moderately large and rho was
between .3 and .9. This statistic performed the best as the

number of observations increased.

EKBOHM

Ekbohm( 1976) studied the same four statistics (TLS, TM,
TMG, and the paired t) under similar conditions to those of
Lin and Stivers(1975) but restricted himself to positive
values of rho and small n's. With population means of 0.0
‘and variances of 1.0, his values of delta equal to .3, .6,
and 1.0 are within the range of the population variances.
Table 2 shows the regu]ts of his study. TLS was the most
power ful statistic for small n and medium to small rho. T™M
was generally the most powerful statistic for higher values
of rho and n. The paired t was the mosé powerful statistic
for values of rho equal to or greater than .9. These
results, for the most part, coincide with those of Lin and
Stivers. , .

Ekbéhm also studied the same four statistics under
conditions of unequdl variances; Table 3 shows these
results. TLS was the most powerful statistic if the variable
with the missing observationé had ;he larger variance. TM
was the most powerful statistic if the variable with the
missing observations had the smaller variénce.

Unfortunately, all these statistics, except the paired t,
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TABLE 2

: The most powerful statistic(s)
for conditions of positive rho and equal variances -
from Ekbohm(1976)

14

rho delta n=10, j=2 n=10,3j=5 n=10, j=10
0.0 .3 TLS TLS TLS
.6 TLS ~TLS .TLS
1.0 T™, TMG LS TLS
.2 3 /T TLS TLS LS
LB LS TLS TLS
1.0 TMG TLS TLS
.5 .3 TLS TLS ™
.6 TLS TMG TMG
1.0 ™ TMG TMG
N .8 .3 ™ ™ ™
.6 ™ ™ ™
1.0 ™ ™ t,TM, TMG
TABLE 3

The most powerful statistic
for conditions of positive rho and unequal variances
when n=10 and j=5 - from Ekbohm(1976)

rho'delta varX=2varY varX=.5varY
0.0 .3 LS ™
.6 TLS - ™ _
1.0 TLS ™
2 .3 LS ™
.6 TLS ™
1.0 TLS Vy oM
.5 .3 TLS ™
.6 TLS - TM
- 1.0 TLS ™
.8 .3 TLS ™
.6 ™ ™ ;
1.0 TMG - TM

TLS - Lin and Stivers

TMG - Mehta and Gurland

’

&

TM - Morrison
t - paired t

he 4



had too large a size under many conditions, when the

variances of X and Y were not equal.
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SUMMARY OF PROBLEMS
The authors cited above were all att%mpting to design a y

statistic which, by making use of additional data from “ w

unpaired observations resulting from mﬁssing obsefcglions in

a pre-test post-test paradig&i would be more powerful than

the paired t under varying conditions of rho, delta, R and

sample size. There are, however several problems with these
statistics.

1. Each statistic, under one or more sets of conditions is
less powerful than the paired t. For example, TLS and
TMG are less powerful than the paired t when rho i§ high
(.7 to .9). TM is less powerful than the paired t when

_the‘variances of X and Y are unequal and when the true
difference delta is small; Thus one. cannot use one’
statistic exclusivelly and expect to gain power over the
paired t under all circumstances.

2. uwéé” the variances of X and Y are umequal, the choice of
the most powerful statistic is dependent on whether the
variable with the missing observations has a larger or _
smaller vafiance. TLS is more powerful when the variable
with the missihg observations has a larger variance, TM
ié more power ful whén the variable with the missing
observations haélthe smaller variance. Again, no one

—~ .
statistic can be used for maximal advantage in both

_situationsf i
3. The.gain in power for all stéfisfics over the paired t
decreases as rho incfi#ases.

O



4. A1l these statistics are designed for missing
observations on one variable only. In many situationsh

observations are missing from both X and Y variables.

C N

B. smnsncs FOR DATA WITH MISSING OBSERVATIONS ON BOTH
VARIABLES o '

LIN AND STIVERS

Lin and Stivers(1974) were the first authors to develob

a T statlst1c to be used when both X and Y\have missing
observat1ons They developed a ma x imum 11Ke]1hood estimate
of delta, us4ing estimates Qf the populétidq correlation
coefficient and variancé’based on the paired data. They

\
~.

proposed the fqllowihg statistic using this estimate of

. delta: : LS = 6* s
h 5 - + - GT - (1 -bY
where axp (1= a)x P ( ) wp |
} /vnh(n+k+jv), B-nﬁ(n‘+j+kw , . ‘
A
h = 1 . -,

(0 + ) (n + k) - jkr?

) veZo f’f’;.-vr-“’“
> 8y - /aan ’
- {al+ Q-A) -28 v o+ J52, a-»)?| %
w n n n-1 n 3 n -1
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This statistic is ®istributed as t with n degrees of

freedom.
Lin and Stivers proposed two additional but approximate

o

statistics to test the hypothesis of no diﬁference_between

mggns. These statistiés are based on the simple differencé

of sample means, based gn all the available data.

1. TLS1 was designedh.for conditions where R=1 and rho is
unknown. This statistic is distributed as t with n+j+k-4

degrees of.freedom.

bl

TLS] = a_a

/// SRS U 2ar. /// °xy
n+ j n+k (n+ DM+ n+3+k-2

2. TLS2 was based on Welch’'s(1947) approximation to the

Behrens Fisher problem in the case of unequal variances.

-Y -5

., TLS2 = xa a
. hy +h, +hy C
+k n + j)
where h, = ffé )ax + {( ey - Zaxi} , -
' ' n+ 3 n+ k

(n -1 + j)(n't k)

' b kb
a h, = X , and h, = Y

2 3
(J -1)(a +3) (k - 1)(n + k)2
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This statistic is distributed as t with degrees of

freedom given as

2

af = (B +hy+h
7 2 7
hy" yhy L hy

n-1 -1 k-1

Lin and Stivers compared the;e three statistics, ZLS,
TLS1, and TLS2 with the paired .t with regard to size gnd
power, in 1000 simulated random samples from a bivariate
normal distributions, under each of the following
congitions:

1. rho=-.9, -.5, -.1, 0, .1, .5, and .9,
=.25, :5, 1, 2, and 4,

n=5 to 20, j=5 and 9, k=3 and 10, and

oW N

delta=0.0, 1.0, and 3.0 (no metric given for delta).

. A statistic was considered satisfactory with regard to
.- 2% .

size if the observed frequency of the test dt delta=0.0 did

not exceed the nominal alpha level by more than

+2/a(1 - a)/1000 . The ZLS statistic met this Criter;on'under
most conditions when n was greater than 10. TLS1 met the
criterion when n was between 5 and 20, prov1ded R was equal

\

to or near un1ty TLSQ met the criterion when n was less ™
than 20, regardless @f*the value of R. o

r With regard to power, Lin and Stivers found.that for
all four statistics, (TLS1, TLS2, ZLS, and paired t) for
fixed R, the power increased wifh rho; and for fixed rho,

‘the power decreased as R deviated from unity. The ZLS
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statistic was the most powerful statistic under conditions
of moderate correlation and n larger than 15. When n was
between 5 and 15, TLS! and TLS?2 were most powerful for lower:
values of rho and R near unity. All the statistics perxxumy
by Lin and Stivers were more powerful than the paired.t .

except wheﬂ rho was equal to -.9. TaQles 4, 5, 6 and 7 show

.

‘Lin and Stivers’ evaluation of the one'pest statistic (based

on the results of both;the size and power studies) %or
varying conditions of rho, delta, R, n, 5, and K. These
tables show that ZLS was genera]ly the best itatistic when
the number of obs;nvations was large and rgo was equal to or
greater than .5. For smaller n's and‘loWer correlations,
TLS1 performed best'whennR was close to unity, TLS2 was more
sensifive to deviations from equal variance assumptions.
Results in'Tablé 5 suggest that TLS2’However may be

sensitive to the number of miSsing observations on the

variable with the larger variance.

EKbohm(1976)“used,M?nte Carlo methoq§ to evaluate the
size and power of five statistics for testing the equatlity
o: means in the case of miésing observations on both-
variables. Three of these were from Lin and Stivers’ study
(ZLS, fLS1, and TLS2). Two others he proposeé‘him§elf. The
First, ZE, used a maximum ljkelihood estimate of delta

similar to that of Lin and Stivers, substituting u for 4 and

B. ( See page 17 for definitions-of 2 and 8. ) This estimate



o
TABLE 4

The preferred statistic(s)
for varying conditions of rho and R{varX/varY)
when n=5, j=5, k=10, and delta=1 and 3 -
from Lin and Stivers(1974)

rho  R=.25 R=.5 R=1:0 R=2.0 R=4.0
a -.9 TLS2 * * * TLS2
-.5 TLS2 TLS1&2  TLS1 TLS TLS2-
-1 TLS?2 TLS1&2  TLSH TLS1 TLS2
0.0 TLS2 TLS1&2  TLSH TLS1 TLS2
. TLS2 TLS1&2  TLSH TLS1 TLS2
.5 TLS2 TLS1&2  TLST TLS1 - TLS2
.9 TLS2 1 t t t
-}
TABLE 5

: The preferred statistic(s)
for varying conditions of rho and R(varX/varY)
when n=10, j=5, K=10, and delta=1 and 3 -
from Lin and Stivers(1974)

rho . R=.25 R=.5 R=1.0 R=2.0 R=4.0
-.9 TLS1 TLST TLS1H TLS1 *
-.5 TLS1 . TLSH TLSt TLS1 *
\\\-'1 TLSH TLS1 TLS1 TLSH TLS2
0.0 TLS1 TLS1 TLS1 = . TLS1 TLS2
. TLSH TLS1 TLS1 TLS1&2 TLS2
.5 TLS1 TLSt - TLS182 TLSH TLS2
.9 ZLS ZLS - ZLS ZLS ZLS

L

*Lln and St1vers do not spec1fy the preferred statlst1c(s)
for these conditions. 5



TABLE 6

. The preferred statistic(s)
for varying conditions of rho and R(varX/varY)

when n=15,

j=5, k=10,

and delta=1 and 3 -

from Lin and Stivers(1974)

R=.25

22

rho R=.5 R=1.0 R=2.0 R=4.0
-.9 LS ZLS ZLS ZLS&TLS2 ZLS&TLS2
-.5 LS&TLS2 ZLS&TLS1 ZLS&TLS1 ZLS&TLS?2 - ZLS&TLS?
-1 TLS2 TLS1 “TLST TLS2 TLS2
0.0 TLS2 TLS1 TLS1 TLS2 TLS2
o TLS2 TLS1 TLS1 TLS2 TLS2
.5 ZLS&TLS2 ZLS&TLSt1 ZLS&TLSt1 ZLS . ZLS
.9 ZLS ZLS ZLS ZLS ZLS
TABLE 7
The preferred statistic(s)
for varying conditions of rho and R(varX/varY)
when n=20, j=5, k=10, and delta=1 and 3 -
from Lin and Stivers({1974)
rho R=.25 R=.5 R=1.0 R=2.0 R=4.0
-.9 ZLS ZLS ZLS - ZLS ZLS
-.5 ZLS ZLS ZLS&TLS2 ZLS ZLS
-1 ZLS ZLS TLS1 ZLS&TLS2 ZLS
0.0 ZLS ZLS TLS1 ZLS&TLS2 ZLS
N ZLS ZLS TLS1 ZLS&TLS2 ZLS
.5 ZLS ZLS ZLS&TLS1 ZLS ZLS
.9 ZLS ZLS ZLS&TLS1 ZLS ZLS
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is divided by an estimate of its 5tandard error which uses a
2
derived common variance estimator 8. ZF is distributed as

t with n degrees of freedom:

6* é
ZE = ~ .
2 . L 2
/0 2nQ—u)+(_1+k)(1-u)
(0 + (0 + k) - Jku?
2
2 Iai"}-(l‘l'u)_l:b:l
where 0" =  i=x Y i=X,Y

20 -1 + (1 - wD)(§ + k - 2)

Similarly, assuming equal}variénces on X and Y, Ekbohm
derived an estimate of the variance of the simple mean

difference (X - Y ) and used this in the statistic SE:

SE = ‘X, - ?;_{(n + N+ k)

Ym +'d‘
n( I a, - 2a) , 34K I b
where ‘m = =x,y 1 XY and d = ~ gax,y 1
n -1 j+ k-2

.

~ Ekbohm claims SE is distributed as t with degrees 6% freedom

2 .
df = (m + d) -
m2 + d2

Table 8 summarizes the characteristics of these five
statistics. ,
' Ekbohm reported results comparing\these five statistics

with both paired and unpaired t statistics for values of
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TABLE 8
Characteristics of statistics
RN
Statistic Scedasticity type of

‘ assumption estimate
ZLS hetero modified MLE
TLS2 hetero “mean diff
ZE homo modified MLE
SE . homo mean diff
TLSt homo mean diff

rho=0.0, .5, and .8, R=.5, 1.0, and 2.0, n=7 and 10, j=5 and

10, k=2 and 5, and delta=0.0, .6, and 1.0. (No metric was

given for delta.) Results for each statistic were as

follows:

1.

ZLS,prbved to have too large a size for swal] values of
n, as Lin and Stivers had reported. (Size was considered
too large if the‘observed frequencies in 1000 samples

with delta equal to zero surpassed the .05 alpha level

by more than £2/a(l =2)71006 .) Ekbohm found that the

critical size of n was affected by the éize of the

'difference between j and k, if the variances were

unequal. In cases where the size of ZLS was acceptable,

it was more powerful than the paired t.
ZE was as powerful as ZLS for all values of n, j, and K.

Although ZE was designed assuming homoscedasticity, it

appeared to be fairly robust with regard to debartur§s

from this assumption. ZE was too large however when j o

and K were not equal, the larger sample haQing the

smallier variance.
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3. SE and TLS! were approximately equal in power. SE Qas
more robust for unequal variances than was TLS! when
j=K. Neither statistic was more powerful than the pairel
t ‘when rho was equal to or greater than .8. TLS1 was too
large in size if the variance of X was twice that of Y;

4. TLS2 was generally more power ful than the paired t. It
was also more robust than TLS1 when the variances‘;f X
and YAwere unequal, especially if j and k were unequal.
Like SE and TLS1, TLS2 was not more powerful U a the
paired t Qhen rho was'equal to or greater than ¢

In summary, the mean difference estimators TLS1, TLS:
and SE proved more powerful than thecpaired t only for low
correlations (rho equal to or less than .5). The statistics
based on maximum 1ikelihood estimates, ZE and ZLS, were more

powerful than the paired t for all values of rho. However ,

ZE and in particular ZtS were frequently too large in size.

The sizes and ratios ofﬁ%, j,» and k had a deleterious affect:

on the size and power ef ZE, SE, and TLS1 ( all based on the
homoecedastic assumption) such that no one statistic was
applicable in all the situations examined. ZE seemed to’be
applicable ie the widest variety of situations, although it
was too large in some cases. No statistic was uniformly
better than the paired i when n was less than 10 Ekbohm did
not. examine the performance of any of these statistics under

the condition of negatwve values of rho.

¥
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BOHJ )
Both Lin and Stivers(1974) and Ekbobm(1976) approached

the problem of testing the hypothesis of no difference :3“3
between means with missing observations on both va#iables‘ﬁy
deriving an estimate of the mean difference aéd its
variance. Bohj(1978) approached thé same problem by using a
linear combination of the paired and unpaired t. He‘proposed

‘two statistics: ¥B1 for cases when R=1,

e MX -F - T
TB1 Q9 _p P + (1 - q)xfu - Yup -6
’ 8

A /T
2

. n ~ ]
s 2 g (x X k ]
= X )+ I (Y -Y
wp o e T Xy 1-1( Yo » and

9 1is a constant of Bohj's choice (0.0<q51.dj

“and TB2 for unegual varijances

TB2 = qu-Yp-‘ + (1--q)xup-Yup-éS
. s %2
/o 4]

SN
vhere - 8," = I (w, - w.) ,
P Tl
1-1 ”

| . X ///3— w. 3 Yy
w, = -~ - X and w, = I =
i ot ’

)
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Following the method of Patil(1965) for the distribution of
weighted s#ms of two independent variables distributed as t,
Bohj claims that his statistic multiplied by a constant h,

#&s distributed as t with f degrees of freedom. H and f are

derived by Patil as follows:

2 2 2
Bup f . ap fl
£, - 2 f. - 2 )
£f =4+ 2 1 -
‘ Sl'f2 safz
up 2 + p 1

where fl"ére the degrees of freedom for the paired t

and f2 are the degrees of freedom for'thé"unpaired t

Bohj evaluated his statistics by'conparing the expected
squared lendthj of the cor:fidenCe intervals of TB1 and TB2
@a?p ) and (EL? ) with that of the paired t CIORY
With C-E(Lzlﬁm)/E‘(th), his value fqr q was chosen to
minimize the average value of C for all values of rho
examined for a given n, j, and R. He dlso used q=.5, which : ‘
resulted in an unweighted linear cpmbinat.ioh of the paired
ar:nd unpaired t. . : .

For TB1 Bohj examined conditions of rho=.1, .3, .5, .7,

and .9, n=10, j=5 to 30, and “=5 to 30. His results showed

[}
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that the c0nfidén¢e intefval of TB1 was shorter than that of
the paired t forJa1] reporied conditions when the weighted q
was used. When anAuﬁweighted TB{§was calculated , (EU?Tnl))
was greater than‘(EOF )) for small values of j and k when rho
was .9. Overall C increased as rho 1ncreased and as j and K
increased. Thus, TB1 showed the greatest gains over the
paired_t when the correlation between X and Y was small, and
when the number of missing dbfervations was large, relati:s
to the number of paired observations.

Using TBQ._(f&r unequal variances), Bohj examined
conditions of rho=.1, .3, .5, .7, and .9, R=.6 and 4.0,
n=10, j=6 and 10, and k=10 and 30. In this case, the value
of C was greater th;n 1 undgr oné condition only: rho=.9,
R=.6,3j=6 and k=10. As was the case with TB1, the value of C
decreased as rho decreased and as the numberkbf missing ;
observations increased. iBZ‘was more efficienf for values of
R=.6 than for R=4.0. This effect became more pronouncéd as
"rTho increased. The ga1n in precision of TB2 over the pa1red
t 1ncreased as . the number of observations on the var1ab1e
with the largest variance increased.

For both TB1 and .IB2 the gain in precision of the
weighted statistic over the unweighted statistic appeared to
be primarily a function of Bohj’'s method of choosing q tor 3
minimize the average value of C for ;ll values of rho for a
given number of observations. As a result, the weighted
statistic was more precise ( that is, it resulted in a léwer

value of C) than the unweighted statistic for high values of

e b b e
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rho and for.small values of j and K. Weighting had little -
effect on decreasing‘vaiues of rho combined with increasing
J and K. ,

In conclusion, the expected lengths squared of the
confidence intervals of Bohj's statistics TB1 and TB2 were
geq?qgjly smaller than those 6f the paired t when used in
evalUéting the signifigance of the difference between |
correlated means for various values gf rho and sanple size.
Bohj did not test his statist}cs'via §~Monte Carlo type
study, and{}perefore could not empirically evaluate the

size, power, or fit of their t distributions.




II11. METHODOLOGY
’

A. INTRODUCTION

This study examined the performance of seven statistics
which 'have been geveloped to test the equality of means -in
the one sample repeated measures design with missing values
on both measures. Six new statistics : ZLS, TLS1, and’TLS2
developed by Lin and Stivers; ZE and SE developed by Ekbohm;
and TB1 developed by Bohj were compared to the paired t.

3Each of these statistics was examined uﬁder the nine
combinations of rho equal to .5, .7, .9, and delta equal to
0.0, .4, and .8. Only high values of rho were used as these
are most . common in educational pre-test post-test research
designs. The cho1Jé of values for delta was based on the
power results from the one variable studies which gave the
metric they used for delta (Naik(1975), Lin and
Stivers(1973,1975) and Ekbohm( 1976) ) . In these studies,
_power vaiues reached the ceiling value of 1.00 when the
vaer of .delta was equal to or greater than that: ®f the
population variances. For each of the nine combinations of.
rho and delta, the following nine combinations of‘n, j, and

K were examined:

n 8 8 8 16 16 16 24 24 24
j '8 8 16 8 8 16 8 8 16-.

o . o
K 8 16 16 8 16716 8 16 16 |

.

N
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B. PROCEDURES

CREATION OF POPULATIONS | .

A total of nine popu]atdong, each with 3000
observations, was réquired for the study; that is, one
popg}atioh for‘each of the nine combinations of rho and
delta (rho;=.5, .7, and .9; delta =0.0, 0.4, and 0.8). These
populations were Qenerated”using a fortran program wrif{en
by®S. Hunka, of the quversity of Alberta, which is based on
matrix trahsfd?matjon metho&s taken fromfkaiser and Dickman
(1972) .. Three pairs of variables were generated for each of
the nine gombinations. In each case, thé one pair of
variables showing ,the bé;t fit to the normal distribiition
(that is, highest probability\xgiues on the

ﬁg}ﬂégorov-Smirnbv goodneés of fit test) was used in the
C ' ’ . .

study.

SAMPLING AND CALCULATION OF STATISTICS
. Using the data analysis program in Appendix I, 1000

# random sahples were selected (with replacement)' from each

NS
of the nine populations for. each of the nine combinations of

sémﬁﬂe size outlined above. This produced a total of 9 X §
=81 sample sets. In-each case, the initial seed used was
obtainéﬁifrom the subroutine ddcumentation; Subsequent runs
began with the last seed generated in the previousArun.

'A subroutine from the Internationél Mathematics and
Statistical Libraries (see Bibliography)~was used to create
the required random normadk deviates. " :

el
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In ordgr to ascertain the adequacy of the samples
generated.,ihe distributions of six méans (fb, Yb; Xup, Vhp,
Xa, and Ya) we ichecked for each sample set using the
Kolmogorov—Smirhov~goodness of fit‘test. The means and

standard deviations of these distributions were compared to

- the expected values of the means and the standard errorsgof

the mean.

The program in Appendix I also calculated the value of
each satatistic; its degrees of freedom and the associated
probability level for each of the 1060 samples in each
sample set, according to the formulae given in Lin and
Stivers(1974), Ekbohm(1976) and Bohj(1978). Bohj’s statistic
TB1 was calculated using values of q equal to .1, .3, .5,
.7, and .9, with a view to choosing theUOne best value, for

comparison with the other‘stafistics.

EVALUATION OF STATISTICS -

The adequacy of each statistic was judged according to
per formance on three criteria: | (

1. Size: In those sample sets with delta=0.0, the empirical
alpha level was calculated as tﬁe propbrtidn of
probab1l1ty levels less than the nom1nal alpha 1evels of
.05 and .01. The size of a statvst1c was Judged to be
1)acceptable if this proportion was within two standard
deviations.of the nominal alpha levels, 2)fair if this
proportion was within two to three standara deviations

of the nominal glpha level, and 3)poor if this
| ° |
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proportion was beyond three standard deviations of the
nominal alpha level. i
Power: For those sample sets with delta greater tﬁhn
0.0, the power of a statistic was calculated as the

| proportion of erobability_Jevels less than the;nominal
alpha levels of .05 and .01. Power was judged to be
1)good if this proportion was over .90, 2)fair if this
proportion was between .7 and .9, and 3)poor if this
proportion was below .70 (see Kendal and Stuart, 1967).
By making use of information not used in the traditional
peired t test, the developers of each of the statistics
exam1ned in this study have proposed statistics which
they ‘hope will be more powerful than the paired t.
Therefore, each statistic was also evalugted according
to if and when it was more powerful than the paired t
for various values of rho, delta, and sample size.
Goodness‘oﬁ'fit to the appropriate t distribution: The
goodness of fit of each statistic to the gppropriate‘t
distribution was ascertained by probability levels from
Kolmogorov-Smirnov goodness of fit tests. Chi Square
goodness of fit tests were not used as they are subject
to two problems‘ 1) combining small expected frequencies
may v1olate the assumpt1on that the observed values are
normal]y distributed around the expected values, and 2)
the choice of the number of categories can lead tQ |

different results. Siegal(1956) and Henkel(1976) feel

ihgt the Kolmogorov-Smirnov test is tsually more
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powerfﬁl than the Chi Square test, particularly for
small sample sizes (as is the case with TB1, TLS2 and
SE) and for continuous variables. Kendal1(1967) feels
that the.Kolmogorov;Sm%rnov test is more efficient than
the(sri Square test, as well as more powerful. The
formulae used to calculate the degrees of freedom®for
the stat%stics TB1, TLS1 énd SE, include some sample
statistics. Therefore, when 1000 samples were created
for a given sample set, a range of non-integer degrees
of freedom resulted. for purposes of the goodness of fit
tests, these degrees of‘freedom were rounded to the
nearest integer value. A Kolmogorov-Smirnov goodpess of
fit test waé then performed for each integer degéeé df
freedom, in each samplelset, which haq an N of over 60.
The adequacy of the fit of a statistic could only be
judged roughly as the probability levels showed a large
variation. Fit wés jydged to be acceptable if 1)the
majority of pr&babi]ity values-weréWWithin the same
.hange as those of the paired t, and 2)very few

probability values were Igss than .20.

}



IV. RESULTS

_.A. ADEQUACY OF DATA GENERATION PROCEDURES
. . .
POPULATION — |

The population generation program provided(pépulation
data with the desired population parameters'and with
excellent fit to the normal distribution.‘Each'?ariable had
a variance of 1.0. A11'X variables had a meaﬁ of 0.0. The Y
variables had means of 0.0, 0.4, or 0.8, depending on the .
value of delta. The correlations between variables were
exactly .5, .7, and .9. Kolmdélfov-Smirnov probability
values for the goodness of fit fo the normal diétribution
are given in Table 9 for each of the populations used iﬁ the
study. The probability values are for each pair of variables

(N=3000) chosen from‘the six generated for each of the nine

combinations of rho and delta. 11

4

SAMPLE

The d1str1but10ns of six means (Xp, Yp, Xup, Yup, Xa,
“anid Ya) were obtained for each sample set of 1000
observations. These d1str1but1ons proved to be quite
adequate for all 81 sample sets. Ih every case, the mean of
the distribution was well within one standérd error of thé
'expected va]ue of the mean. Al] standard dev1atloés fe]l
. w1th1n plus or m1nus .03 po1nts of the expected values of

the standard errors of the mean. (Expected_values of the

35.
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TABLE 8

1

Goodness of fit of populations to the Normal Distribution

K-S* K-S*
rho delta p-values p-values
: variable X wvariable Y
.9 0.0 1.0 1.0
.4 1.7 1.0
.8 " 1.0 .98
7- 0.0 1.0 .0
.4 1.0 1.0
.8 1.0 1.0
5 0.0 1.0 1.0
.4 .94 1.0 -
.8 i 1.0 1.0

*K-S: Kolmogorov-Smirnov

, standard errors of the mean ranged from .134 to .354,
debending on;sample size). Ko]mégorov-Smirnov probability
values. for goodness of fit to the normal distributidh“for_
these distributions ranged from .24 to 1.00, with the
majority being above .70. Kolmogorov-Smirnov probability
values for the goodness of fit of the paired t to the t
distributign ranged from .39 to 1.00. (Comg}éte\figdres'for
the fit of the paired t are'giVen,ih Table 10 below.) The
sige Zempiricél'alpha level) of the pqired‘t waéxalggis
.\within two standard errors of the nominal alpha level, the

‘size standard used in studies by Lin and Stivers and by .
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/:u\)

" Ekbohm. (Complete figures for the size of the paired t are

given in Table 21.)
B. EVALUATION OF STATISTICS

GOODNESS OF FIT TO THE t DISTRIBUTION

The goodness of fit of each of the new statistics to
the appropriate t distribution was compared'td the goodness
of fit of the paired t to its.t distribution when delta was
equal to 0.0. Table 10 gives the Kolmogorov-Smirnov goodness
of fit probability values for 'he fred 0 ZLS, TLSH, énd
ZE. The degrees of freedom for each of ‘nese statietics was
invariant within a sample set. Probability values for TLS1
ranged from 29 to 1.0 while probability values for ZE
ranged from .21 to 1.0. For both of these statistics the

majority of probability values were greater than .70. These

. probability values were generally within the same range as‘

_those of the paired t. Probab1l1ty values for ZLS tended to

be qu1te a bit lower than those of the paired t when n (the
number of pa1qed observations) was low and the number of
missing obseﬁvations was high (that is, sample sets 8816 and

81616) Dnly three probability values were lower than .20,

15*hewever Probab1l1ty values for ZLS when n was greater than

e1ght were cdmparable to those of the paired t, that is,
most were 'greater than .70. ‘ | ‘
The degrees of freedom for TB1, TLS2, and SE are

variant since sample statistics are used in their

T e A s e N S e o mmin el a L
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TABLE 10

Kolmogorov-Smirnov p-values ‘for the goodness of fit

of the paired t, ZLS, TLS1, and ZE to their re

*‘\distributions (delta=0.0)

pective

38

sample paired ZLS  TLS1 ZE
set t
888 - ".95¢« .98 1.0 1.0
.80 54 1.0 .64
1.0 .55 1.0 .88
8816 1.0 19 .78 .76
1.0 22 74 .89
| .58 01 1.0 131
81616 .82 1.0 1.0 1.0
[44 36 .72 1.0
192 22 .83 .99
1688 1.0 .85 .56 .99
.68 -47 .87 21
.92 61 .96 67
16816~ .39 .46 1.0 .69
71 63 w97 . 1.0
1.0 -71 1.0 .99
161616 . 1.0 1.0 .81 1.0
.90 1.0 .70 1.0
1.0 .99 .99 .80 .
2488 75" .96 .59 .97 ¢
| .58 97 1.0 .99
.99 1.0 1.0 .92
24816 1.0 1.0 1.0 .97
.95 10 - .29 .45
.97 .96 .99 .93
241616 .93‘ .94 .68 .76
A 1.0 67 .45 .81
1.0 .98 .59 1.0

*The three figures refer to rho=.5, .7, and .9 respectively

-
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calculation. Table 11 provides aata on the range of degrees
of freedom (that is, the number of different degrees of
freedom) for each of these statistics. The range of degrees
of freedom was relatively constant for varying values of
delta for a given combinatioq of rho and sample size for
each statistic. The range of degrees of freedom varied
' somgwhat for the three values of rho within a sample size.
For TLS2, the number of degrees of freedom increased as rho
increaséd; for TBt and SE no particular trend was evident.
The greatest change in range of degrees of freedom occurred
across sample size. This change diq not appear to be related
to any of the conditions examined in this study. The data in
Table 11 do indicate that for all three of these static
(and for ]L$2 in particular, where over half the sample - s
pr uced ‘a range of over 20 different degrees of: frgedom)
. the \ange of degrees»of freeddh was very ]érge. This meant
tHat the number of samples or N for any one degree of‘ ‘
. freedom and overall, the N’'s for the goodness of fit tests
for these three statistics were much -smaller than the N of
1000 for the other four statistics.

Kolmbgorov-Smirnov goodness ofifit tests were
calculated separately for éach integer degree of freedom -
TB1,‘TLS2, ana SE. Tables 12 to 20 show the prot Hility
values for these goodness of fit tests Since the number of
samples for many degrees of freedom were extreme]y small
Tables 12 to 20 only provide data on the six degrees of

freedom with the largest N, or those degrees of freedom
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TABLE 11
Range of Degrees of freedom for TB1, TLS2, and SE

TB1 TLS2 - SE
Sample delta 0.0 0.4 0.8 0.0 0.4 0.8 0.0 0.4 0.8
set

rho'

888 .5 10 10 10 12 12 12 12 13 13
7 9 10 10 12 14 13 9 13 10
.9 8 7 6 14 14 13 10 10 10
8816 = .5 18 20 18 18 20 19 14 14 17
.7 17 17 18 18 20 19 8 9 12
.9 14 15 13 , 20 21 20 9 10- 10
81616 .5 26 26 26 19 19 18 18 18 17
.7 25 25 25§ 16 16 16 . 9 9 9
.9 22 21 23 18 19 16 9 10 10
1688 .5 9 8 8 17 17 15 13 13 12
.7 10 10 10 18 19 18 15 15 15
.9 1+ 11" 11 21 19 20 17 17 17
16816 .5 10 14 22 21 21 14 14 14
. .7 1. 10 1% 26 24 24 13 "14 14
.9 11 < 10 28 27 26 16 16 17
161616 .5 22 2. 23 17 17 20 17 17 19
7 17 20 18 19 21 19 16 15 14
9 110 10 21 23 23 15 16 17
2488 .5 17 16 16 22 22 20 18 15 17
7 17 17 18 23 25 25 19 20 20
.9 18 18 15 24 26 26 23 24 24
24816 .5 12 11 13 26 25 32 15 15 17
.7 14 14 16 30 30 31 16 19 21

.9 18 17 18 30 32 33 23 23 22
241616 .5 15 17 '§g 22 18 21 14 16 15
.7 11 15 23 22 23 18 21 19
.9 17 17 17 27 25 27 21 21 23
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containing over sixty samples.

The probability values for the goodness of fit of fLSQ
ranged from .04 to 1.0. They were generally wiﬁhin the same
range as those of the paired t, with only a few tending to
be slightly lower. Sample sets 8816, 81616, 16816 and 24816,
with rho=.9 consistently had the highest probability values.
Since the range of degrees of freedom for TLS2 was so large,
the number of samples, or N, of most individual degrees - of
freedom was less than 60. In only a few 1nstgnces was N
greater than 200. This made it difficult to predict how
adequate the fit would be for an N of 1000, as was the case
with ZLS, TLS1, ZE and the paired t. However there was no
indication in the data that the adequacy of the fit changed
with increasing or decreasing N, within any of .the sample
sets. ‘

The probability values for the goodness of fit of SE
ranged from .00 to 1.0, with most being extremely high, and
well within the range of the paired t, for 511 comb{natjons
of rho and sample size. The range of degrees of freedom for
gﬁgiven sa@ple set was generally less than that of TLS?2. As
a result, %he Ns for the degrees of freedom tended to be
slightly larger, although none was greater than 400. As with ¥
TLS2 there was no indication in-: the data that ‘the adequacy
of the f1t changed with incréasing or decreas1ng N.

Results of the Kolmogorov- Smirnov goodness of fit tests
for Bohj’ s TB1 were somewhat more complex than for the other
statistics. Although the range of probabi]ity values was

-3
-
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TABLE 12

Kolmogorov-Smirnov p-values for the goodness of fit
of TB1, TLS2, and SE : sample set 888

TB1 ‘ - TLS2 ' SE
rho df N . p-value = df N p-value df N p-value
g=. g=.9 .
.5 10 124 .06 .00 16 70 1.0 19 69 .25
11 145 .04 .02 17 127 .31 20 96 .92
12 120 .34 .02 18 148 .63 _21 153 .95
13 127 .01 .06 19 183 .65 22 233 .99
14 99 .09 .80 20 213 1.0 23 338 .52
15 103 .08 .01 21 129 .81
.7 12 86 .05 .10 16 99 .99 18 80 .96
13 99 .50 .08 17 132 .59 19 119 1.0
14 132 . .19 .05 18 165 1.0 20 140 1.0
15 132 .09 .12 19 182 1.0 21 153 .98
16 200 .00 .52 20 166 .95 22 204 .97
17 235 .00 .1 21 84 .25 23 215 .22
.9 15 120 .66 1.0 13 102 .99 15 158 ~ .53
16 309 .60 .78 14 131 .19 16 228 .30
17 542 .18 .04 15 223 1.0 17 225 .98
16 189 1.0 18 179 1.0
, 17 124 .82 19 84 1.0
18 68 . 1.0

NOTE: Only the six degrees of freedom with the largest N or
with N > 60 are reported here.
N = Number of samples. .
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Kolmogorov-Smirnov p-values for the goodness of fit

with N > 60 are reported here.
N =‘Number of samples.

of TB1, TLS2, and SE : sample set 8816
TB1 TLS2 _SE
rho df N p-value df N ‘p-value df N p-value
‘ qQ=.1 q=.9 '
~\//}s 10 127 .01 .00 23 99 .59 27 69 1.0 éh\
- 11 126 .00 .01 24 82 .85 28 82 .99
12 119 .05 .00 25 93 1.0 .29 137  .1.0
13 108 .01  .21% 26 76 .96 30 246 .95
14 80 .04 .06 27 88 .27 31 353 1.0
15 79 .11 .28 28 98 .31, :
7 12 75 -.28 .20 23 75 .96 . 26 96 1.0
o 13 72 .36 .0t 24 88 1.0 27 116. .32
14 76 .55 .33 25 86 .46 28 138 ~ 1.0
15- 77 * .83, .07 26 92 .99 29 155 - 1.0
16. 85 .08 .08 27 114 .65 30 185 .94
17 6° .71 .43 28 103 .58 31 205 .72
.9 23 119 .17 .14 21 79 .1.0 23 144 .44
\ 24 236 .92 .28 23 81 .73 24 264 - 1.0
25 444 .35 1.0 24 90 .60 25 250 .96
N o 25 88 1.0 26 159 1.0
) 26 63 1.0 27 94" 1.0
27 69 1.0

NOTE: Only the six degrees of freedom with the largest N or
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. TABLE 14 \
Kolmogoﬁov~5mibnov p-values for the goodnes¥ of fit
of TB1, TLS2, and SE : sample set 81616
TB1 - TLS2 . SE
rho df N p-value df N p-value df N p-value
. q=.1 Qg=.9
5 - 10 124 .05 .00 32 93 1.0 35 72 .83
11 115 .01 .00 33 103 1.0 36 111 1.0
12 114 02 .0f 34 144 .64 37 135 .92
13 96 .20 .42 35 165 .27 38 229 1.0
14 74 18 .11 36 205 1.0 -39 340 1.0
15 73 .24 17 37 101 .10 |
7 13 68 .46 .07 32 94 1.0 34 102 1.0
14 78 .35 .03 33 139 .88 35 119 1.0
15 57  .40. .05 34 148 .69 36 144~ .97
16° 61 .87 .45 35°T57 .81 37 161 .86
17 67 .04 .78 36 170 .97 38 175 .99
18 57 .61 .33 37 92 .96 39 191 .63
9 29 65 .72 .45 29 81 .82 31 128 .22 %“
30 71 .06 1.0 30 108 .98 32 298  .99._
31 110 .10 .98 31 202 1.0 33 226 .48
32 168 .67 .95 32 230 1.0 34 152 .90
33238 .19 .69 33 134 .94 35 115  .82.
38 71 .61 f
NOTE: Only the six degrees of freedom with the largest N-or

with N > 60 are reported here.

N =

Number ofvsamples;

i

)
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TABLE 15

Kolmogorov-Smirnov p-values for the goodness of fit
of TB1, TLS2, and SE : sample set 1688

TB1 : TLS2 SE
rho df N p-value df N p-value - df N- p-value
qz=. q=.9 -
.5 22 92 .10 .46 24 91 .99 27 85 . 1.0
23 139 .11 .01 25 105 .31 28 89 .87
24 270 .00 .00 26 130 .94 29 136 .72
25 416 .00 .00 27 180 .98 30 226 1.0
- 28 201 .81 31 343 1.0
, 29 105 .62
7 20 78 .06 .71 23 90 .68 26 80 .95
21 114 .04 .12 24 92 1.0 27 86 .16
22 122 .10 .19 25 122 .27 - 28 103 .73
23 168 .24 .24 26 106 .65 29 128 .98
24 182 .13 11 27 110 .94 30 145 .00
22}240 .27 .02 28 120 .04 31 208 .99
8 16138 .11 .02 15 78 .82 18 138~ .61
- 17 240 .01 = .33 16 97 .82 19 153 .95
18 199 -.54 .62 17 154 ~ .66 20 144 1.0
19 137 1.0 .67 18 138 .71 21 98 .51
20 104 1.0 .21 19 118 1.0 22 98 88

21 67 .52 .81 20 89 . .07 23 - 75 .97

.'g N

NOTE: Only the six degrees of freedom with the largest N or
) with N > 60 are reported here.
N = Number of samples.

L
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TABLE 16

Kolmogorov-Smirnov p-values for the goodness'of fit
of TB1, TLS2, and SE : sample set 16816

TB1 TLS2 . SE
rho df N p-value . df N p-value df N p-value
q=.1 qg=.9 ; .
.5 28 64 .26 .03 31 68 .97 35 66 .59
29 106 .44 .08 32 96 71 36 89 .87
30 104 .09 .06 - 33 110 .25 37 131 1.0
31 142 .00 .05 34 95 .96 38 202 1.0
32 168 . .00 .10 35 122 .91 39 384 1.0
33 231 .00 11 36 125 1.0
7 30 64 .63 .98 31 76 1.0 34. 89 .84
31 119 .04 .60 32 78 1.0 35 105 .45
32 274 .00 .01 33 94 1.0 36 110 .64
33 450 .00 .01 34 94 .98 37 138 .08 .
. 35 1100 .50 38 138 .81
36 131 .28 39 169 .97
.9 26 123 .01 .45 24 60 .67 26 165 .94
5 27 147 .05 .41 26 79 1.0 27 140 - .60
‘ ' - 28 146 .54 .99 27 79 .87 & .- 28 133 .98
. : - 29 135 .40 .23. 28 86 1.0 29 117 .98
& : 30 119 1.0 .09 . 29 80~ 1.0 30 88 1.0

% 31 124 .84 .30 - ~ 31° 88 .36

. NOTE: Only the six degrees of freedom with the larges’  »or |
with N > 60 are reported here.
N = Number of samples.

-

{

Y
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Kolmogorov-Smirnov p-values for the goodness of fit

of TB1, TLS2, and SE : sample set 161616
TB1 TLS2 SE
rhg df N p-value df N kp-va]ue df N p-value
qQ=.1 q=.9
.5 32 66 .17 .10 40 86 .46 44 82 .20
34 73 .40 .14 41 95 1.0 . 45 142 .99
.35 85 .02 .08 42 140 .93 46 222 .80
38 82 .05 .24 "43 170 .25 47-370 .95
39 69 .44 .16 44 201 .92
41 76 .22 .71 45 123 .99
7 37 89 .17 .18 39 77 .93 42 79 .35
38 92 .74 .21 40 94 .26 43 100 .64
39 138 .12 .09 41 118 1.0 44 115 .83
40 196 .20, .33 42 152 .51 45 136 .57
41261 .00 .01 43 120 .90 46 180 1.0
S . 44 120 .63 47 161 .53
.9 36 102 .73 .21 \32 87 .82 33 88 .99
37 125 .59 .92 33 134 .99 34 136 1.0
38 161 .27 .00 34 147 .83 35 177 .79
39 183 .09 .25 35 146 .86 36 166 .96
40 173 .32 .00 36 114 .99 . 37 130 .94
41 152 .12 .47 37 69 .06 38 97 .22
- NOTE: Only the six degrees of freedom with the. largest N or

with N > 60 are reported here.

N

.= Number of samples,

N

A
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TABLE 18
Ko lmogorov-Smirnov p-values for the goodness of fit
of TB1, TLS2, and SE : sample set 2488
81 TLS2 | SE |
rho  df N p-value df N p-value df N p-value
g=.1 g=.9
5 28 75 .20 .14 32 66 .98 , 36 85 .96
29 101 .01 .03 33 110 .99 7 37 128~ 1.0
30 120 .05 .37 34 127 .23 38 218 . .51
31 123 .06 - .21 35 158 .96 39 388 .48
32 133 - .10 .06 36 217 .30 -
33'173 .28 .02 37 124 .79
.7 21 82 .05 .34 31 73 .74 34 78 .43
22 72 .13 .20. 32 73 .23 35 66 1.0 |
23 106 .04 .20 33 88 1.0 36 82 .99 :
‘24 83 .03 .26 34 99 1.0 37 102 .97 S
25 86 .39 .10 35 94 1.0 38 147 .84 " ]
26 82 .41 .10 36 102 .75 39 197 .72 -
.9 16 156 .00 .88 17 73 .73 20 76 .42
17 238 .08 .11 18 97 .36 21 118 .93 i
18 180 .22 .02 19 105 .96 - 22 87 .21
19 150 - .80 .18 20 106 .68 23 81 .76
‘20 82 .34 .85 21 87 .92 24 82 .92
2T~69 - .36 .16 22 72 .77 25 83 .70

NOTE : Only the six degrees of freedom with the largest N or
‘with N > 60 are reported here. ' '
N = Number of samples.




TABLE 19

Kolmogorov-Smirnov p-values for the goodness of fit
of TB1, TLS2, and SE : sample set 24816

TB1 ~TLS2 | SE
rho df N ~ p-value df N p-value df N p-value
g=.1 qg=.9
.5 38 88 .73 .09 40 83 - .13 43 61 .77
39 108 .05 .10 41 102 .92 44 73 .51
40 255 101 .06 42 121 .12 45 121 .99
41 414 .00 .00 43 149 - 1.0 46 240 1.0
44 147 .85 47 361 1.0
- 45 74 .97 .
’ \
i 36. 89 .20 .31 40 75 .19 41 69 .23
‘37 90 .01 .61 41 92 .97 43 101 .15 "
38 120 .10 .13 42 96 .71 44 93 .98
39 125 .04 11 43 108 - .41 45 103 .99 ‘
40 161 .86 .12 44 122 .90 46 140 71
41 197 .29 .05 45 67 .91 47 175 .71
.9 26 76 .21 .89 ‘27 69 1.0 28 87 .38
27 138 .08 .52 28 51 1.0 29 105 .26
28 163 .50 .12 29 67 .58 , 30 118 .78
29 140 .41 .49 30 79 1.0 31 119 . .53
30 126 .99 .68 31 76 .62 32 90 1.0
31 93 .28 .03 32 68 -.9 33 .97 .28 -

NOTE:.On]y the six degrees of freedom with the largest N or
"with N > 60 are reported here.
N = Number of samples.




TABLE 20

Kolmogorov-Smirnov p-values for the goodness of fit

of TB1, TLS2, and SE : sample set 241616

50

TB1 TLS2 SE ]
- 3
rho  df N p-value df N p-value df N p-value
g=.1. q=.9 . : :
.5 45 72 .62 .01 48 - 77 .99 52 97 .31
46 80 .32 .15 - 49 120 .47 53 125 1.0
. 47124 .07 .05 50 135 . 99 54 231 .86
48 219 .01 .03 51 161 = .81 55 363 .91
49 305 .00 .06 52 202 .41 .
, - - *53 103 1.0
i 46 93 .17 .25 47 83 .18 5 75 .27
47 130 .43 .18 48 88 1.0 51/ 83 .99
48 234 .02 .02 48 97 .10 98 .74
49 378 .08 .00 50 94 .99 116 .99
‘ 51 103 .96 128 .86
52 97 .96 55 138 .50
.9 37 114 .28 .85 34 78 1.0 36 106 .40
\ 38 116 .10 .87 35 123 1.0 37 115 1.0
39 130 .18 .45 36 124 .24 38 133 77
40 121 .94 . .09 37 110 .74 38 111 1.0
41 114 .67 .27 38 111 .97 40 123 .40
42 81 .09 .29 39 76 - .05 41 90 .85 ' *
NOTE: Only the six degrees of freedom with the largest N or -
‘ with N > 60 are reported here. .
N = Number of samples. -
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similar, that is, from .00 to 1.0, many were less than .20

and very -few were greater than .70. The values of the

constant q, rho, and sample size affected the adequacy of

the fit of TB1 to the appropriate t distribution.

_ Values of gq=.1 and .9 consistently resulted in higher
pqobability values than did values of g=.3, .5, or .7. The

Qse of g=.1 produced a better fit for sample sets 8816,

81616, and 241616 when rho was equal to .7. The use of g=.9
produced a better fit for sample sizes 81616 and 16816 when

rho was equal to .9. In all other cases however it was

difficult to determine which of twé values of q gave the

best fit. Out of the six degrees of freedom with the largest

N, three would have Ligh probability values‘WHen q was equal P
to .1,.while the remaining three would have high probability
values with q equal to .9. This ’interaction’ betwéen degree |
of freedom aﬁd goodness of fit, for the most part; appeared

to be arbitrary. In a few cases thgre was evidence of-a
pattern. In sample sets 16816, 161616, and 241616, when rho

was equal to .5, a value of q=.1 produced the best fit-for

the three degrees of freedqm with the small Ns, while a

.vélue of q equal to .9 produced the best fit for the thpee
degrees of freedom with the large Ns. In sample sets 1688

and 24816, when rho was equal to .7, a value of q equal to

.9 produced the best fit for the degrees of freedom with %
small Ns, while a value of q equal to .1 produced the best
- fit for the degrees of freedom with large Ns.

The goodness of fit of TB1 to its t distribution ‘ {
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improved as the value of rho increased. With rho equél io .5
probability values ranged from .00 to .73 with g equal to
.1, and from 00 to .80 with q equal to .9. The majority
wére less than .20 and many were less than .05. With rho
equal to .9, probability values ranged from .00 to 1.0 for q
equal to .1 and .9, with many values greater than..70.
Sample sets 8816, 81616, and 1688, with rho equal to .9
produced probability values well within the rangé of the
paired t. The remainihg sample sets, on the whéle. produced
slightly lower probability values.
’ In some cases, fhe range of degrees of freedom for TB1
was fairly small, and Ns as large as 542 occurred. Whereas
for TLS2 and SE the probability vélues did not appear to be
related to the number of casés for a degree of freedom, with
TB1 the degrees of freedom with the larger N's tended to
| have smaller probability values. Out of the twenty-two
instances where the N for a degree of freedom was greater
than 200, 11 probability values were less than .05 with q
~equal to .9, and 14 were less than..OS with g equal to .1.
Approximate]y forty percent of the time the probability
values decreased as N increésed. withih the degrées of .
freedom for a given sample set. | ’h

In summary, the goodness of fit.probabi;?ty values for
TLS1 and ZE‘were judged to be acceptablef they were
generally within the range of the paire& t probabglity
values, and none was less .than .20.‘With only a few

exceptions, the goodness of fit probability values for ZLS,
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TLS2, and SE were similarly judg;d to be acceptable. Those
of TLS2 and SE tended to be slightly lower, overall, thanl
those of tﬁe paired t, with a few falling below .20.
Probability values for the fit of ZLS were judged to be
unacceptable when the number of paired observafions was
small and the number of unpaibed observations was large. For
781, values of the.constant q equal to .1 and .9 gave the
best goodness of fit results. In most cases it was difficult
_to-determing which of these two values was bettgr. however ,
due to the large variation in probability values for the
var ious degrees of freedom in a givgn-sampleAset. For most
conditions, the goodness of fit probability values for TBI
were very poor. Often they tended to decrease as the N
increaSed_witQin a given sample set. The probability values
were only within the range of the paired t when n was small
and rho was large.

In general, these goodness of fit results concur with
those of Lin and Stivers who claimed that ‘their statistics
ZLS, TLST, and TLS2 had acceptable fit (except for ZLS when
n was small), as well as with those of Ekbohm, who claimed
that the goodness of fit 6f SE and ZE to thejr respective
distributions was accurate. Bohj did not examine the fit of

his statistics. | . -

SIZE
(D Tables 21 and 22 give the size (that is, the empirical

alpha level) of all the statistics examined in this study,




ey SEINIOL W A W AT TR R Y ey e ST R i i, L e

.
54

for the nominal alpha levels of .05 and .01. The figures in
these Tables refer to the actual number of samples, out of
the 1000 random samples generated for each combination of
rho and sample size, in which the probability value of a
statistic fell below .05 or .01. The size of a statistic was
*considered accggtable if it was within two standard
deviations of the nominalla]pha level (see page 18). In
actual numbers (that is size X 1000) this was.between 36 and
64 for the .05 nominal alpha level, and between 4 and 16“for
the .01 nohinaj‘alpha-level. Comparable figures for three -
standard deviations‘wére between 29 and 71, and between 1
and 19,
" ‘The.siie figures fof the paired t were within two
- standard deviations of the nqmina[ alpha levels for all
combinations of rho and sample size. The size figures for -
~TLS1, TLS2, and SE were also within two standard deviations
vof the nominal alpha}leve]s.foﬁ all conditions of Eho and -
’delté. Size ffgures for ZE were on the whole slighfly ?arger
“than those of the paired t, TLS1, TLS2, and SE under the §%fv
conditions of high rho and small sé;ple size. In three -

fnstances the size figures were beyond two standard

deviatioﬁs, althdugh they were,stilljwithin three standard X

deviations of the nominal alpha levels. For the nominal ﬁ
alpha 18vel of .05, the size figures foi.ZLS were generally
larger than those of all thé other statistics for most

combinations of rho and sample size. The size of ZLS - -

exceeded three standard deviations of the .05 nominal alpha '



TABLE 2

1,

~ Size (Emp1r1cal alpha levels X1000) of all statistics

with alpha=.05 and delta=0.0

* size departs from the nominal al

: deviatons
** gize departs from the nominal

deviations -

©

4

45

Sample rho t  ZLS  TLSt TLS2 ZE  SE TBi-.1 TB1-.9
set '
888 .5 39 55 59 44 47 50 {{x+t ' Dges
7 . OfgogeERx A5 45 56 47 1%+  33a
9.0 wh s+ 60. 54 63 55 34x 47
8816 '5( - EB 49 44 37 41 Tex . 20ws
7 n; “;:53~» 45 55  5j 14%%  Dgxx
- 51 70« 57 34+ 59
81616- ©.5 - 47 o ¢ -sil 50 4B & Bax  21es
.. 7 52T M7 e 49 52 49 "Tax  30%
9 . 45 74w 50 53 59  55- 31%x 53
1688 5 55 55 « 46 39 50 42 gk Q=
7 50 55 43 <38 46 39 DDxx  {8%s
| 9 50 64 46 44 63 46 40 38
16816 .5 46 47 55 51 47 47 e 12%x
.7 61 58 46 42 56 43  Qux 24w«
.9 51 62 54 43 B0 45 30% 35«
161616 .5 52 54 57 53 56 55  gax  {4%x
.7 43 48 48 45 44 35 11%% . 13%x
9 41 61 50 . 47 50 7 22%% 28«
2488 .5 60 B3 62 56 61 56 20%s  {2xx
7 44 55 52 51 57 B2  Bex  {0xw
9 49 80 43 49  B0. 50 53 28+
24816 .5 51 56 60 56 55 54  3xx  Qxs
7 42 46 57 53 A5 .50  18%x  Bes
9 50 53 54 53 55 58 34x 929«
241616 .5 64 61 53 . 51 56 51 Qs Qv
.7 47 56 42 43 53 45  10%%x  13%s
9 50 52 44 45 54 34%

27 xx

pha level by 2 standard

alpha level by 3 standard’




56

TABLE 22

Size (Eﬁpirical alpha levels X1000) of all statistics
with alpha=.01"'and delta=0.0 ‘

[

Sample rho t ZLS  TLS1  TLS? 43 SE TB1-.1 TB1-.9
set ' i

888 5 9 14 8 4 10 4 0xx 5
| 7 8 8 11 7 12 10 2+ 12
# 9 7 17+ 10 11 13 12 9. 12
/-
8816 .5 11 . 13 9 7 12 49 1» 10
7 - 4 . 13 10 10 15 8 4 9
| 9 8 22%#+ 9. 10 15 a 9 23%x
81616 .5 7 9 12 9 9 9 1% 8
7 9 i5 9 8 . 12 8 0%x*x g
9 7 14 13 12 12 12 7 17+
1688 .5 13 9 .9 7 8 7 2« 1%
__ 7 10 - 11 8 10 13 10 6 5
9 10 15 13 10 17« 10 11 10
16816 ° .5 11 13 10 10 13 11. 1« 2%
| 7 .8 12 8 9 10 11 1% 1%
.9 10 16 14 15 18« 14 5 6
161616 .5 10 8 8 9 10 9 2 2%
7 6 4 8 9 4 9 0= 1%
9 9 9 10. 10 6 10° 6 7
2488 5 15 14 16 16 13 16 8 = 4
‘ 7 11 12 10 14 12 14 7 o
9 15 14 14 13 12 13 18« &
24816 .5 8 7 12 11 9 12  Oxx . 1%
7 8 8 12 11 6 12 4 2%
.91 14 11 11 12 12 . 9 3=
241616 .5 10 11 15 15 9 13 O%x  Qxx
N 13- 10 13 12 10 12 2« 1%
9 10 8 8 8 8 9 2= 3%

* size departs from the nominal alpha level by 2 standérd

deviations : _
** size departs from the nominal alpha level by 3 standard
deviations - 3 '

&"r
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fo; high values of rho (.7 and .9) in combination with small
numbers of paired observations (n=8). The same trend’

occurred in size figures for the nominal alpha level of .01,
but to a lesser extent. Only two size ?igures actually
exceeded two standard deviations éf :he nominal alpha level.

As was the case with goodness of fit, the results with

regard to siie for TB1 were more complex than for‘the other
statistics examined in this study. A1l values of the
kcohstantiq gave fairly small size figures. Values of q equal
to .3, .5;’and .7 consiétently gave much smaller size

figures fhpn did values of q equal to .1 and .9. Only the
latterare_}pg}efore reported in Tables 21 and 22. Of the

two, a value of q equal té,.1 gave the besf size results .
when n, the number of paired'obseryé%ions, was equal to or
greatér than the sum of j plus k, the number of unpaired
observations, and/or when both sample size and rho were
- large. Otherwise a value of q equal to .9 gave the begt size
results. | ‘

k The size figures for'TB1 were on the whole much smaller .
than those of the other statistics for the .05inomina1 alpha
level when rho was equal to .5 and .7. A1l but one exceeded
three standard deviations. With rho equal to .9, and for )
small values of n, at least one value of q gave size results.
more within the range of those of the other statistics. In
1 bu}'onéffﬁﬁiﬁnce, sample set 161616, at least one value
7

of'q gave size results within three standard deviations of

the nominal .05 level. Size figures for TB1 were somewhat
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better for the .0t nominal alpha level, although’ 1n a few
1nstances when rho was equal to .9, the size exceeded three
standard deviations. With rho equal fB .5 in samplé sets

888(qg=.1), 24816(q=.1) and' 2418616{(g=.1 and .9), and with rho
D :

.equal to .7 in sample set 161616(q=.1), thedsize of TB1 was

too small. With rho equal to .9 in.sample set 8816(g=.9)
size was too large. For the smaller sample sizes, the size,
figures tended to be within the range of the dther
statistics. For larger sample sizes, size figures tended to
be smaller than tﬁose of the other statiéti;s. Again, in
only one instance (rho=.5 in sdmpie sef/>41616), did both

yalues of q fé{I to give a size value within three standard

~deviations of the .O1Anqminal alpha level. The overall range

of size figures for TB1 was greaterhthan that of the other

‘ stat1st1cs. since, desp1te a large number of extremely small

size f1gures there were also a few relatively large ones.

; In summary, the size of TLS1 TLS2, and SE was Judged
to be good as all values were within two standard dev1at10ns
of ‘the nomlnal alpha level. The size of}?E was similarly
Judged to be good 3xcept for those simbles sets where the
number of paired observat1ons(was small and rho was high.

The size of ZLS was judged to be fa1r only, since size

fIQures on the whole tended to by, | arger thah those of the
paired t, TLS1, TLS2 and SE. For§TB1, valueS'of q equal to \,
.9 and .1 gave the best size results. Size figures,for TB1
showed a greater range than those of the other statistics:

" most were ‘too small (when rho was equal to § .7) while:

f

R i
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a few were too large (when rho was equal to .9). aFor the .05
nominal alpha level the size of TBf was poor for the most
part. At alpha equal to q&, at least one value of q
~resulted in size figures w¥#thin the fa1r to good range This
difference in results at the .05 and .01 alpha levels is "

) ,‘con51stent with Qhe poor goodness of fit results” . for T81

As was the case y1th,goodness of fit, these results

agree'with the results given in the literature, in that the
size of ZLS, TLS1!>TLS2K SE and ZE were good under the
conditions examfned in this study, with the exception that
ZLS was tSB large when n was small. Bohj did not examine the

) w

size of TB1.

POWER I "

Power resuits for all statlst1c<\ a.re given 1n~,fables 23
to 26. The power of each of the new statlst1cs was compared
to the power of the pa1red t ‘'under varying conditions of ”ﬁf;f
rhe, n, j, and k, fof”two conditions of delta(.4 and .8),.
and for the two nominal alpha leveld of .05 and .01. Pawer
was calculated as the actual humber: out of the 1000 random
samples generated for each condition, of probability values

~ that fell below .05 and .01. Given a true mean gjfference of

4 '

;%fv)’-w .4 or-;éf the power Was the actual number of t1mes out of
5’-i@fz 52000 that the null Hypothes1s of delta 0 wgs correctly ' L
TR , . ) . D
SR rejected . . o ;qm? ‘ P

ﬂﬁﬁﬁ?- 4 with regard to sample size, thewpower of all \he new

‘ statibtics 1ncreased as n increased and as- J+K 1ncreased

- ‘—A;.__.
B -



TABLE 23 o
Power (X1000) of all statistics
with alpha=.05 and delta=0.4

Sample rho -t  ZLS - TLS! TLS2 ZE 5L TBi-.9
set . ) !

2488

.5, 480 .-8684°' 695 683 ‘¥686 254 295
e ‘732 . 837 767 743 #833 271 536
7.9 995 934 847 819 987 304 976

ST . ]
8816 35 .~ 508 769 765 750 743 248 324
o Y7 705 886 818 802 859 301 553

vy .8 989 995 835 816 983 285 973
i

888

81616.%.% 518 825 858 859 820 335 329
_ <¢ .7 711 936 886 878\ 919 373 575
7.9 993 998 894 890\ 994 370 983
§ ° , ,

1688° .5 838 916 911 910 3 378 509
7 977 988 960 957 98%. 452 854
9 1000 1000 994 995 1000 524 1000
16816 .5 853 937 930 928 934 418 598
.7 982 992 980 960 989 447 878
9 1000 1000 -990 988 1000 537 1000
'161616°.5 ~ 848 961 957 958 964 445 589
.7 972 994 975 972 994 520 88t
.9 1000 1600 993 . 987 1000 544 1000
5 964 983 984 983 984 485 731
7 997 993 998 998 999 627 . 989
| 9 1000 1000 1000 1000 1000 . 762. \1000

B N §.>. B o
24816 .5 962 989 986 . @86 989 549 768
' 7 =988 1000 995 999 1000 620 985
| .8 000 1000 1000 1000 1000 733 1000
241616 .5 g§; 990 983 985 991 540 773
' .g 9 999 995 .993 999. 669 984

1000 1000 » 999 999 ;1000# 719 1000



Power {X100(' of all statistics
with alpha= 01 and delta=0.4

TABLF 24
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Sample rho t  ZLS  TLS1 TiS2  ZE  SE
set -
888 .5 217 389 476 443 379 100 131

.7 378 562 516 479 506 102 310

.9 897 959 639 572 9® 113 887
8816 .5 226 439 517 491 409 97 {58

.7 374 634 602 581 577 131 315

.9 885 953 606 568. 900 110 880
81616 .5 220 529 646 630 504 145 160 -

.7 338 695 704 689 667 161 318 .o,

-9 4892 972 718 695. 922 157  8Qg
1688 .5 598 ' 735 733 709 730" 158 o043

.7 862 922 854 835 910 210 593’ .

.9 1000 1000 961 933 1000 273 996
16816 .5 . 638 790 780 773 772 214 0243

.7 880 955 858 845 937 228 645
.- -9 899 1000 953 930 1000 281 998
51616y, .5 607 847 852 846%3 841 229, 286

.7 852 922 908 953 261 673

:9 945 946 1000 282 - {000
2488 .5 909 - 900 93 257 399

7 977 972 992 352 822

.9 1000 985 1000 - 527 1000
24816 .5 927 919 942 295 475
N 979 976 994 320 - 869

.9 _ .. 999 998 1000 494 1000
241616 .5 854 947 939 932 949 277 47

7. 988 996 973 Q68 991 398 876

.9 1000 1000 999 99 0 470 1000

\.‘ - \




.Sample rho

set
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TABLE 25

Power (X1000) of all statistics
with alpha=.05 and delta=0.8

t  zLS TLS! TLS2 ZE  SE TBi-.9

888

8816

81616

1688

16816 - .

161616 .

2488

24816

- 241616 .

.
e

O ~3 O O3 O~ ©O©-~Jo;m O~ O-~3mn O~x,m O-~3m O3

969 1000 999 1000 993 696 803
996 4000 1000 1000 1000 776 968
1000 1000 1000 1000 1000 804 1000

965¢ 1000 1000 1000 1000 752 826
997 1000 1000 1000 1000 806 974

1000 1000 1000 1000 1000 857 1009, "
973 1000 1000 1000 1000 831 832%%: -

9898 1000 1000 1000 1000 ,874 974
1000 1000 1000 1000 1000 .866 1060

1000 1000 1000 1000 1000 905 991
1000 1000 1000 1000 1000 967 1000
1000 1000 1000 ,1000 1000 984 1000

1000 1000 100D 1000 1000 2 994
1000 1000 1000 1000 1000 Qggy 1000
1000 1000 1000 . 1000 1000 S 1000

1000 1000 1000 1000 1000 958 997
1000 1000 1000 ' 1000 1000 981 1000
1000 1000 1000 1000 1000 989 1000

" gy

1000 1000 1000 1000 1000 980 1000

1000 1000 1000 1000 1000 993 1000
1000 - 1000 1000 1000 1000 1000° 1000

1000 1000 1000 1000 1000 979 1000
1000 1000 1000 1000 1000 992 1000
1000 1000 1000 1000 1000 999 1000.

1000 1000 1000 100Q. 1000 -989 1000
1000 1000 1000 1000 1000 996 100Q
1000 1000 1000 1000 000 1000 . 1000

‘ -



Sample rho

set

]

:“- TABLE 26

- Power (X1000) of all statistics --

with alpha=z.01 and delta=0.8

t ZLS TLS1T TLS2 ZE SE

TB1-.8

R

63

888
8816

81616

1688

16816
161616 .

.~ 2488

" 24816,
Cagme

Cow.
+2416316 .

: v
LI

5
7
9
5
7
9
5
7
9
5
7
9
.5
.7
.9
5
7
9
5
7
9
5
7
9
5
7.
S

793 964u;%886vm;983 963 417
960 999 97 995 998 499
999 1000 1000 1000 996 558

795 985 1000 994 985 499
945 997 1000 998 996 571
1000 1000 1000 1000 1000 662

801 994 1000 1000 997 624
956 1000 1000 1000 999 673

1000 1000 1000 1000 999 664

997 1000 999 1000 .1000 729

1000 1000 1000 1000 1000 846

1000 1000 1000 1000 1000 929

998 1000 1000 1000 1000 770
1000 1000 1000 1000 1000 869
1000 1000 1000 1000 1000 910

999 1000 1000 1000 1000 834

1000 1000, 1000 1000 1000 894
1000 -, 1000 1000 1000 .1000° 920

1000 “ 1000 1000 1000 1000 902
1000 1000 1000 1000 1000 960

1000 1000 1000. 1000 1000 - 997
1000 1000 1000 1000 1000 Q21

1000 1000 1000 1000 1000 . 963
000 ~1000. 1000 1000 1000 993

1 ©1000 1000 1000 1000 935

gg {000 1000 1000 1000 969
J1ooo..1p00< 1000 1000 990
oamy s

AR o

532
825
998

570
848
1000 °

581
856
1000

911
999
1000

921*

1000 &.

1000

941
999
1000

983
1000
1000

994
1000
1000

993
1000
1000
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within a value of n. The increase in power across the three
values of n was greater than the increase across the three
values of j + K..For the paired t, power also increased as n
increased. Within a given value of n, however, there:was no
increase in power as J+ K fncreased. as would be expected.
Although all the new statistics were more sensitive to an
increase in the number of'paired observations than to an

increase in the number of unpaired observations, the

presence of an increase in power with the increase in jJ+t kK

does indicate that, to a greater 6; lesser degree, ail the
new statistics were making use of the unpaired data to
increase powef.

The power of all statistics increased 55 the value of
rho increased, indicating once more that they all are |
particularly sensitive to the pai _; data. Of all the new
statistics, SE seemed to be the Tedst sensitive to increases
in rho (that is, the increase in power over the th?eehvéiues
of. rho wég smaller!than that of the otheh“stafistics), while
TB1 seeméd:to be the most sensitive to an increase in rho.

" As would be expected, the power of all statistics was
greater for delta equal to .8 than for delta equal to 4.
Unfqbtunatelyj for values of delta equal to .8, with alpha
edualvto ;05, as well as,foé'the larger sample sizes with
alpha equal to .01, there was a substantial ceiling éffect
for all'statiétics;e%éépt SE and TB1. Power results for
delta equal to .4 ‘and, 3ipha equal to .01 (Table 24) provide

the clearest cOmparison of the power of the statistics.
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Power figures for the paired t ranged from a 1dW of 217
for rho equal to .5 in sample set 888 (delta=.4 and
alpha=.01), to a high of 1000 for a number of conditig%;
with large sample size and/or high rho. The power of the
paired t decreased as rho, alpha, delta. and n decreased
until with delta equal to .4, power figures were poor (that
is, less than .75) for 1) rho equal to .5 and .7 and n egual
to 8 with a]pha equal to .05 and .01, and 2) rho equal to .5
and n equal to 16 for alpha equal‘ﬁo .01, _ .

4 'In most cases, power figuree for ZLS and ZE. were about
the same. Only in Table 24 with delta equal to .4 and alpha
equal to .01 are the pqyer fIQures for ZLS cons1stently
larger than those of ZE for all values of rho and the

"smaller sample sizes. Both of these statistics gave good
(that fs, greater than .75) power figures for tﬁe widest
variety.of conditions.,Pdwer Qas poor for these two
statistics only undef the conditions of alpha equél to .01
and delta equal to .4 with n equal to 8 and rho equal to .5

~and .7. Of the new statistics, power figures for ZLS and ZE,
tHe two based on maXximum l1kel1hood estimates of the true
mean d1fference, were higher than or approx1mately the samé
as those of the paired t for all cohditidns. Both ZLS and ZE
were.substantiallyfmore powerfUl than the paired t for Tow
¥e1ues of rho combirted with small sample sizes. As rho
‘fnereased and sample size increased the gain in power for
these two statlstlcs over that of the paired t decreased

With rho equal to .9 and sample sizes greater than 16,8,8

%

-
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(for delta=.4 and alpha=.05 and .01), there were no

differences in power ameha LS, ZE, and the paired t. With
delta equal to .8 and alpha equal to .01, all samples with

o equal to .9 showed similar power figures for ZLS, ZE,

and the paired t; while with delta equal to .8 and alpha

equal to .05, all samples w1th rho equal to .7 and .9 gave
similar figures for ZLS, ZE and the paired t. Thus, although o
ZLS and, ZE showed the best power results ovebé]], they were | |

only more powerfdl than the paired t for 1)1low values of

B rho, 2)small sample size, and 3) small values of delta.

On the whole, bower figures for TLS1 and TLS2 were
lower than those of ZLS and ZE. In most cases power figures
for TLS1 tended to be slightly h1gher than those of TLS%
although both statistics seemed to perform the same 1n
relation to all the other statistics. Power was, apbr for -
these two statistics (less than .75) for all values of rho
when alpha was equal to .01, delta was equal to .4, and % 7
was equa] to 8. TLS1 and TLS2 d1d have higher power valubs—J
than all the ofher stat1st1cs however for all values of
delta and alpha when rho was equal to .5 and n _was equal to
8. With rho equal to .5.and n equal to 16 and 24, the power

of these two statlst1cs was s1m1lar to that of ZLS, ZE and

the paired t. As rho increased and as sample size increased,

TLS1 and TLS2 became less powerful than the paired t. Thus

although the power flgures for TLS1 and TLS2 were betterr
than or the same as those of the paired t under a number of

conditions, these two statistics were only more powerful

r ’ . -
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than all the other statistics when rho was small and the
number of paired observations was also small. 5
The power of TBf waslgood'(greater than .75{ under even
fewer combinations of conditgns: specifically 1) when rho
-was equal to .9, regardless of the values of the other
AI\\:ifameters..and 2)'fof.all values of rho, n, and alpha with
elta.equai to .8(except n=8, rho=.5 and alpha=.01). As n
and rho decreased, power decreased until it was poor for the
lower values of rho and n with delta equal to .4 and alpha
equal to .05 and .01. The power figures for TB1+*were
generélly lower than those of ZLS, ZE, TLS1, TLS2, : d the
paired t. With delta equal to .8 the power of TB1 increased
with ihcrea§ing n and increasing rho until, for rho equal to
.7‘and n equal to 16 and 24 (alpha=.05 and .01), as well as
'l' for rhé equal to .9 and all values of n, the power figures
for TB1 were comparable to those of ZLS, ZE, TLS1, TLS2, and
the paired . With delta equal to .4, power figures for T81
wére simif;r to these other statistics for values of rho
equal to .9 and n equal 'to 16 and 24(alpha =.05), and for
rho equai to .9 with n equal to 24 (alpha=.01). There was no .
combination of conditibns undér wﬁich TB1 was more powerful
" than all the other statistics.
Power figures were COnsistantly the lowést for: SE. Dn{y
with delta equal to .8 and alpha equal to/.05 was the power
.goodugreater than .75) for all values of n and rho. For a

given“combination_of delta and alpha, the power figures

ii became poorer as-n aﬁdArho decreased. They'were less than

T e e M S M PR Y B T8 g A S et vt e« e« DRSO,
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.75 for all values of rho, sample size, and alpha when delta
was equal to .8 Comééréd tovggg‘pther statistics, SE was
considerley less powefful uﬁaer(ghe conditions of smalil n
and large rho. Within a givé% set of conditions, the
increése in power &ue to an increase in rﬁo, was relatively
small for SE. As sample size increased, and as delta
increased, power figures for SE increased substant1ally

With Qelta equal to .8, rho equal to .7 and .9, and n equal
to 24 (a]pha-.OS and .01), power,f1gyres for SE were |

(’comparable to those of the other statistics. There were no

condi tions undér whigh SE was more power ful than any of the
other statistics. i

In summary, none of the statist;;s examined }n this
s tudy, ihciuding the paired t, had especially good power for
conditions of -low rho combined with small humbers of paired
observations, especially with alpha equal to .01 and delta
equal to .4. They al{'showed 1ncreas1ngly better power as
delta, rho, and sample - 'ze 1ncreased The galns in power
7over the paired t tended to be greatest for low n. These
ga1ns_decreased as n, rho, arid delta increased. With rho
equal to .9 and n equal to 16 and 24, power gains of any

statistic over the pairedJ% were small. All the statistics

. were more sensitive to an increase in the number of paired

observatlons thn to an 1ncrease in the number of. unpa1red

observati lth0ugh an increase in the number of unpaired

observat 5 s did increase powér noticsgbly. Of all the

statistics, SE was the\mqft and TB1 the #%ast sensitive to
< ) ]
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an increase in the value of rho. B
ZLS and ZE were similar in power. They were as power ful
-as or more powerful than the paired t under all of the

conditions examined in this study. They tended to be the -

~ most powerful statistics‘for the larger sample sizes. Power

figures for TLS1 and TLS2 were similar to, each othﬁf, with a
slight advantage for TLS1. The power of these two statistics
was slightly lower than that of ZE and ZLS under the
ﬁ\ajority of conditions. Overall their power was as good as
or better than thé’paired t. TLS1‘and TLS2 were tp Qs t
powerfuldtahstics for small numbers of paired ations
combined with low values of rho. Power values for TB1 were
best for values of the constant q equal to .9. The power of
TB1 was only judged to be good when rho waélhigh. Except for
the céiling effect on?the other statistics whgh de]ta was
equal to’.8, power values for TB1 were lower than those of
the pair;d t and the other statistics (except SE)¥ for low
values of rho and sample size. The _power of SE was

cons1stent1y the lowest of all the sat1st1cs It was judged

to be gootd only when the true mean difference was large and

- alpha was equal to .05. There was no set of conditions under

which either TB1 or SE was more powerful than the paired t
or than ZE, ZLS TLS1 or TLS2
These results are substantiated (except for TBi, and to

a lesser extent, SE) by the literature. Lin and Stivers

\JQQpcluded that TLS1 or TLSZ.unrb thambest of the1r

stat1stics for conditrons of low rho, and ZLS was best for

»

3

“
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conditions of high rho and large n. Ekbohm found ZLS and ZE
to be the most powerful of the statistics he examined. He
also found TLS1 to be more pdwerful than TLS2 for conditions
of equal va}iances. SE was never the most powerful
statistic, although Ekbohm's power figures for SE were
higher than those found in the present stud5. Ekbohm
recommends ZE and ZtLS for high values of rho (greater than
_ +5) and TLS1, TLS2 and SE for low values of rho. sohj did
,;%ot explicitly examine the power of his statistics.. By
compar ing thevexpectgd lengih squaréd ot the confidence
intervals of TB1 and the paired t, Bohj was i#blicitly
examining the power of his statistic. Rgsultsjfor his
statistic TB1 improved as rho decreased and as j and k
1ncreased whereas in this study, power f1gures’ﬁdr TB1

lncreased as rho increased and as n increased - with results

never being better than'the paired t.



V. DISSCUSION, CONCLUSIONS, AND IMPLICATIONS

A. DISSCUSION
The main,purpoée of this study was t~ examine several

new statistics which have been designed to give better

’résultsnthan the paired t in the pre-test post-test design
-with missing abservations. These statistics were evaluated

~and compared with each other and with the paired t in terms

. of 1) the goodness of fit to the appropriate t distribution,

2) size (empirical alpha level with delta equal to 0.0), and

3) power (the broportion of null hypotheses correctly

‘rejected when a true difference exists). In earlier studies

by Lin and StiVérs, and by Ekbohm, five of these statistics,
Z8S, ZE, TLS1, TLS2, and SE, showed some promise under’
specific sets of conditions. These studies reported data

regarding the size and power of these statistics, with only

- passing reference to the goodqesé of fit of each statistic

to its t distribution. I his study, Bohj did not examine

the size or goodness of fit of his statistics. He reported

on the expected size of the confidence limits of his

- statistics in comparison-to.the baired t (and thus

~
"~

implicitly examined power). It was not possible however to
direcily compare the performance of Bohj's statistics to the

"other statistics. The specific direction of this study

-

therefore, was to examine the performance of six qf these

new statistics, all calculated from the same data, using the

rl)

‘u,

same pérformance-criteria (fit. size, and power), and unaéﬁ

£
71 ket



L -

‘a set of conditions most relattve to educational resear. !

N

B. CONCLUSIONS

hY

’

EVALUATION OF THE SIX NEW STATISTICS
Ekbohm's statistic ZE showed the best overall

per formance under the greaZest variety of condittons. The

goodness of fit of ZE to its t distribution was as good as

the fit of the paired t to its t distribution. The size of

'ZE tended to be slightly larger than the paired. t

(partiCularly for higp values of rho and low numbers of’

paired observatibns), but overall only three size figures‘

- were between two and three standard deviations. of the - .

nominal alpha levell -The power of ZE was good for, all
conditions of rho and'sampie size when the true mean
dlfference was large. With delta equal to .4 and alpha equal
to .01 power was' poor for low values of rho and Smal] .
umbprs of pa1red observations. Under these c1ﬁcumstances
however, the power gains over the pa1red 1 were great
Although ZE was: rarelyvthe one best stat1st1c. 1ts power was

K

as good as or better than the paired t under the: w1dest ¢

Vvar1ety of condit10ns

The performance of ZLS was similar to Ihat of ZE - the

; maJor d1fference being that with small numbers of pa1red
‘observatlohs elther-the size or fit of ZLS was poor for high'

values of rho and small numbers of unpaired observations’

when the true mean difference was small. With n greater than .

¥

- N a8
- not . '
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8 ZLS was the mos t powerful statistic of thOSe examined in

the study ' _ r

The fit and size of lLSl were good under all of the
conditions examined in this study When the true mean S
difference delta was large, the power of TLS1 was good for % ¢

) all combinations'of sample size, rho, and alpha. With a

' ~small delta, power decreased as rho and sample751ze

ZE . and ZLS were more power \}han TL52 however .

did the power of SE begin to be acceptable and as good as

decreased. With alpha equal to 01 and small nﬁﬁbers of
paired observations, the power of TLS1 was poor. All the
statistics had low power under these circumstances, however,
and TLS1 was more powerful than the others when n was equal
to 8 and rho was equal to .5. | '

| The fit and the size og TLS2 was’ also 300d Jnder all

the conditions examined in this sgudy The‘power of TLSZ

closely paralleled that of TL$1 TLS2 was eli.ghtlyi : .
powerfﬁl than TLSl excepf when the number of unpair ' .

.4“7

~ 1

'obsegvations was large -and - rho was low In this cgse both

-

The fit and size OE'SE were, good under all conditions
The power of SE was generally auite poor andgnuch Tower than
that of all the other &statistics. Only with.a large true-

mean difference and a large number of‘paired observations,

(

- the other statistics

. for all of the ‘six degrees of: freedom with the highest N

Bohj’s statistic TB1 performed relatively poorly on all
three criteria The fit of TB1 was only consistently good

- . [ & -

oo
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when rho was equal to .9 and n was equal to 8, although all

sample sizes with rha equal to .9 had the maJorlty of
degrees of freedom@?nth acceptable probabi hty values, for
~gc;qc.inc—:fss Qf.fﬁ. With alpha equaT to .05, the size of TB1

. : X ¥ ,
Was fair to for all sample siz&s when rho was equal to

"“'S-onl'i/; Size flgur*es were better for alpha equal to 01,

- sizel and power cmtema smgly,'

whére most figures were fair to good. The pdwer of ¥B1 was
generalNr@ood when delta was equal to .8 (except for low
rho- combined with low n). With delta equal to’ .4, only rho -
equal to .9 shbw’ed good power . A]th?ugn the power oP -IB1,was
aoften as gdiod -as that of the other sta{%tws Wmtﬁ’hmh rho

‘Du’ \;! 3

and h1gh n), this was pmmamly t?%.cause tlﬁ«-@th’é}e&r[ stahshcs

’ ".'had reached the cef“lmg ‘value OMOOO Overaﬁ.l ,BohJ s

-statwshc TB1 was totally unaccept’able cmpared fo the other
a4 .
<stat1st1cs In addition to pdbr perfbrmance on the fit,

v
:, a gwen conbmav'hon of

AR
cond1t1ons it was ﬁsuall'y dif.ﬁ}ic

&"ﬁ L] ; i
the constant q wh1ch wou,ld max i

3,
4§£?

to se]ect one anJe of
m1ze per‘for‘mance on ﬁ]] thgee

Q'mtema snnultaneous]y

E . R .

-

COMPARISONS WITH THE PAIRED t = - "

>

12

Jﬂe 27 presents ‘information as to when and with which
stat1st1 s, significant gains in power can be expected over
the pan'ed t. A d1fﬁer~ence of five pomts (that is, .005)

¢
was conswered to be a 51gn1ficant gam m power A

statistic was nbt mcluded for t};ose sets thions

- where either 1ts size or. fit was eons1dered unacceptable

L Ny,
. . o , 2 .
L

RN T

.
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. e
s’ TABLE 27, :
Statistics with si nificant power gains over the paired t
5 ?1n decreasing order ) iy
Sample rho’ alpha- 05, delta- 4 alpha=.01,delta=i4
set .
888 .5 TLSt -,ZE E LS, T ? TLST, TLS2 ZLS,ZE
L7 ,ZR, LS1, TLS2" ' ZLS, TLS1 ZE TLS2
".9 " E :
. & ‘ ,o”*.
.8816 .5 TLS1,TLS2,ZE M (o &81 TLS2, ZE
& 7 ZE.TLS1 TLS el e, 705, TLS"I TLs2,2e
) .9 - RN ¢ iw‘ZE e
) 88 ) . v L ] .w ‘ '?z{’“ .
. 81616 .5  T,8,TLsq, zn.s ZE TLS19ILS2,7LSyZE -
o : ,¢$7 _ZE. ITLST TL% TLS1,TLS2, ZE N
- IR - B LS, zB
:‘ ,"—_ S % : - 5 &
s L5 ZLS,ZE,TLSP1,TLS2 ﬁ’i»‘-zus-,nsuzs-,ﬁtsz
R ZLS,ZE 7 ZL \ "
ey S
48816 .5 «“%Jﬁs ZE TLS JLs2 y ZLS TLS1 TLS2 ZE 7‘5'
» LT 7L . ZLS,ZE :
. i} .g _-_%_ - - .
161616 .5  ZzE, ZLS TLS2 TL*/M TLS1 ZLS, TLS2 ZE ‘
O ZUS&ZE W~ ZLS, ZE TEST, TLS2
N . . Dol : -——- )
.a-:. ’J' ' ' |
2488 L5 TLSi&ZE TL’sz&ZLs ZLS,ZE, TLST, JLS2
[ 2 S
: .7 = - ZLS,ZE ™
, .9 T . --- - L
24816 .5 ',ZLS&ZE TLS1&TLS2 ZE,ZLS,TLS1,TLS2
.7 ZLS&ZE,TLS2,TLST ZE ' '
.9 -+- ---
281616 .5 . 7ts,ZE,TLst, TLS2. " ZE,ZLS,TLSY,TLS2
o .7 --- LS - »a
.9 --- --- '
e 3

. :
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Although ZE was the one best statistic under the widest

variety of conditions, fhble 27 shows .that the most

1 paired t Weﬁbtamed

K g to the value of rho and

significant.gains in power ove

by using >ther statistfcs"écon'

= Sample size. Spec1f1cally,‘1f the populat1on correlat1on was

low'(rho;.S) ~TLS1 was the preferred statistic if the number
of paired observatlons was small (less than 16), and ZLS was
. the preferred stat1stic if the number of pa1red observatIOnsr.
was large. When the populat1on correlation was .7, no one .

b

stat1stjc was preferred ovef the paired t when the number of
: R .- ’

pairedvobserVations was small. Eeoh %{*the statietics ZE ’
ZLS and, TLS1 were best it turn° thn he number of’ palrgy

»

observatiohs was large, ZLS was the preferred stat1$t1c
When the population iorre]at"l'on was high (rho- 8) none of
the statIstlcavwas preferred over the paired t, if the -
n%pﬁ%r of pa1redaobservat1ons was large If the number of
palred observatlons was smaT1 (n 8), ZE showed slight gains o
1n power .over the paired t. - '

i ) : -
, ;

A
C. IMPLICATI -

‘

| Of the s1x new sE;tﬁstlcs only three TLS1 ZLS, and
ZE éhowed pnom1se as stat1ss1cs to be uéed‘rn preference to
the paired t under some of the cond1twons examvned“in th1s

study. Since the performanéE of these stat1st1cs was. :

basically acceptable w1th regard to fit and sfze the major

advantage of one stat1stic over another was due to larger

gains in power over the pafred t. when the number of paired
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observations was greater than eight, ZLS was the most
powerful statistic - except when rho was equal to .9, in
which case no statistic was much more powerful than the | 2
paired t. When the number of paired observations was small,
TL51 was the most power ful statistic when rho was equal to
.5. As rho increased to .7, ZE and ZLS were more power ful
fthan the Paired t as often as wa& ;LSl For rho equal to .9
gain in power over the p;ired t were poor, with ZE and ZLS _A
jg’ . showing slight gains only with alpha equal to .01 and delta )
| equal to .4. The ;Performance of TLS2 was 51milar to that of
TLél only slightly poorer in most cases. However there are

:indications in the literatdu: that T¢s? may be the preferred

»5'(ﬂfstatistic under ceqﬁaﬁn %andi;npns of rho and .sample s1ze if . ﬁ.
‘ Y e

“the vdriarices of X and Y are q%ttp different The

% .

_ performance oFf SE was particularly poor with regard to power .. -

,,,,,
» o

" and therefore showed no_promyse aver the paired t. In his
study, Boﬂj did not explic1tly examine TB1 in terms of fit,
size, or power (although,f/e Jxamination .of ‘the squared

Lw\l@ngth of its confidence interval implies ‘power ) . In this

study, the performance of TB1* in” comparison to the paired t

and to ‘the other statisfhcs .was disapp01nt1ngly poor on all

three criteria B A, ‘*\—' f '
Tbe above'conc1usions apply primarily td the condition

..~ of, delta equal to. - 4 With a larger true mean difference

A ,.*e:(e*“- T e R gt

o (d81 89 _none- of the’ statistics was more powerful than the
~<pafred t. for any values of rho,. unless the number of paired .

- observations was small and rho was small to med {um (.5 or
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.7): in which case TLS1 generally offered the most gain in

-

pPawer over the paired t.

. o
Cohen(1877) cogEiders a true mean difference of .5 as a

medium effect size, hat-is, a differenCe between grdﬁas

which a person close to a situation could become aware of \‘-&

without formal measurement. Anything larger ;bqldghe
relatively obvious, .while anythwng smaller would be more
typically found in reseanch conducted in new areas of

inquiry, where the true d1ff¢?ence may be sma t1 due to. lack

~H;of cq@trol over extrapeops vargables Relat1ng th1s to the

4

u51ng theJmost pow;g
under such cond*i«t»'

present findinge, _1t becomes ev1dent that the advantage of

ul of the new st8t1stics is pr1mar1ly

that 1s wheg the tﬁue mean d1fference

&

is expected to betsmall When hrue mean d1fference is

‘dbv10us to a tralned observwesr, the galns in?power over the

paired t are sl1ght,unless sample size 1s very small

Taking all. of the above into considerat1on one can

conclude that. when using- the pre-test post test parad1gm

there are a l1m1ted*number of 01rcumstances in wh1ch one, of

N

. the newly developed statistlcs can "offer large galns in

*

.power over the patred t Attentton must be g1ven to the

poss1ble values of rho and delta, as well as to sample slze

ﬁ As rho and delta‘ﬂncrease and intera t, the usefulness of

_the geuestat1st1cs decneasesaggt‘1 ohly. 1f the researcher_-

- feels that 1) the value of the populat1on correlation is not

too high (that ls. less than .9) and that 2) the true mean

differenc‘ fé’ smal't'and not obkus, that; one of the new

-

)-“"

L



statistics could be applied to. the data with the assurance

that the results will be more powerful than using the paired
"ttt If such isJ§he case, the absolute gain in power will be

q-

greatest for small sample size.
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. Vil. APPENDIX I

The following program was run under double precision
Fortran IV on the Amdahl 470 V/7 computer at the University
of Alberta, using the Michigan Terminal System operating
system. Subroutines GGUBFS and MDTD are from the IMSL o
Library. The approximate time and cost for running 1000
samples of 48 (sample set 161616) from a population of 3000
was .816 minutes for $1.45 at deferred priority. The program
;808im1ted to a total sample size ‘of 100 and a population of

Given two populations prev1ously g erated (read fnom
device #9) with specific means, var1anc 5 and correlation,
this program is designed to select a f¥spber«of samples of
a desired size, and treat specific po ns of these samples

as missing observations' The stat1sti;gﬁ” S, TLS1, JLS2, ZE,
SE, TB1, and ‘the paired gaare calcul gy #8r each Sble.
he power or stze-(depe on the vali$ "'{-ltp.‘bf each

satistic, over the total number of samp ;}
calculated Output includes a summary®of 1§ ’9 par meters,
Fisher’s r transformation of the population correlation
coefficient, the ranges of degrees of freedom for those
stafistlcs with variant degrees of freedom, the size or.

power offeach statistic at the .05 and ,01 alpha levels. and

the final seed. In addition, for each sample, means of
the paired and uhpaired data for X and Y ‘varitiles, X and Y

variances, and the actual value of each statistic, is .
- written into a file (on device #10) for@further analysxs of
* the distributions of same.

IMPLICIT REAL;S (A-H,$,P-2)
'DIMENSION x(189), Y(lOO) FMTD(20) ,'XP(3000),YP(3000),
*HT(5) ,VL(5),0P(5) ,NSP5(S) NSP 14 +OHT (5)

. REA 5,1)(VL(I),121,5),D,R,N, JWENT, NPQP, DSEED
1 T(5F5.1,2F5.2,515.016.9}" ,
IF( ED.EQ.0. ODO)READ(11,850)DSEED
850 FORMAT(1X,D16.9) <
g WRITE(8,1)(VL(I),1=1,5)
~ WRITE(6,2)B,R,N,J,K,NT,NPOP,DSEED . . ; |
2. FORMAT(’ © "DELTA=" ,Fs,z./. ‘ L
© *' CORRELATION=' ,F5.2,/, > - R

- *'NO. OF PAIRED OBSERVATIONS='
: *15 /,”NO. OF ‘UNPAIRED OBSERVATIONS
. #'NO. OF UNPAIRED DBSERVATIONS ON Y=
. *'NO. ‘OF SAMPLES TO BE GENERATED-’ 15
%' SIZE OF POPULATI®N=’ ' SEED=' ",
ZRHO=DLOG(DSQRT( (1. 0D0+R)/(1 0DO0-R) ).
- WRITE{f,801)ZRHO
- 801 FORMAT(": Z TRANSFQRMATION OF RHO L F15.8)
- VNPOP NPOP e ,

. . .
. oz’f"‘,, - ' ’83 ‘. : - . : -
a5 , : S . L
. > .
Lo . . . . . . L.

Al



700

208
500

" C READ POPULATION DATA.

REAB(9,FMTD)A,B LT,

. XP(I)=A L Co
YP(I)=B e S
CONTINUE

11

NPTPQW=0
NUTPOW=0
NUAPOW=0 ° :

NPOW4=0 - ™

NPOW2=0

NPOW3=0

NPZLS5=0

NPZLS1=0

NPLS25=0

NPLS21=0

NPLS45=0

NPLS41=0

NPZE5=0

NPZE1=0

NPSE5=0

NPSE1=0 . . .
DO 700 I=1,5 -

NSP5(1)=0

NSP1(1)=0

CONT INUE o e

NN=N+J+K. :
N1=N+1 .

N2=N+y+ 1 ST

N3=N+J
YN=NN ~

VNPT=N-1° ,

VNUPT=y+K-2 fo

ZN=N ‘

Zu=d

ZK=K -

DFTLS2=ZN+ZK+ZJ-4.0D0 °
WRITE(6,208)2ZN,Zu,ZK, DFTLSZ |
FORMAT (' " REAL NS=’,4F10.6) °
READ(5,500) (FMTD(1),1%1,20)

FORMAT (20A4)

WRITE(S, 500)(FMTD(I) I=1% 20)
F1=N-1

F2=y+K-2 © -

DO 11 I=1,NPOP .

C BEGIN LOOP CALCUL%TING ALL STATISTICS

- SPX=0.0D0° . S TP,

DO 100 LK=1

'XMUP=Q. 0D0

YMUP=0.0D0

_XMP=0.0D0
-YMP= 2

$5=0.0D0

' $X=0.0D0
§Y=0.000

e : . . ) . . .

A
®

FROM AN EXISTING FILE



w

.

. c’
N
C

SXY=0.0D0

5XSQ=0.0D0 :

$YSQ=0.0D0 . }

SPY=0.0D0

$SX=0.000

- $SY=0.000 .

A12:0.000 :

AA1=0.0D0 ~ .
'810.0D0 . »
B2=0.QDD .

DO 107 I=1,NN
800 7=GGUBFS(DSEED) |
© KK=(Z*VNPOP ) +.5D0 = K | .

.o IWKK.EQ.0) GO TD 80O : :

N X(17=XP(KK) - . ,

LT Y(1)=YP(KK) ' Co

v %C . IF(LK.LE. 5.0R. LK. nggswnnsua 108)LKIX(1),Y(1)
g 108 FORMAT(* 715 2g7

SX=SX+X(I)’ N *.c" .

““f*jc " WRITE(6, 106)5X

106 FORMAT (" ', /'5X=' ,F14.3) . . &

o SXY=SXY+ (X(F)xY (1)) ,
" SXS5Q=SXSQ+(X(I)*=X(1)) . '
 SYSQ= SYSQ*(Y(I)*Y(I)) R
“CONT INUE | .
RITE(6, 120) VN
RIBE{6 102)SX,5Y,5 ¢,sxso svso
102 FORMAT(5F14.7) . Yy s
WRITE(6,120)WN -
120 FORMAT(’ *,’ WN='.F5.2)
- C CALCULATE MEANS VARIANCES AND CORRELATION OF SAMPLE
RXY={ (VN*SXY)- (SX*SY))/(DSQRT(((VN*SXSQ)-(SX*SX))*
“((VN*SYSQ) - (SY=SY))))
JZRXY=DLOGEDSQRT ( ( 1.. ODO+RXY)/(1.0D0-RXY)) ) ¢
VARX= (-( UN*SXSQY - ¢SX*SX))/(VN*(VN 1.0D00)) ’
VARY=( (VN+S¥sQ) - (SY&SY))/(VN*(VN 1. 000))
SX=SX/(VN) -
SY=SY/(VN) ,
.- DO 4._I=1,N - : o .
- XMP= Xﬂp+x(1) o o g
o YMP=YMP+Y(I) . L
C WRITE(6,304)XMP, X{I) o s
4 CONTINUE o - L
DO 5 I=N1,N3 + .- )
~ XMUP= xuuv+xt1) ' » e
C - WRITE(S, 304)xuup X(I) !
.~ 5 CONTINUE ) : )
DO 6.I=N2,NN - - _ Lo

o

ry

S YWUREYWURSY(T) o T

. WRITE(6,304) YNUP, Y(I) R
6 CONTINUE

.7f-_c CALCULAIE MEANS. OF PAIRED ANp UNPAIRED DATA, |

SY=SY+Y(I) ., , , N

NP s e o
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C WRITE (6, 14)N, J,K, NN'F1 F2
14 FORMAT(415,2F4 1} o
XAz (XMP+XMUP) / (ZN+24) .
YA= (an+vuup)/(zn+zx)
XMP=XMPY (ZN)
YMP=YMP/ ( ZN)
XMUP=XMUP/(24)
' YMUP=YMUP/ (ZK )
c WRITE(6,304)XA, YA
304 FORMAT(’ ' ,2¥6.3)
C CALCULATE SUMS OF SQUARES
DO 300 I=1,N
A12= A12+((X(I)-XIP)*(Y(I)-YHP))
_AAl= AA1+((x(x)-an)*(X(l)-xup))
© AA2=AA2 g$v(1)-vqp)t(v(1)-vnp))
300 CONTINYE
DO 301 I=N1,N3 :
" : B1=31§E(x(1) XMUP)*(X(I) Xw0P) )
© 301 CONTI
C1zAA1+B1 N
, DO 302 I=N2,NN T
° B2=B2+ ((Y(I)-YMUP)®(Y(I)- YMUP))
c *WRITE(6,824)B2,Y (1), YMUP
824 FORMAT(’ *,3F12.8) .
. 302 CONTINUE | %
C 2 WRITE(S, 200)A12’AA1 AA2,B1,B2.
200 FORMAT(’ ' ,’SUMS OF SQUARES' , 1X,5F10.5) +
- C. CALCULATE S AND S POOLED ' U
F, DO 7y I=1,N S
‘ ss-ss+((x(1) Y(I) XIP+YMPb*(X(I)-Y(I)-XMP+YMP))“1
.. T CONTINU . ‘
) L S=SS/F1
\, C ~ WRITE(6,15
15 FORMAT(’ '
- A2=(SS=F1)
Ad= ((SS*SS
*(F1 4.0d0)
_ 8Sh

Q'.F?.S) ‘ S ’

SPX=SPX( XMUP )= (X ( - o
" - 13 CONTINUE ' SRR
. BO 3 I=N2,NN 4
 SPY=SPY+((Y(1)-YMUP)*(Y(1)- YMUP))
- 3 CONTINUE
- SP= (spx+s /(F2)
C WRITE(6, o .
18 sokMAT( o' SP 5Q' ,F9.5) ‘
fg 2.000)

PY

6)
A1=(SP*F2)/ y
. & A3s ((SP=SP)> 2*F2))/(((F2 -2. ODO)*(F2*2 0DO) )=

,*(le

-



e
[sp]

(@]

C

C

C

Ch

87

CALCULATE PAIRED T, UNPAIRED T AND BOHJ'S TB1
PT=(XMP-YMP-D)/(S/DSORT(VVN))
Vi=( (1. ODO/Zd)+(1 ODO ZK))

WRITE(6,17)V1 e
17 FORMAT(’O’ F7.2) ' Mﬁﬁ::>
UT=(XMUP-YMUP-D)/(SP*DSORT(V1)) .
F 4 ODO+( (A1+A2)%%x2 . 0D0/(A3+A4))
(F/(F-2. ODO))/(A1+A2)
H DSQRT(H) S
DO 503 I=1,5 : :
HT () =H*((VL(I)*PT)+((1.0D0O-VL(1))=*UT))
OHT{1)=HT(I) |
OF =F
CALCULATE P VALUE FOR BOHU'S TB1
CALL MDTD(OHT(I) OF ,0P(I),1ER)
IF(OP(1). .05)NSP5(1)= NSPS(I)
IF(OP(I) TT..01)NSP1(1)=NSP1(1)+

503 CONTINUE
WRITE(6,504)(HT(I),I=1f5)
504 FORMAT(’ ‘ ,5F8.3)
CALC UNPAIRED T ON ALL AVAILABLE OBSERVATIONS
DO 600 I=1,N3 ~
SSX=SSX+((X(I)-XA)*(X(I)-XA))
600 CONTINUE
DO 601 I=1,N
SSY=SSY+((Y(I)-YA)*(Y(I)-YA))
601 CONTI
DO 6027 I=N2,NN
SSY= SSY+((Y (I)-YA)*(Y(I)-YA))
602 CONTINUE ,
SPUPTA=(SSX+S Y)/(ZN+Zd+ZN+ZK-2)
up}?j§xA—Y )/ (DSQRT( (SPUPTA/(ZN+ZJ))+(SPUPTA/ (ZN+
* 7K
CALCULATE ZLS -
RR=A12/(DSQRT(AA1*AA2) )
U=(2.0D0*A12)/(AA1+AA2)
V=A12/AA1
W=A12/AA2
HHAT=1.0D0/( ((ZN+ZJ)*(ZN+ZK) ) - (ZJ*IK*RR*RR) )
AHAT= (ZN<HHLT ) % ( ZN+ZK+ZJ*V)
BHAT= (ZN*HF 5T ) % (ZN+Z J+ZK*W)
WRITE(6,201)RR,U,V,W,HHAT,AHAT,BHAT
201 FORMAT(’ ' ,’RR TO BHAT',1X,7F%10.5)
DSTAR'(AHAT*XMP)+((1 ODO-AHAT ) *XMUP ) - (BHAT*YMP )
((1.0D0- BHAT) *YMUP ) '
203 SPNMAT(" 7 JF11.5) ‘ o
GHAT=(((AHAT*AHAT)/ZN)+((1.0DO-AHAT)*(1.0DO-AHAT))/ZJ)
**(AA1/VNPT)
WRITE(6,203)GHAT
GHAT=GHAT- ( (2. ODO*AHAT*BHAT)/ZN)*(A12/VNPT)
WRITE(6,203)GHAT
GHAT=GHAT+( ( (BHAT*BHAT)/ZN)+(((1.0" -BHAT)*(1.0D0
*~BHAT) ) /ZK) ) * (AA2/VNPT) '
WRITE(6,203)GHAT

™
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GHAT=DSQRT (GHAT)
ZLS=(DSTAR-D)/GHAT
WRITE(6,202)DSTAR,GHAT,ZLS

202 FORMAT(’" ' ,"ZLS STATS' ,1X +10.%
CALCULATE TLS2

AA=1.0D0/(ZN+ZJ)

BB=1.0D0/ (ZN+ZK)

CC=(2.0D0O*ZN*RR) /((ZN+ZJ) >\l v
DD=DSQRT ((C1+B2)/(ZN+ZJ+ZK-2.0D0))
TLS2=(XA-YA-D)/(DSQRT(AA+BB-CC)=DD)
WRITE(6,204)AA,BB,CC,DD,TLS2,DFTLS2

204 FORMAT(" ' ,"TLS2 STATS' ,1X,6F10.5)
CALCULATE TLS4

HA=((ZN+ZK)*AA1§/(ZN+ZJ)
HB=((ZN+ZJ)*AA2)/(ZN+ZK)

HC=2.0D0*A12
H1=(ZN*(HA+HB-HC) )/ ((ZN-1.0D0) *(ZN+ZJ)*(
H2=(ZJ*B1)/((ZJ-1.0D0)*( (ZN+ZJ)*(ZN+ZU))
H3=(ZK*B2)/((ZK-1.0D0)*( (ZN+ZK)*(ZN+ZK) )
TLS4=(XA-YA-D)/DSQRT(H1+H2+H3) ,
DFTLS4=( (H1+H2+H3)* (H1+H2+H3)) /( ((H1*H1)/(ZN-1.0D0) )+
*((H2*H2)/(ZJ-1.0D0) )+ ((H3*H3)/(ZK-1.0D0)))
WRITE(6,205)HA,HB,HC,H1,H2 ,H3,TLS4,DFTLS4

§N+ZK))
)

205 FORMAT(" ' ,’TLS4 STATS', 1X,8F10.5)
CALCULATE (ZE

VAR1=AA1+AA2+(1.0D0+(U*U) )= (B1+B2)
VAR2=(2.0D0*(ZN-1.0D0))+(1.0D0+(U*U))*VNUPT
VARZE=VAR1/VAR2 '
ZE1=(2.0D0*ZN*(1.0D0-U) )+ ((ZJ+ZK)}=*(1.0D0-(U=*U)))
ZE2=((ZN+ZJ)*(ZN+ZK))-(ZJ*ZK*(U=*U) ) -
ZE=(DSTAR-D)/DSQRT(VARZE*(ZE1/ZE2))
WRITE(6,206)VAR1,VAR2,VARZE,ZE1,ZE2,ZE, 2N

206 FORMAT(’' ' ,’ZE STATS’,1X,7F10.5)

CALCULATE SE

SM=(ZN* (AA1+AA2-2.0D0*A12))/(ZN-1.0D0)
SN=((ZJ+ZK)=*(B1+B2))/(ZJ+ZK-2.0D0)

SE={(XA-YA)*DSQRT( (ZN+ZJ)=*(ZN+ZK)))/DSQRT (SM+SN)
DFSE=( ((SM+SN)*(SM+SN) )/ ( ( (SM*SM)}/(ZN+1.0D0) )+ ( (SN*SN)
*/{ZJ+ZK)))-2.0D0)

WRITE(6,207)SM,SN,SE,DFSE

207 FORMAT(’ ' ,"SE STATS',1X,4F10.5)
CALCULATE P VALUES FOR ALL STATISTICS

OPT=PT ~
OVNPT=VNPT
oUT=UT
OVNUPT=VNUPT
OUPTA=UPTA
ODFUA=ZN+ZK+ZN+ZJ-2
0ZLS=2ZLS

0ZN=2ZN

-~ -

- OTLS2=TLS2

ODF2=DFTLS2
OTLS4=TLS4
ODF4=DFTLS4



C CALCULATE SIZE OR POWER FOR ALL STATI

OlE=ZE

0SE=SE

CALL MDTD(OPT,OVNPT,OPPT,IER)
ODFSE=DFSE

CALL MDTD(OUT,OVNUPT,OPUPT,IER)
CALL MDTD(OUPTA,ODFUA,OPUPTA,IER)
CALL MDTD(OZLS,0ZN,OPZLS, IER)
CALL MDTD(OTLS2,0DF2,0PTLS2,IER)
CALL MDTD(OTLS4,0DF4,0PTLS4,IER)
CALL MDTD(OZE,OQZN,OPZE,1ER)

CALL MDTD(OSE,ODFSE,OPSE,IER)
NF=0F+.5

NTLS4=0DF4+.5

NDFSE=0DFSE+.5
IF(LK.EQ.1)NLS4H=NTLSA4

IF(LK.EQ. 1)NLS4L=NTLSA4

IF(NTLS4.

WRITE(10
*PT,UT,ZL

GT.NLS4H)NLS4H=NTLS4

LT . NLSAL)NLS4L=NTLS4

. T)NSEL=NDFSE Q

. 1)NSEH=NDFSE ;
.GT.NSEH)NSEH=NDFSE

.LT.NSEL)NSEL=NDFSE

. T)NHTL=NF

. 1)NHTH=NF

.NHTH)NHTH=NF

.NHTL )NHTL=NF

,506)SX%,SY,VARX, VARY , XMP, YMPJ XMUP , YMUP , ZRXY,
S,TLS2,ZE . NF, (HT(I),I=1,5), TLS4,TLZ%,NDFSE,

*SE,UPTA
ICS

,\w

IF(OPPT.LT..05)NPTPOW=NPTPOW+1

IF(OPUPT.LT..05)NUTPOW=NUTPOW+1
IF(OPUPTA.LT..05)NUAPOW=NUAPOW+ 1
IF(OPZLS.LT..05)NPZLS5=NPZLS5+1
IF(OPZLS.LT..01)NPZLS1=NPZLS1+1
IF(OPTLS2.LT..05)NPLS25=NPLS25+1
IF(OPTLS2.LT. . O1)NPLS21=NPLS21+1
IF(OPTLS4.LT..05)NPLS45=NPLS45+1
IF(OPTLS4.LT..01)NPLS41=NPLS41+1

\\ . Q

IF(OPZE.LT..05)NPZE5=NPZES5+1
IF(OPZE.LT..01)NPZE1=NPZE1+1
IF(OPSE.LT..05)NPSE5=NPSE5+1
IF(OPSE.LT..01)NPSE1=NPSE1+1
IF(OPPT.LT..01)NPOW2=NPOW2+1

IF(OPUPT.LT..01)NPOW3=NPOW3+1
IF(OPUPTA.LT..01)NPOWA=NPOW4+1

100 CONTINUE
WRITE(6,502)NHTL ,NHTH,NLS4L ,NLS4H , NSEL,NSEH
502 FORMAT(’ RANGE OF HT",13,’ TO ' ,13,/,
*' RANGE OF TLS4',13,” 10 ',I3,/,

= RANGE OF SE’,I13,’ 70 ',I3)

. IF(D.EQ.0.ODO)WRITE(6,118)NPTPOW,NPOW2,NUTPOW,NPOW3,
*NPZLS5,NPZLS1,NPLS25,NPLS21,NPLS45,NPLS41,NPZES,

*NPZE1,NPSES,NPSE1, (NSP5(I),I=1,5),(NSP1(1),1=1,5),
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*NUAPOW, NPOWA4

FORMAT(" ' ," SIZE OF PAIRED T AT .05=',14," AT .01=",
*14,/,"SIZE OF UNPAIRED T AT .05=',14,’ AT .01=',14,/,
*' SIZE OF ZLS AT .05=',I14," AT .01=",14,/,

*'SIZE OF TLS2 AT .05=',14," AT .01=',14,/,

' SIZE OF TLS4 AT .05=',14," AT .01=',14,/,
. *='SIZE OF ZE AT .05=',14,' AT .01=', 14,/,

*" SIZE OF SE AT .05=',14," AT .01=',14,/,

J11

x' SIZES OF HT AT .05=',5I5,/,
«' SIZES OF HT AT .01=',5I5,/

«' SIZE OF UPT-ALL AT .05=',14," AT .01=',14)
IF(D.NE.O.ODO)WRITE(6,111)NPTPOW,NPOW2,NUTPOW,NPOW3,
«NPZLS5,NPZLS1,NPLS25,NPLS21,NPLS45, NPLS41,NPZES NPZET,
*NPSE5,NPSE1, (NSP5(1),1=1,5), (NSP1(I1),1=1,5),

*NUAPOW , NPOW4 ‘

FORMAT(’ *,” POWER OF PAIRED T AT .05=',14," AT .01=',
x14,/,' POWER OF UNPAIRED T AT .05z’ ,14,’ AT .01=',14,/,
+' POWER OF ZLS AT .05=*,14,' AT .01=’ 14 /

«' POWER OF TLS2 AT .05=',14, AT 01-

«' POWER OF TLS4 AT .05z’ 14 ° LTA /
«' POWER OF ZE AT .05z’ 14, AT 12 /
«' POWER OF SE AT .05=' .14.' AT 1 ,

*' POWER OF HT AT .05=',515,/,
*' POWER OF HT AT .01=',515,/,

*' POWER OF UPT-ALL AT .05=',14,” AT .01=',14)
506 FORMAT(14F16.12,13,5F16.12,2(13,F16.12),F16.12)
WRITE(6,703)DSEED i
703 FORMAT(’ ' ,’ FINAL SEED=',D16.9)
WRITE(12,850)DSEED R
STOP —
END



