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ABSTRACT 

 Applications using big data and machine learning techniques are transforming how 

people live in the 21st century, however they are generally underutilized in public health 

compared to other domains. We proposed and conducted two independent studies to investigate 

how big data and machine learning techniques may serve important functions to address different 

public health challenges in North America. 

In Name- and Location-based Aboriginal Ethnicity Classification, we developed and 

tested the classification performance of a machine learning method to predict individuals’ 

Aboriginal status using name and location information from the 1901 Canadian census. Our 

automated approach has yielded good classification results, especially for a number of 

Aboriginal (all-inclusive) and sub-Aboriginal (such as First Nations, Algonquian, and Kootenay) 

statuses. The classification performance for predicting ethnicity status of these four Aboriginal 

groupings ranged between 0.99-1.00 in accuracy, 0.99-1.00 in ROC, 0.63-0.65 in sensitivity, 

0.99-1.00 in specificity, 0.78-0.86 in PPV, and 0.99-1.00 in NPV in the validation sets. The 

demonstrated application illustrated that using high decision boundary values resulted in 

predicted First Nations-specific prevalence statistics closely approximated to the true underlying 

prevalence. 

 In Sentiment Analysis of Breast Cancer Screening in the United States Using Twitter, we 

slightly modified the existing VADER sentiment classifier to automatically classify the 

sentiment of breast cancer screening-related tweets into neutral, positive, and negative. Extensive 

data visualization was conducted to illustrate the temporal (via time-series plot), geospatial (via 

point, hot spot, and quintile maps), and thematic (via word-clouds) patterns of breast cancer 

screening sentiment in the U.S. The ecological associations between the averaged sentiment 
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scores and percentage of breast cancer screening uptake at the state level were examined, and 

significant inverse relationships (p<0.05) were found between negative sentiments and recent 

uptakes of mammogram and clinical breast exam.  
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PREFACE 

 This thesis is an original work by Kai On Wong, MSc., with primary supervision of Dr. 

Yutaka Yasui and co-supervision of Dr. Faith Davis. Chapter 1 will summarize the background 

information pertaining to big data and machine learning, as well as their relevance to 

epidemiologic research. Chapter 2 will lay out the general research directions and study 

components (including literature review, as well as research rationale, objectives, questions, data 

sources, and methods) for the two independent studies: Name- and Location-based Aboriginal 

Ethnicity Classification and Sentiment Analysis of Breast Cancer Screening in the United States 

Using Twitter. Each of these studies utilizes different epidemiologic concepts and techniques, as 

well as big data analytics and machine learning methods in order to address two major public 

health issues in North America. 

 Chapter 3 of this thesis will be submitted as Wong KO, Davis FG, Zaïane OR, and Yasui 

Y. Position Paper: Concerning Data Inadequacy on Ethnicity and Race in Canada - Description 

and Recommendations. I was responsible for constructing the discussion topics, formulating 

scientific opinions, gathering research evidence, deriving recommendations, and drafting the 

manuscript. Dr. Yasui oversaw my research and provided iterative manuscript editing and 

feedback. Dr. Faith Davis and Dr. Osmar Zaïane have edited the manuscript and provided 

recommendations. 

 Chapter 4 of this thesis will be submitted as Wong KO, Zaïane OR, Davis FG, and Yasui 

Y. Name- and Location-based Aboriginal Ethnicity Classification. Chapter 5 of this paper has 

been submitted and published in the Proceedings of the 8th International Joint Conference on 

Knowledge Discovery, Knowledge Engineering and Knowledge Management (2016), as Wong 

KO, Davis FG, Zaïane OR, and Yasui Y. Sentiment Analysis of Breast Cancer Screening in the 
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United States Using Twitter. For both papers of Chapters 4 and 5, I was responsible for the 

conceptualization and development of research hypothesis, data collection/retrieval and 

preprocessing, general-purpose and statistical programming, conducting the analysis, 

interpretation and presentation of study results, and manuscript drafting and final submission. Dr. 

Yasui and Dr. Davis are the supervisory authors involved in editing manuscript and providing 

feedback from the conceptualization of research topics to manuscript submission. Dr. Zaïane 

provided machine learning-domain specific knowledge regarding the proposed study designs, as 

well as feedback on the manuscripts. 
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Chapter 1 – Introduction 

1.1 Big Data 

1.1.1 Background 

 Modern lives in the 21st century are immersed by the flood of digital data. Humans have 

long been using data to decipher patterns and obtain useful knowledge about the physical and 

social spheres (1). One of the earliest human practices of data storage was dated in 18,000 Before 

Common Era (BCE) when Palaeolithic tribespeople carved notches into sticks and bones to keep 

track of trading activities and surplus supplies (2). While the rate of data production has grown 

steadily throughout human history, recent decades have vastly outpaced the past. The term 

“information explosion” refers to the rapid increase in the amount of published data and 

information in recent decades (3). Although the term “information explosion” was first used in 

the 1940’s, the scope of its impacts on human lives has not been realized until the 1980’s, which 

marked the beginning of rapid technological advancement in computer software and hardware 

(4). In recent decades, portable electronic devices (such as laptops and smart devices) are capable 

of capturing, storing, and distributing large amount of information and these devices are made 

affordable and accessible to a massive user base (5). As a result, an unprecedented amount of 

digital data is produced, consumed, and reproduced constantly. 

The total volume of data in the world doubles every 20 months (6). Between the dawn of 

human civilization and year 2003, a total of five exabytes of data was created (note: one exabyte 

is equal to one billion gigatbytes), yet the same amount of data was produced in only two days in 

2010 (7). In 2013, it was estimated that 90% of all existing data in the world was created within 

the previous two years (8). The International Data Corporation (IDC) Digital Universe Study 
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predicts that between 2009 and 2020, digital data will grow by 44-fold to 35 zettabytes per year 

(note: one zettabyte is equal to one trillion gigabytes) (9). The increasing ease in obtaining 

personal computing devices and connecting to the World Wide Web are the major driving forces 

behind the digital data surge. By the end of 2015, there were more than seven billion mobile 

cellular subscriptions in the world, corresponding to a 97% global penetration rate (10). Global 

mobile broadband penetration has reached a historical high at 47% in 2015. The proportion of 

households with Internet access across the world has increased from 18% to 46% from 2005 to 

2015 (10).  

In addition to the typical web surfing-related uses of Internet, the Internet of Things (IoT) 

and cloud computing have also contributed to a large amount of digital footprints. The IoT refers 

to the interconnectedness of physical (wearable or portable) devices, vehicles, homes and 

buildings, and other items that are embedded with electronics, software, sensors, actuators, and 

network connectivity that enable these objects to collect and exchange data (11). Cloud 

computing refers to a type of Internet-based, on-demand computing enabling network access to a 

shared pool of configurable computing resources (i.e., networking, servers, storage, data center 

space, applications, and other information technology (IT) resources) with other remote devices 

(12). Furthermore, many commercial and non-commercial organizations have also employed 

partial or full digitization in workflows by collecting, storing, and retrieving data electronically 

(13). Today, constant streams of data are produced from almost all facets of life, including 

electronic medical records (EMRs), business transactions, weather sensors, space imaging, 

online social media contents, digital pictures and videos, cell phones’ global positioning system 

(GPS) and other signals, as well as countless other examples. Modern lives are often referred to 
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as living in the “big data” era due to the encompassing, ongoing massive data production and 

consumption that transpire virtually all aspects of life (14). 

1.1.2 Definitions of big data 

The term “big data” has gained a lot of attention in the past decade (15). It has been 

increasingly used by the media and professionals in technical communication to convey the 

concepts of very large datasets in areas including healthcare, biology, surveillance, finance, 

commercial industries, online web, and social and news media (9). However, there is not a 

universally-accepted definition of big data, resulting in the term “big data” being loosely used, 

misused, and overused (16, 17). It may refer to a single large dataset, or it may refer to the 

conceptual totality of existing data. It may refer to large dataset with complex underlying 

relationships, or it may refer to analysis using techniques (such as predictive analysis) 

commonly-used to analyze large datasets. 

One of the first articles that used the term “big data” is Application-controlled demand 

paging for out-of-core visualization, by Cox and Ellsworth, published in the Proceedings of the 

Institute of Electrical and Electronics Engineers (IEEE) 8th conference on Visualization in 1997. 

In this article, “big data” is used to describe datasets that “do not fit in main memory (in core), or 

when they do not fit even on local disk, the most common solution is to acquire more resources” 

(15). In other words, this first use of “big data” was confined to two quantities, namely 

processing/storage capacity of computer and amount of data, and their relative relationship. A 

given dataset of a fixed size may be “big data” for one computer but not for another. In following 

decades, computers’ processing and storage power increased exponentially, pairing with 

advances such as out-of-core and parallel computing, and also larger amount of data able to be 

processed and stored at once. Though at the same time, this very phenomenon of soaring 
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computing power also led to more and more data produced as primary- or by-products. Beyond 

the growth in data size, new data types and formats have also emerged, including books, journal 

articles, metadata, health records, audio, videos, analog data, images, work documents, 

environmental sensors, and unstructured text such as emails, text messages, web pages, word-

processor documents, and online social media and forum postings (17, 18). These are primarily 

examples of unstructured data, which are data without a predefined data model or predefined 

organizational/relational structure. Currently, there is a lack of standardized scheme of how 

unstructured data should be extracted, stored, linked, organized, retrieved, processed, and 

analyzed. In addition to the characteristics of big data per se, issues such as limitations of current 

data processing systems and finding the appropriate analysis models and methods present 

unfamiliar challenges to data managers, architects, and analysts. Jin et al. (2015) divided the 

complexity of handling big data into three-fold (19): 

Data complexity  

o common characteristics of big data including diversified types and patterns, 

complicated inter-relationships, a large set of features, and varying data 

quality; 

o laws of underlying data distribution, representativeness of population 

segments, heterogeneity of effects (interactions), and relevant assumptions 

(i.e., linearity and independence), uncertainty, and biases may be unclear, 

violated, or infeasible to be assessed; 

o aforementioned challenges lead to difficulties in perceiving, representing, 

understanding, processing, and describing different aspects of big data. 

Computational/analytic complexity  
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o common characteristics of big data including multi-sources, high volume, and 

fast-changing often render traditional computing methods (such as parametric 

statistics) inappropriate; 

o new computing methods need to be able to examine data without certain 

statistical assumptions such as independent and identical distribution (i.d.d.) 

and adequate (i.e., random) sampling of data; 

o large set of features, feature extraction, and ways of modeling features lead to 

very large dimensional spaces (relative to the obtainable sample size), 

frequently named as the curse of dimensionality, which may exceed 

processing power and/or render computing time unacceptable; 

o new methods required to address analytic issues such as insufficient samples, 

uncertain data relationships, and unbalanced distribution of value density; 

o new methods required to reduce the size of big data to be minimally-large 

enough to provide meaningful insights on demand; 

o overall, new approaches for big data computing need to develop novel and 

highly-efficient computing paradigms which require algorithms for distributed 

and streaming computing and big data-oriented framework where 

communication, storage, and computing are well integrated, scaled, and 

optimized. 

System complexity  

o processing systems and supporting infrastructure of big data needed to handle 

large data volume and diversified data types and applications with competent 

and sufficient team members, physical space, software, and hardware; 
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o computing systems need to be able to perform accurately and reliably under 

large processing loads over prolonged duty cycles and oftentimes with real-

time requirements; 

o operational inefficiency and energy consumption in view of cost and 

environmental impacts. 

Understanding these complexities of big data is important regarding its definition since 

the conceptual boundary of big data has evolved not only to reflect the large data volume, but 

also the high levels of complexity in data characteristics, as well as the processes in 

management, retrieval, and analysis. In recent years, the meaning of big data can be roughly 

grouped into two definitions. A narrower definition refers to databases that are too large and its 

relationships too complex to be handled by conventional structured relational databases (20). A 

relational database organizes data into one or more tables (called “relations”) in the form of 

columns and rows, generally with a unique key for each row. The relationships between database 

tables are well-defined in relational databases, allowing for communication and sharing of 

information between tables. A relational database model uses column names as metadata to 

characterise a given dataset (21). In the case of big data deriving by different data sources, it 

presents some challenges such as non-standardization of metadata (i.e., labeling as “gender” in 

one source while “sex” in another) and automatic mapping of metadata (i.e., mapping “patient 

name” in one source to “first name” + “last name” in another) (21). Thus, the narrower definition 

of big data frequently includes a discussion of Hadoop, MapReduce, NoSQL (or Not Only 

Structured Query Language) or similar data management technologies that are used to solve the 

aforementioned challenges of handling with large volumes of unstructured data (20). The wider, 

more commonly-used, definition of big data does not require the “unstructuredness” of data or 



7 

 

the use of non-relational database technologies (20). It focuses on the large amount of data, in 

terms of quantity, timeliness, variety, and application possibility that may provide value to data 

holders and users.  

1.1.3 The five V’s of big data 

The wider definition is in alignment with the key characteristics of big data introduced by 

the International Business Machines (IBM) as the five V’s (22, 23): 

Volume – refers to the large quantity (or volume) of data, although there is no consensus 

of any specific cut-off size. Large volume refers to a large number of entities (number of 

rows) and it could have a large number of variables (number of columns). 

Velocity – refers to the fast and sometimes varying speed of data generation. Many data 

sources such as social media, credit card transaction, and certain tracking mobile apps are 

creating and storing data in continuous and real-time fashion. 

Variety – refers to the myriad of data types, formats, and sources existing and available 

for use. Unlike in the past, the large majority of the world’s data now is unstructured and 

cannot be easily stored in tables or relational databases (i.e., photos, videos, and social 

media updates). 

Veracity – refers to the degree of trustworthiness of data. Due to the uncertainty of data 

obtained from data sources with unknown or unclear sampling or data collection 

methods, the underlying quality of the data may be compromised or unknown. 

Value – refers to the potentials to obtain valuable information and knowledge that could 

inform decision-making processes. Big data applications often leverage multiple, 

independent data sources together or invent innovative uses of existing data to extract 

previously unknown information/knowledge that may be valuable to stakeholders. 
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Although the five V’s is only meant to be an imperfect and subjective guide, they have 

been frequently used to qualitatively classify whether a dataset and its applications should be 

labeled as “big data” (8). In general, the more number of V’s a dataset possesses, the more 

confident one can consider it as big data. On the other hand, Bernard Marr (2015) argued that of 

the five V’s, value is the most important aspect of big data (23). The ultimate value of big data 

applications will be determined by one or more of three guiding questions (9): 1) Does it provide 

more useful information? 2) Does it improve the fidelity of existing information? 3) Does it 

improve the timeliness of actionable responses or decision-making processes? This dissertation 

does not attempt to redefine what big data entails, but to convey the important concept that even 

though the definition of big data is imperfect, the impact of big data are tangible and far-reaching 

in many health sectors including healthcare, health economics, outcome research, and public 

health and epidemiology (24-27). 

1.1.4 Machine learning and big data 

 Big data analytics (BDA) is the process of collecting, organizing, and analyzing big data 

to extract valuable information and discover new knowledge (21). One of the main objectives in 

conducting BDA is to make predictions of future outcomes, also called predictive analytics. 

When the predicted outcomes are on a continuous numerical scale, it is called a regression task; 

when the predicted outcomes fall into discrete categories/groupings, it is called a classification 

task. Traditional approaches with regression-based models (i.e., linear regression) for BDA are 

limited due to the frequently-encountered big data complexities such as violation of linear and 

independence assumptions, heterogeneity of effects, and curse of dimensionality (28). 

Traditional regression models may be modified or entirely forgone in favour of a group of more 
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flexible modeling techniques for predictive analyses belonging to the methodological approach 

called machine learning (ML). 

 Machine learning is a type of artificial intelligence (AI) that provides computers the 

“ability to learn without being explicitly programmed” (29). This fits well with BDA as 

designing and programming explicit learning algorithms are usually impractical and impossible 

due to the complexity of big data. Instead, ML algorithms preform an automated search, either 

stochastic or deterministic, to obtain the optimal model (or best fit) within a defined feature 

space (29). The outcome of a deterministic model is fully determined by parameter values and 

initial conditions, whereas stochastic models maintain some inherent randomness. Contrasting 

with the traditional regression models which rely on pre-specification of a model structure and 

assumptions, the search performed in ML is primarily data-driven (6). Generally, ML algorithms 

can be classified into two categories: supervised (or predictive) and unsupervised (or descriptive) 

(30). In supervised learning, each sample has a set of feature values and a “correct” (or true) 

outcome value (i.e., number or class label) (31). In contrast, such “correct” results are non-

existing or not provided in unsupervised learning, instead its ML algorithms explore the inherent 

data structure by grouping samples into similar categories (or clusters) based on similarity of 

input values. The general working mechanism and components of supervised learning is 

illustrated in Figure 1-1, extracted from Talwar and Kumar (2013) (32). 
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Figure 1-1: Block-diagram showing the components and working mechanism of supervised 

learning (Extracted from (32)). 

1.1.5 Overfitting and hold-out validation 

 Discussions on supervised learning below will focus on binary classification since the 

research studies of this thesis are examples of classification, not regression, tasks. There are 

many supervised ML algorithms, including regularized logistic regression (LR), support vector 

machine (SVM), decision trees (DT), naïve Bayes (NB), and k-nearest neighbours (KNN) (6). 

The performance of specific ML algorithms may differ in different data and analytic 

environments. Influencing factors include size of training sample, size of feature set, linear 

separability of data, existence of highly correlated features, desired computation speed, available 

processing memory, ease of model interpretability, and acceptable level of model variance (33-

35).  

In supervised learning, a phenomenon called overfitting may occur when a ML algorithm 

is allowed to fit the model to a given data too excessively (36). Overfitted model maps the 

features too closely to the true output to a degree that even random noise component of the 
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output (which is not predictable) is captured for the specific set of samples at hand. Capturing the 

random noise component in the specific set of sample does not help predicting output of a new 

data sample. Such model will appear to have high predictive performance within the training 

sample, but its predictive performance in a new data sample will suffer from the lack of 

generalizability since the modelled random noise does not exist in new data. Overfitting typically 

occurs when the size of the training sample is too small relative to the specified model 

complexity, or when the ratio 
𝑀𝑜𝑑𝑒𝑙 𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦

𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑠𝑎𝑚𝑝𝑙𝑒 𝑠𝑖𝑧𝑒
 is too high. Examples of how this can take 

place include 1) high noise level in training data, 2) incremental refinements of model over time 

with increasing data inputs, and 3) lack of proper stopping rules in learning (such as allowing 

decision trees to grow to full depth) (37, 38). A number of methodological strategies and 

techniques is generally implemented to minimize potential overfitting such as collecting and 

using more data, reducing the number of features, applying regularization, parameter-tuning 

during cross validation, and if applicable, pooling multiple ML results using ensemble methods 

(6, 39-42). 

Cross validation is a model evaluation technique that can assess the generalizability of 

trained machine learning models within a given dataset to a new data sample. It is often used in 

ML to minimize and assess potential overfitting since cross validation separate the full data into 

independent subsets (i.e., training and validation sets). There are different variants of cross 

validation techniques including 1) holdout validation, 2) k-fold cross validation, and 3) leave-

one-out cross validation (43). Let a labeled dataset to contain the full set of input-output pairs (x, 

y), which specifies y to be the ground-truth output for feature vector x. In holdout validation, the 

full dataset is split into two: a training set and a validation (or testing) set (6). Completely 

independent from the validation set, machine learning takes place in the training set by searching 
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for the optimal parameter values to best map features x to the label y via an optimization 

objective (i.e., minimization of loss function or maximization of information gain). The k-fold 

cross validation divides the dataset into k subsets, and the holdout method is carried out 

repeatedly for k times (43). Unlike the holdout method, k-fold validation gives every data point a 

chance to be trained by the ML algorithm. The leave-one-out method is a logical extension of the 

k-fold method. Leave-one-out cross validation iteratively trains all data points except for one, 

and it makes a prediction for that data point. 

1.1.6 Bias-variance trade-off 

The key mechanism behind ML is to minimize prediction error/misclassification without 

overfitting. The total expected prediction error can be expressed as 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑒𝑟𝑟𝑜𝑟 = 𝐵𝑖𝑎𝑠2 +

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 + 𝐼𝑟𝑟𝑒𝑑𝑢𝑐𝑖𝑏𝑙𝑒 𝑒𝑟𝑟𝑜𝑟 (44). Bias results from erroneous assumptions or model 

specification in the training algorithm. A model with high bias may miss important relationships 

between the features and output, resulting in underfitting. Variance results from sensitivity to 

slight fluctuations in the training sample. A model with high variance may suffer from 

overfitting via modeling the random noise from training sample. Irreducible error is the inherent 

noise component in the distribution of outputs y that can not be reduced via model or sampling 

specification (44). In supervised learning, the objective is to train a model to not only correctly 

capture important patterns, but also generalize to new data. In the most ideal scenario where a 

model is perfectly specified and infinite data is available, both bias and variance will be reduced 

to zero. However, real world analyses consist of imperfect models and finite data, leading to the 

trade-off between reducing bias and reducing variance (45). For example, models with low bias 

will capture relationships in the training sample vigorously. Though these models are generally 

more complex (i.e., more features) which may lead to high variance, and thus lower 
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generalizability in new sample. In contrast, models with low variance are often simpler models, 

which may result in high bias. 

1.1.7 Predictive performance metrics 

 The predictive performance (and degree of prediction error/misclassification) can be 

summarized by different performance metrics such as accuracy, sensitivity, specificity, positive 

predictive value (PPV), negative predictive value (NPV), and area under the Receiver-Operating 

Characteristics (ROC) curve. Each of these metrics has its own strengths and limitations. Some 

of these metrics should be considered as more important than others depending on the goal and 

nature of the classification task and characteristics of existing data. For example, accuracy 

(𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛
) assumes equal cost for misclassification of target class 

and misclassification of non-target class. In the case of imbalanced data, data with high over-

representation of one class over the other class, accuracy is a poor indicator to evaluate models’ 

predictive performance. This is because a ML classifier can simply and blindly assign all/most 

data points to the majority class to attain high accuracy, without much learning. Sensitivity 

(𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑎𝑚𝑝𝑙𝑒

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑙𝑙 𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑎𝑚𝑝𝑙𝑒
) and PPV (𝑃𝑃𝑉 =

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑎𝑚𝑝𝑙𝑒

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑙𝑙 𝑝𝑒𝑜𝑝𝑙𝑒 𝑐𝑙𝑎𝑠𝑠𝑓𝑖𝑒𝑖𝑑 𝑎𝑠 𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑎𝑚𝑝𝑙𝑒
) would serve as better predictive performance 

indicators than accuracy in unbalanced data. Sensitivity focuses only on individuals from a 

certain target class (i.e., minority class), and computes the proportion of all the target class 

individuals that are correctly captured by the ML classifiers. PPV focuses only on individuals 

predicted to belong in certain target class (i.e., minority class), and computes the proportion of 

all the individuals predicted to be in a target class that actually belong to that class. Further 
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discussion on the aforementioned predictive performance metrics will be carried out in Chapter 

4. 

1.2 Big Data and Epidemiology 

1.2.1 Relevance of big data for epidemiology 

 Public health is a mix of sciences and skills focusing on the preservation and 

improvement of the health of all people through preventive and often group-level, in contrast to 

individual-specific, interventions (46). Epidemiology is a basic science of public health that 

studies patterns, causes, and effects of health and disease conditions in populations (47). It 

contributes to public health by accumulating scientific evidence to gain a better understanding of 

nature and mechanisms of health and disease conditions, which in turn, may be translated into 

cost savings in the health system and improved population health outcomes through informed 

decision making (26). Epidemiologists are interested in describing health patterns and testing 

hypotheses to identify the underlying roles (such as risk factors, confounder, and effect 

modifiers) of interested factors within disease causal pathways. To perform these functions, 

epidemiologists take part in designing and evaluating the validity of research studies, as well as 

collecting, examining, manipulating, and analyzing large amount of health-related data. Using 

the five V’s big data guide, many health-related datasets possess big data characteristics. Due to 

the common interest in studying large populations, many epidemiologic research and 

applications use high volumes of data. For instance, Canadian censuses are generally used to 

derive the denominators when computing national health statistics (i.e., incidence and prevalence 

rates). The number of people captured in the Canadian census is in the tens of millions. 

Regarding data variety, factors contributing to disease causal pathways span from proximal (such 

as diet, physical activity, and smoking status) to distal (such as socioeconomic status (SES), 
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ethnic culture, residential location, and health laws and policies) (48). Hence, health data used by 

epidemiologists often come from various domains, including government, laboratory, clinical, 

genomic, environmental, interview, survey, surveillance, and administrative. Health data can be 

qualitative or quantitative, prospective or retrospective, controlled or observational, and primary 

or secondary (49), thus furthering the variety of health-related data. 

 Epidemiologists often use secondary data, which are already-existing data to be used for 

purposes not originally intended. Secondary data have many advantages over primary data such 

as more timely access and lower economic costs (50). However, the major drawback is that since 

data is not collected or managed directly, researchers will have to endorse and/or address a 

greater level of uncertainty in data quality with respect to biases and errors. This suggests a 

lower degree of veracity in using secondary data sources especially when comprehensive and 

detailed data profile is unavailable. Non-secondary data sources are not guaranteed to be free of 

data uncertainty either, as it depends on many factors including how the study is designed and 

actually carried out. In terms of value, while the tangible benefits derived from any particular 

single epidemiologic study may not be easily or directly realized, the cumulative efforts by 

public health professionals and epidemiologists have led to many significant breakthroughs in 

improving the health of the general population, including vaccination, motor-vehicle safety, 

occupational safety, control of infectious diseases, cardiovascular disease prevention, cancer 

prevention, healthier food, maternal and infant health, family planning, fluoridation of drinking 

water, recognition of tobacco as a health hazard and tobacco control, inclusive health coverage, 

and public health preparedness and response, all of which contribute to improved life expectancy 

and quality of life (51). While it has intrinsic value to understand a disease mechanism per se, the 

more tangible value from epidemiologic endeavors usually derives from working with decision 
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makers to translate relevant epidemiologic knowledge into actionable plans. At its core, the big 

data era should not be shockingly new for most epidemiologists because they have been trained 

and using data of high volume (52-55), great variety (56-58), low veracity (53, 59, 60), and 

potentially good value (51, 61, 62) to tackle public health issues in the past. However, a number 

of important aspects of big data are rather novel for public health and epidemiology. 

1.2.2 New aspects and opportunities for epidemiology 

 Despite a degree of familiarity of handling large datasets, the big data era presents new 

challenges and opportunities for epidemiologists. Presently, health data has even higher volume, 

greater variety, faster velocity, and more uncertain veracity. An example of the large surge in 

data volume is demonstrated by Canadian primary care physicians’ increased use of EMRs, 

rising from 23% to 73% between 2006 to 2015 (63). Likewise, screening and diagnostic test 

results are now being digitalized in many healthcare locations (64). Health and monitoring 

device and smartphone apps have also drastically expanded the volume of health-related 

information. A larger data size likely increases statistical power for association studies, thus 

possibly increasing the likelihood of obtaining statistically significant finding without 

substantive biological or public health relevance (i.e., small effect size) (25). For variety, in 

addition to the more traditional aforementioned data types, epidemiologists are now presented 

with new data types such as streaming (i.e., home monitoring, telehealth, handheld and sensor-

based wireless or smart devices) and web/social networking (i.e., search engine usage and online 

microblogging or messaging sites) which may hold a largely-untapped potential for public health 

knowledge discovery that was not possible before (65). Furthermore, these databases often 

collect unstructured data type. For example, up to 80% of clinical data (such as documents, 

images, clinical or transcribed notes) and almost all of the health-related social media messages 
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are unstructured (66). The wide variety of data sources will allow epidemiologic studies to 

examine novel and complex interactions, but at the expense of the needs to effectively select and 

model complicated variable sets (25). 

 Among the 5’Vs, the increment in data velocity is arguably the most revolutionary and 

unfamiliar aspect to most public health researchers (25). Comparing to the real-time and 

continuous data generation from many big data sources, traditional health data sources generally 

operate at a much slower and infrequent pace. While streaming data may help design more 

dynamic and responsive interventional and surveillance applications, the lack of familiarity and 

formal training in handling a large amount of real-time data may hinder epidemiologists’ ability 

to adequately utilize such data (67). In terms of veracity, emerging big data sources naturally 

pose many new and unexplored questions to epidemiologists regarding data quality. Namely, 

many online social media (i.e., Twitter and Facebook) and forum sites have unknown population 

distribution and representativeness. When data owners allow public access to a subsample of 

their full data (for example, Twitter releases 1% of all tweets via the Representational State 

Transfer (or REST) Application Programming Interface (API)), it is uncertain how the 

subsample is selected. In addition, online social media and forum may contain a considerable 

portion of duplicated, fake, or abandoned users, all of these may lead to inaccurate study 

inferences. Overall, big data presents many unprecedented channels for public health and 

epidemiologic innovation and experimentation which should be proceeded with reasonable 

skepticism and adherence to solid methodologic foundation. 

1.2.3 Big data challenges in epidemiology 

In recent years, there is a number of notable examples where big data has been 

incorporated in health-related applications (66), including disease outbreak surveillance, clinical 
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decision supports, data streaming, genomics and personalized care, consumer-based social 

media, and support health innovation. However, healthcare and public health sectors generally 

tend to lag behind in widely adopting and utilizing IT innovations (i.e., BDA) comparing to other 

sectors (55, 68, 69). For example, full-fledged EMR systems, that collected data directly from 

physicians from both inpatient and out-patient settings, were experimented and achieved around 

late 1960’s (70). It was only until about ten years ago when EMR started to rise in popularity 

amongst Canadian physicians (63). Only a handful of stakeholders in Canada have looked deeply 

into how BDA may apply to them, their stakeholders, or how it fits into their digital health 

strategy, investment budget, and existing data and analytic infrastructures (66). Even fewer 

would have the financial leeway and technical supports to embark on a meaningful and 

sustainable big data implementation. 

In 2013, the white paper published by the Canada Health Infoway (CHI) indicated that 

there has been currently little to no large, enterprise-based, and production-ready BDA solutions 

existing in Canada (66). In the same year, the chief technology office of the Canadian Medical 

Association (CMA) described Canadian health care analytics as being in the “teen years” (71, 

72). A number of major, deep-rooted, and systemic barriers are summarized below to explain 

this tendency (26, 55, 66, 69, 73): 

Technical barriers 

o there is a shortage of data analysts equipped with diversified skillsets, 

especially those with both technical skills (i.e., data management and 

programming) and knowledge/experiences pertaining to health systems; 
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o additional computer science training and computer science personnel may be 

needed to perform computationally-intensive tasks such as machine learning, 

programming, data mining, web scraping, and data management; 

o in the back end, skilled or additional IT staffs are needed to build, test, and 

maintain big data systems that require mature networking technology and data 

entering, securing, and retrieving methods; 

o there may be a knowledge gap between decision makers and technical staff as 

decision makers may lack the in-depth technical understanding of the needs or 

potential of BDA, while technical staffs may not be aware of the available 

agendas and rationales at the high level. 

Cultural barriers 

o there may be a general fear of change by expecting big data implementation to 

cause sudden and complete overhaul; 

o there may be misconceptions regarding big data as unnecessary, impractical, 

unjustifiably expensive, or inherently unsafe with respect to data privacy and 

confidentiality; 

o certain organization or department branches may not value the evidence-based 

decision-making process highly; 

o some physicians view data digitalization (i.e., EMR) as being impersonal to 

patients which hinders rapport building; 

o digitalization in workplace may require additional training from existing staff 

members who may not welcome further workloads or responsibilities; 
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o general public may not be aware of the technicality and needs for 

advancing/expanding BDA in the health sector, which leads to lackluster 

supports or initiatives. 

Business incentive barriers  

o there is a severe lack of evidence quantifying the return on investment (ROI) 

in both dollar and improvement in patient and population health values of big 

data implementation in Canadian health sectors; 

o there is a lack of known success stories of organizations effectively and 

sustainably implementing comprehensive BDA platforms for other parties to 

learn or model from within the Canadian health sectors; 

o fiscal incentives of big data implementation are often seen as misaligned with 

direct benefits to those carrying it out, for example, some physicians view 

health analytic implementation to be directly beneficial to the health system, 

payers, and patients, but less so to themselves; 

o unsuccessful attempts in big data implementation in the past may be 

erroneously attributed to the IT itself, rather than the potential issues with 

implementers, implementation planning and methods, and organization’s 

readiness, resources, and constraints; 

o measuring resulting health benefits and ROI is challenging and expensive, and 

using existing general fiscal metrics for evaluation may be inappropriate by 

missing the obscure benefits such as operational efficiency and workers’ job 

satisfaction and efficiency; 

Infrastructural barriers 
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o national BDA initiative and standards are difficult to reach since each 

Canadian jurisdiction is responsible for its own management, organization, 

and delivery of health care services to its residents; 

o within each jurisdiction, health organizations and facilities (i.e., hospitals) are 

largely independent and self-governing with major decisions usually 

determined by their own sets of chief executive officers (CEO) and directors; 

o health organizations/facilities are complex social environments in which end-

users may not comply with the use of recommended IT technologies unless it 

is convenient and incentivized sufficiently;  

o there is a lack of trained professionals with both IT and health care knowledge 

and skills to help promote and assist the transition; 

o in terms of collecting, linking, sharing new or existing big data within and 

between organizations/departments, the relevant privacy and confidentiality 

laws may not be clear, available, or appropriate; 

o major additional funding and skillsets may be needed to carry out 

implementation and testing of BDA platforms for a given organization 

1.2.4 Future of epidemiology 

 Mooney et al. (2015) predicts that while the core foundation of epidemiology as practiced 

today is likely to remain the same, this field’s potential in maximizing its contribution in 

understanding and improving health of the population depends on its innovation and integration 

in big data-related subject matters (25). The CHI depicted that big data knowledge creation can 

be broken down into three areas including 1) knowledge acquisition, 2) knowledge generation 

with systemic “automated” analytics, and 3) contextualized clinical and health system analytics 
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(66) (Figure 1-2). Epidemiologists interested in health-related big data and predictive analytics 

may seek relevant opportunities to contribute in each of these areas in big data knowledge 

creation. While further training and subspecialization (especially theories and technical skills in 

computer sciences) may be needed, the core quantitative skillsets learned from traditional 

epidemiologic training and extensive population health knowledge may serve as an advantage 

and conceptual foundation for additional quantitative techniques to build on. 

 

Figure 1-2: Block-diagram showing the components and work flow of a data-driven 

knowledge-based system (Extracted from (66)). 

 In 1998, Mervyn Susser, one of the pioneers of epidemiology in the twentieth century, 

predicted that the traditional epidemiology focusing on single-level risk factor identification will 

become “less serviceable” compared to the emerging epidemiologic subdisciplines such as 

genetic epidemiology and global epidemiology that are based on high-volume information 

systems (74). The big data era has been presenting, and will continue to present, exciting and 
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novel opportunities for epidemiologists to develop innovative public health research and 

applications to improve the health of the general population. This global shift of human 

interactions and dynamics with massive data will likely catalyze a new era of epidemiology that 

will venture into many uncharted data and analytic territories. Utilizing and linking new types of 

existing, relevant data may allow epidemiologists to paint a more complete picture of the health 

of a population and to more effectively monitor, evaluate, and inform health-related decisions 

and policies in a streamline and timely fashion.  

Canada needs to address some of the aforementioned technical, cultural, incentive, and 

infrastructural barriers in order to fully garner the power and benefits of big data. It is advisable 

that public health and epidemiologic departments take initiatives to engage in multidisciplinary 

big data collaborations, rethink workforce development, provide interested epidemiologist 

trainees adequate training and opportunities, and develop research that explores how public 

health personnel may deliver unique contribution in big data-related operations (i.e., study 

design, data validation, new epidemiologic methods for BDA, and incorporation of BDA for 

health) (75). Momentum is required from all fronts, including individual epidemiologists and 

data analysts, public health departments, government and organization decision makers, in order 

to dissolve the existing Canadian barriers in a timely fashion (69). 

1.3: General Directions and Research Objectives 

 This doctoral research aimed to illustrate how big data and ML methods can be applied in 

public health applications in all three areas of knowledge creation, including knowledge 

acquisition, knowledge generation, and contextualized clinical/health system analytics. This was 

achieved by conducting two independent projects, namely Name- and Location-based Aboriginal 

Ethnicity Classification (Study I) and Sentiment Analysis of Breast Cancer Screening in the 
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United States Using Twitter (Study II). There is no direct relationship between the two projects. 

In Study I, the 1901 Canadian census was collected online and its name and location variables 

will be used to automatically predict individuals’ Aboriginal ethnicity status in Canada. Its 

significance lies in the general lack of Aboriginal and ethnicity information in Canadian data 

systems which hinder epidemiologists’ ability to investigate health-related information in 

Aboriginal Canadians. In Study II, tweets mentioning terms related to breast cancer screening 

were collected via Twitter’s REST API. The corresponding sentiment of each tweet is classified 

using our slightly-modified version of the existing automated sentiment classifier by Hutto and 

Gilbert (2014) (76). A temporal, geospatial, and thematic analysis is conducted to visualize the 

sentiment pattern descriptively. The correlation of the aggregated sentiment scores and actual 

breast cancer screening uptake percentage at the state level in the United States (U.S.) derived 

from an external national data source is examined. 

Chapter 2 – Research Components 

2.1 Overview 

 A considerable portion of big data contains health-related information (77). They capture 

novel and untapped behavioral, medical, demographic, and public opinion information that can 

potentially reveal new aspects of population health that are previously-hidden from traditional 

data sources (78). Traditional epidemiologic methodologies alone may be insufficient to fully 

utilize health-related big data for predictive analytics, thus tools from other disciplines such as 

ML should be explored. Traditional epidemiologic methods emphasize making inferences (79). 

They generally employ classical statistics that are based on probability models of data. In 

contrast, machine learning emphasizes prediction. While some machine learning algorithms use 
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probability models of data (similar to classical statistics), other machine learning algorithms do 

not assume an underlying data model, which are particularly suitable for solving problems 

involving data that does not fit any a-priori probabilistic assumptions. Currently, epidemiologic 

exploration of big data and ML research and application in the context of public health is limited. 

The overall objective of this doctoral thesis is to apply, demonstrate, and examine automated ML 

approaches on big data to address two important public health issues existing in North America 

via two independent studies: 

 Study I: To predict Aboriginal ethnicity using personal names and residential information 

in Canada. 

 Study II: To conduct a sentiment analysis on breast cancer screening tweets and validate 

its relationship with breast cancer screening uptakes in the U.S. 

2.1.1 Study I: Name- and location-based Aboriginal ethnicity classification 

 An ethnic group is a socially-defined category referring to people sharing a common 

cultural heritage, which is comprised of historical memories, cultural practices, and national 

experiences (80). Ethnicity is linked to personal health which can shape lifestyle behaviors (81, 

82) and perceived self-identity (83-85). Like age and sex variables, the variable describing one’s 

ethnicity is considered one of the most fundamental and frequently-studied dimensions in public 

health (86). Ethnicity (variable) has been used in the construction of a risk factor, confounder, 

stratifier, and as part of an interaction term in epidemiologic studies. Overall, ethnicity serves the 

following public health functions: as a 1) risk factor for health outcomes; 2) proxy for 

unmeasured social factors; 3) marker for unmeasured biological differences; 4) stratifier for vital 

and health statistics; and 5) catalyst for better delivery of health services (87). 
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 Canada is culturally- and ethnically-diverse, yet abundant evidence demonstrates the 

insufficiency and inadequacy of ethnicity data in most data sources within the country (88-95). 

Parsons (2005) described that there is a “profound lack of routine collection of race/ethnicity 

relevant data in Canada”. This compromises the ability to understand and monitor public health 

issues including health inequality and racial discrimination, potentially leading to culturally-

insensitive and -ineffective health promotion, services, and policies. ML methods using personal 

names to predict ethnicity may be applied to potentially alleviate this ethnicity data gap issue in 

Canada (96). Naming practices in societies are not random but follow specific cultural and 

linguistic conventions (88, 93). Through time and space, names preserve a link with particular 

language used by specific ethnic groups, and these linkages can be established phonologically, 

morphologically, and semantically (97). To date, no comprehensive study has been conducted to 

investigate the accuracy of ML-based prediction of individuals’ ethnicity using their names in 

Canada. In particular, Aboriginal Canadians are disproportionately suffering from a wide range 

of social injustice (98, 99) and health-related problems (100, 101) compared to non-Aboriginal 

counterparts.  

In the national diabetes report, the Public Health Agency of Canada (PHAC) 

acknowledged the issue of the lack of Aboriginal (and ethnic) identifiers in most administrative 

databases used for surveillance for diabetes and other chronic diseases (102):  

“Many data limitations exist for diabetes surveillance for First Nations, Inuit and Métis 

populations. For example, the inclusion of Aboriginal individuals in national surveys is 

limited by the geographic coverage of sampling, non-participation, incomplete 

enumeration of reserves, and exclusion of homeless people. Different survey and 

sampling methods as well as changes in the criteria for diagnosis of diabetes can also 
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interfere with the comparison of survey results between populations and over time. 

Health administrative data (hospital records, physician billing databases, and 

provincial/territorial health insurance registries) are often used for diabetes surveillance 

in the general Canadian population. However, only a limited number of provincial and 

territorial databases contain Aboriginal identifiers, limiting their use for surveillance for 

this population.” 

Currently, there is no study examining if name/location-based ethnicity classification will be 

applicable and accurate in predicting Aboriginal ethnicity in Canada. This study aims to derive a 

convenient and timely means to predict Aboriginal classification using name and residential 

variable data that are commonly collected in most existing Canadian data sources. 

2.1.2 Study II: Sentiment analysis on breast cancer screening tweets 

In 2016, there were approximately 550 million active Twitter users (those who have 

created an account and published at least one post) (103). Many Twitter users frequently publish 

their thoughts, life experiences, opinions, feelings, and other perceived worthwhile information 

openly in the form of a tweet, a public message of 140 or less characters, in a real-time, 

streaming fashion (104-106). A considerable portion of tweets is health-related and could 

potentially be used in public health applications (107, 108). Some of the examples of Twitter-

based public health applications include tracking of public awareness of influenza (109), 

worldwide influenza incidence (110), as well as self-reported mental illnesses (111), medical 

complaints (112), and safety events by patients (113). 

 Breast cancer is the most common cancer in women and breast cancer screening is an 

effective tool for breast cancer control and prevention (114). The United States Preventive 
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Services Task Force (USPSTF) recommends women aged 50-74 years to attend a mammography 

every 2 years (115). Evidence of breast cancer screening benefits for women aged 40-49 years is 

weaker than those in 50-74 years old. Thus for women aged 40-49 years, USPSTF recommends 

that the frequency of breast cancer screening uptake be decided by the individuals (and their 

family doctors), but for those who value the potential benefits of cancer screening over potential 

harms may choose to attend biennial screening (115). However, not all eligible adult women 

adhere to these breast cancer screening recommendations and their screening uptake behaviours 

were found to be related to a number of factors such as residential location (116), social class 

(117), and ethnicity (118, 119). Other determining factors influencing if an eligible woman will 

seek breast cancer screening tests are related to her perception regarding the level of competence 

of health professionals, ease of receiving the breast cancer screening procedure, and reasonable 

wait time to receive the screening procedure and later screening results (120). Women who chose 

not to attend regular breast cancer screening often cited reasons of being too busy, unaware of 

breast cancer risks and available screening, anxious/afraid to receive a false or positive result, 

and worried of the pain/discomfort associated with the procedure (121). Such findings are in 

accordance with the health belief model (HBM), which states that individual’s willingness and 

action to take a health-related action (i.e., screening) are related to a set of perception-based 

beliefs including perceived susceptibility, perceived severity, perceived benefits, perceived 

barriers, cues to action, and self-efficacy (122). Twitter provides a potentially abundant source of 

perception information from the general public that can be used as a monitoring/surveillance tool 

for public health. 
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2.2 Literature Review and Rationale 

2.2.1 Study I: Name- and location-based Aboriginal ethnicity classification 

 Mateos (2007) conducted a systematic review of representative studies, published in or 

before January 2006, that developed new name-based ethnicity classification methods or 

evaluated old methods with unknown generalization performance. The 13 included studies aimed 

to demonstrate a satisfactory rate in classifying individuals into one or a few ethnic groups from 

the respective general populations (96). These studies shared similar analytical components: 

source data, reference list, and target population. The datasets for these studies contained both 

ethnicity and name information, and were generally collected from population administrative 

files, health registries, or surveys (96). A reference list is an exhaustive list of personal names, 

each with a true ethnic classification. The features used to train the ML algorithms among these 

studies were primarily name components (such as first, middle, and last name). For those studies 

using the reference list to train the ML algorithms, individuals from the target population were 

then classified into ethnic groupings (96). Generalization performance measures, such as 

accuracy, sensitivity, and specificity, were used to evaluate the degree of agreement between the 

predicted and true ethnicity classification. 

 Among the 13 included studies, sensitivity ranged between 0.67 and 0.95, specificity 

between 0.8 and 1.0, PPV between 0.7 and 0.96, and NPV between 0.96 and 1.0 (96). The 

authors in these studies generally interpreted their results as satisfactory, serving as a validation 

that name-based ethnicity classification is adequate to ascribe the ethnicity variable for a number 

of ethnic groups (96). Only three of the 13 included studies in Mateos’ review (2007) were 

conducted in Canada, namely Coldman et al. (1988) (123), Choi et al. (1993) (124), and Sheth et 
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al. (1999) (125). An additional, similar study was published more recently by Shah et al. (2010) 

(126). They examined either one (Chinese only) (123, 124) or a few ethnic categories (South 

Asian and Chinese only) (125, 126). Three of them (124-126) used only surname while one used 

forename, surname, and middle name (123). Only one (125) used national data while the other 

three used individual provincial data with limited sample size (n < 5,000) (123, 124) or larger 

sample size (n>1,000,000) (126).  

Overall, there is a scarcity of research and application exploring name/location-based 

classification methods to predict one’s ethnicity. In addition, despite the health inequities 

experienced by the Aboriginal Canadians and recent studies showing residential information 

improved name-based ethnicity prediction (127, 128), no study has examined name and location 

features to predict Aboriginal ethnicity in Canada. Thus, the main objective of this study is to 

evaluate the generalization performance of using name only and name plus location information 

to derive a comprehensive set of features in order to predict Aboriginal ethnicity status in Canada 

using a large dataset. 

2.2.2 Study II: Sentiment analysis on breast cancer screening tweets 

 Internet has become increasingly interactive via the plethora of online social platforms of 

blogs, forums, commenting sections, chats, and social media. Patients and the general public no 

longer merely consume web information passively. They now actively engage in discussions and 

generate a massive amount of timely, accessible, and unfiltered unstructured data. Online patient 

perception (or opinions) can be a major source of collective intelligence for evaluating the 

performance of hospitals such as the timeliness and quality of care, and effectiveness of public 

health interventions and policies (129, 130). Twitter has hundreds of millions of active users, 

regularly broadcasting their thoughts and opinions on diverse topics (131). Various aggregate 
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analyses of opinions using Twitter have shown success in modeling phenomena such as elections 

(132), presidential job approval rating (133), stock market (134), and consumer confidence 

(135). 

 Much of the previous research efforts on health-related applications using Twitter data 

have focused on disease/syndromic (109-111, 136) and natural disaster surveillance, (137, 138) 

hence new terms “infodemiology” and “infoveillance” were coined (139). Much less research 

has focused its attention on exploring the applications of Twitter users’ perception towards 

clinical interventions. Salathé and Khandelwal (2011) conducted a sentiment analysis measuring 

the temporal and geographic patterns of sentiment towards a novel Hemagglutinin Type 1 and 

Neuraminidase Type 1 (H1N1, such as influenza A) vaccine in the U.S. They found a strong 

correlation between sentiments expressed online and Centre of Disease Control and Prevention 

(CDC)-estimated vaccination rates by region (140). They also found that communities generally 

tended to be dominated by either positive or negative sentiments towards the vaccine. Another 

Twitter opinion-based health research was conducted by Myslin et al. (2013), examining the 

sentiment of tobacco products with a focus on new and emerging products such as hookah and 

electronic cigarettes. Novel insights were derived from the observed high prevalence of positive 

sentiment towards tobacco products. The authors stated the positive sentiment was correlated in 

complex ways with social image, personal experience, and recently popular products such as 

hookah and electronic cigarettes which were manually annotated in content analysis using a 

different set of smoking-related tweets (141). 

 Twitter has become a popular channel to connect people interested in cancer-related 

topics. Professional medical societies such as the American Society of Clinical Oncology 

(ASCO) uses Twitter to report clinical news and publications, to discuss treatment issues, and to 
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facilitate a broader dialogue amongst physicians and health professionals (142). Individual 

physicians can directly reach their patients to update therapeutic advancements, to answer 

disease-related questions, or to provide medical advice or reminders (143). Cancer patients can 

help support and educate each other, and share their experiences and opinions about their 

conditions and treatments received (144, 145). The general public can also use Twitter to show 

support for public awareness and fund-raising events, such as breast cancer awareness month 

(146). It should be clear from these diverse examples that Twitter is a rich source of data for 

understanding the value, perspective, and interaction between people with different cancer-

related interests and needs. Particularly, Twitter can be a great source of information to 

understand people’s sentiments about breast cancer screening tests, to identify social or 

infrastructural barriers that make using the screening difficult, and to inform decision-makers 

when, where, and to whom resources should be allocated. 

Research on Twitter’s sentiment on breast cancer screening is currently lacking. To date, 

the only study addressing this topic examined a very small sample of mammogram-related 

tweets (n = 271) using just a simple search term (“mammogram”) for breast cancer screening 

(147). Thus, the objective of this study is to conduct a comprehensive analysis on breast cancer 

screening tweets to visualize the patterns in time, space, distribution, and theme of the sentiment 

expressed towards breast cancer screening among U.S. citizens. In addition, this study also 

examined the correlation between breast cancer screening sentiment (from Twitter) and actual 

breast cancer screening uptake (from an external national database) in the U.S. 
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2.3 Specific Objectives 

2.3.1 Study I: Name- and location-based Aboriginal ethnicity classification 

 To conduct a literature review to describe the current ethnicity data gap issue common 

among health-related data systems within Canada and corresponding recommendations 

(as position paper in Chapter 3); 

 To use the 1901 Canadian census to train and test name- and location-based ethnicity 

classifiers for the following Aboriginal categories: 1) Aboriginal (all-inclusive), 2) First 

Nations, Métis, and Inuit, 3) major Aboriginal language groups, and 4) major Aboriginal 

tribal groups. The accuracy of the classifiers will be evaluated against a-priori 

generalization performance metrics (as publication manuscript in Chapter 4). 

2.3.2 Study II: Sentiment analysis on breast cancer screening tweets 

 To use breast cancer screening-related tweets collected between September 2014 and 

April 2015 to visualize the temporal, geospatial, and thematic patterns of sentiment 

(positive, negative, and neutral) towards breast cancer screening tests in the U.S. (as 

published article in Chapter 5);  

 To examine the relationship between sentiment of breast cancer screening and breast 

cancer screening uptake by states using an external national database (as published article 

in Chapter 5). 
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2.4 Research Methods 

2.4.1 Study I: Name- and location-based Aboriginal ethnicity classification 

 The following described research methods correspond to the publication manuscript to be 

presented in Chapter 4. 

2.4.1a Research questions 

 Question 1 (S1-Q1): What is the generalization performance (in accuracy, ROC, 

sensitivity, specificity, PPV, and NPV) of the ML classifiers for predicting Aboriginal 

(all-inclusive) status based on name alone and on both name and residential location? 

 Question 2 (S1-Q2): What is the generalization performance of the ML classifiers for 

predicting subgroups of Aboriginal (First Nations, Métis, and Inuit; major Aboriginal 

language groups, and major Aboriginal tribal groups) status based on name alone and on 

both name and residential location? 

 Supplementary question 1 (S1-SQ1): What is the generalization performance of the ML 

classifiers for predicting non-Aboriginal ethnicities (Chinese, English, French, Irish, 

Italian, Japanese, Russian, Scottish) based on name alone and on both name and 

residential location? 

2.4.1b Data source and data processing 

 The 1901 Canadian census, which officially began on March 31st, serves as the sole data 

source for this study. The 1901 census employed a total of 351 commissioners to coordinate data 

collection throughout the country (148). There were 8,800 enumerators visited 206 census 

districts, divided into 3,204 sub-districts consisted of cities, towns, groups of townships, Indian 

reserves, and other less well-defined areas. Enumerators collected census information from 
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5,371,315 individuals distributed as British Columbia (178,657), Manitoba (255,211), New 

Brunswick (331,120), Nova Scotia (459,574), Ontario (2,182,947), Prince Edward Island 

(103,259), Quebec (1,648,898), and Territories (211,649) (148). Census can be considered as big 

data with its large sampling coverage, value of representing the entire national population, and 

since name and ethnicity fields in the 1901 census were entered in free-text format, it represents 

a low level of veracity in the data. Analyzing this census data is considered a big data problem 

since it contains large volume of cases and unstructured textual inputs for name and ethnicity 

variables, thus signifying the volume and veracity aspects of big data. 

The 1901 census was made publicly accessible from multiple websites (149-151). User 

agreements were followed and consent for using the 1901 census content for this research was 

obtained. A web indexing codebase was developed in Python 2.7, along with corresponding 

libraries (such as urllib2, re, and beautifulsoup). The 1901 census provides all the required 

individual-level data fields including name, residential location, and ethnicity (152). It is an 

appropriate dataset for this research since the frequency of interracial marriages and marriage-

related name changes were less common in the past century thus preserving the association 

between name and ethnicity (153). At the same time, this census is only three to four generations 

old, thus its overall generalizability to modern time should still hold true. 

 Individuals missing either name and/or ethnicity information were removed from the 

dataset. Since both the name and ethnicity data fields are in unstructured format, data cleaning 

and processing were performed. For the name field, abbreviated titles, such as Dr, Esq, Hon, Jr, 

Mr, Mrs, Ms, Messrs, Mmes, Msgr, Prof, Rev, Rt Hon, Sr, and St, were stripped away. Likewise, 

any numbers or nonsensical punctuations, such as “?”, “:”, “*”, “%”, “^”, “&”, “#”, “@”, “$”, 

and “!”, were removed from the name field. The name field was then split into two name fields: 



36 

 

first and last name. All the letters belonging to the last connected sequence of alphabets were 

extracted as the “last name” field, while the rest of the text were extracted as the “first name” 

field. All of the above steps were carried out using Python 2.7 and its regular expression library. 

 The ethnicity field initially contained 6,763 unique entries. The reason for this large 

volume of entries was due to the unstructured, free-form text entering format, which allowed for 

abbreviated, alternatively-spelled, and misspelled forms of the same ethnicity. The 

standardization of similar ethnicities from different forms was examined manually, and then a set 

of heuristic rules were used to categorize the designated ethnicity label. Using regular 

expression, any entries containing nonsensical punctuations such as “?” and “%” and/or with no 

alphabetical letters were replaced with an empty entry, and the record was removed from the 

dataset. Misspelling and alternative spelling (i.e., French spelling) forms for a particular ethnicity 

were identified and recategorized. For example, “Métisse” and “Métise” were recategorized into 

“Métis”. Individuals with “First Nations”, “Métis”, and “Inuit” were also given an “Aboriginal” 

(all-inclusive) ethnicity status. First Nations individuals were further broken down into finer 

groups: major Aboriginal language (Algonquian, Athapaskan, Iroquoian, Kootenay, Salish, 

Siouan, Tsimshian, and Wakashan) and major Aboriginal tribal (Algonquin, Blackfoot, Cree, 

Iroquois, Micmac, Mohawk, and Ojibwa) groups. Each of these subgrouping contains further 

individual ethnicity entries. For example, the Algonquian language group consists of ethnicity 

entries such as “Algonquin”, “Blackfoot”, “Cree”, “Ojibway”, “Malecite”, and others. The 

heuristic rule sets were constructed using an iterative cross-checking method with various 

referencing resources (154-158). The frequency of each ethnic category will be presented in 

Chapter 4. 
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2.4.1c Feature generation 

 The aforementioned first and last names gave rise to 15 name-related features. These 

name features were based on single characters, substrings of characters, entire name entities, and 

phonetic representation. The construction of these features will be discussed at length in Chapter 

4. The residential location feature was derived from the sub-district where the census information 

was taken from individuals, The default entry contains four location segments at various 

granularity, for example, “B, Glengarry, Ontario, Canada”. To avoid low number of small 

regions, the final residential location feature striped away the finest regional description, for 

example, “B, Glengarry, Ontario, Canada” into “Glengarry, Ontario, Canada”.  

2.4.1d Analytic approach 

 The ML process was done on the full 1901 census (N=5,031,794) or a 10% random 

subsample (N=500,000) in order to utilize all available data and lower computation time, 

respectively. Data was randomly split 50:50 into training and validation sets. One-versus-the-rest 

binary classification was conducted for each ethnic category (i.e., “Aboriginal” versus “non-

Aboriginal”; “First Nations” versus “non-First Nations”, and “Cree” versus “non-Cree”). The 

process of machine learning took place within the training set where three ML algorithms, 

including (regularized) LR, SVM, and DT, were used to associate feature values and 

corresponding ethnicity labels. More detailed description of the ML algorithms will be available 

in Chapter 4. Either the full set of name and residential location features or name features only 

was examined for each training. Once the ML model was trained, it was used to predict ethnicity 

of the sample within the validation set. Its generalization performance, or degree of 

agreement/disagreement between the predicted and the true ethnicity values, was carried out 

using a widely accepted set of measurement metrics including accuracy, ROC, sensitivity, 
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specificity, PPV, and NPV. Results will be presented in table format (Chapter 4) showing the 

generalization performance metrics by different ethnic groupings of Aboriginal status, ML 

classifiers, sample sizes, and feature sets. In addition, the most informative features will be 

generated using the DT classifiers. 

 To evaluate the applicability of the resulting ML models, simulated disease/population 

scenarios will be set up in an demonstrative application (Chapter 4). Hypothetical population 

size, proportion of ethnic composition, and proportion of diseased individuals were preset to 

cover a wide range of possibilities. From these, the underlying “true” disease prevalence and 

corresponding 95% confidence intervals (CI) can be calculated. From the aforementioned 

generalization performance results, predicted disease cases and hence predicted disease 

prevalence can be further obtained. Comparisons between the predicted disease prevalence and 

true disease prevalence can be made to estimate the degree of error may be made by the obtained 

ML classifiers in a more relevant public health setting. All of the analyses of this study was 

performed using Microsoft Excel and Python 2.7 with its numerical computation, ML, and data 

management libraries such as numpy (159), scikit-learn (160), and pandas (161), 

correspondingly. 

2.4.2 Study II: Sentiment analysis on breast cancer screening tweets 

 The following described research methods correspond to the published article (162) to be 

presented in Chapter 5. 

2.4.2a Research questions 

 Question 1 (S2-Q1): What are the temporal patterns in breast cancer screening tweet 

frequency and sentiment in the U.S. over the study period? 



39 

 

 Question 2 (S2-Q2): What are the geospatial patterns in breast cancer screening tweet 

frequency and sentiment in the U.S. over the study period? 

 Question 3 (S2-Q3): What are the thematic patterns in breast cancer screening tweet 

frequency and sentiment in the U.S. over the study period? 

 Question 4 (S2-Q4): Are there any significant (p<0.05) associations between breast 

cancer screening sentiment scores and uptake of breast cancer screening in the U.S. at the 

state level? 

 Supplementary question 1 (S2-SQ1): What are the temporal, geospatial, and thematic 

patterns in breast cancer screening tweet frequency and sentiment in Canada over the 

study period? 

2.4.2b Data source and data processing 

 Twitter serves as an unconventional big data source for epidemiologic research due to its 

large volume, real-time production, and open public access. In 2014, Twitter had 255 million 

monthly active users worldwide (163). There were approximately 500 million tweets sent per 

day, and 46% of active Twitter users tweeted at least once a day. One percent of random tweets 

were made available for public access. For this study, breast cancer screening-related tweets 

were collected for about eight months between 17th September 2014 and 10th May 2015, via the 

Twitter REST API using Python 2.7 and its Tweepy library (164). Tweets mentioning at least 

one of the following breast cancer screening-related terms were included: "mammogram", 

"mammography", "breast imaging", "breast screening", "breast mri", "breast ultrasound", "breast 

self-exam", "breast examination", "breast exam", "breast lump", and their corresponding hashtag 

forms such as "#breastscreening" and "#breastexam". The extracted information from each 

included tweet included user name, user profile description, time of tweet, tweet itself, retweet 
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status, user mentions, hashtags, and geographical information including user-described location 

field and user-enabled latitude and longitude coordinates (or GPS) field (165). 

 After examining the geographic distribution of the collected Twitter data, a post hoc 

decision was made to focus the study only on the U.S. (rather than North America as a whole) 

since the amount of breast cancer screening tweets from Canada was insufficient for meaningful 

analyses. Hence, non-U.S. tweets were excluded for further analysis. The textual content of each 

included tweet was processed by stripping away the retweet tag (“RT”), hashtag symbol (“#”), 

user-mentioned tag (“@”), and Uniform Resource Location (URL) links. For the fields that 

describe user’s location while the tweet was publicized, there were two possible location fields. 

The user-described location field allows Twitter users to write a description of their current 

location, and the GPS field automatically recorded the latitude and longitude coordinates from 

the electronic device. If both location inputs were available, the more precise GPS location was 

used, otherwise the user-described location was used. If existed, user-described location was 

converted into GPS coordinates using Python module Geocoder (by accessing MapQuest) (166). 

The location information was then standardized by reverse-geocoding the coordinates into the 

corresponding country, state, county, and city. This Twitter-provided information will be used to 

explore the temporal, geospatial, and thematic patterns of sentiment towards breast cancer 

screening in the U.S. 

 For the association analysis between breast cancer screening tweets and breast cancer 

screening uptake, an external data source was used to provide the information on uptake 

behaviours in the U.S. population. The Behavioral Risk Factor Surveillance System (BRFSS) is a 

telephone survey conducted by the CDC annually since 1984 to collect health-related risk 

behaviours, chronic health conditions, and use of preventive services such as breast cancer 
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screenings (167). The anonymized BRFSS 2014 (for calendar year 2014) was made publicly 

downloadable by the CDC (168), which was used for this study. Interested individual-level fields 

were extracted from the BRFSS 2014 including 1) most recent mammogram received, 2) most 

recent clinical breast exam (CBE) received, 3) highest education achieved, 4) self-reported 

general health status, and 5) self-reported race. The collection of education, general health, and 

race variables was done in order to adjust for potential confounding in the analysis. 

 A number of data processing took place in the BRFSS data. Since the scientific evidence 

for the benefits from attending regular breast cancer screening and professional 

recommendations for attending such practice were strongest for women aged 40 to 74 (115), 

women aged younger than 40 or older than 74 and men were removed from the data. Each of the 

five aforementioned variable fields contained multiple possible response categories. In order to 

eliminate possible low response frequency and increase interpretability, dichotomization of each 

variable was carried out. The recoded variables included 1) mammogram received within the last 

two years (1 – yes and 0 – no), 2) CBE received within the last two years (1 – yes and 0 – no), 3) 

highest education achieved (1 – have at least some college education, 0 – do not have any college 

education), 4) general health (1 – good, very good, or excellent, 0 – fair or poor), and 5) race (1 – 

non-Hispanic white only, 0 – all others).  

2.4.2c VADER sentiment classifier and its modifications 

Each of the collected tweet needs to be classified to a corresponding sentiment (i.e., 

positive, negative, and neutral). Manually labelling each tweet by human raters will be a labor-

intensive and inefficient, thus a ML method is used. There are currently a number of existing 

automated sentiment classifiers (169), including the Linguistic Inquiry and Word Count (LIWC), 

General Inquirer (GI), Affective Norms for English Words (ANEW), SentiWordNet (SWN), 
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SenticNet (SCN), Word-Sense Disambiguation (WSD), and Hu-Liu-2004. However, their 

generalization performance in classifying sentiment in tweets may not be optimal since they 

were not developed specifically for microblogging platforms populated with short messages, 

such as tweets). Hutto and Gilbert (2014) have developed and made publically available their 

sentiment classifier, called Valence Aware Dictionary for sEntiment Reasoning (VADER), 

targeting microblogging platforms (169). They have employed various novel sentiment signals’ 

detection methods such as the inclusion of acronyms, slangs, emoticons as part of their lexical 

dictionary. They then empirically validated and rated each lexical feature over a continuum of 

sentiment range by multiple tested and trained raters. Afterward, they combined these lexical 

features with consideration for five general rules that embody grammatical and syntactical 

conventions for expressing and emphasizing sentiment intensity (169). For example, an 

exclamation point “!” (relative to a period or no punctuation at all) increased the sentiment 

intensity by a formulated magnitude.  

 The VADER classifier examines a text (such as a tweet) and produces four sentiment 

scores: 1) neutral, 2) positive, 3) negative, and 4) composite scores. The neutral, positive, and 

negative scores correspond to the proportion of text containing a particular sentiment polarity. 

For example, a positive score of 0.5 indicates that 50% of the words in a tweet contain positive 

sentiment while the other 50% contain either neutral or negative sentiment. The composite score 

is computed by summing the sentiment intensity score of each word from the text that has a 

match with the VADER lexicon, adjusted with grammatical and syntactical rules, and then 

normalized to be between -1.0 (most negative) and +1.0 (most positive). The composite score 

was categorized into neutral (-0.3 to +0.3), positive (>+0.3 to +1.0), and negative (-1.0 to <-0.3). 

The composite score can be used as a single unidimensional measure of sentiment. Hutto and 
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Gilbert (2014) concluded the VADER classifier considerably outperformed the seven 

aforementioned sentiment classifiers. The VADER classifier achieved a 0.99 precision, 0.94 

recall, and 0.96 F1 score, which were comparable to human accuracy (169). 

 A validation was conducted to assess the generalization performance of the VADER 

classifier on the collected tweets specific about breast cancer screening. A random subset of 250 

tweets was drawn and each was given a subjective sentiment label (neutral, positive, or negative) 

by KW (as independent gold standard). These tweets were then processed by the VADER 

classifier, and each composite score was converted into a neutral, positive, or negative label. The 

accuracy was suboptimal at <40%. The overarching reason was identified. In the original 

VADER lexical dictionary, the lexicon “cancer” contained a highly negative sentiment value (-

3.4). This resulted in VADER classifier overly assigned highly negative composite sentiment 

score to virtually all tweets since they were related to breast cancer by default. Similarly, other 

words including “die”, “died”, and “death” containing highly negative default sentiment values 

(i.e., -2.9, -2.6, and -2.9, respectively) were identified, yet these lexicons often appeared in the 

collected tweets without any underlying positive or negative connotation. The effect on 

sentiment classification accuracy was examined by removing these lexicons from the original 

lexical dictionary, resulting in more favorable accuracy (77.2%). This modified version of the 

VADER sentiment classifier was used throughout the analysis of this study. 

2.4.2d Analytic approach 

 There was a total of 54,664 breast cancer screening-related tweets collected from the U.S. 

with state-level geographic information, over the study period. The analyses can be divided into 

1) descriptive analysis (exploring temporal, geospatial, and thematic patterns) and 2) hypothesis-

driven analysis (testing the association between screening sentiment and screening uptake). The 
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analysis of this Twitter data set is considered a big data problem since this data contains real-

time and unstructured textual data that signifies the velocity and veracity aspects of big data. 

Also, while our study only examined 8 months of tweets pertaining to breast cancer screening, 

Twitter houses a much larger amount of tweets in the back end with all discussed topics 

continuously and simultaneously, thus signifying the massive volume possible to be utilized. 

 For temporal patterns, the tweet volume and national average composite (VADER) 

sentiment score will be plotted against time. For geospatial patterns, basic point maps, hot spot 

maps, and quintile maps will be generated. Basic point maps will not only show how (breast 

cancer screening-related) tweets were distributed, but also how neutral, positive, and negative 

tweets were distributed across the U.S. Hot spot maps will identify statistically-significantly high 

or low regions with respect to their sentiment towards breast cancer screening. This will be 

conducted by comparing local neighbouring region’s sentiment values to the global sentiment 

values using the Getis-Ord Gi* statistics (170), described in more details in Chapter 5. Three 

quintile maps will be generated. The first quintile map will be created by ranking the average 

composite sentiment score by each state. The second quintile map will be based on percent 

women aged 40 years and above receiving a mammogram within the last two years by state, and 

the third quintile map will be based on percent women aged 40 years and above receiving a CBE 

within the last years by state. The general trends (such as similarity in high and low quintile 

regions) between these quintile maps will be examined qualitatively. For thematic patterns, 

word-cloud analysis was conducted. Word-clouds are big data visualization that presents highest 

frequency words (while omitting non-informative common words such as “the”, “it”, and 

“what”). Word-clouds can be generated using all tweets, as well as only positive or negative 

tweets. They can also be made using tweets from all or specific regions only. This allows a 
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possible subjective interpretation of the main themes frequently discussed amongst individuals 

who favor or disfavor breast cancer screening in specific region. 

 The possible association between breast cancer screening sentiment and beast cancer 

screening uptake will be examined at the state level, since these two pieces of information came 

from two independent data sources and data linking at the individual level was not possible. Each 

of the four (neutral, positive, negative, and composite) VADER scores will be averaged at the 

state level. Likewise, the percentages of women aged 40 years and above receiving a 

mammogram and receiving a CBE within the last two years will be computed at the state level. 

The state-level recent mammogram and recent CBE percentages will be the outcome variables, 

while the state-level averages of VADER sentiment scores will be the predictor variables. Since 

women’s education, general health status, and race may influence their likelihood in seeking 

breast cancer screening (117, 118, 120), these variables were included to account for possible 

confounding. Since the possible outcome variables’ value ranges between 0% to 100%, 

multivariate beta regression was used to test for significant association at p<0.05 (more details in 

Chapter 5).  

 Data cleaning and processing, as well as the temporal and thematic descriptive analyses 

were carried out and visualized using Python 2.7 and libraries (including re (or regular 

expression), scikit-learn, numpy, matplotlib, wordcloud, and pandas); automated sentiment 

classification was based on a modified version of Python’s library vadersentiment 0.5; map 

generation and hot spot analysis were done by Arcgis 10.1; and beta regression modeling was 

carried out using Stata 14.  
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Chapter 3 – Position Paper: Concerning Data Inadequacy on Ethnicity and 

Race in Canada - Description and Recommendations 

 

3.1 Defining Ethnicity and Race 

 The concepts of ethnicity and race are related but not identical, thus they should not be 

used interchangeably. These concepts play an important role in shaping individuals’ self-identity 

and lifestyle behaviours, making them important information for public health. This position 

paper will 1) describe the working definitions of ethnicity and race, 2) illustrate the importance 

of ethnicity and race in public health and epidemiology, 3) discuss the issue of inadequate 

ethnicity and race data in Canada, and 4) provide corresponding recommendations. 

3.1.1 Definition of race 

Race is generally defined by a set of physical hereditary traits such as skin colour, facial 

features, and hair texture which represent ancestral adaptations to different environments. The 

physical traits that distinguish one race from another are attributable to small genetic differences 

(171). For example, there is only a 0.005% variation in human genome between a Black African 

and a White Nordic (172). Hence, some scientists believe that the concept of “human race” has 

little biological basis (171, 173). The rest of this position paper will refer to the term race as 

perceived race, rather than a construct based on biologic inheritance. Race has been widely used 

as a taxonomic categorization of people in historical, economic, and political processes. Winant 

(2000) described that race conceptualization “began to take shape with the rise of a world 

political economy. The onset of global economic integration, the dawn of seaborne empire, the 

conquest of the Americas, and the rise of the Atlantic slave trade, were all key elements in the 

genealogy of race” (174). To this day, race continues to be a common means to categorize 
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populations into subgroups, despite the controversy in its biological underpinning, in most 

countries, including Canada. 

3.1.2 Definition of ethnicity 

 Unlike race, ethnicity is not defined by mere physical traits. Ethnic identity is formed 

through an internal, transient, and multifaceted process of self-identification in relation to 

ancestry, kinship, religion, language, world views, cultural traditions, shared territory and 

nationality, and political and religious beliefs that are deeply rooted and differentiated by 

different ethnic groups (97, 172). An ethnic group maintains those characteristics from 

generation to generation with a common history and origin and a sense of self-identification with 

the group, where members of the group generally share common ancestry, distinctive features in 

their way of life, and national, political, and social experiences (175). Thus, ethnicity is closely 

tied to one’s perceived self-identity (84, 85) and lifestyle behaviours (81-83). The sense of ethnic 

belonging is developed over time through a subjective belief of shared genealogy, without the 

necessary existence of biological or physical similarities (97). The belief of shared genealogy can 

be actual or presumed. For example, if an individual believes himself or herself to be descended 

from certain ethnic group and wants to be associated with that group, then he or she is considered 

a member of that ethnic group (176). 

3.2 Why are Ethnicity and Race Data Important in Epidemiology? 

3.2.1 Ethnicity and race in epidemiologic research 

Our ability to classify entities, including living beings and inanimate objects, into 

subcategories with similar features serves our essential needs of making sense of this physical 

and social world. Social classification of human groups was among the most influential human 
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classification systems (177). Through time, ethnicity and race became the key dimensions of 

social classification of humans. Information on ethnicity and race of a population generally came 

from surveys and demographic, administrative, health risk, and health status databases (178). 

Using available data, epidemiologists have found ethnicity and race to be significant indicators 

for many health-related dimensions, including self-rated health, chronic conditions, well-being, 

health expectancy, access to health care providers and services, and environmental health (179). 

The complex, multidimensional, and intertwined pathways between ethnicity/race and health 

outcomes are summarized in Figure 3-1, by Bay Area Regional Health Inequities Initiative 

(BARHII) (180). Ethnicity and race can interact and influence downstream behavioural, 

physical, environmental, cultural, socio-economic, political, historical, and legal factors that 

could subsequently impact health outcomes. Comstock et al. (2004) conducted a comprehensive 

literature review on studies published in the American Journal of Epidemiology and American 

Journal of Public Health between 1996 and 1999. From the included studies (N=1,198), the 

majority of them (N=919 or 76.7%) used ethnicity and/or race as a variable in the analysis. The 

ethnicity and race variables were used to serve a multitude of analytic roles, including risk factor, 

confounder, stratifier, covariate, adjusted factor, and part of an interaction term (86). Over half of 

the included studies (55.3%) in Comstock et al. (2004) review have found statistically significant 

findings related to ethnicity or race. Overall, the ethnicity and race variables enable 

epidemiologists to achieve various overarching public health goals including 1) suggesting leads 

about etiology, 2) understanding the roles of, and interactions between, social, genetic and 

environmental factors, 3) assessing how the conceptualization of risk factors, symptoms, and 

diseases may differ by ethnicity or race, so that public health interventions may be better tailored 

to specific groups, 4) considering whether biology (i.e., disease mechanisms and drug 
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metabolism) may be different within and between ethnic and racial groups, and 5) identifying 

subgroups that may receive unequal prevention, screening, or treatment, so that public health 

policies and interventions may be better tailored and targeted (181). 

3.2.2 Ethnicity (including Aboriginal status) and race as key stratifiers for health inequity 

 Health inequity has become a prominent health concept indicating the unequal and unfair 

distribution of disease burden and health resources between subgroups of a population. As large 

and persistent health inequities may suggest ineffective components within the health and social 

justice systems. One of the most formidable public health challenges Canada currently faces is to 

understand and “take action to improve equitable access to the conditions that affect the health of 

all people living in Canada” (182). Over the past decade, a momentum has been building in 

Canada and internationally towards identifying and addressing inequities in health care (such as 

access, quality, and outcomes) and health status (such as well-being and disease incidence and 

prevalence) (183). In 2003, the World Health Organization (WHO) Regional Office for Europe 

identified key socioeconomic factors responsible for the growing health inequities between and 

within countries, known as the social determinants of health (SDoH) (184). To better fit its 

context, Canada further refined and developed its own set of SDoH which includes ethnicity and 

race (together will be labeled as “ethnicity/race” for the rest of this paper), as well as Aboriginal 

status (185). Aboriginal status is essentially a subcategory of ethnicity, however the deep-rooted, 

systemic, and pervasive health and socioeconomic disadvantages disproportionately experienced 

by Aboriginals justified an entirely separate category. 

On March 22nd 2016, the Canadian Institute for Health Information (CIHI) has facilitated 

a pan-Canadian dialogue to advance the measurement of equity in health care. The panel with 

diverse stakeholders has gone through a series of consensus-building exercises and identified the 
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following core stratifiers as highest priority for measuring equity in health care in Canada: 

ethnicity/race, Aboriginal status, as well as age, sex, geographic location, income, education 

(183). The key rationale in selecting these stratifiers was due to the large group-level differences 

in health status and health care affecting the majority of Canadians. For example, Canadians of 

visible minority (such as non-Caucasian, non-Aboriginal racial groups including Black, South 

Asian, Chinese, and others (118)) or Aboriginality (such as First Nations, Métis, and Inuit) tend 

to have higher prevalence and worse outcomes for a large number of health conditions (186-

188), yet they are also less likely to utilize or have adequate access to available health services 

compared to the rest of Canadians (189-191). Evidently from this high priority identified by the 

pan-Canadian stakeholder group, the collection and availability of accurate, reliable, timely, and 

sufficiently-large data on ethnicity (including Aboriginal status) and race are indispensable for 

meaningful epidemiologic research and effective health policy and program development in 

Canada. 

3.2.3 Benefits of collecting good quality ethnicity and race data 

 While the framework in Figure 3-1 depicts the possible relational pathways between race 

and health outcomes, it can only serve as a general roadmap. In reality, some pathways may be 

more important and relevant than others for a particular geographic region. Chinese women 

tended to have lower breast cancer screening levels across Canada (118). The specific reasons 

for their low screening uptake may be different from region to region. For example, Chinese 

women in one particular city may not be aware of the necessity to screen, while Chinese women 

from another city may be aware but access barriers (such as lack of translators or far distance 

from cancer screening centers) deter them from such practice. Both cities could be from the same 

province which may have insufficient funding and existing infrastructure to promote and provide 
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adequate screening-related services (such as Chinese-English translators) targeting Chinese 

women. Thus, having accurate, reliable, and continuous ethnicity/race data at various regional 

and organizational levels is important to show ethnically/racially-specific health patterns in the 

population of interest in a high-resolution and timely fashion. Specific geographic divisions 

(such as community, town, city, and province) with their own sets of population composition, 

infrastructure, agendas, needs, available resources, and constraints should identify their own 

specific factors, pathways, and interrelationships at play. When good quality and high-resolution 

ethnicity/race information is available, incidence and prevalence statistics can be stratified by 

ethnic/racial groups at a desired level. Large differences in disease occurrence and health burden 

between ethnic groups suggest potential inequities in quality, access, and delivery of health 

services that need to be further investigated at the system and local levels (192, 193). Available 

ethnicity and race data in various organizations (such as hospitals and clinics) will enable such 

in-depth investigation by stratifying utilization and service quality data by ethnic/racial groups. 

Decision makers (such as government policy-makers and community health planners) will then 

be more in tune with the characteristics and needs of the ethnic/racial groups in their 

communities, and culturally-appropriate policies and interventions are more likely to be 

developed, evaluated, and maintained (87, 194). 

3.3 Issues and Impacts Pertaining to Inadequate Ethnicity and Race Data in 

Canada  

 With over 200 ethnic origins, Canada is one of the most multicultural countries in the 

world (195, 196). The most frequently self-reported ethnic origins in Census 2006, either alone 

or with other origins, were Canadian, English, French, Scottish, Irish, German, Italian, Chinese, 

North American Indian and Ukrainian. In 2006, 16.2% and 4.0% of the Canadian population 
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were visible minority and Aboriginal, respectively (195, 197). Between 2001 and 2006, Canada's 

visible minority population grew by 27.2%, or more than five times the growth rate of the rest of 

Canadians (195). Between 1996 and 2006, Aboriginal population grew by 45.0%, or nearly six 

times compared to the rest of Canadians (197). 

3.3.1 Inadequate ethnicity/race information in survey data 

Despite the multi-ethnic/multi-racial nature of Canada and its recognition of the 

importance of ethnicity/race information in research and organization settings, data sources 

providing ethnicity and race information about the Canadian population are scarce and limited. 

Many national or regional surveys containing ethnicity (including Aboriginal status) or race 

questions have been discontinued, including the National Population Health Survey (NPHS) 

(1994-2011) (198), Ethnic Diversity Survey (EDS) (one time in 2002) (199), National 

Longitudinal Survey of Children and Youth (NLSCY) (1994-2009) (200), and Aboriginal 

Children’s Survey (ACS) (one time in 2006) (201). Four major active national surveys 

containing ethnicity/race questions are listed in Table 3-1, including the Canadian Census, 

Canadian Community Health Survey (CCHS), Canadian Health Measures Survey (CHMS), and 

Aboriginal Peoples Survey (APS). Each of these surveys suffered from various limitations such 

as infrequent survey cycles, lack of standards and comparable definitions and categorization of 

ethnicity/race, insufficient sample size (especially for small communities), ethnicity/race 

misclassification, limited population coverage, and low response rates (Table 3-1). In terms of 

coverage, the CCHS, CHMS, and APS excluded Aboriginals living on reserves or in Aboriginal 

settlements, as well as children below certain age cutoffs. While the coverage of Census is large 

and representative to the entire Canadian population, its pitfalls pertaining to infrequent survey 

cycles, undercounting certain population subgroups, lack of consistency between recent cycles 



53 

 

(such as the abandonment of mandatory long-form in Census 2011), and general lack of 

extensive health-related questions vastly limit its utility in epidemiologic research. While the 

CCHS and CHMS contained extensive health-related questions, they suffered from poor 

response rates which called for caution for potential selection bias. 

The Centre for Education Statistics (CES) has scanned the availability and data quality of 

Aboriginal status data across Canada (202). They have identified the following limitations: 1) 

except the Census and 1991/2001 APS, no survey was done on Aboriginal reserves; 2) only the 

Census, APS and ACS were considered as major sources of data on Aboriginals, yet the ACS 

was conducted only at a one-time basis in 2008 and APS’s sampling frame was selected from 

NHS respondents’ unvalidated self-reported Aboriginal status; 3) many of these surveys lacked 

sufficient sample size to provide reliable estimates for the overall Aboriginal population. Thus, 

high-resolution analyses (such as by children, specific communities, Aboriginal subgroups) were 

virtually impossible, 4) most of these surveys were based on Aboriginal self-identification 

without validation; 5) none of the survey was representative to the entire Aboriginal population 

of Canada; 6) lack of consistency regarding the measured characteristics between surveys (i.e., 

definitions of Aboriginal status by Aboriginal ancestry versus Aboriginal identity), and 7) 

Aboriginal identifiers used in Statistic Canada's surveys were not consistent with the Council of 

Ministers of Education, Canada (CMEC) Working Group on the Aboriginal Education Action 

Plan's recommendation of using "First Nations, Métis, and Inuit" (202). 

3.3.2 Inadequate ethnicity/race information in administrative data 

Health care administrative data are rich sources of demographic, health status, health 

service demands, and health service utilization information essential for public health research 

and applications. Administrative data is generally more cost- and time-effective than population 
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surveys since the collection of administrative records do not incur additional cost nor do they 

impose further burden on subjects. Unfortunately, the overwhelming majority of regional and 

provincial/territorial administrative databases in Canada, including the Canadian Cancer Registry 

(CCR), Discharge Abstract Database (DAD), National Physician Database (NPDB), Electronic 

Medical Records (EMR), and Health Insurance Registries (HIR), lack any ethnicity/race 

indicator. This is further demonstrated using a table excerpt from CIHI’s pan-Canadian 2016 

report (Table 3-2). Compared to age and sex, the administrative information on ethnicity/race 

and Aboriginal status data is either absent or inadequate in almost all CIHI data holdings, with 

respect to hospital and acute care, primary and physician care, drugs, disease and surgical 

registries, home and continuing care, mental health and rehab (Table 3-2). Only two (Canadian 

Patient Experiences Reporting System (CPERS) and Canadian Organ Replacement Register 

(CORR)) of the 14 databases contained both ethnicity/race and Aboriginal identity information. 

The categories in CPERS were White, Chinese, First Nations, Métis, Inuk or mixed, South 

Asian, Black, Filipino, Latin American, Southeast Asian, Arab, West Asian, Korean, Japanese, 

other, and unknown (203), whereas, the ethnic categories in CORR were Caucasian, Asian, 

Black, Indian sub-continent, Pacific Islander, Aboriginal, Mid East/Arabian, Latin American, 

other/multiracial, and unknown (204). Thus, not only are ethnicity, race, and Aboriginal status 

not frequently collected, when it exists, there may be a lack of comparability in response 

categories and category labelling. 

3.3.3 Negative impacts from the inadequacy of ethnicity and race data 

The general scarcity and inadequacy of ethnicity/race data in Canada hinder researchers’ 

and decision-makers’ ability to uncover, evaluate, and address health inequity issues related to 

disease burden and health care demand, quality, access, and utilization for the needed 
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ethnic/racial groups. For example, while many disease statistics stratified by ethnicity/race have 

been published in Canada in the past, the ethnicity/race data inadequacy has limited the scope, 

generalizability, and methodological soundness of these statistics. Our knowledge and attempts 

to understand the disease burden and incidence stratified by ethnic/racial groups for a wide range 

of acute and chronic diseases (i.e., asthma, influenza, cancer, cardiovascular diseases, diabetes, 

disability, mental illnesses,) are hindered. Researchers interested in finding ethnically/racially-

specific disease statistics needed to conduct their own surveys, which were usually done within a 

relatively short and specific time frame and over a small sample from a particular geographic 

region due to study constraints. This led to reduced generalizability to a wider population, to a 

community under different context, or to a different time frame. Researchers attempting to study 

ethnically/racially-specific disease statistics in this non-supportive data environment not only 

need to be innovative, but also need to endorse unwanted methodological complications. 

The study by Young et al. (2015) could demonstrate the point. They set forth to estimate 

colorectal cancer incidence in Aboriginals in Ontario despite the lack of ethnicity/race indicator 

in Ontario Cancer Registry. They used Canadian Censuses to dichotomize Dissemination Areas 

(DA) into “high-Aboriginal identity” and “low-Aboriginal identity” regions based on the 

proportion of individuals reporting “yes” to having Aboriginal identity, and then linked the 

regions with corresponding cancer statistics. As a result, stratified cancer incidence could only be 

estimated at the ecological level (205). This subsequently led to a number of methodological 

challenges, including possible confounding at individual and ecological levels, limitation due to 

ecological inference/interpretation, arbitrary cut-off (≥33% of the population self-identified as 

Aboriginal) of the “high-Aboriginal identity” areas, and lack of generalizability to the Métis and 

off-reserve Aboriginal population (205). These methodological complications resulting from 
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working around the absence of ethnicity/race data compromised the methodological soundness 

and usefulness of research results. If ethnicity/race information is part of the cancer case 

description, ethnically-/racially-specific cancer statistics will be much easier to calculate and will 

be at the individual level (instead of ecological level). Similarly, CIHI’s pan-Canadian 2016 

report of equity in health care has been primarily carried out using area-level data linkage since 

individual-level data with both health care and health inequity stratifiers (such as ethnicity/race 

and Aboriginal status) is generally unavailable (183). In addition to disease statistics, research 

intended to study inequity in access to health care (such as physician visit and proximity) and 

health service quality (such as safety, timeliness, effectiveness, cost-efficiency, cultural 

sensitivity, and patient-centeredness) by ethnicity or race are also likely to be deterred or 

compromised by the lack of adequate ethnicity/race data.  

The lack and inadequacy of ethnicity/race data across Canada is concerning compared to 

countries such as the United States (U.S.), where ethnicity/race indicator exists in the majority of 

health surveys and administrative datasets (206). Moubarac (2013) conducted a comprehensive 

review of the use of ethnicity/race in research that addressed health disparities. This review 

included 280 studies published in high impact-factor journals in the domains of public health and 

epidemiology from 2009-2011. Only 1.1% of these studies were from Canada, compared to 

84.0% from the U.S. and 5.7% from the U.K. (207). A plethora of researchers have reported 

about the relative scarcity and inadequacy of ethnicity data in Canada (89-94, 208, 209). Parsons 

(2005) attributed this to the “profound lack of routine collection of race/ethnicity relevant data in 

Canada”. Randall (2007) argued that the insufficiency and inadequacy of ethnicity data hindered 

researchers’ ability to accurately describe ethnic inequality and racial discrimination in health 

care. The availability of high-quality data on race, ethnicity, and other characteristics of 
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individuals receiving health care is critical to documenting inequities in health and health care. 

Without supportive ethnicity/race data to help describe, understand, and track patterns of disease 

burden/occurrence and medical needs and usage, finding a complete, effective, and long-lasting 

solution for our current inequitable health and social system is an impossible task.  

3.4 Recommendations to Overcome Ethnicity/Race Data Obstacles 

 Canada needs to provide accurate and reliable ethnicity and race data at various regional 

and organization levels to establish a strong and necessary foundation for public health research, 

policy, and intervention. While researchers, healthcare professionals, and decision makers have 

long recognized the importance and needs for ethnicity/race data in Canada, there is no real 

movement and commitment to enhance ethnicity/race data collection systems. The remaining of 

this position paper provides a number of key recommendations of how our nation can implement 

local- and nation-wide ethnicity/race data collection in a more proactive and effective manner. 

3.4.1 Ensure supports from key stakeholders 

 Increasing the scope of ethnicity/race data collection will affect various key stakeholder 

groups including the researcher, healthcare professional, community health planner, 

government/organization leader, policy-maker, patient, and general public. Stakeholders’ support 

to the national increment of ethnicity/race data collection is paramount. Currently, evidence on 

the attitude and level of support of ethnicity/race data collection in Canada is mixed. While most 

studies from different Canadian regions have indicated that community leaders and healthcare 

professionals generally acknowledge the importance of ethnicity/race data collection and are in 

support of that (94), which are similar to studies from the U.S. (210) and U.K. (211), evidence on 

public perception and support are mixed suggesting the Canadian general public has some 



58 

 

reservation and concerns in disclosing their ethnicity/race information in various conditions 

(212). Their comfort levels vary by various factors. For example, the general public was found to 

be more willing and comfortable to disclose the ethnicity/race information to physicians in 

person than in written survey questionnaires (212). To help gain support from various 

stakeholders, it is important to deliver a clear message on why it is important and beneficial to 

collect ethnicity/race data. The message should also be tailored to the stakeholder group. For 

example, the benefits of having available high quality ethnicity/data for epidemiologic 

researchers will be different from that for the general public.  

 Understanding and addressing reasons for potential opposition from stakeholders are 

equally important. For example, concerns regarding data privacy and confidentiality by the 

general public in Canada are cited as barriers for the support of ethnicity/race data collection 

(213). Likewise, the identification of ethnicity/race for ethnic minorities (such as Aboriginal and 

visible minorities) have unjustly put them in grievous situations, including residential school and 

cultural destruction for Aboriginals in more distant past (214), and the racism and racial profiling 

by law enforcement for Aboriginal, Muslim, and Black Canadians in recent decades (214, 215). 

As a result, collecting sensitive information such as self-identification of ethnicity/race can 

create feelings of anxiety or distrust in some individuals (216). Development and adherence to 

ethical and legal guidelines for sensitive data (including but not exclusive to ethnicity/race) need 

to be in place to address these very real concerns. Individual privacy and confidentiality concerns 

could be addressed at the organizational or institutional level by applying various data protection 

protocols, including fully-voluntary informed consent, anonymity, de-identification, data 

encryption, password-protected access, controlled access, and secure data collection facility 

(217). On the other hand, systemic issues such as racism and racial profiling should be addressed 
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at various levels including assistance to victims, public education programs, consultation with 

policy makers and legislators, and intervention in court cases (215). This will likely help 

alleviate anxiety and worry when individuals disclosing ethnicity/race information. 

3.4.2 Set clear objectives and agendas 

 To increase implementation and support of ethnicity/race data across Canada is a long 

and ambitious endeavor that requires clear objectives and strong collaboration between data 

collection and governance organizations. For example, CIHI’s pan-Canadian 2016 report 

identified a number of short term and long term agendas. The short-term agendas included 

continuing stakeholder engagement and expanding to Aboriginal communities, patient groups, 

other pan-Canadian organizations, research community, senior leaders, and health regions; 

communicating a rationale for collecting health equity stratifiers that takes into account different 

needs for equity information at national, jurisdictional, regional, and care provision levels; 

collaborating with Statistics Canada and other partners to develop or implement a conceptual 

framework of health equity that can be applied to CIHI’s Health System Performance 

Measurement Framework; solidifying the governance of equity data collection by determining 

who will be leading and collaborating (183). The long-term agendas included working with 

national health agencies (such as Statistics Canada, Public Health Agency of Canada, and CIHI), 

the provincial and territorial jurisdictions, and other custodians to develop data sharing 

agreements to enable equity measurement, while addressing legislation and concerns over 

privacy and confidentiality; undertaking knowledge translation activities to provide guidance on 

how to use equity data at different levels and how equity data can be beneficial to different 

stakeholders; and aligning effective communication strategies with current political priorities and 

interests of politicians and decision-makers (183). Different organizations or stakeholder groups 
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have their own capability, priority, and ethnicity/race data needs. Thus, they should devise their 

own set of objectives and agendas with respect to ethnicity/race data collection. We propose 

asking a number of potentially useful guiding questions as below: 

 What are the added benefits of having ethnicity/race data in the organization and its 

clients, and how may the data be used? 

 What barriers and opposition may arise from collecting ethnicity/race data in the 

organization, and how can they be addressed? 

 What are the possibilities of collaboration and data sharing within and between local 

regions? 

 How can these collaborations and data sharing possibilities be realized, communicated, 

and facilitated? 

 What existing supports and constraints (i.e., legal, social, infrastructural, and cultural) are 

currently in place that are relevant to or need to be addressed for joint collaboration and 

data sharing? 

 How does obtaining ethnicity/race data fit into the current culture and mission statements 

of the organization? 

 Which team and department will lead and perform the data collection and management? 

 Which locations will the data be gathered? 

 What resources (i.e., human, time, and financial) will be available, needed, and acquired? 

 What categories will be used to identify the ethnic/racial groups? Will these 

categorizations be compatible with other definitions in use in other databases within and 

outside the organization? 

 Which format of acquiring ethnicity/race information will maximize response rates? 
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 What monitoring system and indicators will be used to measure the success and failure of 

the data collection and management processes? 

 Are there policies, guidelines, and legislations that need to be reviewed and adhered to? 

 Who will provide guidance/technical assistance to data collection, validation, and 

management? 

 Who and how should the data be collected from? 

 How frequently will the data be collected? 

 How can the data collection be continued sustainably in the future? 

 Is data quality evaluation needed after implementation, and how will it be evaluated? 

 Is pilot testing needed? 

3.4.3 Preparation to address data and implementation challenges 

 Canada should devise its own national measurement standards and criteria based on its 

context, experiences, and priorities. A number of guidelines for measuring ethnicity and race is 

listed below based on Mays et al. (2003) article (87) primarily, along with our own 

recommendations: 

1)  Joint discussions at regional and national levels should be carried out to clearly define 

the concepts of ethnicity and race, to specify the ethnicity/race data needs, and to identify 

working partners and explore collaboration and data sharing initiatives; 

2) National guidelines regarding data collection and data sharing for ethnic/racial 

information should be developed via joint effort with representatives from all major 

stakeholder groups (i.e., health agencies, jurisdiction, community leaders, etc.); 
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3) National measurement standards with respect to definition, labelling, and categorization 

of ethnic and racial grouping should be developed to ensure comparability and 

consistency of ethnic/racial information across different datasets; 

4) Develop ethnic categories that are mutually exclusive from other ethnic groups, flexible 

to allow multiple responses and absorb future responses not yet encountered, and 

consistent through time but with the consideration of the changing and subjective nature 

of ethnicity;  

5) Include data collection on complex social variables for which ethnicity/race is often used 

as a proxy, such as social status, neighbourhood context, perceived discrimination, social 

cohesion, social capital, social support, types of occupation, employment, emotional 

well-being, and perceived life opportunities;  

6) Use the method of self-reporting of ethnicity and race due to the subjective nature;  

7) Ensure ethnic/racial allocation methods that are sound and culturally appropriate to 

visible minority and disadvantaged groups;  

8) Facilitate collaborations between different stakeholders including end-users, researchers, 

state and local health departments, and collectors of federal data to enhance the quality of 

the data collected and to develop consistent, reliable, and valid policies to facilitate the 

existing research, training, and policy agendas;  

9) Develop mechanisms for linking records across government data systems in mind; and 

10) Consider collecting other indicators such as socioeconomic position, acculturation, and 

language which have been shown to correlate with ethnicity/race. 

3.4.4 Learn from the success and failure in other countries 
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 Compared to Canada, the U.S. is currently collecting ethnicity/race data more frequently 

and in more public health-related domains, such as health and disease registries, administrative 

databases, and EMR. However, the data collection system for ethnicity/race in the U.S. is not 

perfect and is facing its own challenges. Currently, their data challenges include 1) despite full 

coverage of the entire national population, the sample sizes are not usually sufficient to provide 

statistically reliable estimates of health and health care information for smaller racial and ethnic 

group, 2) most surveys do not have sufficient sample size large enough to be representative of 

all, or even most, of the individual jurisdiction, 3) missing information in provider-based surveys 

(i.e., clinics and hospital administrative survey), and 4) inconsistency in data collection and lack 

standardization in data question/answer categories in disease surveillance system data collection 

(206). The National Research Council (2004) in the U.S. developed a set of recommendations to 

tackle these data quality and collection issues which should be examined by the Canadian 

counterpart to foresee, prepare, and develop our own appropriate strategies to handle similar data 

challenges if they occur. 

3.5 Conclusions 

 In this position paper, we have shown why ethnicity (including Aboriginal status) and 

race are much needed information in Canada, a country with vast cultural diversity. The current 

scarcity of good quality ethnicity/race data is systemic and deep-rooted. Such data inadequacy 

hinders researchers and decision-makers’ ability to tackle major public health issues such as 

health inequities, particularly for the Aboriginals and ethnic minorities. Nation-wide increment 

of collection of good quality ethnicity/race data is paramount in building the foundation to 

improve the health of all Canadians. While this realization is not new to many parties, actionable 

plans need to be developed, put in place, and enforced in all levels of the government and 
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organization. Our recommendations cover various scopes and angles that are relevant in Canada, 

intended to guide organizations in planning, implementing, and sustaining the process of 

ethnicity and race data collection. 

 



 

Figure 3-1: A framework for understanding the relationship between ethnicity/race and health outcomes (Extracted from 

(180)).



Table 3-1: Major active national surveys containing questions on ethnicity, race, or Aboriginal status in Canada. 

 

 Coverage, Response 

rate, Frequency 

Limitations 

Canadian Census 

2011 (218-220) 

Coverage: Canadian 

population 

Response rate: Short 

form: 97.1%; long 

form (National 

Household Survey): 

68.6% 

Frequency: Every five 

years 

 Lacking extensive health-related questions. 

 Infrequent survey cycles. 

 Undercounting some groups such as homeless, young adults, and Aboriginals on 

reserves. 

 Changing wording of questions between censuses. 

 Unable to collect or present information from very small communities due to 

privacy and confidentiality principles. 

 Abandoning the mandatory long-form and replacing it by the voluntary National 

Household Survey 2011, which led to questionable data quality. 

 

Canadian 

Community 

Health Survey 

2012 (221-224) 

Coverage: Random 

sampling of Canadian 

population aged 12 

years and over 

 Excluding children aged 11 years or younger and individuals/households without a 

telephone. 

 Excluding people living on reserves, certain Aboriginal settlements, and certain 

remote regions. 

 Certain questions (such as smoking and sexual behaviours) may be prone to errors 

from proxy reporting or social desirability bias when answering. 
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Response rate: 

Combined household 

and person-level 

response rate: 68.9% 

for mental health 

component 

Frequency: Every year 

since 2007 (every two 

years prior to 2007) 

 Lacking comparability for some question domains since different regions may 

choose different optional modules (i.e., physical check-up, mood disorder, and 

sexual behaviours). 

 Limited analysis in small regions/communities with small sample size. 

 Limited direct questions on disease severity. 

 Limited primary care questions and depth of questions regarding the 

appropriateness of service use and the quality of care in clinical settings. 

 

Canadian Health 

Measures Survey 

2014-2015 (225) 

Coverage: Random 

sampling of Canadian 

population aged 3-79 

years living in the ten 

provinces 

Response rate: Age 

and sex combined 

response rates: 51.4-

56.3% 

 Excluding people living in the three territories and people living on reserves and 

other Aboriginal settlements in the provinces. 

 Requiring large commitment by participants as they needed to complete personal 

interview at the household and physically visit a collection site where their 

physical, blood, and urine measures were taken. 

 Poor response rates. 

 Potentially-biased sampling due to small number of voluntary sample (n=5,700) 

and small number of designated collection sites (n=16) across Canada, as 

candidates living far away from these sites were unlikely to participate. 
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Frequency: Every two 

years 

Aboriginal 

Peoples Survey 

2012 (226) 

Coverage: Random 

sampling of Aboriginal 

population aged six 

years or older living 

off-reserves across 

Canada 

Response rate: 76.0% 

Frequency: Every five 

years 

 Infrequent survey cycles. 

 Excluding people living on reserves and settlements and in certain First Nations 

communities in Yukon and the Northwest Territories and children aged five years 

or younger. 

 The sample of Aboriginal Peoples Survey was selected from individuals reported to 

have an Aboriginal status from the National Household Survey 2011, which only 

had a 68.9% response rate. Compounding with the mediocre response rate of 

Aboriginal Peoples Survey itself (76.0%), selection bias is likely. 

 Limited health questions compared to major health surveys (i.e., CCHS). 

 

 

 

 



Table 3-2: Equity stratifiers embedded at the individual level in CIHI data holdings*†. 

Category CIHI data source Age Sex Ethnicity

/race 

Aboriginal 

identity 

Hospital and 

acute care 

• Discharge Abstract Database A A N/A S/A 

 • Hospital Morbidity Database 

(Quebec only) 

A A N/A S/A 

 • National Ambulatory Care 

Reporting System 

A A N/A S/A 

 • Canadian Patient Experiences 

Reporting System 

A A A A 

Primary And 

physician care 

• Patient-Level Physician Billing 

Repository 

A A N/A N/A 

 • Primary Health Care EMR 

Content Standards 

A A N/A N/A 

Drugs • National Prescription Drug 

Utilization Information System 

Database 

A A N/A S/A 

Disease And 

surgical 

registries 

• Canadian Organ Replacement 

Register 

A A A A 

 • Ontario Trauma Registry - 

Comprehensive Data Set 

A A N/A N/A 

 • Canadian Joint Replacement 

Registry 

A A N/A N/A 
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Home and 

continuing care 

• Continuing Care Reporting 

System 

A A N/A S/A 

 • Home Care Reporting System A A N/A A 

Mental health 

and rehab 

• National Rehabilitation 

Reporting System 

A A N/A A 

 • Ontario Mental Health 

Reporting System 

A A N/A A 

*Direct excerpt from Canadian Institute for Health Information (2016) (183). †Legend: A=Available. 

N/A=Not available. S/A=Somewhat available (i.e., data is incomplete, has high non-response or requires 

additional validation). EMR=Electronic medical record. 
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Chapter 4 – Name- and Location-based Aboriginal Ethnicity Classification 

4.1 Background 

 An ethnic group is a population with members sharing a number of social and cultural 

components such as historical memory, cultural practice, national experience, world view, 

religion, and language (227). Ethnicity is important in shaping one’s self-identity (84, 85) and 

lifestyle behaviours (81, 82, 228). It is related to but different from the concept of race. While 

race categorizes individuals by physical traits such as skin colour, hair texture, and facial 

features, ethnicity is self-identified based on a subjective sense of belonging towards an ethnic 

group (229). 

 Canada is one of the most ethnically diverse countries in the world (230), yet its existing 

data infrastructure supporting ethnicity information provision is considered inadequate by a 

number of researchers (89-94, 208, 209). The ethnicity data inadequacy was characterized by 

Parsons (2005) as a “profound lack of routine collection” of ethnicity data. Randall (2006) stated 

this data inadequacy has hindered researchers’ ability to accurately describe ethnic inequality in 

health domains. A review by Moubarac (2013) compared different countries in terms of the 

volume of public health publications using ethnicity or race as part of the analysis (207). Only 

1.1% of all included studies were from Canada, compared to 81.4% from the United States 

(U.S.). 

 One approach to alleviate the problem of ethnicity data inadequacy is to use widely 

collected variables to classify/predict individual’s ethnicity. Readily available variables such as 

name and residence location have shown potential in classifying ethnicity status. Mateos (2007) 

conducted a systematic review and identified 13 studies that applied name-based ethnicity 
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classification methods. The sensitivity of these studies ranged between 0.67-0.95, specificity 

0.80-1.00, positive predictive value 0.70-0.96, and negative predictive value 0.96-1.00 (96). 

Three of the 13 studies (published prior to 2006) were conducted in Canada (123-125). These 

studies were relatively old (published between 1993-1999) and examined only a small number of 

ethnic categories (i.e., Chinese only,(123, 124) and South Asian and Chinese (125)) using simple 

sets of name features (i.e., entire surname only (124, 125)). In Canada, the lack of ethnicity data 

does a disproportionate disservice to the disadvantaged Aboriginal populations by keeping the 

underlying health patterns, root causes, and health service needs hidden and unaddressed (100, 

186, 231). The ability to predict Aboriginal ethnicity using existing data will be valuable and 

could serve as a foundation in improving the health of Aboriginal Canadians. Furthermore, 

recent studies outside of Canada have shown residence location to improve the accuracy in 

estimating ethnicity (127, 232, 233). However, since every country is different in ethnic 

composition, history, and measurement standards, whether name and location together can 

accurately predict ethnicity in the Canadian context is unknown. 

To date, no study investigated the ability to predict Aboriginal identity using the existing 

name and location information with a large population dataset in Canada. The key focus of this 

study is to evaluate the performance of an automated machine learning (ML) approach to predict 

Aboriginal ethnicity amongst Canadian residents using name and residence location features. 

4.2 Methods 

4.2.1 Data source 

The first national census of Canada was conducted in 1871 (234). We used the 1901 

Canadian census to provide all the required individual-level data fields, including name, 
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residence location, and ethnicity (152). This particular census was chosen because it was made 

publicly accessible by multiple online sources (149-151) and the association between name and 

ethnicity should be relatively well-preserved in this older time period with the expected lower 

frequencies of interracial marriages and related name changes (153). Between the mid 18th 

century and late 19th century, European colonists imposed many policies and programs that 

forced Aboriginal assimilation to non-Aboriginal societal constructs and displaced Aboriginals 

from their lands (235, 236). The Indian Act of 1876 further enforced the Aboriginal assimilation 

by abandoning their traditional ways of life, including outlawing traditional infant naming 

ceremonies and reassigning Aboriginals with western names (237). The use of 1901 census is an 

attempt to achieve a balance between the maturity of Canadian census and preservation of 

traditional Aboriginal naming practices in the data. Furthermore, the 1901 census was only three 

to four generations old, thus its overall generalizability to modern time should still hold true. 

4.2.2 Ethnicity labels 

 Records (0.57%) with missing name and/or ethnicity entries were removed. The ethnicity 

field of the 1901 census was a free-form text entry. Data cleaning and ethnicity recategorization 

were performed based on a set of criteria. Misspellings and alternative spellings were corrected 

and standardized, respectively. Four Aboriginal categorizations were considered: 1) Aboriginal 

(all inclusive); 2) First Nations (FN), Métis, and Inuit; 3) major Aboriginal language groups 

(Algonquian, Athapaskan, Iroquoian, Kootenay, Salish, Siouan, Tsimshian, and Wakashan); and 

4) major Aboriginal tribes (Algonquin, Blackfoot, Cree, Iroquois, Micmac, Mohawk, and 

Ojibwa). The final 1901 census contained 5,031,794 individuals, of whom, 95,131 (1.9%) were 

Aboriginals. A total of 85,760 of the Aboriginals could be identified in one of the three major 

Aboriginal subgroups: 61,263 FN, 23,900 Métis, and 597 Inuit. Classifications on non-
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Aboriginal ethnic groups (including Chinese, English, French, Irish, Italian, Japanese, Russian, 

and Scottish) have also been examined. However, since Aboriginal classification is the focus of 

this study, results for non-Aboriginal ethnicity classification are presented in Supplementary 

Table 4-1 as supplementary information only. 

4.2.3 Feature generation 

 The name variable from the census was processed. Irrelevant information such as number 

(i.e., 0-9), punctuation (i.e., ! and ?), single-letter initial (i.e., “W” in “Henry W. Anderson”), and 

title abbreviation (i.e., Mr., Mrs., and Dr.) were removed. Fifteen training features were derived 

from names, while one feature was derived from residence location at the city-, town-, or district-

level. If the residence location information was not available at these three levels, province 

information was used. The name features were based on single characters, substrings of 

characters, entire name entities, and phonetic representation. To illustrate the process of name 

feature extraction, the example “Mrs. Kate C. Hart Jones” would first be cleaned and converted 

into lower-case “kate hart jones”. Then individual name features were extracted as follows: 

 Last name: “jones” 

 2-letter substrings of last name: “jo”, “on”, “ne”, “es” 

 3-letter substrings of last name: “jon”, “one”, “nes” 

 4-letter substrings of last name: “jone”, “ones” 

 First name: “kate hart” 

 2-letter substrings of first name: “ka”, “at”, “te”, “e(space)“, “(space)h”, “ha”. “ar”, “rt” 

 3-letter substrings of first name: “kat”, “ate”, “te(space)”, “e(space)h”, “(space)ha”, 

“har”, “art” 
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 4-letter substrings of first name: “kate”, “ate(space)”, “e(space)ha”, “te(space)h”, 

“(space)har”, “hart” 

 First letter of last name: “j” 

 Last letter of last name: “s” 

 First letter of first name: “k” 

 Last letter of first name: “t” 

 Number of name entity (based on “Kate C. Hart Jones”): 4  

 Double-metaphones (based on “kate”, “hart”, “jones” separately): “KT”, “HRT”, “JNS”, 

“ANS” 

 Average length of name entity (based on “kate hart jones”): value = total character 

count/number of name entity = 13/3 = 4 

4.2.4 Primary analysis using regularized logistic regression 

The primary analysis of this study was conducted using the regularized logistic regression 

(LG) classifier. Both full data (N=5,031,794) and randomly selected subsamples (N=500,000) 

were analyzed with LR classifiers. The rationale of having two sample sizes is to be able to 

reduce computational time with subsample and to be able to gauge if classification performance 

plateaus or improves by increasing the sample size to the maximum. The dataset was split 50:50 

randomly into training and validation sets. One-versus-the-rest binary classification was 

conducted for each ethnic category (i.e., Aboriginal versus non-Aboriginal; First Nations versus 

non-First Nations; and Inuit versus non-Inuit). 

To describe the regularized LR classifier, let n be the total number of samples, x = (x1, 

x2…, xd) be a vector of d features, and h𝛳(x) = P(y=“Aboriginal”|𝛳, x) be the estimated 
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probability of a person predicted as “Aboriginal” for ethnicity y given x and 𝛳, where 𝛳 = 

(𝛳1,…, 𝛳d) is a weight vector for the corresponding features. The probability ℎ𝜃(𝑥) =
1

1+𝑒−𝜃𝑇𝑥
 is 

based on the sigmoid function and y is a Bernoulli random variable. The objective of LR is to 

minimize the following regularized cost function J(𝛳) (238, 239): 

𝐽(𝜃) =
−1

𝑛
∑ 𝑦𝑖𝑙𝑜𝑔(ℎ𝜃(𝑥𝑖) + (1 − 𝑦𝑖) 𝑙𝑜𝑔(1 − ℎ𝜃(𝑥𝑖)) +

𝜆

2𝑛
∑ 𝜃𝑗

2

𝑑

𝑗=1

𝑛

𝑖=1

 

The first term is the cost (negative log likelihood) function, which penalizes misclassification 

during training. The second term is the L2 regularization term which penalizes large elements of 

𝛳’s and minimizes overfitting, where λ is the regularization parameter which serves to control 

the trade off between model fit to data and magnitudes of 𝛳 elements. The optimal λ value was 

determined indirectly via the specification of the penalty parameter C (in the Python Scikit-learn 

module) which is an inverse of regularization strength (i.e., smaller values mean stronger 

regularization) (240). The default value of 1 of parameter C, where 𝐶 =
1

𝜆
, was chosen a-priori in 

our study. The minimization of J(𝛳) was done by gradient descent (238, 239). Gradient descent 

iteratively updates all 𝛳’s simultaneously until convergence and its rate of descent is controlled 

by a prespecified learning rate parameter. 

4.2.5 Secondary analysis using support vector machines and decision trees 

 The secondary analysis was conducted using the support vector machines (SVM) and 

decision trees (DT) classifiers. The rationale of this analysis is to explore the performance of 

other machine learning algorithms. The secondary analysis is similar to the aforementioned 

primary analysis with LR except 1) no analysis was done using the full dataset and 2) grid search 

was used to obtain optimal hyperparameter values for DT classifiers. The hyperparameters, being 
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different from model parameters, are parameters that express higher-level properties of the 

model, such as how fast it will learn or its complexity/capacity to learn. 

 For SVM classifiers, the predicted y is a binary prediction ⦃-1 (i.e., “non-Aboriginal”), +1 

(i.e., “Aboriginal”)⦄. The equation of the separating hyperplane is given 𝑤𝑇𝑥 + 𝑏 = 0 where w 

is a weight vector. While w specifies the spatial orientation of the hyperplane, b specifies the 

distance the hyperplane is away from the origin in the Cartesian coordinate. Two support 

hyperplanes bound around the separating hyperplane in the same direction. The positive support 

hyperplane is defined as 𝑤𝑇𝑥 + 𝑏 = +1 and negative support hyperplane as 𝑤𝑇𝑥 + 𝑏 =  −1. 

Samples above the positive support hyperplane are classified as +1, while samples below the 

negative support hyperplane are classified as -1. Samples lying on either support hyperplane are 

called the support vectors. The shortest distance between the two support hyperplanes is called 

the margin (𝑀). The goal in SVM is to maximize 𝑀 since this typically results in lower 

generalization error. To find 𝑀, let a negative support vector x(1) be 𝑤𝑇𝑥(1) + 𝑏 = −1 and its 

closest point on the opposite support hyperplane be 𝑤𝑇(𝑥(1) + 𝑀𝑤) + 𝑏 = +1. Combining the 

two equations and isolating 𝑀 gives 𝑀 =
2

𝑤𝑇𝑤
. The maximization task for 𝑀 can be converted 

into a minimization task for mathematical convenience (241). With the slack variable 𝜉’s as soft 

margin that accommodates for outliers, the optimization problem is as follows (242): 

𝑚𝑖𝑛
𝑤, 𝑏, 𝜉

𝑤𝑇𝑤

2
+ 𝐾 ∑ 𝜉𝑖

𝑛

𝑖=1

 

𝑠. 𝑡.       𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) ≥ 1 − 𝜉𝑖 , 

𝜉𝑖 ≥ 0, 𝑖 = 1, 2, … , 𝑛 

The parameter K controls the penalty of having outliers falling within the margin. The smaller 

the K, the less penalty imposed to have points violating the margin constraint, while the larger 
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the K, the greater the penalty (243). We used the default value of 1.0 for parameter K a-priori. 

Soft-margin Lagrangian was used to solve for the aforementioned minimization objective with 

respective constraints (242). 

For DT classifiers, the ID3 algorithm is used to build the structure of decision trees (244). 

The ID3 applies a greedy search algorithm by finding a feature value that splits a parent (tree) 

node into multiple child nodes resulting in the largest information gain (IG), at each node. IG is 

measured by the impurity measure, in our study the Gini index (𝑣) (245): 

𝑣(𝑠) = 1 − ∑ 𝑝(𝑗|𝑠)2

𝑐

𝑗=1

 

where c is the total number of classes (i.e., 2 for binary classification), and p(j|s) is the relative 

frequency of class j at node s. The IG is the net difference between the impurity value of parent 

node (before splitting) and the weighted average of the impurity values of child nodes (after 

splitting) (245): 

𝐼𝐺 =  𝑣(𝑝𝑎𝑟𝑒𝑛𝑡) − ∑
𝑚𝑖

𝑚

𝑘

𝑖=1

𝑣(𝑖) 

where v(parent) is the Gini index at a given parent node, which is split into k child nodes, m is 

the total number of samples at the parent node, mi is the number of samples in child node i, and 

v(i) is the Gini index at child node i. The nodes will keep splitting by finding the split with the 

largest IG at each step until a stopping rule (i.e., a node has 0 impurity (i.e., Gini index=0), all 

feature values are the same, or pre-pruning conditions) is met. 

To obtain the optimal hyperparameter values for DT, a random subset of data 

(N=100,000) was used, which was independent from the prospective training and validation 

datasets for model parameter estimation. The space for grid search was as follows: 1) maximum 
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tree depth: 10, 20, 40, 80, 160, 200; 2) minimum sample to split: 2, 4, 6, 8, 10, 12, 14; and 3) 

minimum sample in a leaf: 1, 2, 4, 6, 8, 10, 12, 14. The optimization of hyperparameters was 

conducted using all 16 features to optimize the accuracy for classifying the Aboriginal (all 

inclusive) identity, based on the 10-fold cross validation method. 

4.2.6 Class imbalance and performance indicators 

Class imbalance refers to the case frequency of one class being disproportionately low 

(minority class) compared to the rest of the members (majority class). Class imbalance was 

expected in our study since some of the Aboriginal subgroups generally represented very small 

percentages of the total population. For example, less than 0.2% of Canadian population were 

Inuit (246). When severe class imbalance occurs, accuracy alone as performance indicator will 

likely be inadequate since a classifier can simply and blindly classify all instances into the 

majority class while obtaining high accuracy. Thus, we employed a large set of classification 

performance indicators including accuracy, area under the Receiver Operating Characteristics 

curve (ROC), sensitivity, specificity, PPV, and NPV. 

PPV is the number of true positives divided by the sum of true positives and false 

positives (247). It is a measure of classifiers’ exactness. High PPV indicates relatively low false 

positives, suggesting high certainty of a positive label. Sensitivity is the number of true positives 

divided by the sum of true positives and false negatives (247). Sensitivity is a measure of 

classifiers’ completeness. High sensitivity indicates relatively low false negatives, suggesting the 

classifier is able to capture most of the truly positive cases correctly. The ROC curve is created 

by plotting the true positive rate (or sensitivity) against the false positive rate (or (1-specificity)), 

which indicates how the number of correctly classified positive cases varies with the number of 

incorrectly classified negative cases over different decision boundary thresholds. The ROC is 
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equal to the probability that a classifier will rank a randomly selected positive sample higher than 

a randomly selected negative one (assuming “positive” ranks higher than “negative”) (248). This 

indicates that the ROC is not affected by the underlying class distribution, thus insensitive to 

class imbalance. 

4.2.7 Demonstrative application 

 To illustrate how accurate our classifiers perform in the application of estimating 

population disease statistics, a simulation was conducted based on our obtained FN classification 

performance and hypothetical disease prevalence in a population. The hypothetical population 

has a sample size of 100,000, composed of 2.5% FN and 97.5% non-FN. Three hypothetical 

disease prevalence scenarios were set up such that for disease A, the true prevalence for FN was 

0.001 (or 10 cases per 10,000 people in a specific time point) and non-FN was 0.010; for disease 

B, the true prevalence for FN was 0.010 and non-FN was 0.001; and for disease C, the true 

prevalence for FN was 0.020 and non-FN was 0.001. This setup covers disease prevalence 

differential in either direction and in relatively large magnitude. 

While having high sensitivity and PPV is desirable for a classifier, in reality, these values 

are usually in a state of trade-off determined by the threshold values of decision boundary. For 

example, higher decision boundary will lead to higher PPV, as it becomes more certain that cases 

labelled as “positive” are truly positive. However, this will also likely increase the number of 

false negative since more positive cases will no longer be meeting the cut-off and mistaken as 

“negative”, thus weakening the sensitivity. In this demonstration, a line plot will be created using 

sensitivity and PPV plotted against decision threshold. From this plot, we will manually choose 

three decision boundary thresholds (that give high sensitivity, high PPV, and the point where 

sensitivity and PPV curves meet) and apply them to estimate the predicted disease prevalence for 
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both FN and non-FN groups in the aforementioned disease prevalence scenarios. The predicted 

prevalence will be compared to the true prevalence and 95% CI to demonstrate 1) the degree of 

deviation on estimating disease prevalence from the true values after using our classifiers to 

predict individuals’ FN identity, and 2) which decision boundary threshold gives the best 

estimation of disease prevalence compared to the true values. 

4.3 Results 

4.3.1 Primary analysis (LR classifier)  

The complete breakdown of the frequency of each ethnic group in the 1901 census is 

described in Supplementary Figure 4-1. The primary analysis indicating classification 

performance on Aboriginal (all inclusive), FN, Métis, and Inuit using LR in validation set is 

shown in Table 1. Various comparisons in performance are available, such as 1) 16 features 

(with location) versus 15 features (without location), 2) different Aboriginal groupings, 3) full 

data versus subsampling (N=500,000), and 4) one random seed versus average of five random 

seeds. Overall, the use of the full dataset achieved the best performance for each of the 

Aboriginal classification. The results using only 500,000 subsample (column 2 in Table 4-1) 

were comparable to those derived from the average of five random seeds (column 3 in Table 

4-1), suggesting that results based on 500,000 subsample were adequately robust in general. 

Using name and location features together, our LR classifiers did considerably well in classifying 

Aboriginal (all inclusive) and FN groups, with close to 100% accuracy, ROC, specificity, and 

NPV, and 65% sensitivity and >80% PPV when using the full dataset (column 1 in Table 4-1). 

The use of only 500,000 subsample lowered different performance indicators by varying degrees, 

such as a decrease of 1-2% in ROC, 14-15% in sensitivity, and 5% in PPV (column 2 in Table 

4-2). The location feature was important in classifying Aboriginal (all inclusive) and FN groups, 
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as without it, the classification performance was markedly worse, such as a decrease of 8-14% in 

ROC, 34-36% in sensitivity, and 1-5% in PPV (columns 4 and 5 in Table 4-1). 

For the classification of Métis identity, the LR classifier achieved nearly perfect (≥98%) 

ROC, accuracy, specificity and NPV, as well as a good (78%) PPV using full data (column 1 in 

Table 4-1). However, its performance in sensitivity was poor (<35%). This suggested that while 

individuals identified as “Métis” had relatively high certainty that they were truly Métis, many 

Métis were misclassified as “non- Métis”. This tendency seemed to exist to a greater extent for 

the classification of Inuit (column 1 in Table 4-1), indicated by even lower sensitivity. Such poor 

performance in Inuit classification was not unexpected as training sample of Inuit is extremely 

limited (Ntrain<320) even using the full dataset. 

 Table 4-2 provides the performance on the Aboriginal subgroups based on major 

language and tribal groupings, with 16 (both name and location) features. Overall, the ROC and 

accuracy ranged between 91-100% in subsample and 99-100% in full sample across these 

groups. Sensitivity ranged from 23% (Athapaskan) to 65% (Algonquian) in Aboriginal language 

groups, and 33% (Algonquin) to 52% (Cree) in Aboriginal tribal groups using full data. PPV 

ranged from 72% (Wakashan) to 89% (Athapaskan) in Aboriginal language groups, and 70% 

(Cree) to 91% (Micmac) in Aboriginal tribal groups using full data. Our LR classifiers appeared 

to perform fairly well (>60% sensitivity and >75% PPV) in classifying the Algonquian and 

Kootenay groups (Table 4-2). However, the classification for most remaining sub-Aboriginal 

groups tended to have poor sensitivity, possibly due to severely limited available sample to train 

with. 
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4.3.2 Secondary analysis (SVM and DT classifiers) 

Compared to Table 4-1, the LR and SVM classifiers performed comparably at 500,000 

subsample, while DT classifier generally performed slightly worse than LR and SVM classifiers 

(Table 4-3). 

Using the DT classifier, the top five most informative features (including and excluding 

the location feature) were identified (Table 4-4). For Aboriginal (all inclusive) and FN groups, 

the location features have been identified as the majority of the top five most informative 

features. The location features were less informative for Métis and Inuit classification, however, 

interpreting results for Métis and Inuit requires special caution due to the low number of 

available cases and generally poor sensitivity scores. When considering only the 15 name 

features, the number of name entity, average length of name entity, name substrings, entire first 

name, entire last name, first letter of first name, and double metaphones have been identified as 

top five most informative features (Table 4-4). 

4.3.3 Demonstrative application 

Using the FN classification results derived from the same analytical condition as in the 

second column of Table 4-1, the tradeoff between sensitivity and PPV via decision boundary 

values is illustrated in Figure 4-1. Three arbitrary decision boundary thresholds were chosen for 

our simulation: 1) 0.90 (sensitivity=0.21, PPV=0.87), 2) 0.10 (sensitivity=0.77, PPV=0.52), and 

3) 0.23 (sensitivity=0.66, PPV=0.66). 

 The three pairs of the obtained sensitivity/PPV were used, along with the underlying 

hypothetical FN/non-FN composition, to calculate the predicted true positive (tp), true negative 

(tn), false positive (fp), and false negative (fn). By applying the true disease prevalence 

accordingly, the predicted disease cases and predicted disease prevalence were computed (full 
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calculations in Supplementary Table 4-2). The accuracy of the predicted disease prevalence 

was evaluated against the true disease prevalence and 95% C.I., as well as the absolute and 

relative differences in prevalence (Table 4-5). Overall, the best decision boundary threshold was 

0.90 for the three disease scenarios. The predicted prevalence for FN were all within the 95% 

C.I. of true values at 0.90 decision boundary. Despite having low sensitivity, all except one (in 

Disease C scenario) of the predicted prevalence for non-FN were within the 95% C.I. of true 

values (Table 4-5). As the decision boundary decreased, so did PPV. While this resulted in 

minor improvement in the approximation of prevalence for non-FN, the accuracy of the 

predicted prevalence for FN suffered markedly. A reminder should be made that this 

demonstrative application was based on 500,000 subsample, thus, the predicted prevalence were 

expected to be superior given the full dataset. 

4.4 Discussion 

This study has provided positive evidence that using frequently-collected variables name 

and location can relatively accurately classify four Aboriginal groupings: Aboriginal (all 

inclusive), FN, Algonquian, and Kootenay. In general, the residence location is an important 

feature in classifying Aboriginal Canadians, which is likely due to certain geographic regions to 

be more populated by Aboriginal Canadians (249). Métis classification’s performance was 

generally poor with respect to sensitivity. Difficulty in accurately predicting Métis identity was 

expected as they are, by definition, individuals with a mixed indigenous and European ancestry. 

Despite the use of the entire census data, many Aboriginal subgroups suffered from very low 

sample size, which was likely to be the primary reason for poor sensitivity performance. 

The ability to identify Aboriginal individuals or specific subgroup of Aboriginal 

individuals in data using ML approach could potentially serve various important public health 
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functions including stratifying disease statistics by Aboriginal status, measuring residential 

segregation, monitoring migration, evaluating equal opportunities policies and political 

empowerment processes, identifying health needs, and improving health services to Aboriginal 

people (96, 97). Our demonstrative application illustrated that our classifiers could help produce 

predicted ethnically-specific disease statistics that are comparable to the underlying truth. The 

cancer registry is an example where the name/location-based Aboriginal ethnicity classification 

may be implemented. Limited evidence has shown cancer prevalence differed among First 

Nations, Métis, Inuit, and non-Aboriginal (250), yet almost all cancer registries in Canada do not 

collect Aboriginal or ethnic information. Another potential application of name-ethnicity 

classifier is to assist in the self-identification initiatives for Aboriginal students in various 

academic institutions (251, 252). This allows institutions to provide assistance that is more 

relevant to Aboriginal students by addressing academic needs, promoting institutional changes to 

meet the needs of Aboriginal learners and communities, promoting self-empowerment amongst 

Aboriginals’ younger generations, and developing effective teaching methods that honor and suit 

Aboriginals’ unique worldviews, cultures, and learning styles. 

Personal name and location are recorded in many health and general administrative 

databases in Canada. The results shown in our study suggests that name/location-based ethnicity 

classification could potentially be a feasible, reliable, and economic solution to help fill the 

existing ethnicity data gap. This can, in turn, help identify and serve vulnerable populations such 

as Aboriginal Canadians as they generally experience greater social injustice and disadvantages 

in the healthcare, social, and political systems (100). The ability to quickly and accurately 

stratify health and disease patterns by Aboriginal status could benefit various stakeholders. 

Health researchers, government policy makers, and health care professionals will be equipped 
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with a viable tool to assess disease burdens, monitor community needs, and develop culturally-

sensitive policies and health programs for specific Aboriginal people and communities (253). 

Implementing name/location-based ethnicity classifiers such as ours in real-life public 

health settings requires end-user to determine how much sensitivity-PPV tradeoff is best suited 

for the specific project objective at hand. The demonstrative application indicated that our 

classifiers (even using only one-tenth of full data) appeared to lead to fairly accurate predicted 

disease prevalence in various disease prevalence conditions when using high decision boundary 

threshold that resulted in high PPV. Encouragingly, the high accuracy in the computed disease 

prevalence for the Aboriginal group does not largely and negatively affect the approximation of 

the disease prevalence for the non-Aboriginal group. This highly suggests our Aboriginal 

classifiers’ (Aboriginal (all inclusive) and First Nations) usability in public health research and 

applications. Researchers and practitioners need to consider carefully of the roles and 

relationships between various parameters (such as disease prevalence, population size and 

differential between ethnic classes, and difference in importance of false positive versus false 

negative) to effectively decide if the name/location-based ethnicity classification approach is 

justifiable and what decision threshold value(s) to apply to maximize the likelihood of obtaining 

the most useful statistics. 

4.5 Conclusion 

 Our study is one of the most comprehensive name/location-based ethnicity classification 

study for Aboriginal status in Canada. This study has produced and validated with a novel set of 

name features with and without the addition of residence location. Our results have shown 

positive evidence to support the value of such approach within the Canadian context. This study 
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established the ties between name, residence location, and Aboriginal ethnicity that might be 

effectively utilized to predict the widely missing Aboriginal status information in Canada. 

Prospective studies should examine a more recent census or other data to validate the 

generalizability to more recent time. Multiple censuses might be combined to increase the 

number of training sample especially for the identified low-frequency Aboriginal subgroups. 

Widespread experimentation and implementation of this approach across Canada is improbable 

unless advocacy and awareness are initiated and pushed forward extensively, including the 

academic and non-academic health research, government, and clinical sectors. Consensus, 

standards, practice guidelines should also be developed, validated, and upheld to ensure 

accountability, privacy, and data quality and security for using this approach in the future.  
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Table 4-1: Performance measures of name- and location-based ethnicity classification using 

logistic regression classifier for Aboriginal and three major Aboriginal subgroups using 

1901 Canadian census.* 

 __________With location___________  ___ Without location ___ 

 1) LR 
(N=5MM+) 

2) LR  
(N=500k) 

3) LR (N=500k, 
average of 5 
random seeds) 

 4) LR 
(N=5MM+) 

5) LR  
(N=500k) 

Aboriginal 
Validation 
sample 

47,526 4,679 4,667  47,686 4,655 

Accuracy 0.99 0.99 0.99  0.99 0.98 
ROC 0.99 0.97 0.97  0.90 0.83 
Sensitivity 0.65 0.51       0.52  0.31 0.15 
Specificity 1.00 1.00 1.00  1.00 1.00 
PPV 0.86 0.81       0.82  0.85 0.78 
NPV 0.99 0.99 0.99  0.99 0.98 
First Nations 
Validation 
sample 

30,573 3,005 3,015  30,671 3,032 

Accuracy 0.99 0.99 0.99  0.99 0.99 
ROC 0.99 0.98 0.98  0.91 0.85 
Sensitivity 0.65 0.50       0.50  0.31 0.16 
Specificity 1.00 1.00 1.00  1.00 1.00 
PPV 0.82 0.77       0.77  0.83 0.72 
NPV 1.00 0.99 0.99  1.00 0.99 
Métis 
Validation 
sample 

12,017 1,226 1,201  11,966 1,176 

Accuracy 1.00 1.00 1.00  1.00 1.00 
ROC 0.98 0.94 0.94  0.89 0.75 
Sensitivity 0.34 0.19       0.17  0.13 0.03 
Specificity 1.00 1.00 1.00  1.00 1.00 
PPV 0.78 0.65       0.66  0.77 0.55 
NPV 1.00 1.00 1.00  1.00 1.00 
Inuit 
Validation 
sample 

301 20 24  314 26 

Accuracy 1.00 1.00 1.00  1.00 1.00 
ROC 1.00 0.98 0.99  0.93 0.85 
Sensitivity 0.21 0.00 0.02  0.06 0.00 
Specificity 1.00 1.00 1.00  1.00 1.00 
PPV 0.63 0.00 0.20  0.66 0.00 
NPV 1.00 1.00 1.00  1.00 1.00 
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*LR = logistic regression with l2 penalty parameter C at 1.0; N is the sum of training and validation 

sample (50:50) combined; k = 1,000 and MM = 1,000,000; “With location” = 15 name features and 1 

location feature; “Without location” = 15 name features only; “validation sample” is the number of cases 

belonged to the corresponding ethnic group in validation data. 



Table 4-2: Performance measures of ethnicity classification (using 15 name and 1 location features) for major Aboriginal 

language groups and Aboriginal tribes using 1901 Canadian census.* 

  _____________Major Aboriginal languages_____________  ____________Major Aboriginal tribes____________ 

  Alg-an Iro-an Ath Wak Sio Sal Tsi Koo  Cre Oji Mic Bla Iro-is Moh Alg-in 

N = 500,000                 

 

Validation 
sample 2,132 337 99 94 87 93 78 50  813 788 117 167 110 101 77 

 Accuracy 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00  1.00 1.00 1.00 1.00 1.00 1.00 1.00 

 ROC 0.98 0.97 0.98 1.00 0.98 0.99 0.96 0.97  0.99 0.98 0.95 1.00 0.98 0.98 0.91 

 Sensitivity 0.48 0.28 0.01 0.07 0.06 0.15 0.04 0.18  0.33 0.24 0.09 0.34 0.14 0.33 0.05 

 Specificity 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00  1.00 1.00 1.00 1.00 1.00 1.00 1.00 

 PPV 0.72 0.80 0.25 0.54 0.22 0.82 1.00 0.82  0.50 0.60 0.79 0.77 0.94 0.79 1.00 

 NPV 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00  1.00 1.00 1.00 1.00 1.00 1.00 1.00 

                  

N = 5,031,794                 

 

Validation 
sample 21,717 3,679 1,089 1,045 1,012 928 565 448  8,401 8,028 1,196 1,874 1,180 995 771 

 Accuracy 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00  1.00 1.00 1.00 1.00 1.00 1.00 1.00 

 ROC 0.99 0.99 1.00 1.00 0.99 1.00 1.00 1.00  1.00 0.99 1.00 1.00 0.99 0.99 0.99 

 Sensitivity 0.65 0.53 0.23 0.37 0.30 0.53 0.33 0.63  0.52 0.45       0.42       0.48       0.36       0.51       0.33       

 Specificity 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00  1.00 1.00 1.00 1.00 1.00 1.00 1.00 

 PPV 0.78 0.87 0.89 0.72 0.75 0.87 0.85 0.85  0.70 0.78    0.91     0.83       0.87       0.82       0.88       

 NPV 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00  1.00 1.00 1.00 1.00 1.00 1.00 1.00 
*ML classifier used was LR with l2 penalty parameter and C parameter at 1.0; N is the sum of training and validation sample (50:50) combined; 

“Validation sample” is the number of cases belonged to the corresponding ethnic group in validation data. Abbreviations: Alg-an=Algonquian, 

Iro-an=Iroquoian, Ath=Athapaskan, Wak=Wakashan, Sio=Siouan, Sal=Salish, Tsi=Tsimshian, Koo=Kootenay, Cre=Cree, Oji=Ojibwa, 

Mic=Micmac, Bla=Blackfoot, Iro-is=Iroquois, Moh=Mohawk, Alg-in=Algonquin. 

 

 

 

 



 

Table 4-3: Performance measures of name- and location-based ethnicity classification using 

support vector machines and decision trees classifiers for Aboriginal and three major 

Aboriginal subgroups using 1901 Canadian census.* 

 ___With location___  ___Without location___ 
 2) SVM  

(N =500k) 
2) DT  
(N =500k) 

 2) SVM  
(N =500k) 

2) DT  
(N =500k) 

Aboriginal      
Validation sample 4,710 4,710  4,736 4,742 
Accuracy 0.99 0.99  0.98 0.98 
ROC 0.97 0.83  0.80 0.55 
Sensitivity 0.54       0.52        0.21       0.09       
Specificity 1.00 1.00  1.00 1.00 
PPV 0.75       0.79        0.57       0.66       
NPV 0.99 0.99  0.98 0.98 
First Nations      
Validation sample 2,981 3,022  3,050 2,984 
Accuracy 0.99 0.99  0.99 0.99 
ROC 0.97 0.78  0.82 0.56 
Sensitivity 0.55       0.54        0.20       0.09       
Specificity 1.00 1.00  1.00 1.00 
PPV 0.72       0.73        0.56       0.65       
NPV 0.99 1.00  0.99 0.99 
Métis      
Validation sample 1,279 1,178  1,212 1,189 
Accuracy 0.99 1.00  0.99 1.00 
ROC 0.93 0.76  0.70 0.52 
Sensitivity 0.26       0.19        0.09       0.04       
Specificity 1.00 1.00  1.00 1.00 
PPV 0.48       0.45        0.34       0.48       
NPV 1.00 1.00  1.00 1.00 
Inuit      
Validation sample 20 46  27 41 
Accuracy 1.00 1.00  1.00 1.00 
ROC 1.00 0.58  0.86 0.54 
Sensitivity 0.05       0.11        0.00       0.00       
Specificity 1.00 1.00  1.00 1.00 
PPV 0.20       0.21        0.00       0.00       
NPV 1.00 1.00  1.00 1.00 

*SVM = support vector machines classifier with penalty parameter K at 1.0; DT = decision trees classifier 

with maximum tree depth at 40, minimum sample per leaf at 1, and minimum sample to split at 1; N is the 

sum of training and validation sample (50:50) combined; k = 1,000; “With location” = 15 name features 

and 1 location feature; “Without location” = 15 name features only; “validation sample” is the number of 

cases belonged to the corresponding ethnic group in validation data. 
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Table 4-4: Top five most informative features based on decision trees classifiers 

(N=500,000) for each Aboriginal group.* 

  1 (most 
important) 

2 3 4 5 (fifth most 
important) 

Aboriginal 
(all 
inclusive) 

With 
location 

location= 
unorganized 
territories/terr
itoires non-
organisés, the 
territories, 
Canada 

location= 
unspecified, 
Alberta, the 
territories, 
Canada 

location= 
unspecified, 
Assiniboia 
(east/est), the 
territories, 
Canada 

location= 
Saskatchewan, 
the territories, 
Canada 

location= 
unspecified, 
Algoma, 
Ontario, 
Canada 

 Without 
location 

name-entity avg-length lastLetter-
lastName='k' 

substring='ke' substring='chel' 

       
First 
Nations 

With 
location 

location= 
unorganized 
territories/terr
itoires non-
organisés, the 
territories, 
Canada 

location= 
unspecified, 
Alberta, the 
Territories, 
Canada 

location= 
unspecified, 
Assiniboia 
(east/est), the 
territories, 
Canada 

location= 
unspecified, 
Algoma, 
Ontario, 
Canada 

avg-length 

 Without 
location 

name-entity avg-length substring='as' substring='ks' substring='ah' 

       
Métis With 

location 
location= 
Saskatchewan, 
the territories, 
Canada 

location= 
Selkirk, 
Manitoba, 
Canada 

location= 
unorganized 
territories/terr
itoires non-
organisés, the 
territories, 
Canada 

location= 
unspecified, 
Algoma, 
Ontario, 
Canada 

last-name=' 
peletier' 

 Without 
location 

metaphone='K
RTNL' 

metaphone='
FTLR' 

metaphone='P
RNKN' 

substring='jarl' last-
name='pruden' 

       
Inuit With 

location 
substring='okt
a' 

first-
name='apall
uk' 

first-
name='taurse
ocak' 

metaphone='A
KTK' 

last-
name='kooitark
' 

 Without 
location 

metaphone='P
NKSL' 

metaphone='
APLK' 

last-
name='kooitar
k' 

substring='kay
r' 

last-
name='udgarde
r' 

*Decision trees classifier with maximum tree depth at 40, minimum sample per leaf at 1, and minimum 

sample to split at 1; Total N = 500,000 (50:50 split to training and validation sets); “With location” = 15 

name features and 1 location feature; “Without location” = 15 name features only. 
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Table 4-5: The comparisons of predicted and true disease prevalence in various disease 

scenarios and decision boundary thresholds.* 

 _____Disease A_____ _____Disease B_____ _____Disease C_____ 
 FN Non-FN FN Non-FN FN Non-FN 

True prevalence (95% C.I.) 0.0010 
(0.0002-
0.0029) 

0.0100 
(0.0094-
0.0106) 

0.0100 
(0.0065-
0.0147) 

0.0010 
(0.0008-
0.0012) 

0.0200 
(0.0149-
0.0263) 

0.0010 
(0.0008-
0.0012) 

Decision boundary=0.90  
(sensitivity=0.21; PPV=0.87) 

Predicted prevalence  0.0022 0.0098 0.0088 0.0012 0.0175 0.0014 
Prevalence difference 0.0012 -0.0002 -0.0012 0.0002 -0.0025 0.0004 

Prevalence ratio 2.20 0.98 0.88 1.20 0.88 1.40 
Decision boundary=0.23 
(sensitivity=0.66; PPV=0.66) 

Predicted prevalence  0.0041 0.0099 0.0069 0.0011 0.0135 0.0012 
Prevalence difference 0.0031 -0.0001 -0.0031 0.0001 -0.0065 0.0002 

Prevalence ratio 4.10 0.99 0.69 1.10 0.68 1.20 
Decision boundary=0.10 
(sensitivity=0.77; PPV=0.52) 

Predicted prevalence  0.0053 0.0099 0.0057 0.0011 0.0109 0.0011 
Prevalence difference 0.0043 -0.0001 -0.0043 0.0001 -0.0091 0.0001 

Prevalence ratio 5.30 0.99 0.57 1.10 0.55 1.10 
*FN = First Nations, non-FN = non-First Nations. Prevalence difference = predicted prevalence – true 

prevalence. Prevalence ratio =
predicted prevalence

true prevalence
. Bolded figures are predicted prevalence that fall 

within the range of the 95% C.I. (calculated using binomial “exact” method) of the true prevalence. 
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Figure 4-1: Sensitivity-PPV tradeoff for First Nations classification (logistic regression 

classifier, N=500k, all 16 features). 
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Supplementary Figure 4-1: Frequency of ethnic groups in 1901 Canadian census. 
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Supplementary Table 4-1: Performance measures of name- and location-based ethnicity 

classification for non-Aboriginal ethnic groups using 1901 Canadian census.* 

 _________With location_________  __Without location__ 
 1) LR 

(N=5MM+) 
2) LR  
(N=500k) 

3) LR (N=500k, 
average of 5 
seeds) 

 4) LR 
(N=5MM+) 

5) LR  
(N=500k) 

Chinese (validation sample: ~798 at 500k and ~7,787 at 5MM) 
Accuracy 1.00 1.00 1.00  1.00 1.00 
ROC 1.00 1.00 0.99  1.00 0.99 
Sensitivity 0.91 0.86 0.87  0.88 0.83 
Specificity 1.00 1.00 1.00  1.00 1.00 
PPV 0.96 0.95 0.95  0.95 0.95 
NPV 1.00 1.00 1.00  1.00 1.00 
English (validation sample: ~59,536 at 500k and ~598,195 at 5MM) 
Accuracy 0.85 0.83 0.83  0.84 0.82 
ROC 0.90 0.88 0.88  0.89 0.86 
Sensitivity 0.61 0.55 0.55  0.57 0.51 
Specificity 0.92 0.91 0.91  0.92 0.91 
PPV 0.71 0.67 0.66  0.69 0.64 
NPV 0.88 0.87 0.87  0.87 0.86 
French (validation sample: ~77,490 at 500k and ~776,813 at 5MM) 
Accuracy 0.97 0.96 0.96  0.96 0.95 
ROC 0.99 0.99 0.99  0.98 0.98 
Sensitivity 0.94 0.92 0.93  0.92 0.90 
Specificity 0.98 0.98 0.98  0.98 0.97 
PPV 0.96 0.95 0.95  0.95 0.94 
NPV 0.97 0.97 0.97  0.97 0.96 
Irish (validation sample: ~46,724 at 500k and ~470,326 at 5MM) 
Accuracy 0.87 0.86 0.86  0.87 0.86 
ROC 0.90 0.88 0.88  0.89 0.86 
Sensitivity 0.51 0.46 0.46  0.46 0.41 
Specificity 0.96 0.95 0.95  0.96 0.96 
PPV 0.74 0.69 0.70  0.73 0.69 
NPV 0.89 0.89 0.89  0.89 0.88 
Italian (validation sample: ~460 at 500k and ~4,709 at 5MM) 
Accuracy 1.00 1.00 1.00  1.00 1.00 
ROC 0.98 0.94 0.95  0.96 0.92 
Sensitivity 0.45 0.25 0.20  0.36 0.14 
Specificity 1.00 1.00 1.00  1.00 1.00 
PPV 0.86 0.85 0.76  0.83 0.71 
NPV 1.00 1.00 1.00  1.00 1.00 
Japanese (validation sample: ~191 at 500k and ~2,050 at 5MM) 
Accuracy 1.00 1.00 1.00  1.00 1.00 
ROC 1.00 1.00 0.99  0.99 0.99 
Sensitivity 0.78 0.57 0.58  0.64 0.46 
Specificity 1.00 1.00 1.00  1.00 1.00 
PPV 0.93 0.86 0.92  0.89 0.90 
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NPV 1.00 1.00 1.00  1.00 1.00 
Russian (validation sample: ~890 at 500k and ~8,753 at 5MM) 
Accuracy 1.00 1.00 1.00  1.00 1.00 
ROC 0.99 0.97 0.97  0.98 0.94 
Sensitivity 0.63 0.36 0.33  0.55 0.23 
Specificity 1.00 1.00 1.00  1.00 1.00 
PPV 0.91 0.77 0.77  0.90 0.75 
NPV 1.00 1.00 1.00  1.00 1.00 
Scottish (validation sample: ~37,435 at 500k and ~378,400 at 5MM) 
Accuracy 0.91 0.90 0.90  0.90 0.90 
ROC 0.92 0.90 0.90  0.91 0.89 
Sensitivity 0.56 0.52 0.52  0.53 0.49 
Specificity 0.97 0.97 0.97  0.97 0.97 
PPV 0.77 0.75 0.75  0.76 0.74 
NPV 0.93 0.92 0.92  0.92 0.92 

*LR = logistic regression with l2 penalty parameter C at 1.0; N is the sum of training and 

validation sample (50:50) combined; k = 1,000 and MM = 1,000,000; “With location” = 15 name 

features and 1 location feature; “Without location” = 15 name features; “validation sample” is 

the number of cases belonged to the corresponding ethnic group in validation data. 
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Supplementary Table 4-2: Calculations of predicted prevalence in demonstrative 

application.* 

 Disease A  Disease B  Disease C  

  N (sample)  N (sample)  N (sample) 

 FN 2,500 FN 2,500 FN 2,500 

 non-FN 97,500 non-FN 97,500 non-FN 97,500 

  Disease prevalence  Disease prevalence  Disease prevalence 

 FN 0.0010 FN 0.0100 FN 0.0200 

 non-FN 0.0100 non-FN 0.0010 non-FN 0.0010 

  Disease N  Disease N  Disease N 

 FN 2.5 FN 25.0 FN 50.0 

 non-FN 975.0 non-FN 97.5 non-FN 97.5 

Decision threshold = 0.90 (PPV = 0.87, sensitivity = 0.21) 

  Predicted N  Predicted N  Predicted N 

 FN(tp) 525.0 FN(tp) 525.0 FN(tp) 525.0 

 FN(fn) 1,975.0 FN(fn) 1,975.0 FN(fn) 1,975.0 

 non-FN(tn) 97,421.6 non-FN(tn) 97,421.6 non-FN(tn) 97,421.6 

 non-FN(fp) 78.4 non-FN(fp) 78.4 non-FN(fp) 78.4 

  Predicted disease N  Predicted disease N  Predicted disease N 

 FN (tp+fp) 1.3 FN (tp+fp) 5.3 FN (tp+fp) 10.6 

 non-FN 

(tn+fn) 

976.2 non-FN 

(tn+fn) 

117.2 non-FN 

(tn+fn) 

136.9 

  Predicted prevalence  Predicted prevalence  Predicted prevalence 

 FN 0.0022 FN 0.0088 FN 0.0175 

 non-FN 

(tn+fn) 

0.0098 non-FN 

(tn+fn) 

0.0012 non-FN 

(tn+fn) 

0.0014 

Decision threshold = 0.10 (PPV = 0.52, sensitivity = 0.77) 

  Predicted N  Predicted N  Predicted N 

 FN(tp) 1,925.0 FN(tp) 1,925.0 FN(tp) 1,925.0 

 FN(fn) 575.0 FN(fn) 575.0 FN(fn) 575.0 

 non-FN(tn) 95,723.1 non-FN(tn) 95,723.1 non-FN(tn) 95,723.1 

 non-FN(fp) 1,776.9 non-FN(fp) 1,776.9 non-FN(fp) 1,776.9 

  Predicted disease N  Predicted disease N  Predicted disease N 

 FN (tp+fp) 19.7 FN (tp+fp) 21.0 FN (tp+fp) 40.3 
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 non-FN 

(tn+fn) 

957.8 non-FN 

(tn+fn) 

101.5 non-FN 

(tn+fn) 

107.2 

  Predicted prevalence  Predicted prevalence  Predicted prevalence 

 FN (tp+fp) 0.0053 FN (tp+fp) 0.0057 FN (tp+fp) 0.0109 

 non-FN 

(tn+fn) 

0.0099 non-FN 

(tn+fn) 

0.0011 non-FN 

(tn+fn) 

0.0011 

Decision threshold = 0.23 (PPV = 0.66, sensitivity = 0.66) 

  Predicted N  Predicted N  Predicted N 

 FN(tp) 1,650.0 FN(tp) 1,650.0 FN(tp) 1,650.0 

 FN(fn) 850.0 FN(fn) 850.0 FN(fn) 850.0 

 non-FN(tn) 96,650.0 non-FN(tn) 96,650.0 non-FN(tn) 96,650.0 

 non-FN(fp) 850.0 non-FN(fp) 850.0 non-FN(fp) 850.0 

  Predicted disease N  Predicted disease N  Predicted disease N 

 FN (tp+fp) 10.2 FN (tp+fp) 17.4 FN (tp+fp) 33.9 

 non-FN 

(tn+fn) 

967.4 non-FN 

(tn+fn) 

105.2 non-FN 

(tn+fn) 

113.7 

  Predicted prevalence  Predicted prevalence  Predicted prevalence 

 FN (tp+fp) 0.0041 FN (tp+fp) 0.0069 FN (tp+fp) 0.0135 

 non-FN 

(tn+fn) 

0.0099 non-FN 

(tn+fn) 

0.0011 non-FN 

(tn+fn) 

0.0012 

*FN = First Nations; non-FN = non-First Nations; tp = true positive = sensitivity*(N of FN); fn = false 

negative = (N of FN) – tp; tn = true negative = (N of non-FN) – fp; fp = false positive =
tp − (PPV∗tp)

PPV
. 

Predicted disease N for FN = (tp*(true prevalence for FN))+(fp*(true prevalence for non-FN)); predicted 

disease N for non-FN = (tn*(true prevalence for non-FN))+(fn*(true prevalence for FN)). Predicted 

prevalence for FN =
Predicted disease N for FN

tp+fp
; predicted prevalence for non-FN =

Predicted disease N for non−FN

tn+fn
. 
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Chapter 5 – Sentiment Analysis of Breast Cancer Screening in the United 

States Using Twitter 

5.1 Background 

 Breast cancer is the most prevalent cancer among women in the United States (U.S.) 

(254). Regular breast cancer screening is important in detecting breast tumors early. Screening 

mammogram, clinical breast exam (CBE) performed by health professionals, breast self-exam, 

and breast magnetic resonance imaging (MRI) are examples of breast screening tests. A 

systematic review by (255) concluded that among women with average risk (i.e., no personal or 

family history of breast tumor/lesion, or genetic mutations such as BReast CAncer susceptibility 

gene- (BRCA-)1 and BRCA-2), mammography was associated with 20% reduction in breast 

cancer mortality. The American College of Obstetricians and Gynecologists (ACOG) (2011) 

guidelines (115) recommended U.S. women aged 40-74 with average risk to attend a screening 

mammogram and CBE annually. Women aged 75 and above with average risk should consult 

with physicians to decide whether to continue receiving mammogram. 

Not all U.S. women adhered to the recommended breast screening guidelines. The uptake 

of breast screening varied across residence location (116), social class (117), and ethnicity (118). 

Whether or not to seek breast screening often depended on one’s perception regarding the quality 

of care, competency of health professionals, discomfort level during the procedure, and length of 

time waiting for the procedure and test results (120). Women not attending regular breast 

screening listed the main reasons as being busy, unaware of breast cancer risk, fearful of 

receiving a true cancer diagnosis or a false diagnosis, and deterred by the pain and discomfort 

from the procedure (121). Many of these reasons can be explained by the health belief model 

(HBM) (256) which states that individuals’ readiness and commitment to adopt a new healthy 
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behaviour are built on four perception-based constructs, including perceived susceptibility, 

perceived severity, perceived benefits, and perceived barriers. Evidently individual’s subjective 

perception formed about breast screening, including face-to-face physician recommendation and 

perceived effectiveness and safety of breast screening (257-259), played a crucial role in 

determining if a woman would attend regular breast screening. However, continuous and 

unfiltered perception data on medical procedures is unavailable in public health surveillance, 

administrative, and other health-related databases (260). 

 Twitter is a rich data source of perception data. Twitter is used by hundreds of millions of 

active users continuously broadcasting their uncensored opinions, experiences, thoughts, and 

feelings in a form of a tweet, a short text message of 140 characters or less (104, 106). A 

considerable portion of tweets was health-related (107, 108) and could contribute to various 

health monitoring applications such as public awareness of influenza (109), worldwide influenza 

incidence (110), self-reported mental illnesses (111), medical complaints (112), and safety events 

by hospital patients (113). As for cancer communities, Twitter served as a popular digital 

platform to bring together different groups of key stakeholders. Medical professionals used 

Twitter to disseminate scientific findings and connect with patients (143), cancer patients used it 

to share experience, gain support, and educate one another (144, 145), and general public used it 

to advocate and raise funding (146). No study was found to examine Twitter’s potential in 

gauging public perception on preventive public health interventions such as breast cancer 

screening. 

Sentiment analysis is a sub-domain of natural language processing and computational 

linguistics that extracts subjective information from a text and assigns a sentiment score or a 

sentiment polarity classification (i.e., neutral, positive, and negative) (261). Sentiment analysis 
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helps determine the attitude or perception of a writer with respect to a specific topic in a 

systematic and quantifiable manner. We propose a sentiment analysis that not only demonstrates 

the visualization of sentiment patterns using breast screening tweets in the U.S. (descriptive 

analysis), but also explores the relationship between breast screening sentiment from Twitter and 

actual breast screening uptake behaviour derived from an external data source (hypothesis-based 

analysis). 

5.2 Methods 

5.2.1 Breast screening tweets and tweet processing 

Twitter allowed public access to 1% random subset of tweets via Twitter REST API 

(262). Via the API, tweets related to breast cancer screening published from 17th September 2014 

to 10th May 2015 were collected using the following filtering terms, which was compiled based 

on literature review and reviewed by our thesis committee including cancer epidemiology 

experts: 

"mammogram", "mammography", "breast imaging", "breast screening", “breast mri”, 

“breast ultrasound”, "breast self-exam", "breast examination", "breast exam", 

"breastselfexam", "breastexam" 

Extracted information from each breast screening tweet included user name, time of tweet, 

published tweet content, and two types of geographic information including user-described 

location and user-enabled GPS location in longitude and latitude (165). 

 The content of each tweet was processed by removing any retweet tag (“RT”), hashtag 

symbol (“#”), user-mention tag (“@”), and Uniform Resource Location (URL) links. Not all 

Twitter users have described location information or enabled the GPS option. If both location 
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inputs were available, the more precise GPS location was used, otherwise the user-described 

location was used. If existed, user-described location was converted into GPS coordinates using 

Python module Geocoder (by accessing MapQuest) (166). The location information was then 

standardized by reverse-geocoding the coordinates into corresponding country, state, county, and 

city. 

5.2.2 VADER sentiment classifier 

There are a number of existing automated sentiment classifiers (169), such as Linguistic 

Inquiry and Word Count (LIWC), General Inquirer (GI), Affective Norms for English Words 

(ANEW), SentiWordNet (SWN), SenticNet (SCN), Word-Sense Disambiguation (WSD), and 

Hu-Liu-2004. These sentiment classifiers were not developed specifically for microblogging 

platforms such as Twitter. Tweets generally employed unique communication patterns (i.e., 

hashtag, user-mention, all-capitalization, acronyms, emoticons, slangs, and repeated 

punctuations) to better express emotions and fit in the microblogging culture. (169) developed 

and made publically available a sentiment classifier, called Valence Aware Dictionary for 

sEntiment Reasoning (VADER) classifier, specifically tailored to microblogging platforms such 

as Twitter. The sentiment lexicon of VADER classifier was based on well-established and 

human-validated sentiment lexicons (i.e., from LIWC, GI, and ANEW) and extended by adding 

common microblogging vernaculars (i.e., acronyms, slangs, and emoticons). In addition, 

grammatical and syntactical aspects of text (i.e., use of repeated punctuation such as “!!!!” and 

all-cap such as “EXTREMELY GOOD day”) were incorporated by systematically adjusting the 

baseline sentiment value using a rule-based model (169). 

To classify the sentiment of a text, the VADER classifier examines the sentiment polarity 

and intensity of each word of the text against its lexicon, and then outputs four VADER 
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sentiment scores: neutral, positive, negative, and composite scores. The neutral, positive, and 

negative scores correspond to the proportion of text containing a particular sentiment polarity. 

For example, a 1.0 positive sentiment score indicates that every word in a text contains positive 

sentiment while 0.0 positive score indicates zero positive word, and likewise for neutral and 

negative sentiment scores. The composite score is computed by summing the sentiment intensity 

score of each word from the text that has a match with the VADER lexicon, adjusted with 

grammatical and syntactical rules, and then normalized to be between -1 (most negative) and +1 

(most positive). The composite score can be used as a single unidimensional measure of 

sentiment. (169) concluded the VADER classifier considerably outperformed seven established 

sentiment classifiers (i.e., LIWC, GI, and ANEW). The VADER classifier achieved a 0.99 

precision, 0.94 recall, and 0.96 F1 score, which were comparable to human accuracy. 

5.2.3 Modifications and implementation of VADER sentiment classifier 

Although VADER was validated on general tweets by (169), its accuracy performance to 

classify sentiment of tweets related to public health intervention, specifically breast cancer 

screening, topic required further validation. Such validation was conducted in our study by 

drawing a random subset of 250 tweets from the original breast screening tweets pool. The 

composite score was categorized into neutral (-0.3 to +0.3), positive (>+0.3 to +1.0), and 

negative (-1.0 to <-0.3). The sentiment polarity (neutral, positive, and negative) of each of the 

250 tweets was determined by a blind-rater KW as gold standard. A poor accuracy (<40.0%) was 

observed from the VADER classification initially and the primary reason was identified. In the 

original VADER lexical dictionary, the lexicon “cancer” contained a highly negative sentiment 

value (-3.4). This resulted in VADER universally assigned highly negative composite sentiment 

score to virtually all tweets since they were related to breast cancer by default. Similarly, other 



105 

 

words including “die”, “died”, and “death” containing highly negative default sentiment values 

(i.e., -2.9, -2.6, and -2.9, respectively) were identified, yet these lexicons often appeared in our 

collected tweets as part of the breast cancer statistics conversations without any default positive 

or negative connotation. The effect on sentiment classification accuracy was examined by 

removing these lexicons from the original lexical dictionary, resulting in more favorable 

accuracy (77.2%). The remaining classification discrepancy between VADER and human rater 

was derived from more advanced sentiment classification challenges such as sarcasm, sentiment 

ambiguity, and mixed sentiments that were difficult for even human raters and thus unlikely to 

be addressed by further minor modifications in the VADER classifier. This modified version of 

VADER classifier was used to compute sentiment scores of breast screening tweets. 

5.2.4 Descriptive sentiment analysis 

 Temporal, geospatial, and thematic patterns of sentiment from breast screening tweets 

were examined as descriptive sentiment analyses. For temporal patterns, daily volume of breast 

screening tweets and daily average of composite sentiment scores were plotted in a line graph.  

For geospatial patterns, tweets with available geographic information were used to 

generate point and hot spot maps based on composite sentiment scores. Hot spot analysis 

identifies spatial clusters with significantly high or low sentiment values, using the Getis-Ord 

Gi* statistics (170): 
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where Gi* statistics is calculated on each location point i that has a feature (sentiment) value. 

The xj is the sentiment value for features j, wi,j is the spatial weight between features i and j, and 

n is the total number of features. �̅� is the average sentiment value from all features and S is the 

variance of sentiment values. Inverse square distance is used such that closer features are 

weighted more heavily than features that are further away. Let dij be the distance between 

features i and j, wij is equal to M/(dij
2), where M is a constant. Conceptually, Gi* statistics 

compares the sum of feature values within a neighbouring region around location i against the 

expected sum of feature values derived from global average (numerator), and then standardized 

with the variance (denominator). The Gi* statistics returns a z-score for each location i. 

Significant hot spots contain highly positive z-score value and small p-value, indicating location 

i is surrounded by high sentiment value neighbours, while significant cold spots contain highly 

negative z-score and small p-value, indicating location i is surrounded low sentiment value 

neighbours. 

For thematic patterns, a word-cloud was generated which consisted of the most frequent 

words amongst all negative tweets. A comprehensive list of common but non-informative words 

such as “the”, “it”, and “what” were omitted from word-cloud creation. The font size of each 

word in a word-cloud corresponded to the frequency of that word (i.e., the larger the word, the 

more frequently it appears). Example themes were extracted qualitatively as a demonstration. 

Sentiment map and word clouds for Canada were created and presented as supplementary 

figures: Supplementary Figure 5-1, Supplementary Figure 5-2, and Supplementary Figure 

5-3. 
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5.2.5 Hypothesis-based sentiment analysis 

 To evaluate possible correlation between breast screening sentiment and actual breast 

screening uptake at an ecological level, a hypothesis-based sentiment analysis was conducted. 

While information on breast screening sentiment was provided by Twitter, information on breast 

screening uptake was obtained from a separate dataset collected by the (263) called Behavioral 

Risk Factor Surveillance System (BRFSS) survey. The BRFSS is one of the largest recurring 

national health surveys that collects data via phone interviews on U.S. residents regarding health-

related risk behaviours, chronic health conditions, and use of preventive services. From the 

BRFSS 2014 survey (for calendar year 2014), interested individual-level variables were 

extracted and recoded as 1) mammogram received within the last two years (Mamm, 1 – yes and 

0 – no), 2) CBE received within the last two years (CBE, 1 – yes and 0 – no), 3) highest 

education achieved (Edu, 1 – have at least some college education, 0 – do not have any college 

education), 4) general health (GenHlth, 1 – good, very good, or excellent, 0 – fair or poor), and 

5) race (Race, 1 – non-Hispanic white only, 0 – all others). Women aged less than 40 years old, 

women with missing key variables (i.e., mammogram and CBE), and men were removed from 

the data. Explanatory and outcome variables were aggregated by states, where individual 

sentiment values were grouped as means by state (i.e., SentNeu̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , SentPos̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , SentNeg̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅, and SentCom̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  as 

mean neutral, positive, negative, and composite sentiment score, respectively), and individual 

BRFSS variable values were aggregated as percentage of “1” for each state (i.e., %Mamm as 

percent women reported having a mammogram within two years, and likewise for %CBE, 

%Edu, %GenHlth, and %Race). We hypothesized that U.S. states with more positive sentiment 

score values towards breast cancer screening (as indicated by tweets) are more likely to have 

higher overall uptake of breast cancer screening. This hypothesis was examined qualitatively and 
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quantitatively. Qualitatively, the point maps of state-level breast screening sentiment and breast 

screening uptake patterns were compared. Quantitatively, since the values of the dependent 

variables (%Mamm and %CBE) fall between 0 and 1, beta regression model was used to 

statistically test the relationship between sentiment scores and mammogram/CBE uptake. States 

(including Hawaii, Vermont, and Montana) with less than 100 tweet count were excluded from 

the analysis. 

 In multivariate beta regressions, the outcome variable was either %Mamm or %CBE, and 

the explanatory variable of interest was one of the four mean VADER sentiment scores (i.e., 

SentNeu̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , SentPos̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , SentNeg̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅, or SentCom̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) plus other covariates including %Edu, %GenHlth, and 

%Race to adjust for potential confounding. Beta regression assumes yk (i.e., %Mamm or %CBE), 

where k=1,2,…, nstate (number of individual U.S. states), to be distributed in beta distribution and 

its probability density function is given as: 

𝑓(𝑦; 𝑢, 𝑧) =
𝛤(𝑧)

𝛤(𝑢𝑧)𝛤((1−𝑢)𝑧)
𝑦𝑢𝑧−1(1 − 𝑦)(1−𝑢)𝑧−1  

where Γ is a gamma function, and 0<y<1, 0<u<1, and z>1. Let p and q be the shape parameters 

of beta distribution. The u is the mean and z is the precision parameter, given as u=p/(p+q) and 

z=p+q. The systematic component of beta regression is as follows: 

𝑔1(𝐸(𝑦𝑘)) = 𝑔1(𝑢𝑘) = 𝛽0 + 𝛽1𝑥𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑘
+ 𝛽2𝑥𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛𝑘

+ 𝛽3𝑥𝑔𝑒𝑛𝑒𝑟𝑎𝑙_ℎ𝑒𝑎𝑙𝑡ℎ𝑘
+ 𝛽4𝑥𝑟𝑎𝑐𝑒𝑘

 

where E(yk)=uk is the expected yk, or mean uk, in each state. It is linearly linked to the 

explanatory variables via the logit link function, g1(u)=log(u/(1-u)). The random component 

of beta regression states that the expected outcome E(yk) is distributed in beta distribution which 

is expressed as 𝑦𝑘~ 𝐵𝑒𝑡𝑎(𝑢𝑘, 𝑧𝑘), where 𝑔2(𝑧) = 𝑙𝑜𝑔(𝑧). The estimation of β and z was done 

by maximum likelihood estimation. 
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5.3 Results 

5.3.1 Descriptive analysis - Temporal patterns 

There were 3,544,328 breast cancer-related tweets collected in the data collection period. 

The majority of Twitter users were from North America, specifically there were 61,524 tweets 

from the U.S. and related to breast screening, and 54,664 of these tweets contained geographic 

information allowing for map analysis. The baseline daily breast screening tweet volume 

fluctuated between 100 and 200, with an explosive volume started in the beginning of October 

(also Breast cancer awareness month) and then gradually declined back to baseline (Figure 5-1). 

For the remaining portions of this paper, “sentiment score” refers to “composite sentiment score” 

unless specified otherwise. There were 29,034 neutral (-0.3 ≤ sentiment score ≤ 0.3), 21,561 

positive (sentiment score > 0.3), and 4,069 negative (sentiment score < -0.3) tweets. The daily 

average sentiment score was above the zero line during almost the entire period, indicating that 

the overall sentiment towards breast screening was neutral-to-positive (Figure 5-1). 

5.3.2 Descriptive analysis - Geospatial patterns 

Figure 5-2 depicts the location and sentiment polarity classification of each breast 

screening tweets. A larger volume of tweets was published in the eastern states, which coincided 

with states with higher population density (264). 

Figure 5-3 shows hot spot analysis using individual composite sentiment scores, regions 

in red, orange, and yellow were statistically significant clusters of low sentiment value, whereas, 

regions in different shades of clue were significant clusters of high sentiment values. 

Three quintile maps as average sentiment score, percent of recent mammogram, and 

percent of recent CBE by states are shown in Figure 5-4. Among these maps, there was a 
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general horizontal gradient of low-quintile regions to high-quintile regions from west to east 

across the country. 

5.3.3 Descriptive analysis - Thematic patterns 

The word-cloud constructed from negative breast screening tweets only is shown in 

Figure 5-5. Some of the key words were highlighted (bottom half of Figure 5-5) and could be 

grouped together thematically by a human inspector qualitatively. For example, “scared”, “pain”, 

“hurt”, and “discomfort” might be grouped together to suggest many people with negative 

sentiment about breast screening possibly concern about the physical and psychological 

discomfort with the procedure. On the other hand, “cost”, “insurance”, and “access” together 

might suggest some people viewed financial obstacles as a deterrence for breast screening. 

5.3.4 Hypothesis-based sentiment analysis 

Ecological correlations between each of the four average sentiment scores on breast 

screening and outcome variables (i.e., %Mamm and %CBE) were explored using multivariate 

beta regressions (Table 5-1). Significant positive correlation (p<0.05) was observed between 

SentNeu̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ and recent CBE uptake, and significant negative correlations (p<0.05) were observed 

between SentNeu̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ and recent mammogram uptake and recent CBE uptake. For example, 1% 

increase in average negative sentiment score was associated with 0.057 and 0.075 decrease in log 

odds of recent-mammogram-uptake being “yes” and recent-CBE-uptake being “yes”, 

respectively, adjusted for education, general health, and race. 

5.4 Discussion  

This study demonstrated how Twitter might serve as a potentially useful tool in fulfilling 

public health needs that require data on public perception. Twitter provides a rich source of 



111 

 

continuous, instantaneous, and uncensored public perception data, which may be utilized to 

monitor public sentiment towards health interventions. The descriptive sentiment analysis 

illustrated how Twitter depicts temporal, geospatial, and thematic patterns of sentiment. 

Temporally, the quantity and average sentiment typically fluctuated within a baseline range, 

which can help detect instances with abnormal level of tweet volume and/or sentiment score 

value. Point and hot spot maps visualized general geographical trends and specific clusters based 

on sentiment values, respectively. A vast number of negative sentiment in a location towards 

breast screening might indicate an underlying public misconception, unaddressed concerns, 

ineffective health promotion, or lack of accessible infrastructure. Thematically, qualitative 

interpretation of word-cloud revealed possibly important thematic elements that might lead to 

better understanding of the root causes of the observed sentiment in the whole country or specific 

regions. 

In the hypothesis-based sentiment analysis, significant correlations were found between 

some of the mean sentiment scores (from Twitter) and actual mammogram and CBE uptake 

behaviour (from BRFSS 2014) at the state level. Average negative sentiment scores were 

negatively associated with mammogram and CBE uptakes, as expected. However, positive 

association was not observed between average composite and positive sentiment scores and 

breast screening uptakes. This might be due to several methodological and data-limitation 

challenges including data in Twitter and BRFSS did not overlap over the exact time period, 

subjects in these data sources did not represent the same individuals (i.e., Twitter users might not 

be representative to the target general population), relationship existed at the ecological (state) 

level could be different from individual level, uptake behaviours influenced by factors other than 

sentiment could be at play, certain states only had small number of tweets, and positive tweets 
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published by commercial or non-commercial organizations rather than individuals might not link 

to individuals’ uptake patterns. Some of these Twitter data limitations were also mentioned by 

other studies such as (108), (265), and (266). Nonetheless, our finding suggested the existence of 

meaningful associations that negative sentiment tweets on breast screening might be particularly 

useful in identifying or predicting regions with lower breast screening uptake. Future studies are 

suggested to develop strategies to minimize background noise such as tweets published by 

organizations instead of individuals, and examine more fine-grained categorization of sentiment 

that also captures a person’s feelings and moods such as anger, worry, disgust, fear, happiness, 

surprise, and sadness (267). 

5.5 Conclusion 

Based on the health belief model, one’s perception about a health intervention could 

influence one’s ultimate action in adopting it. Twitter sentiment data may fill an important role in 

providing health researchers and other stakeholders continuous and unfiltered data that is 

essential to gauge public perception on health interventions. The knowledge of such public 

perception might help predict subsequent public consumption. This study not only demonstrated 

the use of Twitter to visualize rich breast screening sentiment information, but also linked the 

sentiment derived from Twitter to actual breast screening uptake patterns from BRFSS 2014. 

This suggested that knowledge about public perception of health intervention may help predict 

future public consumption, which holds important values in public health policy development, 

community planning, and resource allocation. With better understanding and distillation of 

useful tweets from the noise, Twitter could potentially be used as a public health surveillance 

tool to monitor public perception. Spatial clusters with highly negative sentiment should be 

monitored closely over time and the reasons for their negative sentiment might be extracted 
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using thematic tools such as word-cloud. Specific programs or policies can be tailored to 

alleviating the negative sentiment, which might contribute to improving public’s acceptance and 

consumption of a target health intervention.



 

Figure 5-1: Daily average composite sentiment score and daily frequency of breast screening tweets in the U.S. (ntweet=54,664). 
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Figure 5-2: Sentiment of breast screening tweets in the U.S. (ntweet=54,664). 
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Figure 5-3: Hot spot map using composite sentiment score in the U.S. (ntweet=54,664). 
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Figure 5-4: Quintile maps of average composite sentiment score of breast screening tweets (ntweet=54,416, top), percent women 

aged ≥40 years with recent mammogram (nBRFSS=217,503, bottom left), and percent women aged ≥40 years with recent CBE 

(nBRFSS=217,503, bottom right).



 

 
 

Figure 5-5: Word-cloud using all negative breast cancer screening-related tweets in the 

U.S. (ntweet=4,069).  
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Table 5-1: Multivariate beta regression examining average sentiment scores and outcome 

variables of recent mammogram and CBE uptakes by states (nstate=48).* 

 SentCom̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  SentNeu̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ SentPos̅̅ ̅̅ ̅̅ ̅̅ ̅̅  SentNeg̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 
%Mamm -0.01 (-1.89 to 

1.87)† 
2.69 (-0.17 to 

5.56) 
-2.46 (-7.06 to 

2.13) 
-5.65 (-10.84 to 

-0.47) 
%CBE 0.65 (-1.20 to 

2.50) 
3.27 (0.47 to 

6.08) 
-2.45 (-7.00 to 

2.10) 
-7.53 (-12.47 to 

-2.58) 

*States with less than 100 tweets were removed. At the state level, SentCom̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =average composite 

sentiment score, SentNeu̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅=average neutral sentiment score, SentPos̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =average positive sentiment score, 

SentNeg̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅=average negative sentiment score, %Mamm=percent women (≥40 years) received mammogram 

within two years, and %CBE= percent women (≥40 years) who have received CBE within two years. †β-

coefficient (95% C.I.) adjusted for education, general health, and race.  

 

 

Supplementary Figure 5-1: Sentiment of breast screening tweets in Canada (ntweet=2,821).  

Only four jurisdictions had more than 100 breast cancer screening-related tweets over the 

study period (Alberta, British Columbia, Ontario, Quebec). Their average sentiment scores 

are: Alberta is 0.151 (ntweet=308); British Columbia is 0.137 (ntweet=714); Ontario is 0.160 

(ntweet=1,375); and Quebec is 0.144 (ntweet=146).  
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Supplementary Figure 5-2: Word-cloud using all negative breast cancer screening-related 

tweets in Canada (ntweet=222). 

 

Supplementary Figure 5-3: Word-cloud using all positive breast cancer screening-related 

tweets in Canada (ntweet=959). 
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Chapter 6 – Discussion 

6.1 Key Findings and Discussions 

6.1.1 Study I: Name- and location-based Aboriginal ethnicity classification 

 As an ethnically-diverse country, there is a general lack of ethnicity information in many 

public health-related data sources in Canada. The unavailability of ethnicity data may lead to 

researchers and policy-makers missing opportunities to identify health challenges, needs, and 

patterns amongst disadvantaged ethnic groups such as the Aboriginals. Our ethnicity study aimed 

at filling such Aboriginal ethnicity data gap existing in the majority of the databases by 

automating the prediction of one’s Aboriginal status using simple and commonly-collected name 

and residential location information. 

 The study (presented in Chapter 4) has shown a number of important positive findings. 

Our Aboriginal ethnicity classifiers were deemed capable to classify the Aboriginal (all-

inclusive) and First Nations groups reasonably accurately according to the performance metrics. 

The residential location feature appeared to be a necessary and critical feature to predict 

Aboriginal ethnicity, in conjunction to the name features. The location feature vastly improved 

the sensitivity values for Aboriginal and First Nations classifications, via the lowering of the 

volume of false negatives (Aboriginal individuals mistakenly identified as non-Aboriginals). Our 

study examined a simple location feature and a comprehensive set of 15 name features. For the 

classifications of Aboriginal and First Nations, the location feature tended to be more 

informative than name features (Chapter 4). Individuals living in the territories and certain 

regions in Alberta, Ontario, and Saskatchewan have higher likelihood to be classified as 

Aboriginal or First Nations. In terms of name features, many of the individual name features 
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were shown to be part of the top five most informative features (excluding the location feature), 

indicating that our derived list of 15 name feature set is comprehensive without high feature 

redundancy. 

Besides Aboriginal (all-inclusive) and First Nations classifications, the classification 

performance for the rest of Aboriginal and sub-Aboriginal groups’ classification were mixed. 

Even with the location feature, the sensitivity value for Métis classification remained poor. 

However, this is most likely due to the inherent difficulty of accurately and reliably inferring 

someone as Métis by his/her name since “Métis”, by definition, refers to individuals with mixed 

Aboriginal and European heritages. The classification of Inuit and most of First Nations major 

Aboriginal language and tribal groupings were particularly challenging due to small sample size. 

The large improvement shown in many of these groups from using the full 1901 census, as 

opposed to 10% subsample, suggested that our classifiers for these groups could potentially 

achieve better performance once more samples were available. 

The demonstrative application used our First Nations classifiers in the process of disease 

prevalence estimation within a number population/disease scenarios to cover a wide range of 

population disease settings. The use of high decision boundary (0.90), resulting in relatively 

higher PPV and lower sensitivity, tended to show the largest number of prevalence closely 

approximating (within the 95% C.I.) the underlying true prevalence. While the level of 

acceptable error between the estimated ethnicity-specific prevalence differs between different 

goals and objectives of the applications, applications intended to utilize automated Aboriginal 

ethnicity classifier may include a sensitivity analysis with various values of decision boundary in 

order to cover a range of estimated prevalence statistics. 
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6.1.2 Study II: Sentiment analysis on breast cancer screening tweets 

 Real-time online social media data with little to no restrictions on user input, such as 

Twitter, may provide important, unconventional, and previously-inaccessible information about 

the perception of the general public towards specific preventative public health interventions. In 

the first part of our sentiment study, we demonstrated a comprehensive data visualization as a 

potential public health surveillance tool by using breast cancer screening-related tweets to show 

temporal, geospatial, and thematic patterns pertaining to public perception towards the screening 

procedures in the U.S. These descriptive results seemed to be reliable based on a number of 

expected observations, such as having much higher volume of tweets during October (the breast 

cancer awareness month), average tweets about breast cancer screening falling between neutral 

and slightly positive, and higher tweet volume amongst the U.S. regions (the Eastern side of the 

country) with higher population density. 

 Hot spot maps identified geographic regions with significantly high or low sentiment 

towards breast cancer screening in the U.S. Thus, they may allow public health promoters, 

program developers, and policy-makers to better identify and focus on geographic regions that 

currently hold a widely negative perception towards a public health intervention. For example, 

significant cold spot regions may require change or improvement in specific health policies and 

education needed to address related physical, social, and systemic barriers. Our hot spot maps 

could potentially be generated in real-time (not shown in the study), which allows the estimation 

of the background noise and significant sentiment signals in various time frames, which is 

necessary for developing responsive and timely target interventions. Thematic analysis such as 

word-clouds based on the frequency of words in tweets in different sentiment polarity can enable 
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researchers, healthcare professionals, and decision-makers to obtain potential leads on the 

underlying reasons of why positive or negative sentiments exist for a particular region. 

 In the second part of this study, we have identified some significant association between 

breast cancer screening sentiment and actual breast cancer uptake from an external CDC data 

source (BRFSS). Based on the HBM, one’s perception about a public health procedure can 

subsequently lead to corresponding action of the individuals (such as taking up or maintaining 

the procedure). Ideally, perception data preceding behavioural data will be more indicative of the 

possible causal pathway between perception and action/behaviour. However, due to data 

limitations, our Twitter data was derived from 2014-2015 while the BRFSS represented the 2014 

calendar year. While significant (p<0.05) positive association was not found between the 

composite and positive sentiment scores and recent uptake (within two years) of mammogram 

and CBE, significant inverse relationships were identified between the negative sentiment score 

and uptake of mammogram and CBE. This may be due to the fact that a small portion of positive 

tweets was not published by individuals, but by commercial or non-commercial organizations 

advertising products related to or promoting the health benefits of breast cancer screening. 

Tweets from these organizations tended to contain positive, and not negative, sentiment. The 

existence of these positive tweets may dilute the underlying association between the positive 

sentiment scores and uptake behaviours. On the other hand, there may be an inherently stronger 

relationship between negative sentiment and associated uptake behaviours, than that with 

positive sentiment. This may suggest that negative sentiment may be a necessary and sufficient 

predictor for future uptake behaviour. 
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6.2 Public Health Significance 

6.2.1 Study I: Name- and location-based Aboriginal ethnicity classification 

Name/location-based ethnicity Aboriginal classifier can be used in a broad range of 

public health applications including subdividing population into groups of common origin, 

predicting Aboriginal compositions in residential areas, monitoring migration, studying healthy 

immigrant effect, detecting census undercount, measuring residential segregation, evaluating 

equal opportunity policies and political empowerment processes, and improving public and 

private services to Aboriginal populations (96, 97). The “predicted” Aboriginal ethnicity variable 

in previously-absent datasets will create the possibility to further study and reveal Aboriginal’s 

health and social challenges in Canada with a fine spatial, temporal, and nominal granularity. 

Our name/location-based Aboriginal classifier will be a cost-efficient alternative when 

Aboriginal status information is absent, missing, or of low quality in existing databases (97). 

 In Canada, the ethnicity and Aboriginal ethnicity variable is collected only by a handful 

of surveys, including the Canadian Census, CHMS, CCHS, NPHS, APS, and NHS. Surveys that 

collect ethnicity/Aboriginal status information may suffer from at least one of the following 

limitations: lack of sufficient granularity (i.e. not enough Aboriginal subgroup options to select); 

low frequency of collection cycles, lack of standardized ethnicity-related survey questions and 

answering options between surveys, small sampling, and a degree of misclassification and non-

participation (97). Clarke et al. (2008) stated that there is an absence of a “seminal Canadian 

paper that discusses the methodological issues related to the definition, conceptualization and 

operationalization of ethnicity and their implications, to guide future research and to enable 

comparability across studies” (90). 
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In contrast, personal names and corresponding residential location are recorded in most 

of the databases in Canada. Our study findings suggested that the prediction of the status of a 

number of Aboriginal and sub-Aboriginal groups (i.e., all-inclusive, First Nations, Algonquian, 

and Kootenay) was reasonably accurate. This automated classification method can potentially 

help unveil previously-unknown public health insights specific to Aboriginal individuals with 

little to no additional cost. This, in turn, may help health professionals and decision-makers to 

better develop, monitor, and implement culturally- and ethnically-competent policies and 

interventions. Aboriginal Canadians generally experience more social injustice (i.e., racism and 

income inequality) and disadvantaged health outcomes (i.e., disproportionately higher in many 

acute and chronic conditions) (100). By applying our Aboriginal ethnicity classifier on current 

health-related data sources, health and disease patterns can be stratified and compared between 

Aboriginal and non-Aboriginal groups. This may augment the effectiveness in monitoring 

Aboriginal-specific disease burdens and evaluating population health programs and policies that 

target in improving the health of Aboriginal Canadians. Culturally- and ethnically-appropriate 

programs and policies are more likely to be brainstormed, devised, and developed by having a 

clearer, finer, and more timely description of the population health/disease states of Aboriginal 

Canadians and their respective needs (268).  

In addition, another public health significance of this study may go beyond Canada. 

Health disadvantages amongst the Aboriginal subpopulation and data challenges Aboriginal 

identification exist in other countries including Australia, New Zealand, and the U.S. (269). Our 

study is the first study that examined an automated ML approach to predict Aboriginal ethnicity 

which may serve as an analytic framework for researchers in other countries. 
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6.2.2 Study II: Sentiment analysis on breast cancer screening tweets 

 Health information derived from Twitter and other online social media differ from health 

information collected from traditional means such as surveys and administrative records. People 

tend to express their opinions on Twitter more freely and instantaneously (104, 105). Our study 

was considered one of the first studies in North America using ML-based methods to conduct a 

sentiment analysis on preventive cancer screening programs. We also explored the potential 

correlation between sentiment of breast cancer screening tests from Twitter and external CDC-

published breast cancer screening uptake statistics from the BRFSS (270). 

 By using Twitter, public perception of breast cancer screening from large populations 

was summarized. A large volume of strongly negative sentiment towards breast cancer screening 

in a region could be an indication of the underlying public misconception, ineffective health 

promotion, or lack of accessible infrastructure in the region. The descriptive sentiment analysis 

illustrated the dynamics of sentiment towards breast cancer screening by time, space, and 

themes. Regions with prolonged and highly negative sentiment indicated areas should warrant 

further investigation as to what was mentioned in the negative discussions. Such visualization 

techniques demonstrating the sentiment patterns can potentially be incorporated into public 

health surveillance to help identify when, why, whom, and where may require mass interventions 

to promote better acceptance by the general public. 

 Based on the HBM, we believed that public perception about breast cancer screening 

tests may influence individual behavior in attending the tests. We postulated there should be 

positive associations between breast cancer screening sentiment and breast cancer screening 

uptake. While a similar study has shown positive relationship between Twitter-derived 

sentiments towards a novel H1N1 vaccine and CDC-estimated vaccination rates by region in the 
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U.S. (140), no study has been found to examine Twitter’s use in a cancer prevention context. 

Knowing the sentiment towards preventive cancer screenings in a geographic region can help 

researchers, policy makers, and public health planners better identify specific “at-risk” 

communities, allocate needed resources, and develop appropriate programs and policies. Our 

study has identified a significant negative association between negative breast cancer screening 

sentiment and uptake of mammogram and CBE. This is particularly important and may allow 

prediction of future breast cancer screening uptake by assessing current perception towards these 

cancer screening procedures. This could be an important piece of information allowing 

healthcare professionals and decision-makers to better prepare appropriate and timely 

interventions to help remove such negative sentiments, as well as better prepare resources needed 

for the screening procedures themselves.  

Our study suggested that public sentiment towards public health intervention may be an 

important risk factor that may be associated and/or potentially causally-linked with health 

outcomes. Public health researchers may devise, standardize, and promote measurement of 

sentiment-related information from channels other than online social media, including traditional 

survey and administrative databases. In addition, our proposed study also set the groundwork for 

future studies that are interested in utilizing perception mined from social media on different 

cancer types and cancer-related public health interventions. 

6.3 Study Limitations 

6.3.1 Study I: Name- and location-based Aboriginal ethnicity classification 

 Despite the use of the entire 1901 census in the analysis, large amount of class imbalance 

occurred with low frequency/representativeness of Aboriginal and its subgroups. The Aboriginal 
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(all-inclusive), FN, Métis, and Inuit consisted of only 1.89%, 1.22%, 0.47%, and 0.01% of the 

total sample, respectively. Examining FN’s major language and tribal groupings were also 

challenging as breaking down into each sub-Aboriginal group made the representative sample 

even smaller. For example, each individual language and tribal FN group represented, on 

average, 0.15% of the total sample. Many of the sub-Aboriginal groups, such as Inuit, 

Athapaskan, Wakashan, Siouan, Tsimshian, Micmac, Iroquois, and Algonquin, that received a 

poor (<0.45) sensitivity at full census analysis can not be affirmed whether it was due to 

classifiers unable to learn the name/location patterns, no underlying name/location-ethnicity 

patterns existed, or not enough representative minority class sample for the classifiers to learn 

from. 

 A small degree (<3%) of typos and misspelling in name and ethnicity variable fields 

existed in the original 1901 census data. This would potentially lower the classifiers’ ability to 

learn the underlying name-ethnicity rules. Furthermore, random noise due to subgroups of 

population who changed their names due to personal and cultural preferences (i.e., women’s 

adoption of husband’s last name upon marriage) will weaken the underlying association between 

name and Aboriginal ethnicity. Similarly, individuals changing residential location would 

weaken the association between location and Aboriginal ethnicity. Ethnicity is inherently a 

subjective concept that may change for an individual over time. These are the main data and 

methodologic challenges existed in our Aboriginal classifiers. 

6.3.2 Study II: Sentiment analysis on breast cancer screening tweets 

 There is a degree of uncertainty of the population represented by the breast cancer 

screening-tweets collected for this study. Online social media users are a non-representative 

sample of the entire U.S. population. Social media users tended to be younger, living in urban 
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areas, and college-educated (271). In 2016, 24% of online adults and 21% of all adults in the 

U.S. used Twitter (272). There were 54% of all adult U.S. Internet users aged 30 years old and 

above used Twitter and 25% of U.S. adult women used Twitter. Since Twitter is not a direct 

random sample from our targeted population (U.S. women eligible for regular breast cancer 

screening), it may be prone to self-selection bias (273). Since the demographic profiles of total 

Twitter users and those users who post breast cancer-related tweets are unknown, the extent of 

impact of such self-selection bias can not be evaluated. The potential self-selection bias may 

affect our study’s generalizability to the target population. Furthermore, our collected tweet data 

may contain a small amount of tweets not published by real individuals, but by organizations or 

bots. However, the quantity of them appeared to be negligible (<1-3%) when manually 

examining a random subset of collected tweets (N=250). 

 The association analysis in the hypothesis-driven analysis section has shown some 

expected association between breast cancer screening sentiment and screening uptake behaviour. 

Ideally, the sentiment and uptake information should be extracted from the same individuals in a 

reasonable chronological order by collecting sentiment information before uptake information. 

This will help establish a clearer temporality element based on the Bradford Hill’s causal criteria 

(274). Our study was also constrained by the availability of data sources as no single data source 

was able to provide both sentiment and screening uptake information simultaneously at the 

individual level. Thus, sentiment was derived from Twitter and uptake behaviour was derived 

from BRFSS, and then linked/aggregated at the state level. At the time of the study, the 

beginning of tweet collection started in September 2014 and ended in April 2015, and the most 

up-to-date BRFSS available in 2015 was derived from calendar year 2014. Since the individuals 

consisted of these two datasets are different and can not be cross-linked, establishing a clear 
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causal relationship between individual perception and individual screening uptake behaviour at 

individual level is infeasible. 

6.4 Recommendations on Future Studies 

6.4.1 Study I: Name- and location-based Aboriginal ethnicity classification 

 Our study is one of the first and most comprehensive name/location-ethnicity 

classification studies for predicting Aboriginal and sub-Aboriginal statuses in Canada. Future 

studies are recommended to target and expand on the aforementioned limitations pertaining to 

our study. To address the low number of trainable minority class sample, multiple years of 

Canadian censuses and/or other data sources (i.e., CCHS and APS) providing name, location, 

and Aboriginal ethnicity can be combined. However, attention to corresponding data 

processing/standardization may be needed when combining multiple years or multiple data 

sources since the definitions, framing questions, and available response type and categorization 

are likely to be different. In addition, samples in data sources collected within a small time frame 

may contain duplicate cases, appropriate methods such as identifying/eliminating duplicate or 

suppressing their data representation by lowering their weights may be needed. On the other 

hand, the classification performance derived from the use with more recent data sources may 

give a more generalizable inference to how good the classifiers for modern time. Furthermore, 

additional features paired with a feature reduction method can be used to explore new name and 

location feature sets while minimizing the likelihood of overfitting. An Aboriginal language 

linguist/expert can be included to provide deeper insights into the naming systems/practices of 

Aboriginals in order to possibly generate additional name features. Furthermore, advanced ML 

algorithms such as neural network and ensemble algorithms (i.e., random forest) may be 

explored. 
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 Further validation studies to not only validate the accuracy of classifying Aboriginal 

status but also examine misclassification’s impact on population health and disease statistics 

should be conducted. For example, the CCHS contains Aboriginal identifier and chronic disease 

conditions. Predicted Aboriginal status (i.e., First Nations, Métis, Inuit, and non-Aboriginal) may 

be computed using our name/location-based ethnicity classifiers. Aboriginal-specific disease 

statistics can be computed with the predicted Aboriginal status, and that can be compared 

directly with the true Aboriginal-specific disease statistics using the CCHS. A set of different 

health and disease conditions should be examined to grasp what disease settings the automated 

Aboriginal classifiers perform acceptably. Sensitivity analysis may be added to examine a wide 

range of decision boundary values. Caution must be taken applying this approach since the 

CCHS has its own data limitations such as small sampling frame and low response rates in 

certain regions.  

6.4.2 Study II: Sentiment analysis on breast cancer screening tweets 

 Our study is one of the first studies demonstrating the potential to use Twitter as a public 

health surveillance tool for cancer screening procedures. Future studies are recommended to 

address some of the aforementioned study limitations inherent to Twitter data and its data 

processing procedures. To retain relevant tweets posted only by individuals, a user filtering step 

should be implemented to automatically detect and filter out spam tweets and promotional tweets 

by commercial and non-commercial organizations (275). Methods attempting to reduce the self-

selection and sampling biases in Twitter data should also be explored. An illustration of this is 

shown by Culotta (2014) who inferred demographic attributes (such as sex and race) of Twitter 

users based on their communication patterns, and then visualized the data based on inferred 

demographics, using standard survey weighting (273). However, automated demographic 



133 

 

labeling is imperfect and may lead to dismissal of larger number of tweets that can not be 

automatically annotated. Furthermore, reweighting can also be explored on duplicated tweets or 

retweets since these tweets should not be weighted equally to original tweets in certain 

applications. 

 While Hutto and Gilbert’s VADER (2014) sentiment classifier appeared to achieve a 

reasonably-high accuracy when predicting the sentiment on our breast cancer screening tweets, it 

certainly has room to improve. The version used in our study was 0.5, but the newest version 2.5 

has been published in 2016 (276). Other studies may also develop their own sentiment classifiers 

with lexicons specifically attuned to public health domains. A number of researches has explored 

the creation of health-related sentiment lexicon which may be examined and/or built upon for 

future studies (277, 278). More sophisticated methods have attempted to differentially detect the 

holder of a sentiment (i.e., person) and the target (i.e., public health intervention) (279). Multi-

dimensional sentiment analysis can be carried out to explore not just the simplistic representation 

of emotion as merely neutral, positive and negative, but in multiple dimensions including aspects 

of intent, risk, truthfulness/deception, and a wider range of emotions such as basic (i.e., anger, 

disgust, fear, happiness, and sadness), generic (i.e., abandon and affect), relational (i.e., abhor 

and love), caused (i.e., afraid and amused), causative (i.e., affront and offend), goal (i.e., covet 

and curious), and complex (i.e., ashamed and assured) (280). Future studies may also explore 

other public health interventions and/or disease conditions, such as examining the relationship 

between breast cancer screening sentiment and breast cancer incidence, or relationship between 

breast cancer screening sentiment and amount of breast cancer screening 

promotional/educational activities by regions. 
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 To explore and consolidate the possible causal relationship between public sentiment and 

subsequent uptake behaviour of public health intervention, future studies may validate this 

possible causal pathway with a clearer temporal timeline between the expressed sentiment and 

subsequent uptake behaviour. Appropriate data sources or linkage may be needed to conduct 

such study at an individual level. Cause-and-effect has been shown within the Twitter sphere for 

commercial products (281). Twitter serves as a quick microblogging word-of-mouth platform 

that speeds up the dissemination of post-purchase product evaluations from consumers, thus 

allowing early product adoption and continual product promotion. Scarce research has been done 

to assess if sentiment and adoption of public health products (i.e., education, promotion, 

intervention, policy, and campaign) spread and uptake in similar fashion. Such knowledge may 

hold important value for public health by not only expanding the our understanding regarding the 

flow of sentiment and uptake information pertaining to public health products, but also 

advancing testable and practical strategies to better promote the adoption of healthy behaviours 

via online channels with large user base. 

6.5 Final Remarks 

 This doctoral thesis aimed to demonstrate the relevance of big data and machine learning 

methods on public health settings by applying ML methods on traditional database (Name- and 

Location-based Aboriginal Ethnicity Classification) and utilizing unconventional real-time 

streaming online social media data (Sentiment Analysis of Breast Cancer Screening in the United 

States Using Twitter). These independent studies illustrated the large, untapped potential and 

corresponding data and methodological challenges of utilizing big data and ML methods to 

tackle contemporary public health issues in North America.  
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The ethnicity classification study illustrated that with simple and commonly-collected 

variables, Aboriginal ethnicity can be accurately predicted and may be able to fill the Aboriginal 

ethnicity gap for vast public health applications. This automated ethnicity prediction method can 

be leveraged by many stakeholders once further validated across a wider setting of Canadian data 

systems. The predicted ethnicity can be applied to better direct public health research in 

identifying Aboriginal-specific disease statistics which are essential for developing ethnically-

appropriate health policies and interventions. 

 The sentiment study utilized fast, massive, and streaming data derived from Twitter and 

has shown a potential to visualize various descriptive patterns. It has identified meaningful 

associations between breast screening sentiment and uptake at the state level. This study can be 

used to supplement existing public health surveillance in which uncensored 

perception/sentiment-based information is not widely collected. Individuals’ perception is a 

major foundation for the failure or success of many public health programs, yet public health 

researchers and professionals are often oblivious to such subjective information due to data 

unavailability. Thus, being able to accurately and reliably monitor mass perception towards 

public health interventions in a timely and economic fashion, as shown in our study, can be vital 

for policy, research, and program development. 

 New sources and types of big data and ML techniques will continue to emerge at a rapid 

pace. The field of public health and epidemiology should incorporate education and training to 

prepare their scientists who are interested in exploring and analyzing health-related big data. This 

thesis assisted in this regard by demonstrating many steps in big data analytics including data 

collection (i.e., via web indexing and accessing public API), data cleaning and processing, using 

existing resources (i.e., VADER sentiment classifier and open-source Python libraries), feature 
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generation, data visualization, cross-database validation, and uses of regression-based and ML-

based techniques. With more research done using big data analytics in healthcare and public 

health, its potential and utility may become more fully realized. While big data and ML 

techniques have their own limitations, they provide a large additional repertoire of powerful 

quantitative tools for epidemiologists to handle data in more unconventional ways and to create 

more research and application opportunities. 
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