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Abstract

Knowledge bases (KBs), repositories consisting of entities, facts about entities, and

relations between entities, are a vital component for many tasks in artificial in-

telligence and natural language processing such as semantic search and question

answering. Named Entity Disambiguation (NED), the task of disambiguating men-

tions of named entities in a textual document by linking them to the actual entities

in a KB, enables expanding or correcting the KB with facts extracted from docu-

ments – a task called Knowledge Base Population. This thesis focuses on the NED

task with the goal of building an accurate, robust, and scalable NED system.

We first propose a graph-based approach that collectively disambiguates men-

tions of entities in a given document, with the assumption that entities mentioned

in a document are semantically related under a single topic. Our approach uses a

carefully-curated disambiguation graph built from a KB, and applies personalized

random walks on the graph to compute semantic representations of entities, which

are used to measure semantic relatedness and disambiguate named entities.

We then improve the robustness of our NED approach with a supervised learn-

ing to rank algorithm using publicly available datasets. We find that the public

benchmarks, mainly from news articles, are biased towards well-known entities

and not representative to evaluate the robustness of an NED approach. Thus we

develop a framework for deriving new benchmarks and construct two benchmarks

with varying disambiguation difficulties from two large corpora (Wikipedia and

ClueWeb) for the evaluation of robustness.
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Finally, to address the scalability issue of our NED approach, we explore var-

ious features from entity graphs, contextual texts, and document corpora that can

be efficiently pre-computed offline. Instead of performing random walks on online

constructed graphs, we use a set of selected landmark nodes from entity graphs

to compute the semantic representations of entities. We also explore features de-

rived from the describing documents and associated categories of entities. By pre-

computing all these features offline, our approach can reduce the computing and

memory resources to improve the running efficiency and scale out the NED system.

The evaluation shows that our approach is very competitive and efficient compared

to previous NED approaches.
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Chapter 1

Introduction

A knowledge base (KB) is a repository of structured information consisting of enti-

ties, facts about entities, and relations between entities. The recent advent of large

KBs has renewed the interest in algorithmic understanding of natural language text,

especially in the context of the Web where facts about named entities are described

in many documents.

Two crucial tasks in natural language understanding have to do with named en-

tities, which are the persons, organizations, locations, etc. that are explicitly men-

tioned in text using proper nouns: (1) Named Entity Recognition (NER), which

corresponds to finding mentions to named entities in the text; and (2) Named Entity

Disambiguation (NED), which is the task of disambiguating the named entities by

linking them to the actual entities in the KB (when possible). This thesis is con-

cerned with the NED task, assuming that mentions to named entities have been

identified by NER.

A typical task that requires NED to help resolve the ambiguity of named entities

is question answering (QA), the task of generating answers in response to questions

in natural language. There are two main paradigms of QA systems: text-based QA

which relies on text from large corpora, such as the Web, and knowledge-based QA

which relies on structured KBs. To answer questions like “which NBA teams has

Karl Malone played for?”, a text-based QA system [40] would parse the question

into query terms, search the corpora for documents matching these query terms, and

rank relevant answers or passages extracted from the matching documents, such as

the ones shown in Example 1 and 2.
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Example 1.

Malone, a retired professional basketball player, is mostly known for his time with

the Washington Bullets, where he was an NBA All-Star twice. He also played for

Utah, Philadelphia, and Miami.

Example 2.

Malone, nicknamed “The MailMan” spent his first 18 seasons in NBA with the

Utah Jazz and final season with Los Angeles. He was a two-time NBA MVP, a 14-

time NBA All-Star.

As can be seen, finding answers to the above question is challenging for text-

based QA systems because both documents contain the query terms Malone and

NBA. Moreover, Example 1, which describes Jeff Malone (a different basketball

player), might rank higher than Example 2 (the correct answer) since it contains the

phrase played for in the question while Example 2 does not. Even if Example 2 is

ranked higher, deciding the team that mention Los Angeles refers to, Los Angeles

Clippers or Los Angeles Lakers, remains a challenge.

A knowledge-based QA system, on the other hand, would formalize the ques-

tion into a query in logical form: playsFor(Jeff Malone, x?) ∧ isA(x, NBA Team),

and retrieve the answers by executing the query against a structured KB like the

one shown in Figure 1.1. In such a knowledge-based QA system, the primary role

of NED is in understanding the question by disambiguating named entities men-

tioned in the question to their counterparts in the KB. It is worth mentioning that

NED is also useful for understanding text that can be used to augment the KB with

new facts, provided one can also map phrases in the text to predicates in the KB.

For instance, Example 1 states several facts, including that Karl Malone played for

Utah Jazz and Washington Wizards (at the time the team was known as Washington

Bullets), which can only be added to the KB after NED. Besides its importance in

question understanding and knowledge base population, NED is also important in

many other tasks that require resolving ambiguity of named entities, such as topic

classification based on named entities [47] and sentiment analysis on named entities

2



Jeff Malone Karl Malone

Washington 
Bullets

Utah Jazz

Philadelphia 
76ers

Miami Heat

NBA All-Star

Los Angeles 
Lakers

NBA  MVP

isA

isA

isA

isA isA

isA

Basketball 
Player

NBA Team

isA isA isA isA

playsForplaysFor

playsFor

playsFor

playsFor

playsFor

Figure 1.1: An example knowledge base.

like restaurants or products [78].

NED is a difficult problem, even for humans, due to the inherent ambiguity of

natural language. As shown in the examples, one named entity can be mentioned in

different forms (e.g., the NBA team Utah Jazz is mentioned by Utah in Example 1

and Utah Jazz in Example 2), while each mention can refer to multiple named

entities (e.g., the mention Malone refers to two different NBA basketball players:

Jeff Malone in Example 1 and Karl Malone in Example 2).

Most approaches perform NED in two stages: candidate selection and men-

tion disambiguation, with the first stage to select a suitable set of candidate entities

for each mention, and the second stage to perform the actual disambiguation of

mentions. Selecting candidate entities is done, primarily, by consulting an alias

dictionary, a mapping from aliases to their referent named entities. As for men-

tion disambiguation, most approaches can be categorized into two main groups, as

discussed next.

Local NED The local NED approaches focus mainly on lexical features, such as

words or entities surrounding each mention in the document [3], [9], [19], [66].

They disambiguate each mention independently, typically by ranking the candidate

entities according to their similarity with the mention, and picking the most similar

one. These approaches work best when the context is rich enough to uniquely

3



identify a mention, which is not always the case. For example, the documents in

the examples lack sufficient context to disambiguate Malone and Los Angeles.

Global NED Unlike local approaches which handle each mention independently,

global approaches perform the disambiguation collectively on all mentions in a doc-

ument [15], [17], [38], [45], [51], [85], motivated by the premise that disambigua-

tion of one mention contributes to the disambiguation of the remaining mentions

in the same document. For example, disambiguating Washington Bullets to named

entity Washington Wizards will make it easier to disambiguate Utah, Philadelphia,

and Miami in Example 1 to their corresponding NBA teams as opposed to cities

or states since they are more semantically related to sports and NBA instead of the

locations.

Following the topic coherence assumption that an input document belongs to a

single topic (e.g., sports) under which all entities mentioned in the document are

tightly related, most global approaches aim at taking into account the semantics of

the mentions and candidate entities, represented as a graph consisting of entities

and links in the KB, as shown in Figure 1.2. In general, they start with a graph that

has all mentions in the document (e.g., the mention column in Figure 1.2), linked

to every one of their candidate entities in the KB. In turn, the candidate entities are

also linked to a small subset of their full neighborhood in the KB. Disambiguation in

this approach then seeks to find a forest embedded in the constructed graph in which

each mention remains linked to a single candidate entity and entities in the forest

are more connected with each other than other candidates by a measure of semantic

relatedness – a notion captured as some property of the forest. The measure of

semantic relatedness used by each method is key to its accuracy and cost and has

been the focus of many NED approaches [44], [69].

Another observation about global approaches is that, to produce meaningful

results, the disambiguation must be constrained so that it produces a small mention-

to-entity assignment (i.e., forest in the original graph) with high global coherence

(e.g., based on semantic relatedness). However, finding such an assignment is NP-

hard [51], and all approaches turn to approximate algorithms or heuristics.
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Term Notation Definition

Token t
A token is a “sequence of characters grouped together as a semantic unit

for processing” [60], and is usually an individual word or a symbol.

Lemma l
A lemma is a canonical form of a set of words. E.g., bake is the lemma

of baking and baked.

Document d
A document is an ordered sequence of tokens, denoted as d =
〈t1, t2, . . . , tn〉.

Mention m
A mention is an ordered sequence of tokens m = 〈ti, . . . , tj〉, mainly

as a surface form referring to a specific object.

Context context

Context of a mention is a subsequence of a document d that is related

to m, denoted by context(m). The context could be the surrounding

tokens of a mention or the entire document.

Entity e
An entity is a real-word object in a repository, such as a person or an

organization. It is usually referenced by a unique identifier (e.g., a URI).

NIL NIL
NIL, also known as Out-of-KB Entity, refers to any entities that are not

in a KB.

Alias alias
An alias is an ordered sequence of tokens that are used to mention an

entity. We denote the alias set of an entity e as aliases(e).
Alias

Dictionary
AD

An alias dictionary is a mapping from each alias to a list of entities the

alias could refer to.

Candidate

Entity
e

A candidate entity is an entity potentially referred to by a mention m.

A candidate set of mention m is denoted as cand(m) = {ei, . . . , ej}.

Knowledge

Base
KB

A knowledge base is a repository of structured information consisting

of entities, facts about entities, and relations between entities.

Entity

Graph
EG

An entity graph is a graph representation of entities and connections

between them, usually derived from a knowledge base [6]. Formally, an

entity graph is defined as EG = (E,L), where nodes in E correspond

to entities and links in L are derived from connections between entities.

Landmarks LM
Landmarks are a set of distinctively selected entities that meet some

pre-defined criteria.

Context

Similarity
ctxSim

Context similarity is a metric to measure the similarity between ob-

jects (could be mentions and entities) by their context.

Semantic

Signature
SS(e)

Semantic signature is a vector representation of the semantics of an

entity.

Semantic

Relatedness
ψ(ei, ej)

Semantic relatedness is a metric to measure the strength of the relat-

edness between entities through semantic signatures.

Assignment Γ

An assignment, denoted as Γ :M → E∪{NIL}, is a mapping between

mentions in a document and entities in an EG, with each mention as-

signed with at most one entity.

Global

Coherence
Ψ

Global coherence is a metric to measure the semantic coherence of

entities in a document, usually by computing the overall semantic relat-

edness among entities in an assignment Γ , defined as Ψ(Γ).

Table 1.1: Terminology and notation.

1.1.1 Wikipedia

Wikipedia is the largest free online encyclopedia, covering a wide range of top-

ics. At the time of writing, it had about 90 thousand active editors, over 5 million

articles in English alone, and covered 293 other languages. The Wikipedia reposi-
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tory consists of Wikipedia pages, each of which is uniquely identified by a title and

an internal id and provides a definitional description about a person, a location, or

an event, etc. In addition to the textual description, most pages also have a semi-

structured field, called Infobox, with a summary of facts about the corresponding

entity, such as birthday or education. Furthermore, pages are grouped into cate-

gories based on their topics 1. For example, the page of Karl Malone is classified

into categories of National Basketball Association All-Stars and Power forwards

(basketball). Wikipedia uses hyperlinks and special-purpose pages to build a better

navigation experience, as discussed below.

WikiLinks A WikiLink is a hyperlink between Wikipedia pages, connecting a

mention to their true entity page. As markups manually annotated by editors, Wik-

iLinks provide high-quality annotations for entity disambiguation and semantic re-

latedness measure. Also as entity annotations, WikiLinks can be used to construct

large volume of training and testing datasets for NED and collect aliases of entities

to build alias dictionaries.

Redirect Pages A redirect page is used to redirect readers to the page of the actual

entity from its aliases. Usually, redirect pages account for alternative names, in-

cluding abbreviations, plurals, alternative spellings, and misspellings, among other

aliases. For example, the page about the United States can be redirected from sev-

eral redirect pages: United States of America, The States, U.S., and USA. As we

see, these pages can serve as reliable sources of aliases for the entities.

Disambiguation Pages Contrary to a redirect page, a disambiguation page lists

all known entities of a single name or lemma. For example, the disambiguation

page for lemma tree contains a link to the page describing the woody plant 2 and

another to the page about the data structure 3.

1https://en.wikipedia.org/wiki/Category:Main_topic_

classifications
2https://www.wikipedia.org/wiki/Tree
3https://www.wikipedia.org/wiki/Tree_(data_structure)
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1.1.2 Alias Dictionary

An alias dictionary is a mapping of known aliases of entities to their identifiers in

the KB. From Wikipedia, we build an alias dictionary using 4 different sources:

Wikipedia page title, which gives the canonical name of an entity, Redirect page,

which provides alternative names of an entity, Disambiguation page, which gives

commonly used names of an entity, and WikiLink, which provides aliases of an

entity through anchor text. In addition to the mapping from aliases to their entities,

we also record the frequency of each mapping – the number of times an entity is

mentioned by an alias.

An example entry in an alias dictionary for alias Utah would be:

{utah : {Utah:11267, Utah Jazz:710, University of Utah:376, Utah Railway:2}}

1.1.3 Entity Graphs

We build two entity graphs from Wikipedia, as described below.

PageLink Graph Using WikiLinks, we construct a PageLink Graph EGPageLink

– an entity graph with entities (what Wikipedia articles describe) as nodes and their

connections via WikiLinks as edges. Each WikiLink, though directional from one

entity ei to another ej , also indicates a semantic relation from ej to ei. Therefore,

we construct the PageLink Graph as an undirected entity graph.

Co-occurrence Graph Taking the distance between entities into account, we say

two entities ei and ej co-occur when: (1) ei is mentioned in the document describing

ej or the other way around (the same relation as that in the PageLink Graph); or (2)

ei and ej are both mentioned within a window of 500 words [10]. Using WikiLinks,

we can build a Co-occurrence graph EGCooccur, in which nodes are entities and

edges are co-occurrence relations between entities.

One difference of the two EGs is the weight of edges, which is set to 1 in the

PageLink graph and the total number of co-occurrences of two entities in the Co-

occurrence graph.
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1.2 Problem Statement

This thesis focuses on the two sub-tasks of NED: candidate selection and mention

disambiguation, as defined below.

Definition 1 (Candidate Selection). Given a mention m in a document d, and an

Entity Graph EG = (E,L), the candidate selection task is to find a set of candi-

dates that m could potentially refer to: cand(m) = {ei, . . . , ej} ⊆ E.

Definition 2 (Mention Disambiguation). Given a document d, a set of mentions

M = {m1, . . . ,mN} in d and their candidates cand(mi) from an Entity Graph

EG = (E,L), the mention disambiguation task is to find an assignment Γ : M →

E ∪ {NIL}, such that:

• Γ (mi) ∈ cand(mi) and Γ (mi) is the referent entity of mi; or

• Γ (mi) = NIL, otherwise.

The candidate selection task is mainly to reduce the actual search space of enti-

ties that can be referred to by a mention. It is done by consulting an alias dictionary

with an approximate similarity estimation method that identifies a list of plausible

candidates for each mention. The mention disambiguation task is more rigorous

and time-consuming: it determines the best match for each mention among the

candidates identified in candidate selection.

1.3 Overview of Proposed Approaches

1.3.1 Candidate Selection

Our NED system employs a candidate selection approach that is experimentally

tuned to balance the recall and cardinality of candidate sets. We review the current

approaches for candidate selection, including name expansion methods to find the

full names of mentions and aliases of named entities (using an alias dictionary),

and effective pruning criteria to prune irrelevant candidates. We then experimen-

tally evaluate the impact of these name expansion methods and pruning criteria on

candidate selection, and find a balanced setting for our NED system.
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1.3.2 Mention Disambiguation

An Accurate NED Approach

Our first approach for mention disambiguation, named WNED (Walking Named

Entity Disambiguation), is a global NED approach. It advances the state-of-the-

art in accuracy using a semantic relatedness measure based on a novel semantic

signature. To compute the semantic signature, we build a disambiguation graph like

the one shown in Figure 1.2, and represent each candidate entity by the stationary

probability distribution resulting from a random walk with restart [96] on that graph.

We call such distributions the semantic signatures of the entities.

As demonstrated in the personalized PageRank algorithm [41], a random walk

with restart on a graph can propagate information along the edges and provide a

relatedness measure between indirectly connected nodes. The probability in the

stationary distribution can be viewed as the relatedness between these target en-

tities and each entity in the graph, with higher value indicates higher relatedness.

Thus, our semantic signatures capture the semantics of the entities in terms of their

relevance with respect to all other entities in the graph, which represent an entity in

a more fine-grained manner than the 0-1 coarse weighting in local approaches. Fur-

thermore, we capture the semantic signature of a document by performing a random

walk with re-starting from the set of entities in that document. As shown later, these

signatures allow computing the relatedness of entities and partially disambiguated

documents using Information Theory.

We propose an iterative algorithm for WNED from the observation that the

disambiguation of one mention can benefit the disambiguation of others. In each

round, the algorithm performs a random walk with restart using entities that have

been disambiguated up to that point to compute the semantic signature of the doc-

ument, which is used to compute the global coherence between the document and

each candidate. In a greedy fashion, the algorithm picks the candidate with the

highest total score above a threshold, or NIL if no such candidate exists, and pro-

ceeds to the next mention. Our approach using this iterative algorithm can achieve

state-of-the-art accuracy. One potential issue of WNED, however, is its robustness:

we employ a hand-tuned algorithm to combine different similarity scores between
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a mention and its candidate, which is sensitive to the datasets and inflexible to in-

corporate new similarity scores.

A Robust NED Approach

Our second approach, named L2R (Learning to Rank), addresses the robustness is-

sue of WNED with a supervised machine learning algorithm. With labeled data for

NED task available, especially large-scale datasets that can be generated automat-

ically (e.g., via WikiLinks in Wikipedia), we employ a learning to rank algorithm

to build a ranking model for NED using these datasets. In addition to the lexical

and statistical features, our ranking model also incorporates the semantic related-

ness (we use the one in WNED), which is commonly ignored in other supervised

NED approaches. The evaluation results show that our L2R can outperform all

state-of-the-art NED systems we evaluated, and the ranking model trained on one

dataset is robust and can achieve high accuracy on other datasets. Our WNED

and L2R, while very competitive to other approaches, are two memory intensive

and computationally expensive approaches because of the online graph construc-

tion and the random walks, thus are not scalable to handle large datasets.

A Scalable NED Approach

Our last approach addresses the scalability issue in several ways. We first propose to

approximate the disambiguation graph used in WNED and L2R with a set of land-

marks, which are representative entities carefully selected from the entity graph,

so that we can avoid the online graph construction and perform the random walk

offline to pre-compute the semantic signatures of entities using only landmarks. We

then explore features from the PageLink and Co-occurrence graphs, including the

set of neighboring entities and connection strength between entities, to further im-

prove the accuracy. We also employ MinHash [54] to pre-process textual features

to improve the efficiency of the similarity computation. The experiments show that

our new NED approach can achieve comparable accuracy as our previous systems

with a large gain in efficiency.
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1.3.3 Evaluation Methodology

We perform extensive experimental evaluation of these approaches using both well-

known public benchmarks and new benchmarks with more challenging cases. We

assess their accuracy and efficiency using standard metrics including precision, re-

call, F1 score, and running time. In addition, we also leverage a general bench-

marking framework for NED to compare our approaches with more than 11 state-

of-the-arts and demonstrate the superiority of our approaches.

1.4 Summary of Contributions

• First, we propose a global NED approach that can achieve the state-of-the-art

accuracy using a novel semantic signature obtained through a random walk

with restart on a disambiguation graph.

• Second, we introduce a supervised approach to improve the robustness of

the first approach using a learning to ranking algorithm, which is robust to

changes of datasets and features. Our ranking model, trained on one dataset,

can achieve high accuracy on other datasets.

• Third, we present an efficient approach to address the scalability issue of the

first two approaches. This approach employs efficient methods to compute se-

mantic signatures of entities and semantic relatedness between entities, which

can help scale out the approach and also achieve competitive accuracy to the

state-of-the-arts.

• Last, we develop a framework for deriving new benchmarks and construct

two balanced benchmarks from large corpora with documents of varying dif-

ficulty, which complement the public benchmarks with the potential to ad-

vance the research of NED.

In addition to the main contributions, our system also participated in two evalu-

ation challenges: TAC KBP 2015 4 and NEEL Challenge 5.

4https://tac.nist.gov/2015/KBP/
5http://scc-research.lancaster.ac.uk/workshops/microposts2015/
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1.5 Organization

The rest of this thesis is organized as follows: Chapter 2 first gives a comprehensive

review of the literature concerning NED. Chapter 3 describes the candidate selec-

tion. Chapter 4 introduces our unsupervised approach WNED. Chapter 5 presents

the supervised learning to rank approach L2R. Chapter 6 describes our NED ap-

proach to address the scalability issue. Finally, in Chapter 7, we conclude the thesis

with some directions for future work.

13



Chapter 2

Background and Related Work

In this chapter, we first give some background of NED in the domain of NLP and

KBP, then review the state-of-the-art NED approaches, and briefly discuss a few

closely-related tasks at the end.

2.1 Information Extraction

Information Extraction (IE) is the task of extracting structured information such

as entities, facts about entities, and relations between entities from unstructured

sources. Two sub-tasks of IE are named entity recognition and relation extraction.

Named Entity Recognition (NER) NER is the task of identifying named entities

from a given document and classifying them into predefined categories, such as per-

son, organization, and location. NER is an important research problem on its own

merit. Standard approaches model NER as a sequence labeling problem and em-

ploy supervised machine learning algorithms for label prediction. Given annotated

sentences with IOB tags (which correspond to Inside, Outside, and Beginning of an

entity), a sequence classifier can be trained to tag words in a sentence and use those

tags to identify named entities. Stanford NER [23], one of the well-known NER

systems, provides a Conditional Random Fields (CRF) based classifier to label se-

quences of terms with part-of-speech tags and other features. They also provide

models trained on a mixture of CoNLL, MUC-6, MUC-7, and ACE named entity

corpora. More reviews about work related to NER can be found in [73], [75].

14



Relation Extraction (RE) RE is the task of detecting and extracting relations

between named entities, such as playsFor between Malone and Utah Jazz in the

examples. These relations encode the semantic connections between entities which

can be used to support reasoning in applications [2]. There are different types of

approaches proposed for the RE task. The earliest approaches are based on hand-

built lexico-syntactic patterns [43], which can achieve high precision, but low recall.

Supervised machine learning approaches [8] are also common solutions for RE,

which train classifiers to predict if a relation between entities exists and then label

the relation. While achieving high accuracy, these supervised solutions have to face

the high cost of data annotations and the fact that most models cannot be generalized

to different domains [87]. To solve this problem, semi-supervised approaches [14],

[94] are proposed to exploit a limited number of training examples to bootstrap

classifiers and use them to discover new patterns, which can then help find more

entity pairs. Furthermore, distance supervision methods [70] are used to acquire a

large number of seed examples from KBs like DBpedia and Freebase and combine

these seed examples with supervised approaches to improve relation classification.

With these advances in IE, many open IE systems (e.g., ReVerb [21] and NELL

[71]) are built to harvest knowledge from the Web – a task known as knowledge

base population.

2.2 Knowledge Base Population

Knowledge Base Population(KBP) is the task of populating knowledge bases with

information extracted from unstructured sources. There are two main sub-tasks

in KBP systems: Slot Filling which fills in values and relations of given entities

with facts extracted using IE techniques, and Entity Linking which resolves the

ambiguity of mentions in a given document by linking them to entries in a KB

through NED approaches. As illustrated in Figure 2.1, starting with unstructured

sources (e.g., Web documents), a KBP system first identifies named entities and ex-

tracts their relations through an IE component, and then performs NED to populate

the extracted knowledge into a KB.
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Figure 2.1: An overview of a general KBP system.

Realizing the importance of KBs, many applications start to harvest general

or domain-specific knowledge from various sources and build their own KBP sys-

tems. Existing high-quality KBs, such as Cyc [53] and DBpedia [4], are mainly

constructed manually or through crowd-sourcing by online communities. The main

issues of constructing these KBs are the high cost of population and maintenance

and the moderate coverage of facts. Recent advances in IE have enabled automatic

KBP (e.g. NELL [12], TrueKnowledge [97], and Probase [106]). The NIST Text

Analysis Conference (TAC) 1 has also been organizing a KBP track in the past few

years with the goal of promoting research in knowledge discovery and KBP. The

track provides benchmarks and tools for the evaluation of various tasks. Besides

slot filling and entity linking, they also have an Event track to extract information

about events from unstructured text and Belief and Sentiment track to detect beliefs

and sentiments about entities, both of which need to be combined with NED to

populate the extracted information into KBs.

2.3 NED: State-of-the-Art

The literature about NED is vast, with an extensive list of approaches. Shen et

al. [89] gave a qualitative survey, framing most of the approaches covered here.

Dai et al. [18] provided a brief survey of NED approaches for bioinformatics ap-

plications. There are also several tutorials covering the topic of NED [62], [63].

In the following sections, we will review the state-of-the-art NED methods within

a unifying framework and standard notation. Unlike previous surveys, this chapter

offers a quantitative comparison of these methods, consisting of a summary of the

1https://tac.nist.gov/
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experimental evidence provided by each method.

There are mainly four categories of approaches proposed in the literature: to

disambiguate mentions individually using ranking (Section 2.3.1); to disambiguate

mentions collectively by solving an optimization problem (Section 2.3.2); to disam-

biguate mentions using topic models (Section 2.3.3); and the recent methods using

deep neural networks (Section 2.3.4).

2.3.1 Local NED

As formalized in Chapter 1, NED is to map a set of mentions M = {m1, . . . ,mN}

to entities in an entity graph EG = (E,L). Early works on NED focus on disam-

biguating each mention in isolation. They propose to use a compatibility function

φ : M × E → [0, 1] to measure the local compatibility between a mention m and

its candidate entities ei ∈ cand(m) with the goal of finding:

e∗ = argmax
ei∈cand(m)

φ(m, ei) (2.1)

To measure the compatibility, a variety of features pertaining to the context

in which the mention appears are used, in both unsupervised [3], [9], [39] and

supervised [19], [66], [68], [113] ways. Here we review a few approaches using the

idea of compatibility functions φ for NED, as summarized in Table 2.1.

Unsupervised approaches

The canonical approach to compute φ(m, e) is to model each mention and entity

using feature vectors and employ vector-based similarity measures to compute the

compatibility. One common way is to extract features from the context of mentions

and entities. Recall that the context of a mention can be defined by a window of

words surrounding it, while for entities in the KB, their context could be a describ-

ing document (usually the text in a Wikipedia page).

Bagga and Baldwin [3] were among the first few to measure the compatibility

using bag-of-words as features; they processed contextual texts by removing stop-

words and weighing words with their tf idf . Bunescu and Pas, ca [9] followed a

17



Method Features
Similarity Training External

Measure Corpus Resources

Unsupervised local NED (Section 2.3.1)

[9] - Bag-of-words

- Weighted word-category correlation
- Cosine Similarity – –

Supervised local NED (Section 2.3.1)

[66]
- Bag-of-words

- Part-of-speech

- Entity-specific keywords

- Cosine similarity

- Naive Bayes classifier
Wikipedia –

[68]
- Commonness

- Semantic relatedness

- Unambiguous named entities

- Naive Bayes

- SVM

- C4.5

- Feature selected C4.5

- Bagged C4.5

Wikipedia –

[111]

- Bag-of-words

- Named entities

- Word-category correlation

- Entity types

- Cosine similarity

- SVM classifier
Wikipedia –

[113]

- Bag-of-words

- Named entities

- Text surrounding links

- Relatedness

- Category overlap

- Commonness

- Mention ambiguity

- Name string similarity

- Cosine similarity

- GBDT

- GBRank

Wikipedia
Web search

click logs

[19]
- 200 Atomic features

- 26569 combined features
- SVM Ranker

TAC-KBP

Dataset
Search engine

[110] - Topic vector
- Hellinger distance

- Classifier
Wikipedia –

Table 2.1: Summary of local NED approaches.

similar strategy, using a surrounding window (of 55 words) as the context of men-

tions. Besides words, named entities extracted from documents were also used as

the context by Cucerzan [17]. For an entity e in a KB, they used all entities in the

first paragraph of the describing document of e as well as entities that link back to

e. For mentions without surrounding entities, they proposed to use the candidate

entities of all mentions in the document to approximate their entity features.

When textual features are used, as in the methods described above, the dis-

ambiguation accuracy could be affected by various issues, such as word varia-

tions (marriage vs. married) or neglect of semantics (e.g., marriage vs. spouse).
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To solve this problem, Bunescu and Pas, ca [9] defined a word-category correlation

which measures the semantic similarity of mention m and entity e by the correla-

tion between words in the context of m and the categories of e . For m and e, the

feature vector has |V | × |C| as dimensions, and the weights are binary:

Vw,c(m, e) =







1, if w ∈ context(m) and

c ∈ category(e)
0, otherwise

(2.2)

in which w is a word, c is a category, |V | is the size of the word vocabulary, and

|C| is the number of the categories. Given the word-category correlation vector,

Bunescu and Pas, ca [9] then learned the weights of the correlation between words

and categories using Wikipedia as the training dataset. The weights, in turn, are

used to compute the compatibility between a mention and its candidate entities.

Supervised approaches

Critics of unsupervised approaches argue that tuning parameters is not only chal-

lenging but also brittle, advocating the use of supervised approaches, given the

abundance of training data that can be obtained from Wikipedia. As shown in Ta-

ble 2.1, a significant number of supervised NED approaches were proposed aiming

to build a classification or regression model to replace the compatibility function

φ(m, e) in unsupervised approaches. Instead of treating the NED problem as a

binary classification (i.e., determine whether an entity e is the correct entity of

a mention m or not), most approaches use regression models to predict a confi-

dence score (or probability) and use it as the compatibility to rank candidate entities,

which the disambiguation procedure outlined by Equations 2.1 is applied.

Training Data Wikipedia has been a favorite source to build training data for

supervised approaches. With entities annotated via WikiLinks, positive training ex-

amples can be extracted by sampling mentions (from anchor text), and the contex-

tual words surrounding them, together with the target entity. For negative samples,

a traditional strategy is to consult an alias dictionary and use candidate entities that

are not the true entity of a given mention. In this way, we can automatically generate

a large number of training examples.

19



Features In practice, features are as important as learning algorithms [104]. The

methods surveyed here show a great diversity when it comes to feature selection.

Mihalcea and Csomai [66] employed a Naive Bayes classifier to combine a

list of features, including mention names and their parts-of-speech, three words to

the left and right side of the mentions and their parts-of-speech, as well as a list of

frequent keywords (occurring at least 3 times in a corpus) in the context. Their wik-

ification experiments on a Wikipedia dataset gave high quality of annotations that

were hardly distinguishable from the human-generated annotations in Wikipedia.

Milne and Witten [68] proposed to use entities referred to by unambiguous men-

tions (i.e., mentions with only one candidate entity) in the surrounding context of

a mention. Three features were used in their approach: commonness which is the

probability a mention refers to a candidate entity, relatedness which defines the se-

mantic relatedness between entities, and context quality which measures the weight

of contexts (computed from the commonness and relatedness). Several different

classifiers were trained using a Wikipedia dataset, of which Bagged C4.5 achieved

the best results. Also, evaluation on a newswire dataset showed that classifiers

trained on a Wikipedia dataset can achieve fairly high accuracy on non-Wikipedia

datasets.

Dredze et al. [19] developed 55 classes of features, including almost 200 atomic

features for each mention-entity pair, and 26,569 combined features from these

atomic features in mentions, entities, source documents, and a KB. These rich and

extensible sets of features cover spelling variations, misspelling, acronyms and ab-

breviations, named entity types, as well as a wide variety of statistics from their

KB. Their SVM ranking based learning algorithm can achieve 94% accuracy on a

Newswire dataset and 80% on a more challenging TAC-KBP dataset.

In addition to features extracted from documents and KBs, Zhou et al. [113] also

explored features from external sources including 20 types of semantic relatedness

scores between entities, such as overlapping of categories, links, and co-occurrence

count of entities obtained from the browsing data of Web users. They employed

two learning algorithms: Gradient Boosted Decision Trees (GBDT) and Gradi-

ent Boosted Ranking (GBRank) to build a disambiguation model using Wikipedia
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datasets, which can achieve 84% accuracy on the MSNBC dataset and 81% accu-

racy on the Yahoo! News dataset.

2.3.2 Global NED

While local approaches handle mentions in isolation, ignoring the semantic rela-

tions between mentions, global NED follows another direction to exploit the global

coherence of mentions in a given document to collectively disambiguate mentions.

Table 2.2: Summary of global NED approaches.

Method Features
Similarity Training External

Measure Corpus Resources

Global approaches: optimization problem (Section 2.3.2)

[17] - Named entities

- Category
- Cosine similarity –

- The Web

- CoNLL 2003

[51]
- Bag-of-words of the first paragraph

- Bag-of-words of the document

- Anchor text and surrounding text

- Cosine similarity

- Jaccard similarity
– –

[85]

- Commonness of entity

- Bag-of-words

- Prediction results of a classifier

- Link-based relatedness

- SVM Ranker Wikipedia –

[15]

- Commonness of entity

- Bag-of-words

- Syntactico-semantic relations

- Co-reference relations

- Cosine similarity

- Relation confidence
– DBpedia

[10] - Co-occurrence between entities - Co-occurrence – –

Global approaches: graph problem (Section 2.3.2)

[45]
- Commonness

- Keyphrases

- Entity graph

- Semantic relatedness – –

[38] - Bag-of-words

- Hyperlink structure of Wikipedia

- Cosine similarity

- Semantic relatedness
– –

Topic-model approaches (Section 2.3.3)

[36] - Entity-mention model – Wikipedia –

[37] - Entity-topic model – Wikipedia –

Most global NED approaches are based on the topic coherence assumption and

aim to find an assignment Γ with maximum global coherence among all entities in

Γ. These approaches are mostly formalized as one of the following two problems.
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NED as an Optimization Problem

Suppose Ψ : Γ → R is a measure for the global coherence of an assignment Γ, we

can cast the NED problem to an optimization problem aiming to find an assignment

Γ such that:

Γ∗ = argmax
Γ

(

N
∑

i=1

φ(mi, ej) + Ψ(Γ)

)

(2.3)

Here N is the number of mentions in a document. The first component φ(mi, ej)

measures the compatibility between mention mi and entity ej , and the second com-

ponent Ψ(Γ) measures the global coherence of assignment Γ. Note that the problem

becomes a local ranking problem when the second component is eliminated.

NED as a Dense Subgraph Problem

With an entity graph where semantic relatedness is encoded in the edges between

entities, NED can be formalized as a problem of finding a subgraph of entities

with the maximum coherence score. Formally, given a graph G = (NG, RG) with

NG = M ∪ E and RG = {m → e, ei → ej}, in which m → e is a mention-entity

relation weighted by their compatibility φ(m, e) and ei → ej is an entity-entity

relation weighted by their semantic relatedness ψ(ei, ej), the NED problem is to

identify a subgraph that contains exactly one mention-entity edge for each mention.

As we can see, the dense subgraph problem can be cast to the optimization problem

defined above by defining the coherence score as follow:

N
∑

i=1

φ(mi, ej) + Ψ(Γ)

Global Coherence A common way of measuring global coherence Ψ(Γ) is to add

up the semantic relatedness ψ(ei, ej) of all entity pairs in Γ, defined as follows:

Ψ(Γ) =
N
∑

i=1

N
∑

j≥i

ψ(ei, ej)

Here we assume that the semantic relatedness ψ is symmetric: ψ(ei, ej) = ψ(ej, ei).

For asymmetric measure, we can use an averaged value:

ψ(ei, ej) =
1

2
× (ψ(ei → ej) + ψ(ej → ei))
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With the global coherence measure, the goal of a global NED approach is then

to find an assignment Γ∗ that maximizes the following objective function.

Γ∗ = argmax
Γ

(

N
∑

i=1

φ(mi, ei) +
N
∑

i=1

N
∑

j≥i

ψ(ei, ej)

)

(2.4)

Approaches

Cucerzan [17] presented the first global NED approach using categories of entities,

in which the semantic relatedness ψ(ei, ej) was measured using the overlapping of

categories of entities collected from Wikipedia. Their approach approximated the

global coherence by the coherence between ei and all other entities ej in Γ. Since

the assignment is not available during the disambiguation process, it cannot be used

for the global coherence measure. Instead, they proposed to use the candidate enti-

ties of all mentions M in the document as a representation of the assignment. Their

evaluation on the MSNBC news dataset showed a significant improvement over

local NED approaches.

Kulkarni et al. [51] formalized NED as a collective optimization problem taking

into account both local compatibility and global coherence. They used a supervised

model trained on Wikipedia datasets to measure the local compatibility, and em-

ployed a semantic relatedness measure [69] based on in-links of entities in an EG

to measure the global coherence. With these measures, NED is formalized as an

optimization problem as described in Equation 2.3. Realizing that the inference so-

lution is NP-hard, they cast the optimization into a 0/1 integer linear program and

further relaxed it to a linear program which can be solved with rounding policy and

hill-climbing techniques. Their collective inference solution outperformed the ap-

proaches of Cucerzan [17] and Milne and Witten [68] on both MSNBC dataset and

IITB dataset.

Ratinov et al. [85] also treated NED as an optimization problem. They mea-

sured the compatibility by combining a few text-based features using a weighting

scheme, including the similarity between the context of entities (top-200 tokens

from their Wikipedia page weighted by tf idf ) and the context of mentions (all to-

kens from their document), and semantic relatedness using both Normalized Google
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Distance (NGD) and Point-wise Mutual Information (PMI) on the in-links and out-

links of entities in an EG. Their algorithm used a two-stage approach in which the

first stage used a linear SVM ranker to select the best candidate entity and the sec-

ond stage used an SVM linker to predict if the selected candidate is the right entity.

Similar to the approach of Kulkarni et al. [51], this approach showed the advantage

of using global coherence.

AIDA [45] is a graph-based approach which casts NED as a subgraph problem.

It first constructs a graph consisting of mentions and their candidate entities as

nodes, and mention-entity 〈m, e〉 and the entity-entity 〈ei, ej〉 relations as edges.

The 〈m, e〉 relation is weighted by local compatibility φ(m, e) and 〈ei, ej〉 relation is

weighted by semantic relatedness ψ(ei, ej). The goal of AIDA is to find a subgraph

containing all mentions and entities with the one-entity-per-mention constraint and

has the highest minimum weighted degree which is measured by the total weight of

a node’s incident edges. An approximate algorithm is proposed to solve the graph

problem and is shown to outperform the approach of Kulkarni et al. [51].

Han et al. [38] proposed a graph-based approach that can make use of indi-

rect connections between entities in an EG which are ignored in the global NED

approaches discussed above. Similar to AIDA, their approach relies on a referent

graph which is built from mentions, entities, and the mention-entity and entity-

entity relations. Given the referent graph, a random walk is performed on the graph

so that the interdependence between NED decisions is enforced by the iterative

evidence propagation and the result of NED decisions can be propagated to other

nodes in the graph. Once the random walk converges or a condition is met, the en-

tity that can maximize the similarity φ(m, e)×r(e) (in which r(e) is the importance

score of entity e accumulated during the random walk) is chosen as the true entity.

Cheng and Roth [15] further improved the accuracy of NED by exploiting rela-

tions between entities in the candidate selection and entity disambiguation through

relational inference. They formalized NED as an integer linear programming (ILP)

problem with the goal of finding an assignment that can maximize the global co-

herence and satisfy relational constraints between mentions. They derived these

relational constraints through syntactico-semantic relations which were further re-
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fined by matching against relational triples collected from Wikipedia and DBpedia,

and co-reference relations which were extracted through text clustering techniques.

By integrating the relational constraints into the ILP formalization, their system can

find an assignment with better coherence to the document and outperform the above

systems.

2.3.3 Topic Model-Based NED

While various types of features are explored in these NED approaches described

above, many of them are heterogeneous, making it difficult to incorporate them all

in one model, such as the prior probability of entities and the contextual compat-

ibility. To resolve this problem, probabilistic models that are commonly used in

various text mining tasks are employed for the NED task.

Han and Sun [36] proposed a generative mention-entity model to leverage three

types of heterogeneous features. In their model, mentions are modeled as samples

generated from a three-step process:

• Pick an entity from the KB according to distribution P (e) (the normalized

popularity of entities).

• Generate mention names according to distribution P (m|e).

• Generate contexts of mentions (document) according to distribution P (c|e).

The three distributions are estimated in the following way.

• P (e) = count(e)+1
|M |+N

, in which count(e) is the number of times m mentions e.

Add-one smoothing is used here to handle the zero probability problem.

• P (m|e) = ε
(le+1)lm

∏lm
j=1

∑le
i=1 t(mi|ej), in which lm is the length of the men-

tion and le is the length of the entity name, mi is the i-th word of m, and ej is

the j-th word of e. This estimation is based on the assumption that the name

of mention m is a translation of the name of entity e using the IBM model

1 [7]
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• P (c|e) = P (t1t2 . . . tn|Me) = Pe(t1)Pe(t2) . . . Pe(tn), in which Me = Pe(t),

Pe(t) is the probability of term t in the context of entity e

The main task is then to find the entity e that maximizes the probability P (m, c, e)

as follows:

e = argmax
e

P (m, c, e) = argmax
e

P (e)P (m|e)P (c|e)

Han and Sun [37] also proposed another generative entity-topic model based

on two assumptions: topic coherence assumption which assumes that entities in

the assignment should be centered around a main topic of the document, and con-

text compatibility assumption which assumes that the context of mentions should

be consistent with that of their true entities. The generative process in their model

requires the following knowledge to be estimated from a document corpus: topic

knowledge, in which each topic is modeled as a multinomial distribution of entities,

entity name knowledge which is a multinomial distribution with the probability in-

dicating how likely an entity is mentioned by a name (i.e., alias); and entity con-

text knowledge which models the context of entities as a multinomial distribution

of words. Then a document is generated as follows: first a topic distribution of

the document is generated, then an entity assignment is generated from the docu-

ment’s underlying topics and the knowledge which ensures the topic coherence, at

last words in the document are generated from the entity context knowledge and

the entity assignment ensuring the context compatibility. To estimate the global

knowledge from the document corpus, a Gibbs sampling algorithm is proposed by

extending the Gibbs sampling algorithm using a Latent Dirichlet Allocation (LDA)

model. Once the global knowledge is estimated, the entity assignment generated

from the inference will be the final assignment Γ to mentions in the document.

2.3.4 Neural Network Based NED

More recently, as neural networks (NNs) show their potential in various NLP tasks

[16], researchers start to explore NN-based models for NED. He et al. [42] was

one of the first few to apply deep neural network (DNN) to the NED task. Their
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method first automatically learned semantic representations of entities using a de-

noising auto-encoder on the Wikipedia corpus and then stacked another layer on top

of the learned representation to learn a similarity measure for local compatibility.

Experiments showed that their DNN-based approach can outperform a few global

approaches using only local compatibility.

Sun et al. [95] built positional information of words in the context of mentions

into their model, and used convolutional neural network (CNN) to learn the seman-

tic representations of mentions, their context, and entities, which were then used to

measure the compatibility between mentions and its candidate entities to rank and

disambiguate entities.

Francis-Landau et al. [24] also used CNN to map semantic of mentions and enti-

ties into a continuous vector space. Moreover, their approach measured three differ-

ent granularities of semantics for each mention: the mention itself, the surrounding

texts of the mention, and the document containing the mention. For entities, seman-

tics were measured on the entity name and the describing document of the entity.

Their disambiguation algorithm then used the continuous vector representations to

measure the compatibility between mentions and their candidate entities. Nguyen et

al. [77] extended the work of Francis-Landau et al. [24] by using a recurrent neural

network (RNN) to incorporate disambiguation results from previous iterations into

each disambiguation decision to enforce the topic coherence assumption.

Yamada et al. [107] proposed a new embedding method extended from the Skip-

Gram model [67], which can incorporate the structure of entity graphs into an entity

model. Besides, they also built a word-entity model to unify the word and entity

models. By combining the word, entity, and word-entity models, their model can

map words and entities into the same continuous vector space, which can be used to

measure both local compatibility and global coherence. Their NED approach using

this model can achieve state-of-the-art accuracy.

Besides the describing text of entities, Gupta et al. [34] also considered sur-

rounding context of entities (obtained from the context of mentions linking to those

entities) and types of entities in their model to learn embeddings of entities. Phan et

al. [80] further improved the approach using two long short-term memory (LSTM)
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networks to model the positional information of mentions and the ordering of words.

They also applied attention mechanism in their model to handle noises in context.

Experiments showed that the positional information and word ordering can improve

the accuracy by 5% to 10% on their evaluation datasets.

2.3.5 Online NED

While datasets from Newswire or Encyclopedia are the focus of most state-of-the-

art NED systems, datasets from social sites or online forums are gaining more at-

tention and need to be disambiguated in many applications, such as mining tweets

for political preference prediction [59] and analyzing online reviews for business

intelligence [49]. Moreover, documents from these datasets are more ambiguous

and could pose more challenges for NED because of the informal expression, noisy

text, and short context.

TAGME [22] was the first system to perform NED on short texts. Instead of

using expensive collective inference, a simple scoring function was proposed to im-

prove the efficiency. For each candidate entity e of mention m, TAGME measured

its local compatibility to m and its global coherence to other entities in Γ through a

voting scheme based on the semantic relatedness between entities.

Guo et al. [29] treated the mention extraction and mention disambiguation tasks

on tweets as an end-to-end task, and employed a structured SVM algorithm to han-

dle the two tasks jointly. They explored local features, such as capitalization rate,

popularity, entity type, and tf idf , and semantic features from the neighboring enti-

ties in an EG. They also explored the voting strategy in TAGME [22] and showed

its effectiveness in NED.

Meij et al. [64] performed NED on tweets in two steps: a high-recall rank-

ing step to rank candidate entities of a mention, and a machine learning based re-

ranking step to re-rank the candidates using various features. Among the machine

learning algorithms they evaluated, Random Forest achieved the best accuracy com-

pared with Naive Bayes, C4.5, SVM, and GBRT.
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2.3.6 NED to Generic KBs

While specific features can be derived from different KBs and used to further im-

prove the accuracy of NED, models learned using these features are often not

portable from one KB to another. Thus, approaches that exploit only common fea-

tures from different KBs are preferred in many cases.

Motivated by this requirement, Sil et al. [90] proposed approaches to disam-

biguate mentions of named entities to generic KBs. Instead of using domain-

specific features, they selected only two common features: the number of occur-

rences the attributes of an entity e appear in the surrounding context of mention

m, and the number of occurrences similar entities of entity e appear in the sur-

rounding context of mention m. Here similar entities of e are entities sharing some

common attributes with e. Using the two features, a distance supervision based

approach was proposed for the NED task. Results on a movie KB and a sports KB

showed the superiority of this generic approach over some state-of-the-art NED

algorithms [113]. While adding domain-specific features (e.g., Wikipedia-derived

features) can significantly improve the accuracy of their system (from 61% to 69%),

their work demonstrated the benefits of leveraging other KBs other than Wikipedia

and showed the portability of these features and models on different KBs.

2.4 Evaluation of NED Systems

In this section, we will briefly introduce public benchmarks and commonly used

metrics for NED evaluation.

2.4.1 Evaluation Datasets

Wikipedia is one of the best resources with annotation data available, thus is com-

monly used to generate test datasets for the NED task. Besides Wikipedia, many

other benchmarks are also constructed and released for public use. Cucerzan [17]

manually annotated 20 news articles from 10 MSNBC news categories, such as

business, politics, and sports, and created the MSNBC dataset, in which mentions

are explicitly provided and annotated with entities in Wikipedia (all mentions have
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their corresponding entities). Kulkarni et al. [51] also built the IITB dataset from

web pages of popular sites using a browser-based annotation system. The IITB

dataset contains more ambiguous samples and also NIL annotations. Milne and Wit-

ten [68] and Ratinov et al. [85] used a subset of 50 documents from the AQUAINT

corpus of newswire to build the AQUAINT benchmark. Ratinov et al. [85] also used

Amazon’s Mechanical Turk to construct the ACE2004 dataset from a subset of the

ACE co-reference dataset which contains mention types and has the co-reference

resolved. Hoffart et al. [45] created a large dataset AIDA-CoNLL2 based on the

CoNLL 2003 data, consisting of annotations for 1393 Reuters newswire articles

and 34, 956 mentions. In addition to Wikipedia, the CoNLL dataset is also anno-

tated with entities from YAGO2 and Freebase when available, thus can be used for

NED against YAGO2 and Freebase.

Another set of public datasets for NED are provided by the TAC-KBP shared

task 3, which are collected mainly from sources like newswire and blogosphere and

focus on persons, organizations, and locations.

2.4.2 Evaluation Metrics

Results of an NED system can be divided into four sets:

• True Positive (TP): Mentions correctly linked to their entities in the KB.

• True Negative (TN): Mentions correctly linked to NIL

• MisMatch (MM): Mentions whose true entities exist in the KB, but incorrectly

linked to other entities in the KB.

• False Positive (FP): Mentions that should be linked to NIL, but linked to

entities in the KB.

• False Negative (FN): Mentions that should be linked to entities in the KB, but

linked to NIL.

2http://www.mpi-inf.mpg.de/yago-naga/aida/download/

aida-yago2-dataset.zip
3https://tac.nist.gov/2017/KBP/
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The metrics used to evaluate NED systems are defined as follow:

accuracy =
TP + TN

TP + FP + TN + FN +MM

precision =
TP

TP + FP +MM

recall =
TP

TP + FN +MM

F1 = 2×
precision× recall

precision+ recall

Other than these standard metrics which measure on each mention, Bag of Ti-

tle (BOT) is another metric that evaluates NED results at the document level instead

of the mention level so that duplicates in one document will be ignored.

Since NED is commonly formalized as a ranking problem, measures from the

information retrieval community can also be used to measure NED approaches.

Mean reciprocal rank (MRR), which calculates the average of the reciprocal rank

of the true entity among all candidates of the mentions, is an appropriate measure

for NED, given that NED concerns only the true entity instead of all candidates.

Assuming that the rank position of the true entity for each mention mi is ranki,

then the MRR of a document will be computed as follows:

MRR =
1

|M |

|M |
∑

i=1

1

ranki

HereM is the set of mentions in a document and |M | is the number of mentions.

2.4.3 Summarized Results of NED Systems

Table 2.3, Table 2.4, and Table 2.5 summarize the evaluation results of various

NED approaches on different datasets. For methods that report multiple results, the

most representative one is chosen here. For example, if a method reports precision,

recall, and F1, only the F1 will be listed.

Since it is easy to generate test datasets from Wikipedia, various NED systems

are evaluated using Wikipedia datasets. Table 2.3 lists the reported results of NED

systems on Wikipedia-generated datasets. Note that the test datasets for most sys-

tems are different from each other, although they are collected from Wikipedia.

31



Measure Method Baselines

Accuracy

[9] - 84.8 82.3 - Bag-of-Words

[17] - 88.3 86.2 - String matching+Commonness

[36] - 80.0
60.0 - [17]

66.0 - [61]

70.0 - [68]

F-1

[66] - 87.7
60.2 - Random selection

82.0 - Commonness

76.0 - Bag-of-Words

[68] - 97.1
53.1 - Random selection

90.7 - Commonness

92.9 - [61]

BOT

[85] - 90.5
81.8 - Commonness

80.3 - [68]

[15] - 93.1
80.3 - [68]

90.5 - [85]

Table 2.3: Reported experimental results on datasets derived from Wikipedia.

Corpus Measure Method Baselines

MSNBC

Accuracy
[17] - 91.4 51.7 - String matching+Commonness

[19] - 94.7 91.4 - [17]

F-1

[51] - 69.0 63.0 - [68]

[113] - 87.6
62.3 - Random selection

84.2 - Commonness

81.7 - [17]

[10] - 77.7
62.9 - [17]

55.5 - [51]

66.0 - [85]

BOT

[85] - 74.9
72.8 - Commonness

68.5 - [68]

[15] - 81.2 68.5 - [68]

74.9 - [85]

AQUAINT BOT

[85] - 83.9
82.7 - Commonness

83.6 - [68]

[15] - 88.9 83.6 - [68]

83.9 - [85]

ACE2004 BOT

[85] - 77.3
69.5 - Commonness

72.8 - [68]

[15] - 85.3
72.8 - [68]

77.3 - [85]

Table 2.4: Reported experimental results on popular benchmarks.

Thus it is not fair to directly comparing the methods based on the reported results.

Also, the results of baselines reported in each NED system are either based on re-

running of the baseline systems if publicly available (e.g. [68]) or based on the
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Corpus Measure Method Baselines

IITB F-1

[51] - 69.7 51.8 - [17]

[38] - 73.0

37.0 - [66]

45.0 - [17]

52.0 - [68]

69.0 - [51]

[37] - 80.0

37.0 - [66]

52.0 - [68]

69.0 - [51]

73.0 - [36]

[10] - 79.1
49.9 - [17]

63.1 - [51]

48.9 - [85]

TAC-KBP-09 Accuracy

[111] - 83.8 61.9 - Bag-of-words+NE

[19] - 79.4 77.0 - [17]

[36] - 86.0
72.0 - [17]

80.0 - [61]

83.0 - [68]

CoNLL Accuracy [45] - 81.8
65.8 - Commonness

51.0 - [17]

72.9 - [51]

Table 2.5: Reported experimental results on custom benchmarks.

re-implemented systems. Some systems have results reported using other metrics,

and in the table we report only the results with the most commonly used metrics.

Two observations are in order here: first, a multitude of performance measures

have been used in the literature; second, most systems are not comparable, even

on the same datasets. As shown in the tables, most results of baselines are not

comparable with the results reported in their original papers. Besides the parameter

setting, the Wikipedia corpus used in each NED system may be different and affect

the results. For example, the model in [68] was trained using a 2007 Wikipedia

dump, and may not fit for other Wikipedia dumps. Another main reason is the

candidate selection process. To the best of our knowledge, no two NED systems are

using the same candidate selection approach. As shown in [35], candidate selection

can significantly affect the accuracy of an NED system since the recall of candidate

selection defines the upper bound of the accuracy of an NED system. These issues

make it hard to conduct fair comparisons of NED approaches, thus call for a general

evaluation framework for NED.
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2.5 Closely-Related Problems

In many ways, NED resembles other de-duplication problems. Entity Resolu-

tion (a.k.a, Record Linkage) [5] is one of them, although its focus is on matching

entire (semi-)structured data records from disparate sources, typically in the con-

text of data integration. Word Sense Disambiguation (WSD) [74] and co-reference

resolution [75] are two related problems from NLP, and many ideas proposed for

WSD can also be applied to the NED task [72]. Another closely related problem

is annotating structured tables on the Web [56], [100], [102] for which surrounding

context of mentions is not available for disambiguation.
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Chapter 3

Candidate Selection

In this chapter, we study the problems in the candidate selection task. More specifi-

cally, we give a review of the current candidate selection approaches, which include

name expansion methods to find the full names of mentions and aliases of named

entities, and effective pruning criteria to filter out irrelevant candidates. We then

perform an experimental evaluation on the impacts of these approaches, from which

we find a solution for our NED system that can balance the recall of candidate se-

lection and cardinality of candidate sets.

3.1 Overview

Intuitively, NED is to match all mentions from a document against all entities in a

KB and find the best-matched pairs using a set of matching criteria. This all-against-

all strategy, however, is very inefficient since most entities in a KB are irrelevant

to the given mentions either lexically or semantically, resulting in a large number

of unnecessary comparisons, especially with the growing size of most KBs (e.g.,

DBpedia has over 5 million entities). Candidate selection aims to address this effi-

ciency issue by restricting the comparisons between the mention and those selected

candidates.

One evaluation metric for candidate selection is recall, which is the ratio of

mentions whose true entities are in their candidate set. High recall of candidate

selection is crucial for NED since it determines the upper bound accuracy of the

system. However, it could potentially bring in more noisy candidates (the candi-
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dates that are irrelevant to the mention), resulting in high cardinality of candidate

sets, which will affect the efficiency of an NED system: the higher the cardinality

of a candidate set is, the more computations the system will perform. Therefore, a

good candidate selection system should strike a balance between two factors: (1)

maximizing the recall; and (2) minimizing the cardinality of candidate sets. Build-

ing a system like this has to face a few challenges, as discussed below.

Name Variation The first challenge is the name variation. Many entities are com-

monly mentioned by nicknames instead of their canonical names (e.g., Edmonton

is known as The City of Champions). Acronym is another example. For instance,

ABC refers to over 120 entities in Wikipedia1. Besides the All Basotho Convention

political group and the Artificial Bee Colony algorithm, ABC is also an abbreviation

of two broadcasting corporations: American Broadcasting Company and Australian

Broadcasting Corporation. With these variations and constant invention of alterna-

tive names, building an exhaustive alias dictionary to include all aliases of each

entity is unrealistic.

Noisy Candidates As described above, methods that improve the recall of candi-

date selection might bring in irrelevant noisy candidates and affect the efficiency or

the accuracy of an NED system. A pruning step, in this case, is needed to clean the

candidate sets. With the requirements of being lightweight and effective, it is chal-

lenging to find pruning criteria that can balance the effectiveness and the complexity

of candidate selection.

Most approaches perform candidate selection in two steps, with the first step to

select all potential candidate entities referred to by a mention, and the second step

to prune noisy entities from those selected candidates. Various methods are pro-

posed to address challenges in each step, including name expansion methods and

candidate pruning methods. Name expansion methods address the name variation

issue by expanding shortened names or acronyms to their full names in the same

document using techniques like co-reference resolution, or building an alias dictio-

1https://en.wikipedia.org/wiki/ABC
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nary from external corpora for entities in the KB. Candidate pruning methods solve

the noisy candidate issue using effective pruning criteria. In the following sections,

we will review the current methods for each step.

e
1

e
2

e
3

e
4

m
name

matching

document-side
expansion

alias-dictionary
expansion

Figure 3.1: Name expansion for candidate selection. Mention m is expanded with alter-

native names from its document, while entity names are expanded with entries in an alias

dictionary.

3.2 Name Expansion

Name expansion is a step to expand the set of lemmas for both mentions and enti-

ties. As illustrated in Figure 3.1, with expanded name sets from both the document

and KB sides, we can improve the recall of candidate selection by matching the

name sets using exact or fuzzy string matching. A number of methods are pro-

posed for the name expansion, and several of them can be applied on both mentions

and entities (e.g., using external dictionaries of acronyms and nicknames). When

disambiguating mentions against Wikipedia entities, an alias dictionary, which as-

sociates different names with entity ids, turns out to be straightforward and useful.

We discuss each method next.

3.2.1 Name Expansion with Alias Dictionary

Alias dictionaries are common resources for name expansion. At the time of writ-

ing, the largest alias dictionary, built from the WikiLinks Corpus [91] by mining the

anchor text in links from Web pages to Wikipedia articles, consists of 40M aliases
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to 2.9M entities. Most NED approaches use Wikipedia to build alias dictionaries,

as described in Chapter 1. Besides Wikipedia, there are also other high-quality alias

resources for specific types of entities. For example, the Intelius Nickname Collec-

tion [13], regarded as the largest database of nicknames, is particularly useful to

collect aliases for person.

In Wikipedia, among the 4 alias sources described in Section 1.1.1, page titles

and redirect pages are the most reliable ones, since they refer to internal article

ids that uniquely identify entities in the KB. According to Cucerzan [17], anchor

texts from WikiLinks, such as “[[Texas (TV Series)|Texas]]”, can add quite a lot

of noise to the alias dictionary. However, these WikiLinks also provide extra value

to estimate the popularity of entities by their number of times being mentioned in

Wikipedia.

Besides the pages and WikiLinks, there are also other ways to collect aliases

from Wikipedia. Guo et al. [30] extract nicknames of entities from Infoboxes and

also through patterns based on a guideline in Wikipedia: “the names of an article’s

subject [to be] written in bold when they are first mentioned in the article”. For

example, Marie Curie’s aliases are in the first paragraph: “Marie Skłodowska-

Curie, often referred to as Marie Curie or Madame Curie”2. While apparently

not well explored in the literature, one could envision using NLP tools to identify

nicknames from other sections of Wikipedia articles. For instance, the second para-

graph in the article about Michael Jordan states, at the time of writing, that his

performance “earned him the nicknames Air Jordan and His Airness”. Zhang et

al. [111] and Zhang et al. [110] use the Did You Mean and the Wikipedia Search

Engine services to find additional aliases from Wikipedia. With Wikipedia Search

Engine, we can complement the candidates from the search results by matching

query strings against the top-K entities using string similarity measures, such as the

longest common subsequence [110], [111].

Table 3.1 lists the sources used by different systems to build alias dictionaries.

2https://en.wikipedia.org/wiki/Marie_Curie
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Wikipedia

Title Redirect Disamb. Anchor External

Pages Pages lists text resources

Bunescu and Pas, ca [9] 3 3 3

Cucerzan [17] 3 3 3 3

Mihalcea and Csomai [66] 3

Milne and Witten [68] 3 3

Kulkarni et al. [51] 3 3 3

Zhang et al. [111] 3 3 3 3 Wikipedia Service

Zhou et al. [113] 3 3 3 Web Search Engine

Dredze et al. [19] 3 3 Freebase

Zheng et al. [112] 3 3 3 3

Hoffart et al. [45] 3 3 3 3 DBPedia/YAGO

Ratinov et al. [85] 3

Han et al. [38] 3

Han and Sun [36] 3 3 3 3

Zhang et al. [110] 3 3 3 3

Cheng and Roth [15] 3

Cai et al. [10] 3 3 3

Table 3.1: Sources used in the candidate selection component of different NED systems.

3.2.2 Name Expansion for Mentions

A mention is ambiguous when it could potentially refer to multiple entities, and be-

comes more ambiguous when it is a shortened name or acronym of entities. Michael

or MJ, for example, could refer to Michael Jordan – the basketball player or the

machine learning researcher, or Michael Jackson – the deceased pop singer. For-

tunately, the full names of most shortened names or acronyms is commonly men-

tioned in the same document. Correctly identifying the full name of those mentions

could greatly reduce the ambiguity and potentially improve the accuracy of NED.

For instance, if Michael or MJ can be linked to Michael Jackson, we can then nar-

row down their candidates to entities only referred to by Michael Jackson. Below

we first discuss the name expansion for acronyms and then the shortened names.

Acronym Expansion

Acronym, an abbreviated form of entity names, is another type of ambiguous men-

tions, for which acronym expansion is the main approach to resolve the ambiguity.
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Many approaches have been proposed for acronym expansion, using syntactic pat-

terns, such as “Acronym (full name)” and “full name (Acronym)”, to extract their

full names from the surrounding text [30]. For the case that the full name is not

adjacent to the acronym, Zhang et al. [109] employ a heuristic approach. It first

retrieves the matching candidates of each acronym from an alias dictionary, and

then goes through the document searching for occurrences of either the candidate

names or their known aliases (which are available from the alias dictionary). The

first match found in the document is selected as the final expanded name.

Zhang et al. [110], [111] handle both the simple and complicated cases in a

uniform way using a machine learning approach. Their approach first builds a list

of candidates using the simple patterns mentioned above, and then searches for

tokens in the document whose first letter matches the first letter of the acronym.

Once a match is found, they add the longest continuous sequences of tokens with

no punctuations and no more than two stop words to a candidate list. Next, an

SVM classifier is employed to select the candidate with the highest confidence.

The experiment shows a recall of 92.9% on the KBP-2010 dataset, which, in their

tests, improves the accuracy of NED from 76.1% to 82.8%. Anastácio et al. [1] also

handle both cases with results showing that name expansion could reduce missed

candidates by more than 50%, and improve the overall accuracy of NED by 4%.

Shortened Name Expansion

Shortened name, similar to acronym, is another source of ambiguity for entities.

The main approach for shortened name expansion is intra-document co-reference

resolution [17], [101]. Radford et al. [83] employ a naive co-reference resolution

which matches a mention to its previous mentions and chooses the one with ex-

tract string match or right-aligned name match. Ratinov and Roth [84] use some

simple string matching rules to discard professional titles and honorifics. Besides,

they also employ case insensitive and punctuation insensitive matching rules for

acronym expansion. Lehmann et al. [52] use string similarity to recursively expand

mentions, which, in combination with full-text search over Wikipedia, can achieve a

97% recall on the TAC-KBP 2009 dataset. Another strategy, proposed by Zheng et
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al. [112], uses automatic spelling correction to improve the results of name expan-

sion. The entity linking task in TAC [48] has also motivated many name expansion

methods aiming to improve the recall of candidate selection.

3.3 Candidates Generation

With expanded mention names and an enriched alias dictionary, the next step is to

generate a set of candidates for each mention through name matching, as shown in

Figure 3.1. Most approaches apply exact string matching against a look-up table

to retrieve all entities associated with any expanded name of a mention [17], [36],

[38], [39], [45], [51], [66], [68], [85], [110], [111], [113]. Radford et al. [83]

further refine the candidate generation by taking into account the reliability of alias

sources (from Wikipedia), defined as follows: title > redirect > bold words >

partial title match > disambiguation > link anchor text. Ploch et al. [82] also use

a similar idea with weighted alias sources. Dredze et al. [19] take a step further

when no candidates can be found for a mention in the alias dictionary: they select

entities (corresponding to Wikipedia pages) among the top 20 search results from

querying the Web with the mention name.

One issue with the look-up table method is that true candidates could be filtered

out because of the name variations or typos not captured in the name expansion

and alias dictionary. To solve this issue, Ploch et al. [82] propose to use fuzzy

matching over the alias dictionary, on which an inverted index is built to support

queries, and choose the top-k entities from a query as candidates. As is often the

case, a balance must be struck when tuning such approaches to prevent noise from

negatively affecting the results.

3.4 Candidate Pruning

While the methods described above can significantly improve the recall of candi-

date selection, each of them, however, could increase the cardinality of candidate

sets with additional noisy candidates, which will affect the efficiency of the NED

system. Candidate pruning aims to solve this issue with effective pruning criteria.
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Several criteria are proposed for this issue. Prior probability prior(m, e), which

measures the probability of entity e being the true entity of mention m using the

frequency of the mention to entity mapping in the alias dictionary, is a commonly

used one to rank and select candidates. Context similarity is another one using the

similarity between the lexical context of a mention and its candidates, such as the

surrounding words, named entities, or keyphrases [44]. With these criteria, a system

can rank candidate entities by their similarity to the given mention, and select the

top K candidates with the rest pruned.

3.5 Experimental Evaluation

In this section, we experimentally evaluate the impacts of alias sources, name

expansion methods, and candidate pruning criteria on the performance of candi-

date selection. We measure the context similarity using indexes built with Apache

Lucene3. For co-reference resolution, we employ the system ANNIE in Gate 8.14.

Datasets For the evaluation, we choose 4 widely used benchmarks: (1) MSNBC

[17], with 20 news articles from 10 different topics (two articles per topic) and

656 linkable mentions in total; (2) AQUAINT, compiled by Milne and Witten [68],

with 50 documents and 727 linkable mentions from a news corpus from the Xinhua

News Service, the New York Times, and the Associated Press; (3) ACE2004 [85],

a subset of the ACE2004 Coreference documents with 35 articles and 257 linkable

mentions, annotated through crowdsourcing; and (4) AIDA-CONLL [45], a hand-

annotated dataset based on the CoNLL 2003 data, with 13885 Reuters news articles

and 27817 linkable mentions.

Evaluation Metric We measure the accuracy of candidate selection using recall

and the effectiveness of candidate pruning criteria using Recall@K, which is de-

fined as the percentage of mentions with their referent entities in the top K candi-

3https://lucene.apache.org/
4https://gate.ac.uk/ie/annie.html
5The original dataset includes 5 other documents where all mentions are linked to NIL, and are

therefore removed from our analysis.
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dates ranked by a criterion. In our experiments, we report the results with K set to

1, 5, 10, 20, 50, 100, and 200.

3.5.1 Impact of Alias Sources

We first evaluate the contribution of each alias source to the recall of candidate

selection. In the experiment setting, we use exact name matching for candidates

selection without candidate pruning.

Figure 3.2 shows the recall of candidate selection using aliases from 4 sources

with (white bar) and without (gray bar) name expansion. As we see, aliases from

Wikipedia titles can only help achieve around 33% to 54% recall, indicating that at

least half of the entities in the datasets are not mentioned by their canonical names.

Among the 4 sources, WikiLink gives the highest coverage of aliases, corresponding

with the fact that WikiLink is the major source of aliases. With all 4 sources used,

we can achieve over 90% recall on all datasets and over 97% on AIDA-CoNLL.

3.5.2 Impact of Mention Name Expansion

We employ co-reference resolution to help expand shortened names and acronyms.

Figure 3.2 (white bar) gives the recall of candidate selection using name expan-

sion (through co-reference resolution). Compared to results without using name

expansion (gray bar), we can see a slight decrease of recall with name expansion

on all datasets except MSNBC. One reason is the errors from name expansion. For

example, NYSE, an acronym of New York Stock Exchange, is mistakenly expanded

to New York Mercantile Exchange. We also find that correct name expansion could

potentially harm the recall due to the limited coverage of alias dictionaries. For

instance, Nardelli, although correctly expanded to Bob Nardelli, still fails to find

its true entity Robert Nardelli since Bob Nardelli is not in the alias list of Robert

Nardelli. For the MSNBC datasets on which the recall is improved from 90.55% to

96.95%, a further analysis reveals that the improvement mainly comes from persons

mentioned by their first names but expanded to their full names via co-reference

resolution. Thus name expansion could be considered as an effective method in

candidate selection when handling datasets with a lot of person names.
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(c) Recall on ACE2004 dataset
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Figure 3.2: Recall of candidate selection using different alias sources with (white) and

without (gray) name expansion.

3.5.3 Impact of Candidate Pruning

In this experiment, we evaluate the impact of different pruning criteria on the per-

formance of candidate selection. We report the Recall@K using 3 criteria: prior

probability, and local context similarity, and their combination which is defined as

w prior(m, ei)+(1−w)ctxSim(m, ei) with the weight w set to 0.3 experimentally.

Each figure in Figure 3.3 shows Recall@K on one of the 4 datasets. Recall@1

gives the recall of choosing the top 1 candidate, which is equivalent to the accu-

racy of NED based on prior probability. As we can see, a prior probability based

approach can serve as a strong baseline for NED. Another observation from using

prior probability for pruning is that we can achieve over 90% recall on most datasets

when increasing the number of candidates of each mention to 5. We also find that

the recall can be improved with more candidates selected, but not significantly.
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Figure 3.3: Recall of candidate selection using different pruning criteria.

The continuous increase of the recall, when increasing K, only happens on AIDA-

CoNLL, among the 4 datasets. One reason is that AIDA-CoNLL is a much larger

dataset with more variations. Compared to prior probability, context similarity is

only a moderate criterion when limiting K to any value less than 10.

We can see that both criteria contribute to the recall from the results of combi-

nation. For example, Recall@5 using combination is higher than that using prior

probability or context similarity alone. We also notice that the results of Recall@1

increase on two datasets and decrease on the other two, indicating that context sim-

ilarity does not always help with candidate selection. Thus, prior probability could

be a good trade-off when efficiency is a concern for NED.
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3.6 Summary

In this chapter, we reviewed and experimentally evaluated the state-of-the-art meth-

ods for the candidate selection task. We found that most entities are not mentioned

by their canonical names, but other alternative names. We also found that name

expansion is more helpful for persons than other types of entities, and it could po-

tentially decrease the recall due to expansion errors and incomplete coverage of

alias dictionaries. At last, for candidate pruning, we evaluated 3 pruning criteria.

The results showed that prior probability is a much better criterion than context sim-

ilarity, and combining them can further improve the recall. In the following work,

we will use the alias dictionary constructed using all 4 sources, the co-reference res-

olution for name expansion, and the combined criteria for candidate pruning with

K set to 10.
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Chapter 4

NED with Random Walks

In this chapter, we consider exploiting the connectivity in entity graphs for the men-

tion disambiguation task. We propose a novel method to compute semantic signa-

tures of entities and documents using the random walk with restart on a disam-

biguation graph. We use the semantic signatures to measure semantic relatedness

between entities and global coherence between entities and documents. We also

introduce an iterative disambiguation algorithm, which as demonstrated in our ex-

perimental evaluation, can achieve state-of-the-art accuracy.

4.1 Overview

The mention disambiguation problem, as formalized in Chapter 1, is to find an

assignment Γ : M → E ∪ {NIL}, which maps the mentions in M to their true

entities in E of an entity graph EG or NIL if the entities are not in E.

A good assignment Γ balances two factors: the local compatibility between

mention mi and the entity ej = Γ(mi) assigned to mi, and the global coherence

Ψ(Γ) among the entities in the assignment.

As usual, we define the local compatibility φ(mi, ej) as:

φ(mi, ej) = α prior(mi, ej) + (1− α)ctxSim(mi, ej) (4.1)

where prior(mi, ej) is a corpus prior probability of ej being the referent entity of

mi, and ctxSim(mi, ej) is the similarity between local features (e.g., keywords)

extracted from the surrounding text of mi and the describing document of ej .
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The global coherence Ψ(Γ) of the assignment measures how each entity in the

assignment relates to the others:

Ψ(Γ) =
∑

e∈Γ[M ]

ψ(e,Γ) (4.2)

in which ψ(e,Γ) measures the semantic relatedness between an entity e and other

entities in the assignment Γ. Maximizing the sum in Eq. 4.2 is consistent with the

topic coherence assumption.

Under the reasonable assumption that the local compatibility is normalized, we

can formulate the NED problem as a min-max optimization where the goal is to

maximize the global coherence while minimizing the loss in pairwise local compati-

bility within the assignment, which can be estimated as |M |−
∑

mi∈M
φ(mi,Γ(mi)).

Here |M | is the number of mentions in the document. An equivalent and simpler

formulation of the problem is to find an assignment Γ∗ that maximizes:

Γ∗ = argmax
Γ



Ψ(Γ) ·
∑

mi,ej∈Γ

φ(mi, ej)



 (4.3)

The primary role of Ψ(Γ) in the optimization above is to leverage connections

between entities in the EG to prevent disambiguation mistakes caused by dispro-

portionately high priors of some candidate entities. For example, Karl Malone has

a higher prior than Jeff Malone and thus would be incorrectly assigned to mention

Malone in Example 1; however, once Washington Bullets is disambiguated, Ψ(Γ)

will counter the effect of the high prior because Jeff Malone is directly connected

to the team in the EG.

Since solving Eq. 4.3 is NP-hard in general [45], [51], our approach uses a

greedy and iterative disambiguation algorithm: in each iteration, we re-compute the

semantic signature of the document d, and disambiguate a mention m according to:

Γ(m) = argmax
ei∈cand(m)

(φ(m, ei) · ψ(ei, d)) (4.4)

where cand(m) are the candidates for m, and ψ(ei, d) is the semantic relatedness

measure. In the next iteration, the entity ei linked to the mention m will be taken

into account when re-computing the semantic signature of the document. By doing

so, we guide the search and increase the coherence of the resulting assignment.
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4.2 Semantic Signatures

As defined, a disambiguation graph consists of entities and relations between enti-

ties, in which the graph connectivity can be used to measure relatedness between

entities as follows. Let G = (V,E) be a graph and let V̄ ⊆ V be a set of vertices

such that |V̄ | = n. The semantic signature of a vertex v ∈ V̄ is an n-dimensional

vector where the weight of index i is the relatedness between v and the vertex i in

V̄ . In this work, relatedness is defined as the probability that node i is visited in a

random walk process restarting at vertex v. We call each n-dimensional vector the

semantic signature of the vertex v.

The notion of signature extends naturally to a set of k vertices of V̄ : perform a

random walk with restart from the k vertices and consider the resulting probability

distribution over the n vertices. Thus, we can obtain the semantic signature of a

document by performing random walks from the entities that are mentioned in it.

Figure 4.1 illustrates the idea of the semantic signature of entities and docu-

ments.

e1 . . . ei . . . ej . . . en
e1 w11 . . . w1i . . . w1j . . . w1n
...

ei wi1 . . . wii . . . wij . . . win

...

ej wj1 . . . wji . . . wjj . . . wjn

...

ek wk1 . . . wki . . . wkj . . . wkn

d wd1 . . . wdi . . . wdj . . . wdn

Figure 4.1: Semantic signatures of entities and documents.

4.2.1 Random Walks with Restart

A random walk with restart is a stochastic process to traverse a graph, resulting

in a probability distribution over the vertices corresponding to the likelihood those

vertices are visited. This probability can be interpreted as the relatedness between

nodes in the graph. A random walk starts with an initial distribution over the nodes
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in the graph, propagating the distribution to adjacent vertices proportionally, until

convergence.

Let A be the transition matrix of the disambiguation graph, with Aij being the

probability of reaching entity ej from entity ei, which can be computed as follows:

Aij =
wij

∑

ek∈OUT (ei)
wik

in which, OUT (ei) is the set of entities directly reachable from ei, and wij is the

weight of the edge between ei and ej .

Let rt be the probability distribution at iteration t, and rti be the value of entity

ei, then rt+1
i is computed as follows:

rt+1
i =

∑

ej∈IN (ei)

rtj ∗ Aji (4.5)

in which IN (ei) is the set of entities linking to ei.

As is customary, we incorporate a random restart probability in the preference

vector to avoid the issues caused by sinks and guarantee convergence. Formally,

the random walk model can be modeled as:

rt+1 = β × rt × A+ (1− β)× v (4.6)

where v is the preference vector, and
∑

vi = 1. We also follow the standard

convention and set β = 0.85.

When a random walk process converges to a stationary state, we obtain a sta-

tionary distribution, which is what we use as our semantic signature.

4.2.2 Disambiguation Graph

A disambiguation graph that can capture the semantic relations between candidate

entities is important for our algorithm. In this work, we use the Co-occurrence

graph to construct our disambiguation graph (as described in Section 1.1.3). An

example disambiguation graph is shown in Figure 1.2, in which the leftmost col-

umn lists the mentions, the candidates column lists the candidate entities of these

mentions, and the neighbors column lists the neighboring entities of the candidates

in the Co-occurrence graph.
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We post-process the disambiguation graph to remove noisy entities and reduce

the size of the graph by pruning non-candidate entities that are connected to just

one candidate entity as well as entities with a low degree (200 was experimentally

chosen as the minimum value). Our EG is so dense that, without pruning, the dis-

ambiguation graph of most mentions quickly becomes prohibitively large. Notice

that candidate entities are never pruned, to ensure unpopular entities are included.

Discussion In addition to reducing the graph size and improving the efficiency of

the random walk process, another advantage of the smaller disambiguation graph

is that those candidates and their semantically-connected entities are more densely

connected (as per co-occurrence and direct linkage in Wikipedia), which preserves

the topic coherence assumption in most global approaches. As illustrated in Fig-

ure 1.2, the basketball related entities such as Jeff Malone, Utah Jazz, and others

form a much denser subgraph than other entities.

4.2.3 Semantic Signature Computation

With the disambiguation graph, we can then compute the semantic signatures using

the random walk models.

Semantic Signature of an Entity

To compute the semantic signature of a target entity ei, we need to ensure that the

random walk always restarts from ei. This can be done by setting the preference

vector v with vi = 1, and vj(j 6=i) = 0.

Semantic Signature of a Document

In principle, computing the semantic signature of a document is no different from

doing so for a single entity. Given a set of entities Ed representing a document, we

set their preference probability in vector v, and then compute the semantic signature

of the document through the random walk with restart from entities in Ed.

There are, however, two problems here. First, we do not know the true entity set

Ed representing the document (finding this set is the task of NED after all). Second,
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it is not clear how to set the weights in the preference vector. Different entities may

have different importance to the document, thus a uniform weight may not reflect

their importance. To solve these two problems, we explore the following strategies.

Finding Ed We say a mention is unambiguous if it is associated with only one

entity in the alias dictionary. Unambiguous mentions have been shown to help with

NED [68]. In Example 2, NBA MVP is one such unambiguous mention, which is

useful for the disambiguation of other mentions. We initialize the set Ed with the

referent entities of all unambiguous mentions in M and expand it as more mentions

are disambiguated.

In case all mentions in the document are ambiguous, we approximate Ed using

candidates of the mentions in M . While this approximation could bring in a lot

of noise which would potentially decrease the accuracy of the disambiguation, the

effectiveness may not be affected much by the noisy entities if the true entities are

well connected in the graph.

Determining Weights The preference probability of an entity ei could be af-

fected mainly by two factors: P (m, ei)—the probability mention m refers to ei,

and I(m)—the importance of the mention in its document.

For the case where the referent entities of unambiguous mentions are used,

P (m, ei) is 1 since ei is considered as the true entity of m. When using the can-

didate entities, the probability can be measured in several ways. Prior probability

is one measure that has been shown to be a strong baseline [31]. Other alterna-

tives include the context similarity between ei and m and uniform weights. We

experimented with several options, and, fortunately, as shown in our experimental

evaluation, WNED is very robust to the choice of weights, consistently yielding

good results.

While there could be other better measures, we use the standard tf-idf scheme

to compute the importance of a mention I(m) for simplicity.

Combining P (m, ei) and I(m) together, we compute the preference probability

as follows:
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vi = I(m) ∗ P (m, ei) (4.7)

With the preference vector v, the semantic signature of a document can be com-

puted using a random walk with restart on the disambiguation graph. As shown in

Figure 4.1, the row for document d gives its semantic signature.

4.3 Mention Disambiguation

4.3.1 Semantic Relatedness

Let SS (ei) be the semantic signature of a candidate entity ei ∈ cand(m), and

SS (d) be the semantic signature of the document d. There are several ways one

can use to compare these semantic signatures to estimate the semantic relatedness

between m and d. One standard way of doing so is to use the Kullback-Leibler

(KL) divergence: given two probability distributions P and Q, their KL divergence

measures their distance, as follows:

DKL(P ‖ Q) =
∑

i

Pi log
Pi

Qi

(4.8)

In this work, we use Zero-KL Divergence [46], a better approximation of the

KL divergence that handles the case when Qi is zero.

ZKLγ(P,Q) =
∑

i

Pi

{

log Pi

Qi
Qi 6= 0

γ Qi = 0
(4.9)

in which γ is a real number coefficient. Following the recommendation in [46], we

set γ = 20, arriving at the semantic relatedness used in Eq. 4.4:

ψ(ei, d) =
1

ZKLγ(SS (ei), SS (d))
(4.10)

4.3.2 Disambiguation Algorithm

As previously observed (see, e.g., [45], [51]), the NED problem is intimately

connected with a number of NP-hard optimizations on graphs, including the max-

imum m-clique problem [28], from which a polynomial time reduction is not hard
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Algorithm 1 Iterative WNED

Input: M = {m1,m2, . . . ,mn}, EG = (E,L)
Output: Assignment Γ̂ :M → E ∪ {NIL}

1: Γ̂ = 〈Γi, 1 ≤ i ≤ |M | |Γi = NIL〉
2: L = 〈mi ∈M sorted by |aliases(mi)|〉
3: for i = 1 to |L| do

4: if |cand(mi)| = 1 then

5: Γ̂i(mi) = cand(mi)
6: end if

7: if |cand(mi)| > 1 then

8: d = vecInit(M,EG, Γ̂); Q = SS (d)
9: max = 0

10: for ej ∈ cand(mi) do

11: P = SS (ej)

12: ψ(ej, d) =
1

ZKLγ(P,Q)
13: score(ej) = ψ(ej, d) · φ(mi, ej)
14: if score(ej) > max then

15: e∗ = ej ; max = score(ej)
16: end if

17: end for

18: if score(e∗) < θ then

19: Γ̂i(mi) = NIL

20: else

21: Γ̂i(mi) = e∗

22: end if

23: end if

24: end for

25: return Γ̂

to construct. Thus we resort to an iterative greedy algorithm, called Walking NED

(WNED), and described in Alg. 1.

WNED starts with the mentions sorted by their degree of ambiguity, measured

by the number of entities with that mention as an alias (line 2). Note that the ambi-

guity of a mention is typically much higher than the number of candidates that are

considered (after pruning). If a mention has a single candidate, WNED assigns that

candidate to the mention (line 5). Otherwise, the main loop of the algorithm goes

through that mention (lines 7–23): updating the semantic signature of the partial

entity assignment (line 8), computing the signature of each candidate (line 11), and

selecting the best candidate based on the greedy approximation of the original opti-
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Algorithm 2 vecInit

Input: M = {m1,m2, . . . ,mn},EG = (E,L),Γ :M → E

Output: Document disambiguation vector d

1: let n be the size of the disambiguation graph

2: d = 0(n)

3: if Γ 6= ∅ then

4: for m, e ∈ Γ do

5: de = 1
6: end for

7: else

8: for m ∈M do

9: for e ∈ cand(m) do

10: de = prior(m, e) · tf idf (m)
11: end for

12: end for

13: end if

14: normalize d

15: return d

mization in Eq. 4.4. A final step of the algorithm is to assign NIL to those mentions

whose even the best candidate entity has a low score (lines 18–22).

Parameters The experimental evaluation reported here was obtained with the fol-

lowing parameter setting: in Eq. 4.1 α = 0.8; in Eq. 4.6, β = 0.85; and in Eq. 4.9,

γ = 20. These settings were obtained experimentally.

4.3.3 Computational Cost

There are two factors contributing to the cost of WNED: computing the signatures,

and greedily selecting the best candidate for each mention.

Let n = |M | be the number of mentions, then the total number of candidates

considered by WNED is at most Kn, assuming a constant number K of promising

candidates are selected [32]. Thus the total number of semantic signature compu-

tations is Kn + |M | = O(n). Given that the size of the disambiguation graph is

O(n) vertices and O(n2) edges (unless some non-trivial pruning is performed) and

the number of iterations in the random walks is fixed, computing all signatures can

be done in O(n2) time (and space).
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As for the time required for the actual scoring, for fixed EG and input document,

computing the prior probability and the context similarity is done through database

lookups at O(1) time. In the standard WNED, we also need to compute the Zero-

KL divergence on vectors of length n, which can be done in O(n) time.

In our experience, the highest actual costs lie in building the disambiguation

graphs, which must be done for each input document, and performing the random

walks. Our current implementation keeps the entire disambiguation graph in main

memory to speed up the random walks.

4.4 Experimental Evaluation

The EG used in our experiment is built from the Wikipedia 20130606 dump. The

source code for our approach is available publicly1. For the metrics, we use the

standard accuracy, precision, recall, and F1. Note that we only focus on mentions

whose referent entities are in the EG. For the system implementation, we manage

our entity graphs on disks using the WebGraph2, and compute the random walk

with restart using the WeightedGraph library3.

4.4.1 Evaluation using Public NED Framework

Given the host of applications where NED is useful and the inherent difficulty of

the problem, a lot of effort has been devoted recently to establishing fair and com-

prehensive benchmarks for this task. In particular, Web-based evaluation platforms,

such as GERBIL [99], are a clear step in the right direction, as they go a long way

in automating the collection and reporting of results of different algorithms under

the same benchmarks and evaluation conditions.

GERBIL [99] is a general framework for entity annotation, which has more

than 11 NED approaches and 16 public datasets for the NED task. We com-

pare our approach with all available approach including graph-based approach:

AGDISTIS [98], AIDA [45], Babelfy [72], FOX [92], WAT [81], xLisa [108],

1https://github.com/U-Alberta/wned
2http://webgraph.di.unimi.it/
3http://law.di.unimi.it/satellite-software/weighted/
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corpus topic #docs #mentions/doc

ACE2004 news 57 4.44

AQUAINT news 50 14.54

MSNBC news 20 32.50

AIDA/CoNLL news 1393 19.97

DBpediaSpotlight news 58 5.69

KORE50 mixed 50 2.86

Microposts2014 tweets 3505 0.65

N3-RSS-500 RSS-feeds 500 0.99

N3-Reuters-128 news 128 4.85

OKE 2015 Task 1 encyclopedia 199 5.41

Table 4.1: Statistics of datasets in GERBIL [99].

and PBoH [27], and context-based approaches: DBpedia Spotlight [65], FREME

NER [88], Kea [93], and NERD-ML [86]. The datasets in GERBIL, with detailed

statistics shown in Table 4.1, mainly contain news articles, RSS feeds, tweets, and

encyclopedia, most of which are from news articles, indicating that mentions in

them likely refer to popular entities. Performance on datasets with very few men-

tions per document, such as Microposts2014 and N3-RSS-500, will depend more on

the local compatibility and less on the global coherence.

Table 4.2 gives the results of different approaches using GERBIL4, including

PBoH [27]5 and our approach6. Note that the results of PBoH in Table 4.2 are from

their updated report on GERBIL 1.2.4, which is different from the results reported

in their original work [27] 7.

We can see that comparing to other NED approaches, our WNED approach

is very competitive on most of the datasets. Although no special processing is

applied on the micropost2014 datasets, our approach still performs better than all

other approaches except the PBoH. One main type of errors on microposts is from

the candidate selection because of the casual writing style in microposts, which

introduces many unseen name variations.

4http://gerbil.aksw.org/gerbil/experiment?id=201611040001
5http://gerbil.aksw.org/gerbil/experiment?id=201610270004
6Results are available in http://dx.doi.org/10.7939/DVN/10968
7See details for the accuracy drop: https://github.com/AKSW/gerbil/issues/98
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Datasets AGDISTIS
[98]

AIDA [45]

Babelfy
[72]

DBpedia Spotlig
ht [65]

FOX [92]

FREME NER [88]

Kea [93]

NERD-M
L [86]

WAT [81]

xLisa
[108]

PBoH [27]

WNED

ACE2004

0.65 0.69 0.53 0.48 0.00 0.49 0.66 0.58 0.66 0.70 0.72 0.77

0.77 0.82 0.70 0.68 0.37 0.65 0.77 0.73 0.77 0.80 0.83 0.88

0.66 0.80 0.61 0.58 0.00 0.58 0.76 0.67 0.76 0.81 0.79 0.83

0.78 0.89 0.76 0.75 0.39 0.71 0.84 0.79 0.85 0.88 0.86 0.91

AQUAINT

0.52 0.55 0.68 0.53 0.00 0.56 0.78 0.60 0.73 0.76 0.81 0.79

0.51 0.55 0.68 0.52 0.00 0.43 0.78 0.58 0.74 0.75 0.81 0.79

0.73 0.57 0.70 0.55 0.00 0.58 0.81 0.62 0.75 0.79 0.84 0.83

0.59 0.56 0.70 0.54 0.00 0.44 0.80 0.60 0.76 0.77 0.83 0.83

MSNBC

0.73 0.69 0.71 0.42 0.02 0.22 0.78 0.62 0.73 0.50 0.82 0.88

0.73 0.65 0.68 0.44 0.02 0.16 0.77 0.64 0.73 0.50 0.82 0.90

0.74 0.74 0.76 0.46 0.02 0.24 0.84 0.67 0.79 0.55 0.86 0.89

0.73 0.70 0.73 0.48 0.02 0.18 0.84 0.70 0.80 0.57 0.85 0.91

AIDA/CoNLL-Complete

0.55 0.68 0.66 0.50 0.51 0.38 0.61 0.20 0.71 0.47 0.75 0.76

0.53 0.66 0.60 0.50 0.48 0.29 0.57 0.12 0.68 0.45 0.75 0.76

0.57 0.77 0.74 0.58 0.54 0.44 0.68 0.24 0.80 0.54 0.80 0.79

0.52 0.76 0.68 0.59 0.50 0.33 0.65 0.14 0.78 0.52 0.78 0.78

AIDA/CoNLL-Test A

0.54 0.67 0.65 0.48 0.49 0.28 0.61 0.00 0.70 0.45 0.75 0.76

0.50 0.62 0.59 0.47 0.45 0.23 0.56 0.00 0.66 0.41 0.73 0.75

0.56 0.74 0.74 0.55 0.53 0.33 0.67 0.00 0.78 0.52 0.80 0.78

0.49 0.71 0.68 0.55 0.47 0.25 0.64 0.00 0.76 0.48 0.77 0.75

AIDA/CoNLL-Test B

0.54 0.69 0.68 0.52 0.49 0.35 0.61 0.01 0.72 0.47 0.75 0.75

0.54 0.68 0.62 0.51 0.48 0.22 0.61 0.00 0.70 0.46 0.75 0.76

0.55 0.77 0.76 0.60 0.52 0.40 0.69 0.00 0.80 0.54 0.80 0.77

0.54 0.78 0.70 0.60 0.51 0.26 0.70 0.01 0.80 0.53 0.79 0.78

AIDA/CoNLL-Training

0.55 0.69 0.65 0.50 0.52 0.39 0.61 0.28 0.71 0.48 0.75 0.76

0.53 0.66 0.60 0.50 0.50 0.30 0.56 0.17 0.68 0.45 0.73 0.77

0.57 0.77 0.74 0.58 0.55 0.45 0.69 0.33 0.81 0.56 0.80 0.79

0.52 0.76 0.68 0.59 0.51 0.35 0.64 0.21 0.79 0.53 0.78 0.78

DBpediaSpotlight

0.27 0.25 0.52 0.71 0.15 0.45 0.74 0.56 0.67 0.71 0.79 0.79

0.28 0.21 0.51 0.69 0.12 0.31 0.73 0.53 0.69 0.71 0.80 0.81

0.40 0.25 0.52 0.71 0.15 0.45 0.74 0.56 0.67 0.71 0.80 0.80

0.36 0.21 0.51 0.69 0.12 0.31 0.73 0.53 0.69 0.71 0.80 0.82

KORE50

0.33 0.69 0.74 0.46 0.27 0.17 0.60 0.31 0.62 0.51 0.63 0.56

0.30 0.64 0.70 0.42 0.22 0.14 0.53 0.25 0.52 0.45 0.58 0.52

0.33 0.69 0.74 0.46 0.27 0.17 0.60 0.31 0.62 0.51 0.63 0.56

0.30 0.64 0.70 0.42 0.22 0.14 0.53 0.25 0.52 0.45 0.59 0.52

Microposts2014-Test

0.33 0.42 0.48 0.50 0.22 0.42 0.64 0.52 0.60 0.55 0.73 0.63

0.60 0.59 0.63 0.66 0.49 0.60 0.76 0.67 0.74 0.68 0.85 0.75

0.42 0.42 0.48 0.50 0.22 0.42 0.64 0.52 0.60 0.55 0.74 0.65

0.61 0.59 0.63 0.66 0.49 0.60 0.76 0.67 0.74 0.68 0.85 0.76

Microposts2014-Train

0.42 0.51 0.51 0.48 0.31 0.46 0.65 0.52 0.63 0.59 0.71 0.64

0.61 0.61 0.61 0.61 0.48 0.56 0.74 0.63 0.73 0.67 0.81 0.74

0.51 0.51 0.51 0.48 0.31 0.46 0.65 0.52 0.63 0.59 0.73 0.67

0.63 0.61 0.61 0.61 0.48 0.56 0.74 0.63 0.73 0.67 0.82 0.75

N3-RSS-500

0.61 0.45 0.44 0.20 0.56 0.28 0.44 0.38 0.44 0.45 0.53 0.69

0.61 0.39 0.38 0.16 0.54 0.20 0.39 0.30 0.37 0.38 0.53 0.69

0.52 0.66 0.64 0.32 0.50 0.44 0.62 0.57 0.64 0.65 0.55 0.65

0.52 0.64 0.63 0.41 0.49 0.45 0.61 0.58 0.63 0.66 0.48 0.62

N3-Reuters-128

0.66 0.47 0.45 0.33 0.54 0.24 0.51 0.41 0.52 0.39 0.65 0.63

0.72 0.38 0.39 0.27 0.57 0.16 0.46 0.35 0.44 0.34 0.72 0.63

0.64 0.57 0.55 0.41 0.52 0.31 0.61 0.51 0.63 0.49 0.69 0.62

0.68 0.51 0.55 0.41 0.54 0.29 0.60 0.51 0.59 0.52 0.72 0.60

OKE 2015 Task 1

evaluation dataset

0.59 0.56 0.59 0.31 0.56 0.32 0.63 0.61 0.57 0.62 0.63 0.62

0.60 0.55 0.58 0.27 0.53 0.26 0.63 0.60 0.56 0.61 0.63 0.62

0.62 0.63 0.66 0.36 0.60 0.38 0.71 0.70 0.65 0.71 0.68 0.65

0.61 0.62 0.65 0.30 0.56 0.28 0.71 0.68 0.62 0.70 0.67 0.64

OKE 2015 Task 1 ex-

ample set

1.00 0.60 0.4 0.22 0.78 0.25 0.55 0.00 0.60 0.5 0.50 0.67

1.00 0.72 0.65 0.44 0.67 0.44 0.69 0.33 0.72 0.69 0.67 0.75

1.00 0.86 0.57 0.50 0.80 0.40 0.75 0.00 0.86 0.80 0.67 0.75

1.00 0.89 0.80 0.33 0.89 0.50 0.82 0.33 0.89 0.89 0.78 0.82

OKE 2015 Task 1

gold standard sample

0.62 0.67 0.71 0.25 0.54 0.41 0.78 0.77 0.72 0.75 0.76 0.78

0.64 0.65 0.68 0.20 0.49 0.32 0.76 0.74 0.69 0.73 0.76 0.78

0.64 0.71 0.75 0.27 0.56 0.44 0.81 0.81 0.77 0.79 0.80 0.82

0.64 0.67 0.72 0.22 0.53 0.35 0.79 0.77 0.73 0.76 0.78 0.80

Table 4.2: Results reported by GERBIL. The rows in each cell report the F1@Micro,

F1@Macro, InKB F1@Micro, and InKB F1@Macro, in which red marks the highest F1

and blue marks the second highest F1.
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4.4.2 Evaluation on Established Benchmarks

Despite their effectiveness and convenience, the information reported by platforms

such as GERBIL (particularly, aggregate accuracy measurements) is not enough

for a deeper analysis that can lead to algorithmic improvements. Thus, we re-

implement and experiment with several state-of-the-art NED approaches and com-

pare our WNED against them. In the remaining section, we report our experimental

evaluation on well-known publicly available benchmarks.

Method
MSNBC AQUAINT ACE2004 AIDA-CONLL

Acc. F1@MI F1@MA Acc. F1@MI F1@MA Acc. F1@MI F1@MA Acc. F1@MI F1@MA

PRIOR 0.86 0.86 0.87 0.84 0.87 0.87 0.85 0.85 0.87 0.75 0.75 0.76

CONTEXT 0.77 0.78 0.72 0.66 0.68 0.68 0.61 0.62 0.57 0.40 0.40 0.35

Cucerzan 0.88 0.88 0.88 0.77 0.79 0.78 0.79 0.79 0.78 0.73 0.74 0.72

M&W 0.68 0.78 0.80 0.80 0.85 0.85 0.75 0.81 0.84 0.60 0.68 0.68

Han11 0.88 0.88 0.88 0.77 0.79 0.79 0.72 0.73 0.67 0.62 0.62 0.58

AIDA 0.77 0.79 0.76 0.53 0.56 0.56 0.77 0.80 0.84 0.78 0.79 0.79

GLOW 0.66 0.75 0.77 0.76 0.83 0.83 0.75 0.82 0.83 0.68 0.76 0.71

RI 0.89 0.90 0.90 0.85 0.88 0.88 0.82 0.87 0.87 0.79 0.81 0.80

WNED 0.89 0.90 0.90 0.88 0.90 0.90 0.83 0.86 0.89 0.84 0.84 0.83

Table 4.3: Accuracy results of all methods on the 4 public benchmarks.

We compare WNED to the following approaches: Cucerzan [17], M&W [68],

Han11 [38], AIDA [45], GLOW [85], and RI [15]. Detailed descriptions of these

approaches are given in Chapter 2 (Related Work).

We also evaluate two useful baselines: PRIOR which picks the entity with the

highest prior probability for each mention using prior(m, e), and CONTEXT which

chooses the candidate entity with the highest textual similarity to the mention using

ctxSim(m, e). These baselines are informative as virtually all methods rely on

these measures in one way or another, including ours (recall Eq. 4.4). Somewhat

surprisingly, as shown next, not every method improves on both of them.

Also, as mentioned in [27], GERBIL uses an old version of the public datasets.

Thus we update the 4 widely used public benchmarks as described in Section 3.5.

To avoid any discrepancy in the results caused by different Wikipedia versions

used in different approaches, we update all datasets and results of the compared

NED approaches to their redirected entities in our Wikipedia dump. All datasets

used in this evaluation and the results obtained with each method on each document

can be downloaded from http://dx.doi.org/10.7939/DVN/10968.
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Table 4.3 shows the results of the two baselines, 6 competing NED approaches,

and our WNED on the 4 public benchmarks. As customary, we report F1 aggre-

gated across mentions (micro-averaged, indicated as F1@MI) and across docu-

ments (macro-averaged, F1@MA).

Discussion A few observations are worth making here. Among previous work,

RI has the best performance across benchmarks. The disambiguation via textual

similarity alone, as done by the CONTEXT baseline, leads to poor accuracy in gen-

eral, especially on the more challenging AIDA-CONLL benchmark. The PRIOR

baseline, on the other hand, performs well across the board, outperforming several

approaches. This points to limitations in the benchmarks themselves: they use high-

quality news articles, where the entities are likely to be mentioned at least once by

their full name (which is easy to disambiguate with the prior probability alone).

The reader will notice that virtually every method in the literature is evaluated

against the baseline PRIOR, and if one looks back to earlier works, the reported

accuracy of PRIOR is not nearly as high as what we report. This can be explained

by the continuous cleaning process on Wikipedia—from which the statistics are

derived. As we use a more recent and cleaner corpus, where the support for good

and appropriate entity aliases is markedly higher than for inappropriate mentions.

With respect to WNED, it outperforms all competitors on all benchmarks. An-

other observation is that there is quite a lot of variability in the relative ordering

of the previous methods across benchmarks, except for RI and our methods. This

somewhat surprising lack of robustness in some approaches may have been caused

by over-tuning for the development benchmark, resulting in poor generalization

when tested on different benchmarks.

4.4.3 Qualitative Error Analysis

We now look at the types of errors made in our approach. We manually inspected

every error for the smaller datasets: MSNBC, AQUAINT, and ACE2004, and ana-

lyzed 20 errors randomly picked in each bracket of AIDA-CoNLL (a collection of

documents with accuracy of PRIOR within a range).
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Figure 4.2: Breakdown of errors by WNED across benchmarks; for AIDA-CONLL, the

errors are estimated using a sample.

The first observation is that, in the benchmarks, a large fraction of errors in

our method happen in the candidate selection phase, as illustrated in Fig. 4.2. On

average, 54% of the errors in the smaller benchmarks are due to issues in candidate

selection (compared with 18% in AIDA-CoNLL). This reinforces the hypothesis

that the entities mentioned in these public benchmarks are easy to disambiguate.

Below we discuss prototypical errors in each of the phases.

Errors during Candidate Selection

Incorrect Co-reference Resolution We employ a co-reference resolution algo-

rithm in our text processing pipeline to increase recall. It is possible that distinct

named entities are incorrectly deemed to be the same because of the heuristic nature

of the algorithm. For example, in the sentence

“Time Warner stagnated for five years after it was created in 1990 by

the merger of Time and Warner.”

the entity “Time” at the end is incorrectly resolved to “Time Warner”, leading to an

error. About 1% of the errors are due to the incorrect resolution of named entities.
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Incomplete Alias Dictionary Currently, we disambiguate only those mentions

corresponding to an alias from Wikipedia, leading to problems in sentences like

“Thirteen miners were trapped inside the Sago Mine near Buckhannon,

W. Va.”

In this case, we miss the abbreviation “W. Va.” for West Virginia. This kind of error

was noticeably more common in the easier benchmarks (accounting for 30% of the

errors in the ACE2004 dataset). In the AIDA-CONLL benchmark, only 2% of the

errors are due to this problem.

Aggressive Pruning Another source of error by our method is pruning the correct

entity from the candidate set. For example, in sentence

“A state coordinator for the Florida Green Party said she had been ...”

the correct entity (the Green Party of Florida) is pruned due its low prior, but it

could be correctly resolved given the mention of Florida in the same sentence.

Instead, WNED links the mention to the US Green Party. Of course, pruning is

done to reduce the cost of the random walks, and future algorithmic improvements

can alter this trade-off.

Errors during Mention Disambiguation

These are errors where the correct entities according to the ground truth were se-

lected as the candidates but not chosen during the mention disambiguation phase

by our algorithm.

Lack of Application Domain We observe that most of the errors associated with

locations happen because the documents in most benchmarks are news articles that

start with the location of the news source reporting the news (e.g., New York Times

documents always start with a mention to New York). More often than not, such

locations are unrelated to the topic of the document and other mentions in the doc-

ument, breaking the topic coherence assumption. These errors, which can be easily

avoided via pre-processing, accounts for 5% of the mistakes of our algorithm in the

MSNBC and AIDA-CoNLL benchmarks and 2% across all benchmarks.

62



Need for Deeper Text Analysis There are of course very hard disambiguation

cases where a more in-depth understanding of the text would be needed for a suc-

cessful algorithmic approach. One example is the sentence:

“Maj. Gen. William Caldwell, a U.S. military spokesman, told re-

porters that ...”

In this case, there are two candidates with the same name and high military rank,

thus being semantically related to the document and confusing the algorithm. How-

ever, extraneous facts about the candidates, though unrelated to the text itself, could

be used for disambiguating the mention. For instance, the candidate incorrectly

chosen by our algorithm died in the 1820s while the correct candidate was still

alive at the time the benchmark article was written. Given that the document states

the facts as current news, the incorrect candidate could have been pruned out.

Questionable Errors

We argue that in many cases, our approach (as well as other approaches) chose an

entity that is considered erroneous by the ground truth, but that would be acceptable

to a human judge. For example, in the sentence:

“Coach Saban said the things Crimson Tide fans most wanted to hear.”

our approach links “Crimson Tide” in the sentence to the Alabama Crimson Tide

football, which is the men’s varsity football team of the university while the ground

truth refers to Alabama Crimson Tide which corresponds to both the men’s and

women’s teams. We found that about 17% of the errors are in this category, with

a higher prevalence in the harder benchmarks (21%). Table 4.4 lists many other

similar errors, where a case can be made that the ground-truth itself is probably too

strict.

Impact of the Greedy Approach

Given that the iterative WNED is a greedy algorithm, it is interesting to see how

an erroneous disambiguation decision influences future ones, especially in the very

first round. In all benchmarks, we found 1 error in the first round among all the
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Mention WNED Suggestion Ground Truth

Iraqi Iraqi people Iraq

Hungarian Hungary Hungarian people

executives Corporate title Chief executive officer

Russian Russian language Russians

Iranian Iranian people Iran

Greek Greek language Ancient Greece

civil war American Civil War Civil war

broadcaster Presenter Broadcasting

Table 4.4: Questionable disambiguation errors

errors in MSNBC, AQUAINT, and ACE2004 datasets8, and less than 8 errors from

the random samples in the AIDA-CONLL benchmark. In all cases, the first error

did not prevent the algorithm from correctly disambiguating other mentions.

As for the initialization step, we found that most documents in our benchmarks

do have unambiguous mentions available, and most of them are correctly linked to

the true entity9. In MSNBC, we have 2 errors from the unambiguous mentions, New

York Stock Exchange and NYSE; both are linked to New York Mercantile Exchange.

This error barely affects the semantic signature since they are still stock related

entities. There are 5 such errors in AQUAINT, and 1 error in ACE2004, all of which

have little effect on the linking results of other mentions in the same document.

Finally, we found that most other errors happened after 5 iterations when the

document disambiguation vector already captures the topic fairly well. These er-

rors are on mentions that are not semantically related to other mentions in the doc-

ument, or simply due to the disproportionately high priors favoring (incorrectly)

head entities.

8A mention to the USS Cole which should have been linked to USS Cole (DDG-67), was linked

to USS Cole bombing.
9Recall (Sec. 4.3) we initialize the document disambiguation vector with unambiguous mentions

when available.
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4.5 Summary

In this chapter, we described a mention disambiguation approach that combines

lexical and statistical features with semantic relatedness computed using semantic

signatures, a semantic representation of entities derived from random walks over

suitably designed disambiguation graphs. Our semantic signature uses more rele-

vant entities from an entity graph, thus reducing the effect of feature sparsity, and

results in a substantial accuracy gain. We proposed a hand-tuned greedy algorithm

which outperformed the previous state-of-the-arts by a wide margin. We also evalu-

ated our WNED approach using the GERBIL framework on 16 public datasets and

showed the superiority of our approach.

Moreover, we demonstrated several shortcomings of the existing NED bench-

marks: they use high-quality news articles, where most entities are popular entities,

thus easy to disambiguate with the prior probability alone. This finding motivates

us to build more balanced benchmarks with documents of varying disambiguation

difficulty, as described in Chapter 5. We also performed a comprehensive qualita-

tive analysis on the disambiguation results, which gives directions for future im-

provement. Our analysis found that around 54% of the disambiguation errors were

due to issues in candidate selection such as incorrect name expansion, incomplete

alias dictionary, and aggressive pruning. The errors during mention disambiguation

pointed out a need for deeper text understanding using resources like the common

knowledge and structural relations.
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Chapter 5

NED via Learning to Rank

In this chapter, we consider using a supervised algorithm to address the robust-

ness issue of the hand-tuned algorithm in WNED. We employ a learning to rank

algorithm to combine local features and the semantic relatedness to learn a robust

ranking model for the mention disambiguation task. Our experimental evaluation

demonstrates the superiority of this supervised approach in both accuracy and ro-

bustness.

5.1 Overview

While our unsupervised approach WNED can achieve the state-of-the-art accuracy,

its hand-tuned algorithm is sensitive to datasets and inflexible to incorporate new

features as needed. With abundant datasets available for NED, supervised machine

learning methods, in this case, would be a suitable solution for NED to build robust

models with better parameter tuning and flexibility to new data and features.

The idea of applying supervised algorithms on NED is not new. Milne and

Witten [68] employ a few classifiers, including Naive Bayes, C4.5, and SVM, on

features like local context and prior probability. Their approach, however, takes

all mentions as independent instances and ignores the global coherence. Zheng

et al. [112] employ a learning to rank algorithm for the NED task and show that

the ListNET algorithm outperforms both SVM and Perceptron. Similar to Milne

and Witten, their approach mainly focuses on local features, overlooking the global

coherence and semantic relatedness.
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We consider NED as an entity ranking problem, which is similar to the ranking

problem in the document retrieval task in Information Retrieval (IR). While docu-

ment retrieval ranks web documents by their relevance to a user query, NED ranks

candidate entities by their similarity to a given mention. One difference is that

document retrieval returns a list of ranked documents while NED considers only

the top 1 candidate. Our approach employs a pairwise learning to rank algorithm

LambdaMART [105] to combine both local features and the global coherence into

a ranking model which can benefit from the robustness of the supervised algorithm

and the effectiveness of the global coherence.

5.2 Supervised Walking NED

5.2.1 Learning to Rank

A number of supervised learning algorithms can be employed to learn ranking mod-

els for the measure of similarity scores between a mention and its candidates. Most

approaches, however, treat mention-candidate pairs as independent instances with-

out considering the ranking structure of candidate entities, resulting in mediocre

results. To handle this issue, learning to rank algorithms take the ranking structure

into evaluation metrics and objective loss functions, and exploit it to learn models

that are specific to ranking tasks.

Learning to rank approaches originate from IR and have broad applications in

many other tasks, including entity search, question answering, and machine transla-

tion [55]. Based on how the ranking structure of instances is used, learning to rank

approaches can be divided into three categories [55].

Pointwise Approach In pointwise learning to rank approaches, the ranking struc-

ture of candidates is ignored, and each mention-candidate pair is treated as an inde-

pendent instance, for which a relevance score is computed using a ranking model.

Depending on the output of the ranking model (e.g., a category label or a real num-

ber), we can employ traditional classification or regression supervised algorithms

to train the ranking model.
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Pairwise Approach The pairwise approaches transform a ranking problem into

a pairwise classification problem. Given a mention mi ∈ M , its candidate entities

eij ∈ cand(mi), and the ranking of each candidate rj , pairwise approaches con-

sider each preference pair of candidates 〈ej, ek〉 as an instance and their relative

ranking as the label. For example, the preference pair 〈ej, ek〉 is a positive instance

when rj > rk, or a negative instance otherwise. In this way, we can employ ex-

isting supervised classification algorithms to learn ranking models. Compared to

the pointwise approaches, which handle each candidate separately, the pairwise ap-

proaches consider partial ranking structure in their learning algorithms.

Listwise Approach Listwise approaches take a step further to exploit the full

ranking structure of candidates. They consider each ranking list as one instance, and

train a ranking model by minimizing a loss function on the list, using metrics like

the KL-divergence between the learned ranking list and the true ranking list [11].

In this work, we use LambdaMART [105], a pairwise learning to rank al-

gorithm, to build our ranking model. LambdaMART combines the strength of

MART and LambdaRank. MART (Multiple Additive Regression Trees) is a gra-

dient boosted decision tree algorithm that learns prediction models in the form of

an ensemble of weak decision trees, and has been shown to work remarkably well

on classification tasks [25]. The algorithm, however, conducts the Gradient De-

scent in the functional space which still faces the discontinuous issue in most IR

measures. LambdaRank, on the other hand, leverages the fact that neural net train-

ing only needs the gradients of the cost function instead of the function itself, and

proposes to use a gradient function (Lambda Function) as a surrogate loss function

to the IR measure, which can bypass the discontinuous issue in typical IR measures.

Below are details about the features and training data we use in our approach.

5.2.2 Features

While many features [112] can be used to improve the ranking accuracy, our main

goal, however, is to exploit the semantic relatedness computed from the random

walks and the annotation datasets to learn a robust ranking model for the NED
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task, rather than performing exhaustive feature engineering at the risk of over-

fitting. Therefore we use only 4 features, all of which are familiar in this research

area. More precisely, given a mention-entity pair 〈m, e〉, we extract the follow-

ing features: (1) prior probability prior(m, e), (2) context similarity ctxSim(m, e),

(3) semantic relatedness ψ(e,d) in which d is obtained by Alg. 2 using the ini-

tial Γ̂ , computed as in lines 1–4 in Alg. 1 in Chapter 4, and (4) name similarity

nameSim(m, e), which is measured by the N-Gram distance [50] between the name

of m and the canonical name of e.

5.2.3 Training data

High-quality training data is critical to develop ranking models. For learning to

rank algorithms, an ideal training dataset would consist of a complete ranking of

candidates for each mention. In practice, however, obtaining such ranking would

be infeasible because it is subjective to users’ preference and also costly to collect.

Without a full ranking of candidates, partial ranking from annotation datasets is

also valuable for learning to rank algorithms. For any pairwise ranking methods,

the training instances for each mention are ordered pairs of entities 〈ei, ej〉 such

that ei is ranked higher than ej . In annotation datasets, the true entity of a mention

always ranks higher than other candidates, thus can be used to create such training

instances. Given a mention m and its true entity e in the candidate set, the training

instances will be created as 〈e, ei〉 in which ei 6= e and is ranked lower than e.

5.3 Experimental Evaluation

We evaluate our approach in two ways. The first one uses 5-fold cross-validation on

the 4 datasets (MSNBC, AQUAINT, ACE2004, and AIDA-CoNLL), and reports the

average results of each validation. The second one uses the whole AIDA-CoNLL

as the training dataset and evaluates on the other 3 datasets. For the two models,

L2R refers to the model trained on a fraction of the respective datasets, and L2R-

CONLL is the model trained on the AIDA-CONLL dataset, regardless of the test

corpora. For the LambdaMART algorithm, we use the implementation provided in
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the RankLib1 with default parameters.

5.3.1 Evaluation on Established Benchmarks

Method
MSNBC AQUAINT ACE2004 AIDA-CONLL

Acc. F1@MI F1@MA Acc. F1@MI F1@MA Acc. F1@MI F1@MA Acc. F1@MI F1@MA

PRIOR 0.86 0.86 0.87 0.84 0.87 0.87 0.85 0.85 0.87 0.75 0.75 0.76

CONTEXT 0.77 0.78 0.72 0.66 0.68 0.68 0.61 0.62 0.57 0.40 0.40 0.35

Cucerzan 0.88 0.88 0.88 0.77 0.79 0.78 0.79 0.79 0.78 0.73 0.74 0.72

M&W 0.68 0.78 0.80 0.80 0.85 0.85 0.75 0.81 0.84 0.60 0.68 0.68

Han11 0.88 0.88 0.88 0.77 0.79 0.79 0.72 0.73 0.67 0.62 0.62 0.58

AIDA 0.77 0.79 0.76 0.53 0.56 0.56 0.77 0.80 0.84 0.78 0.79 0.79

GLOW 0.66 0.75 0.77 0.76 0.83 0.83 0.75 0.82 0.83 0.68 0.76 0.71

RI 0.89 0.90 0.90 0.85 0.88 0.88 0.82 0.87 0.87 0.79 0.81 0.80

WNED 0.89 0.90 0.90 0.88 0.90 0.90 0.83 0.86 0.89 0.84 0.84 0.83

L2R-CONLL 0.91 0.92 0.92 0.85 0.87 0.87 0.85 0.88 0.90
0.89 0.89 0.89

L2R 0.91 0.92 0.91 0.88 0.90 0.90 0.85 0.88 0.89

Table 5.1: Accuracy results of all methods on the 4 public benchmarks.

Table 5.1 gives the results of L2R and L2R-CONLL on the 4 benchmarks. As

shown, both L2R and L2R-CONLL outperform all competitors on the 4 datasets,

with L2R performing the best overall. Another observation is that our ranking

model trained on AIDA-CONLL is quite competitive on all other datasets, and

sometimes superior to the model trained on data from the particular benchmark.

While not surprising (as all benchmarks come from the same domain—news), these

results mean that the model trained on AIDA-CONLL can be seen as an effective

off-the-shelf ranking model. Another general observation is that there is quite a lot

of variability in the relative ordering of the previous methods across benchmarks,

except for RI and our methods. This somewhat surprising lack of robustness in a

few approaches may have been caused by over-tuning for the development datasets,

resulting in poor generalization when tested on different datasets.

5.3.2 Evaluation on New Unbiased Benchmarks

From the above results on the 4 benchmarks, we can see that the PRIOR baseline

is surprisingly competitive to most approaches. Considering the simplicity of this

baseline, which is solely based on the prior probability, we think these datasets are

highly biased towards entities with high prior probability, and thus, not represen-

tative of all scenarios where NED is necessary. To confirm our assumption, we

1https://sourceforge.net/p/lemur/wiki/RankLib/
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conduct a deeper analysis of the 4 benchmarks and reveal the bias issue of them:

favoring towards popular entities while ignoring the long-tail unpopular ones.

To evaluate the robustness of our approaches using more balanced benchmarks,

we propose a framework for deriving benchmarks and construct two new bench-

marks from Wikipedia and the ClueWeb 2012 corpus. We use the PRIOR baseline

as a proxy to measure the disambiguation difficulty of a document and construct

benchmarks with varying difficulty, in which each proportion consists of docu-

ments within the same level of difficulty. Details about the benchmark analysis

and the construction of new benchmarks are given in Appendix A.

Fig. 5.1 shows the results on the new benchmarks. We plot the accuracy of

the best-performing approaches for each bracket (defined by the accuracy of the

PRIOR baseline). For clarity, we plot the accuracy of the best 5 approaches. For

comparison, we also show the accuracy of each approach on the AIDA-CONLL

benchmark. For convenience, a diagonal dotted line whose area under the curve

(AUC) is 0.5 (loosely corresponding to the PRIOR baseline) is also shown. Ap-

proaches consistently above that line are expected to outperform the PRIOR base-

line in practice. Table 5.2 shows the average accuracy of every approach across

brackets, corresponding to the AUC in Fig. 5.1.

Method AIDA-CONLL Wikipedia ClueWeb 12

PRIOR 0.57 0.56 0.57

CONTEXT 0.39 0.59 0.42

Cucerzan 0.68 0.66 0.60

M&W 0.58 0.83 0.65

Han11 0.57 0.78 0.61

AIDA 0.75 0.63 0.59

GLOW 0.61 0.69 0.57

RI 0.74 0.75 0.68

WNED 0.79 0.84 0.77

L2R-CONLL 0.85 0.85 0.78

Table 5.2: Average per-bracket accuracy on large-scale benchmarks. Only those brackets

with PRIOR accuracy 0.3 or higher are used.
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Figure 5.1: Average accuracy of the top-5 methods on the AIDA-CONLL, Wikipedia,

and Clueweb 12 datasets grouped by the accuracy of the PRIOR baseline.

72



A few observations are worth mentioning here. First, the two new benchmarks

complement the AIDA-CONLL benchmark: overall, the Wikipedia benchmark

is easier than AIDA-CONLL, while the ClueWeb 12 is harder. Second, as be-

fore, the approach RI performs quite well, although not as dominantly as in the

4 public benchmarks. It also seems that the previous supervised methods tend to

over-perform on their development datasets (Wikipedia for M&W and CoNLL for

AIDA).

Our WNED and L2R-CONLL approaches outperform all other competitors

across all benchmarks, performing much better on the more “difficult” cases (i.e., in

lower brackets). In concrete terms, WNED and L2R-CONLL exhibit, on average,

21% and 26% relative gain in accuracy over the competing approaches (excluding

the baselines) on the 3 benchmarks combined, which is significant. Given that

our development and tuning are done with a subset of the AQUAINT, MSNBC,

and ACE2004, the strong results of WNED and L2R-CONLL demonstrate the

robustness and generality of our approach.

5.3.3 Evaluation using Public NED Framework

Table 5.3 lists the evaluation results using the GERBIL framework. As shown,

L2R-CONLL makes a further improvement over the WNED approach on most

datasets, especially on the two micropost datasets on which a 3% improvement is

made.
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Datasets AGDISTIS
[98]

AIDA [45]

Babelfy
[72]

DBpedia Spotlig
ht [65]

FOX [92]

FREME NER [88]

Kea [93]

NERD-M
L [86]

WAT [81]

xLisa
[108]

PBoH [27]

WNED
L2R-C

ONLL

ACE2004

0.65 0.69 0.53 0.48 0.00 0.49 0.66 0.58 0.66 0.70 0.72 0.77 0.76

0.77 0.82 0.70 0.68 0.37 0.65 0.77 0.73 0.77 0.80 0.83 0.88 0.87

0.66 0.80 0.61 0.58 0.00 0.58 0.76 0.67 0.76 0.81 0.79 0.83 0.81

0.78 0.89 0.76 0.75 0.39 0.71 0.84 0.79 0.85 0.88 0.86 0.91 0.90

AQUAINT

0.52 0.55 0.68 0.53 0.00 0.56 0.78 0.60 0.73 0.76 0.81 0.79 0.79

0.51 0.55 0.68 0.52 0.00 0.43 0.78 0.58 0.74 0.75 0.81 0.79 0.79

0.73 0.57 0.70 0.55 0.00 0.58 0.81 0.62 0.75 0.79 0.84 0.83 0.83

0.59 0.56 0.70 0.54 0.00 0.44 0.80 0.60 0.76 0.77 0.83 0.83 0.83

MSNBC

0.73 0.69 0.71 0.42 0.02 0.22 0.78 0.62 0.73 0.50 0.82 0.88 0.88

0.73 0.65 0.68 0.44 0.02 0.16 0.77 0.64 0.73 0.50 0.82 0.90 0.89

0.74 0.74 0.76 0.46 0.02 0.24 0.84 0.67 0.79 0.55 0.86 0.89 0.89

0.73 0.70 0.73 0.48 0.02 0.18 0.84 0.70 0.80 0.57 0.85 0.91 0.90

AIDA/CoNLL-Complete

0.55 0.68 0.66 0.50 0.51 0.38 0.61 0.20 0.71 0.47 0.75 0.76 0.77

0.53 0.66 0.60 0.50 0.48 0.29 0.57 0.12 0.68 0.45 0.75 0.76 0.77

0.57 0.77 0.74 0.58 0.54 0.44 0.68 0.24 0.80 0.54 0.80 0.79 0.80

0.52 0.76 0.68 0.59 0.50 0.33 0.65 0.14 0.78 0.52 0.78 0.78 0.79

AIDA/CoNLL-Test A

0.54 0.67 0.65 0.48 0.49 0.28 0.61 0.00 0.70 0.45 0.75 0.76 0.76

0.50 0.62 0.59 0.47 0.45 0.23 0.56 0.00 0.66 0.41 0.73 0.75 0.75

0.56 0.74 0.74 0.55 0.53 0.33 0.67 0.00 0.78 0.52 0.80 0.78 0.79

0.49 0.71 0.68 0.55 0.47 0.25 0.64 0.00 0.76 0.48 0.77 0.75 0.76

AIDA/CoNLL-Test B

0.54 0.69 0.68 0.52 0.49 0.35 0.61 0.01 0.72 0.47 0.75 0.75 0.76

0.54 0.68 0.62 0.51 0.48 0.22 0.61 0.00 0.70 0.46 0.75 0.76 0.77

0.55 0.77 0.76 0.60 0.52 0.40 0.69 0.00 0.80 0.54 0.80 0.77 0.79

0.54 0.78 0.70 0.60 0.51 0.26 0.70 0.01 0.80 0.53 0.79 0.78 0.79

AIDA/CoNLL-Training

0.55 0.69 0.65 0.50 0.52 0.39 0.61 0.28 0.71 0.48 0.75 0.76 0.77

0.53 0.66 0.60 0.50 0.50 0.30 0.56 0.17 0.68 0.45 0.73 0.77 0.77

0.57 0.77 0.74 0.58 0.55 0.45 0.69 0.33 0.81 0.56 0.80 0.79 0.80

0.52 0.76 0.68 0.59 0.51 0.35 0.64 0.21 0.79 0.53 0.78 0.78 0.79

DBpediaSpotlight

0.27 0.25 0.52 0.71 0.15 0.45 0.74 0.56 0.67 0.71 0.79 0.79 0.80

0.28 0.21 0.51 0.69 0.12 0.31 0.73 0.53 0.69 0.71 0.80 0.81 0.82

0.40 0.25 0.52 0.71 0.15 0.45 0.74 0.56 0.67 0.71 0.80 0.80 0.81

0.36 0.21 0.51 0.69 0.12 0.31 0.73 0.53 0.69 0.71 0.80 0.82 0.83

KORE50

0.33 0.69 0.74 0.46 0.27 0.17 0.60 0.31 0.62 0.51 0.63 0.56 0.50

0.30 0.64 0.70 0.42 0.22 0.14 0.53 0.25 0.52 0.45 0.58 0.52 0.50

0.33 0.69 0.74 0.46 0.27 0.17 0.60 0.31 0.62 0.51 0.63 0.56 0.50

0.30 0.64 0.70 0.42 0.22 0.14 0.53 0.25 0.52 0.45 0.59 0.52 0.50

Microposts2014-Test

0.33 0.42 0.48 0.50 0.22 0.42 0.64 0.52 0.60 0.55 0.73 0.63 0.67

0.60 0.59 0.63 0.66 0.49 0.60 0.76 0.67 0.74 0.68 0.85 0.75 0.79

0.42 0.42 0.48 0.50 0.22 0.42 0.64 0.52 0.60 0.55 0.74 0.65 0.69

0.61 0.59 0.63 0.66 0.49 0.60 0.76 0.67 0.74 0.68 0.85 0.76 0.79

Microposts2014-Train

0.42 0.51 0.51 0.48 0.31 0.46 0.65 0.52 0.63 0.59 0.71 0.64 0.67

0.61 0.61 0.61 0.61 0.48 0.56 0.74 0.63 0.73 0.67 0.81 0.74 0.76

0.51 0.51 0.51 0.48 0.31 0.46 0.65 0.52 0.63 0.59 0.73 0.67 0.70

0.63 0.61 0.61 0.61 0.48 0.56 0.74 0.63 0.73 0.67 0.82 0.75 0.78

N3-RSS-500

0.61 0.45 0.44 0.20 0.56 0.28 0.44 0.38 0.44 0.45 0.53 0.69 0.68

0.61 0.39 0.38 0.16 0.54 0.20 0.39 0.30 0.37 0.38 0.53 0.69 0.68

0.52 0.66 0.64 0.32 0.50 0.44 0.62 0.57 0.64 0.65 0.55 0.65 0.63

0.52 0.64 0.63 0.41 0.49 0.45 0.61 0.58 0.63 0.66 0.48 0.62 0.61

N3-Reuters-128

0.66 0.47 0.45 0.33 0.54 0.24 0.51 0.41 0.52 0.39 0.65 0.63 0.64

0.72 0.38 0.39 0.27 0.57 0.16 0.46 0.35 0.44 0.34 0.72 0.63 0.63

0.64 0.57 0.55 0.41 0.52 0.31 0.61 0.51 0.63 0.49 0.69 0.62 0.65

0.68 0.51 0.55 0.41 0.54 0.29 0.60 0.51 0.59 0.52 0.72 0.60 0.60

OKE 2015 Task 1

evaluation dataset

0.59 0.56 0.59 0.31 0.56 0.32 0.63 0.61 0.57 0.62 0.63 0.62 0.62

0.60 0.55 0.58 0.27 0.53 0.26 0.63 0.60 0.56 0.61 0.63 0.62 0.62

0.62 0.63 0.66 0.36 0.60 0.38 0.71 0.70 0.65 0.71 0.68 0.65 0.65

0.61 0.62 0.65 0.30 0.56 0.28 0.71 0.68 0.62 0.70 0.67 0.64 0.65

OKE 2015 Task 1 ex-

ample set

1.00 0.60 0.4 0.22 0.78 0.25 0.55 0.00 0.60 0.5 0.50 0.67 0.67

1.00 0.72 0.65 0.44 0.67 0.44 0.69 0.33 0.72 0.69 0.67 0.75 0.75

1.00 0.86 0.57 0.50 0.80 0.40 0.75 0.00 0.86 0.80 0.67 0.75 0.75

1.00 0.89 0.80 0.33 0.89 0.50 0.82 0.33 0.89 0.89 0.78 0.82 0.82

OKE 2015 Task 1

gold standard sample

0.62 0.67 0.71 0.25 0.54 0.41 0.78 0.77 0.72 0.75 0.76 0.78 0.78

0.64 0.65 0.68 0.20 0.49 0.32 0.76 0.74 0.69 0.73 0.76 0.78 0.77

0.64 0.71 0.75 0.27 0.56 0.44 0.81 0.81 0.77 0.79 0.80 0.82 0.82

0.64 0.67 0.72 0.22 0.53 0.35 0.79 0.77 0.73 0.76 0.78 0.80 0.79

Table 5.3: Results reported by GERBIL. The rows in each cell report the F1@Micro,

F1@Macro, InKB F1@Micro, and InKB F1@Macro, in which red marks the highest F1

and blue marks the second highest F1.
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5.4 Summary

In this chapter, we proposed a supervised approach for NED using a learning to rank

algorithm to combine various local and global features, and experimentally evalu-

ated the performance of our approach on 4 public benchmarks and a public NED

evaluation framework. Our L2R approach was shown to outperform many state-of-

the-arts, including our unsupervised approach WNED. More importantly, we found

that the ranking model trained on one dataset (AIDA-CoNLL) also achieved high

accuracy on other datasets. To further evaluate the robustness of our approaches,

we constructed two balanced benchmarks from large corpora and the evaluation on

them further demonstrated the robustness of our learning to rank approach.

While one of our goals is to exploit the available training data to learn a robust

ranking model for the NED task, we only experimented with a limited number

of features in our approach. There are a lot more features that are important to

represent mentions and entities. For example, the neighboring entities in the entity

graph and statistically connections between entities are important graph features

that could capture some semantics of entities. Fine-grained types of mentions and

entities are also useful features. Exploring these features to improve NED will be

worth the effort, as shown in Chapter 6.
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Chapter 6

Scaling out NED

In this chapter, we address the scalability issue of our random walk-based NED

approaches. We propose to approximate the semantic signatures of entities using

a small set of pre-selected landmark entities instead of all entities in the large dis-

ambiguation graph. We also explore other features derived from entity graphs and

employ MinHash [54] to improve the efficiency.

6.1 Overview

While our approaches WNED and L2R can achieve the state-of-the-art accuracy,

their efficiency is only moderate with the highest costs lying in building the dis-

ambiguation graphs and performing the random walks, which prevent the system

from scaling out. Actually, many global approaches face major trade-offs between

efficiency and accuracy like ours.

To improve the efficiency, many approaches turn to simple lexical and statis-

tical features. For example, Spotlight [65] uses only word-level context and prior

probability. Tagme [81] introduces semantic relatedness in their approach, but only

focuses on short text with a limited number of mentions, thus cannot efficiently

handle long text such as news articles. AIDA-light [76] uses a simplified seman-

tic relatedness computed from the domain information of entities (i.e., Wikipedia

categories), which is efficient but less competitive compared to AIDA [45]. All

these approaches, as can be seen, sacrifice one for the other between accuracy and

efficiency.
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Our approach follows the paradigm of global approaches aiming to find the

assignment with the maximum global coherence. We assume that the semantics of

an entity mentioned in a document can be captured by its relatedness to a set of pre-

selected entities that are independent of the document, so that we can pre-compute

these semantic signatures of entities offline without using the online constructed

disambiguation graph. We explore various features from this semantic signature and

the entity graphs. Through the entity graphs, we infer a set of graph-based semantic

relatedness from the connection strength between entities and the entities in the

direct neighborhood. We also represent entities using their describing documents

and attributed categories. All these features can be pre-processed offline and loaded

for online NED, which can support parallel computations on clusters because of

their independence, thus can help scale out an NED system.

We continue to employ the iterative disambiguation algorithm and the learning

to rank algorithm used in our previous approaches, which have been shown to be

effective and robust. Recall that in WNED and L2R, we approximate the semantic

relatedness between a candidate entity ei and the assignment Γ using the similarity

between the semantic signatures of ei and the document d, as follows:

ψ(ei,Γ) = ψ(ei,d)

However, we cannot use this approximation anymore since our approach avoids

the online computation of semantic signatures for d now. Instead, we measure

the semantic relatedness between entity ei and document d by summing up the

relatedness between ei and each entity mentioned in d, as defined below:

ψ(ei,Γ) =
∑

ej∈Ed

ψ(ei, ej)

in which Ed is the set of entities representing the document d, referred to as the

semantic representation of the document.

The main focus of this chapter is to find effective semantic representations of a

document and semantic signatures of entities that can help measure semantic relat-

edness. Below we describe the details of features in our ranking model and various

representations and signatures used to derive these features.
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6.2 Local Features

We use 3 local features in our previous L2R approach: prior probability prior(m, e),

context similarity ctxSim(m, e), and name similarity nameSim(m, e)

6.3 Global Features

Our global features mainly consist of semantic relatedness between entities and

semantic relatedness between an entity and a document. We first describe 3 repre-

sentations of documents, and then the features built on them.

6.3.1 Semantic Representation of Documents

A document can be represented in different ways, such as using bag-of-words, fine-

grained categories, keyphrases, and named entities. To facilitate measures of se-

mantic relatedness, we choose to use named entities to represent documents so that

we can use the semantic signatures of entities to measure the global coherence.

Below are 3 different document representations we have explored.

Entities from Unambiguous Mentions. Our first document representation, de-

noted as E1d, is a set of entities referred to by unambiguous mentions in a given

document, which have been shown to be effective in improving the accuracy of

NED [32], [68].

Entities from PRIOR Baseline. The second document representation E2d con-

sists of the entities resulted from the PRIOR baseline. As shown in our previous

evaluation, the PRIOR baseline is competitive and can outperform a few compet-

ing NED approaches, thus should be able to generate results to well represent a

document. Also, its efficiency is superior for our scalability requirement since prior

probability is pre-computed and can be used for ranking without further processing.

Entities from Disambiguated Mentions. The last set of document representa-

tion E3d is the set of entities disambiguated up to each iteration. Our approach
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uses an iterative algorithm which disambiguates mentions one by one. Thus in

each iteration, we have a set of entities linked by mentions that are already disam-

biguated. This set is updated whenever a new mention is disambiguated, and is

used as a semantic representation of the document. In the training phase, since we

do not perform NED when constructing training instances, we use the entities in

the ground truth up to each iteration as the document representation.

6.3.2 Semantic Signature of Entities

To measure the semantic relatedness ψ(ei, ej) between entities, we explore a set of

semantic signatures of entities from various sources, including two entity graphs,

the describing documents of entities, and the attributed categories of entities from a

KB. We first describe the entity graphs used to derive these signatures.

Entity Graph We use the two variants of EG described in Chapter 1: PageLink

Graph and Co-occurrence Graph. Figure 6.1 gives a Co-occurrence graph around

entities in the examples about Jeff Malone and Karl Malone, in which each edge is

weighted by the total number of co-occurrences of two entities.

Semantic Signature using Landmarks

To solve the efficiency issue from the online graph construction and random walks

in WNED and L2R, we propose to use a set of prominent entities in an entity

graph to represent entities. We refer to these entities as landmark nodes, examples

of which are shown in gray boxes in Figure 6.1. Using a set of landmarks LM ⊆ E

from the EG, we can represent each entity using a semantic signature (a vector

of dimension M = |LM |) with each element gives the relatedness between the

entity and the corresponding landmark. For example, the semantic signature of

Karl Malone is a vector of relatedness between Karl Malone and each landmark.

To compute the relatedness between an entity and a landmark, we use an ap-

proximate Personalized PageRank (PPR) with restart from the landmark through a

fast PPR algorithm [58]. Instead of measuring the probability (PPR) that a source

node reaches to a target node (the method employed in WNED and L2R), this fast
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Figure 6.1: An example entity graph, in which nodes are entities and edges are the re-

lations between entities. The weight on edges shows the connection strength between the

connected entities, which is the number of co-occurrences in this example.

PPR algorithm estimates PPR using a bidirectional estimator which combines the

probability from a source node s and a target node t to an intermediate set of nodes.

The algorithm first finds a frontier set of nodes FRONTIER(t) and computes a re-

verse probability from t to each node in FRONTIER(t). It then performs a random

walk with restart from the source node s to estimate the probability that s reaches to

any nodes in FRONTIER(t). The reverse probability from t and forward probability

from s to nodes in FRONTIER(t) are then combined to estimate the PPR from s to

t. With each landmark as a source node, we run the fast PPR algorithm for each

landmark and use the PPR score as a measure of semantic relatedness between a

landmark and each entity. We then aggregate the semantic relatedness between an

entity and all landmarks to build a semantic signature for each entity.

Ideally, landmarks should be representative entities in an EG that are discrim-

inable enough to model the semantics of entities. Identifying these entities, how-

ever, is rather difficult and also subjective to applications. In this work, we explore
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two different ways for the landmark selection. The first one is to select entities

based on their global PageRank score (from a random walk over the entire entity

graph), and the second is to select entities based on their types 1 with the top K

highest ranked entities (by their PageRank score) under each type.

With the selected landmarks, we can pre-compute the semantic signatures of

all entities (denoted as Landmark(e)), which will significantly improve the disam-

biguation efficiency.

Semantic Signature using Neighboring Entities

While the landmark-based semantic signature models the relatedness between an

entity and other indirectly connected entities (landmarks), neighboring entities ex-

plicitly define the semantics between an entity and its directly connected enti-

ties [69]. Through these connections, we can build another semantic signature for

each entity and use it to measure semantic relatedness.

From the PageLink graph and Co-occurrence graph, we build two different se-

mantic signatures PageLinkNbr(ei) and CooccurNbr(ei) for each entity ei, both

consisting of the neighboring entities of ei in the graph. For example, the semantic

signature of Karl Malone in the EG in Figure 6.1 would be {Jeff Malone, NBA All-

Star, National Basketball Association, NBA MVP, Utah Jazz, Los Angeles Lakers}.

To improve the efficiency of computing the semantic relatedness using the neigh-

boring entities based semantic signature, we further process the semantic signa-

tures (a set of entity names) using MinHash [54] and convert each of them into

a vector (whose dimension is the number of hashing functions). Besides the ef-

ficiency improvement through pre-processing, another advantage of using Min-

Hash is to alleviate the name variation issue through the shingles. For exam-

ple, NBA All-Star and NBA All-Star Challenge, which do not have exact string

matching, would match partially through their common shingle NBA All-Star. Fur-

thermore, we also expand the name set of entities using their aliases from the

alias dictionary. Overall, we construct 4 semantic signatures using the neighbor-

ing entities: PageLinkNbr(ei), PageLinkNbrAlias(ei), CooccurNbr(ei), and

1We used the 112 fine-grained types from the FIGER system [57]
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CooccurNbrAlias(ei).

Other Semantic Signatures

Besides the semantic signatures derived from entity graphs, we also explore two

more semantic signatures from the Wikipedia articles and categories.

Wikipedia Article. In Wikipedia, each article gives a detailed description of an

entity. Thus the words and named entities in an article could be used to represent

the corresponding entity. We use bag-of-words from Wikipedia articles to generate

semantic signatures of entities and convert them to vectors through MinHash. As

with neighboring entity representations, we pre-process all Wikipedia articles and

cache them for efficient retrieval.

Wikipedia Category. Categories in Wikipedia are designed to help group articles

on similar subjects, and are organized in a taxonomy-like structure (not strictly en-

forced). Each Wikipedia article may have multiple categories which can be treated

as semantic tags. We use these categories associated with each entity as another se-

mantic signature of entities. Again, each signature is converted to a vector through

MinHash for efficiency purpose.

6.3.3 Semantic Features

With the semantic representations of documents and semantic signatures of entities,

we can derive a set of semantic features using the semantic relatedness between

entities. In this approach, we use the Jensen-Shannon Divergence [26] to compute

the similarity between the landmark-based semantic signature of entities since it

is a preferred measure for the probability distribution. For other MinHash based

signatures, we use the Jaccard similarity coefficient [54] to compute the semantic

relatedness.

Semantic Relatedness in Entity Graphs

While many approaches [44], [68] use semantic signatures of entities to measure

semantic relatedness, they commonly neglect the semantic relatedness within EGs.
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If we represent each EG as a matrix A, we can then build two matrices APageLink

and ACo−occur from the two EGs, with the semantic relatedness Aij defined using a

connection strength between ei and ej: the number of links in the PageLink Graph

and the number of co-occurrences in the Co-occurrence Graph. We can use this

connection strength between entities as a measure of semantic relatedness. So in

the example EG shown in Figure 6.1, the semantic relatedness between Jeff Malone

and Utah Jazz is 1 in APageRank and 10 in ACo−occur, while the semantic relatedness

between Karl Malone and Utah Jazz is 1 in APageRank and 341 in ACo−occur.

6.3.4 Summary of Global Features

Notation Description

Semantic

Representations

of Documents

E1d Entities from unambiguous mentions

E2d Entities from PRIOR baseline

E3d Entities from disambiguated mentions

Semantic

Relatedness

Landmark(e) Using landmark based semantic signatures

PageLinkNbr(e)
Using name of neighboring entities from

PageLink graph

PageLinkNbrAlias(e)
Using aliases of neighboring entities from

PageLink graph

CooccurNbr(e)
Using name of neighboring entities from Co-

occurrence graph

CooccurNbrAlias(e)
Using aliases of neighboring entities from Co-

occurrence graph

WikiDoc(e) Using bag-of-words from Wikipedia documents

Category(e) Using attributed categories from Wikipedia

APageLink
Using connection strength between entities in

PageLink graph

ACo−occur
Using connection strength between entities in Co-

occurrence graph

Table 6.1: 3 semantic representations of documents and 9 semantic relatedness.

Table 6.1 summarizes the global features we have explored, including 3 seman-

tic representations of documents and 9 different semantic relatedness measures. For

each document representation, 9 global coherence scores are computed between a

candidate entity and the document, resulting in 27 global features. With the 3 local

features, we have 30 features in total.
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6.4 Iterative NED

Our NED approach uses an iterative disambiguation algorithm similar to the one

used in WNED and L2R, which iterates over the list of mentions in a document and

applies a learned ranking model on each mention using features described above.

The main difference between our algorithm and the algorithms in WNED and L2R

is that we pre-compute and cache the semantic signatures of entities so that our fea-

ture extraction is simply computing the semantic relatedness between entities using

these semantic signatures, while algorithms in WNED and L2R have to compute

the signature signatures and semantic relatedness online in each iteration.

6.5 Experimental Evaluation

We use the 4 public datasets and the 2 new benchmarks built in Chapter 5 for our

evaluation. We use accuracy to measure the effectiveness and running time (mil-

liseconds) to measure the efficiency. For the Wikipedia and ClueWeb datasets, the

accuracy is reported up to 3 digits after the decimal point for a better comparison of

the results. We also apply Bootstrap [20] with re-sampling and report the average

accuracy with confidence intervals2. All results are reported with the number of

re-samplings set to 100,000 and the confidence level set to 95%. For the implemen-

tation, we use the Stanford SNAP3 for the random walk with restart. We use 500

hash functions for the MinHash implementation and the RankLib4 for the learning

to rank algorithms.

6.5.1 Evaluation of Learning to Rank Algorithms

We first evaluate different learning to rank algorithms and how each optimization

metric and feature normalization method affect the accuracy of NED.

2We report the overall accuracy of all brackets for readability. Readers can refer to the corre-

sponding tables in Appendix B for the detailed results on each bracket.
3http://snap.stanford.edu/snap/index.html
4https://sourceforge.net/p/lemur/wiki/RankLib/
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Learning to Rank Algorithms

We compare a few learning to rank algorithms, including pointwise approaches

(MART and CoordinateAscent), pairwise approaches (LambdaMART and Ran-

domForest), and listwise approaches (AdaRank and ListNet). For the experiment

setting, we use NDCG@10 as the optimization metric, linear as the feature normal-

ization method, and other default parameters in RankLib5. The results are reported

on the Wikipedia dataset using all 30 features.
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MART CoordinateAscent LambdaMART RandomForest AdaRank ListNet

Figure 6.2: Accuracy of different learning to rank algorithms on the Wikipedia dataset.

As shown in Figure 6.2 (details in Table B.1), there is no winning algorithm

on all buckets of the Wikipedia dataset. Among the 3 categories of learning to

rank algorithms, listwise approaches, which highly rely on the ranking structure

of training instances, get much lower accuracy than approaches in the other two

categories. This result indicates that the ranking structure may play an important

role in training models; thus high-quality ranking instances are required to make

better use of the listwise approaches. We also find that the accuracy of pointwise

approaches is quite similar to that of the pairwise approaches. One reason could

be that training for the optimal ordering of instances is more important in our case

when partial rankings (instead of full rankings) of training instances is used. In

this work, we choose the LambdaMART algorithm to train our ranking model. We

believe that other learning to rank algorithms can achieve similar accuracy.

5https://sourceforge.net/p/lemur/wiki/RankLib/
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Optimization Metrics

The second experiment evaluates different optimization metrics used to learn rank-

ing models. Figure 6.3 (details in Table B.2) shows the accuracy of ranking models

trained using 6 different optimization metrics.
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0.82

0.84

0.86

0.88

0.90

DCG@10 NDCG@10 P@10 P@1 MAP ERR@10

Figure 6.3: Accuracy of LambdaMART models using different optimization metrics on

the Wikipedia dataset.

The result for P@1 is reported using a ranking model optimized for P@1 which

is the same as our evaluation metric accuracy. As seen, most optimization metrics,

except P@10, do not make much difference on the accuracy of ranking models.

Here we simply pick NDCG@10 as our optimization metric for the model training.

Other metrics, however, are also strong metrics.

Feature Normalization Methods

Most features used in our approach are independent of each other and their ranges

of values vary widely, which could make some algorithms not working properly if

not normalized. Here we evaluate 3 different feature normalization methods: sum

which normalizes each feature by its summed value, linear which normalizes each

feature by its max value, and zscore which normalizes each feature by its mean and

standard deviation.

Figure 6.4 (details in Table B.3) shows the accuracy of our system using Lamb-

daMART. Again, all feature normalization methods are comparable with each other
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Figure 6.4: Accuracy of different feature normalization methods using LambdaMART and

NDCG@10 on the Wikipedia dataset.

on the Wikipedia dataset. Although using linear achieves the best overall accuracy,

the results are not statistically better than the other two. In the following experi-

ments, we choose linear as our feature normalization method.

6.5.2 Evaluation of Features

In the following experiments, we use LambdaMART as our algorithm, NDCG@10

as the optimization metric, and linear as the feature normalization method.

Semantic Representation of Documents

Figure 6.5 and Figure 6.6 (details in Table B.4 and Table B.5) show the accuracy of

our NED approach using different document representations, in which Unambigu-

ous represents E1d – entities from unambiguous mentions, Prior represents E2d –

entities from PRIOR baseline, and Disambiguated represents E3d – entities from

disambiguated mentions. Rows starting with “-” (e.g., -representation) are com-

binations excluding a specific representation. For example, -Unambiguous is the

combination of all representations except Unambiguous.

Out of the 3 representations, Unambiguous achieves the best accuracy on both

Wikipedia and ClueWeb datasets. Its significance is further confirmed by the ac-

curacy drop when Unambiguous is removed, which is the largest drop among all

on both Wikipedia and ClueWeb datasets. This result somehow indicates that most
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Figure 6.5: Accuracy with different document representations on the Wikipedia dataset.
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Figure 6.6: Accuracy with different document representations on the ClueWeb dataset.

unambiguous mentions are more related to the central topic of a document and

thus are more coherent with entities of other mentions. One interesting result is

that removing Disambiguated can help achieve better accuracy on the Wikipedia

dataset than that using all 3 representations. This could be caused by errors in these

disambiguated mentions. Results on the ClueWeb dataset also confirm the rela-

tive significance of each document representation on the Wikipedia dataset, except

that the difference between different combinations on the ClueWeb dataset is much

smaller.
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Semantic Signature of Entities

We first evaluate the impact of different landmark selection strategies on the ac-

curacy of NED. The experiment is performed using LambdaMART on all features

and document representations with different sets of landmarks.
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Figure 6.7: Accuracy of NED using different landmark strategies on the Wikipedia dataset.

Figure 6.7 (details in Table B.6) gives the accuracy using different set of land-

marks, in which type represents the landmarks based on the entity types (952 land-

marks in total), 100, 1000, 2000, and 3000 represent landmarks with the top K

highest PageRank values. As shown, different landmark selection strategies do not

affect the results much. Also changing the number of landmarks does not result in

any loss or improvement of the accuracy. In our approach, we choose 1000 land-

marks to derive any related features of entities.

Feature evaluation Figure 6.8 and Figure 6.9 (details in Table B.7 and Table B.8)

give the accuracy of our NED approach using features computed from different se-

mantic signatures of entities. The first two bars show the results of WNED and

L2R and the rest show the results of our approach using different features, in which

LOCAL is the combination of the 3 local features. Landmark represents features

computed using landmarks, PL NBR and PL NBR ALS represent neighboring en-

tities from the PageLink graph using name and aliases respectively, CO NBR and

CO NBR ALS represent neighboring entities from the Co-occurrence graph, Wiki-
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Doc and Category represent features computed from the MinHash of Wikipedia

documents and categories respectively, and PL SR and CO SR correspond to the

semantic relatedness between entities using connection strength in the PageLink

graph and Co-occurrence graph.
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Figure 6.8: Accuracy of NED using features from different semantic signatures of entities

on the Wikipedia dataset.

There are a few results on the Wikipedia dataset worth noting here. First, as

expected, LOCAL performs the worst among all combinations. Second, Landmark

gets higher accuracy than other MinHash-based semantic signatures (i.e., neighbor-

ing entities from the PageLink and Co-occurrence graph, and the Wikipedia docu-

ment) except Categories. Third, using the connection strength in the Co-occurrence

graph as semantic relatedness can help get much better results than other features

and outperforms WNED and L2R. Its importance can also be confirmed by the

accuracy drop when removed from the whole feature set (the last 2 bars: ALL-

CO SR, and ALL-PL SR-CO SR). Last but not least, our model combining all 30

features (bar ALL) can outperform WNED by 4.1% and L2R by 2.6% on the

Wikipedia dataset.

On the ClueWeb dataset, landmarks and MinHash-based features get compa-

rable accuracy. One noticeable result is that Category performs much better than

other MinHash-based features on both Wikipedia and ClueWeb datasets, which in-

dicates that the categories annotated through crowd-source are good representations
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Figure 6.9: Accuracy of NED using features from different semantic signatures of entities

on the ClueWeb dataset.

of entities. Similar to that on the Wikipedia dataset, using connection strength

from the Co-occurrence graph as semantic relatedness also contributes most to

the overall accuracy on the ClueWeb dataset. This advantage over other features

on this non-Wikipedia dataset further confirms the effectiveness of using the con-

nection strength between entities as a semantic relatedness measure. This simple

measure with surprisingly high accuracy somehow shows that the human under-

standing of semantic relatedness between entities is actually well annotated and

captured through the WikiLinks and associated documents of entities. Obtaining

this co-occurrence on other non-Wikipedia corpora, though challenging, is worth

exploring.

We then evaluate our approach on the 4 public datasets, presented in Figure 6.10

(details in Table B.9). As shown, most features can help achieve high accuracy,

which demonstrates that these public datasets are easy to disambiguate. Similar to

the results on the Wikipedia and ClueWeb datasets, using connection strength as

semantic relatedness can help improve the overall accuracy on most datasets.

6.5.3 Evaluation of Efficiency

Our last experiment is to evaluate the efficiency of our two models using GERBIL:

NED-SR which combines the LOCAL features with the semantic relatedness mea-

91



0.70

0.75

0.80

0.85

0.90

0.95

W
NE
D
L2
R

LO
CA
L

La
nd
ma
rk

PL
_N
BR

PL
_N
BR
_A
LS

CO
_N
BR

CO
_N
BR
_A
LS

W
iki
Do
c

Ca
teg
or
y

PL
_S
R

CO
_S
R

PL
_S
R+
CO
_S
R
AL
L

AL
L-L
an
dm
ar
k

AL
L-P
L_
NB
R

AL
L-P
L_
NB
R_
AL
S

AL
L-C
O_
NB
R

AL
L-C
O_
NB
R_
AL
S

AL
L-W

iki
Do
c

AL
L-C
ate
go
ry

AL
L-P
L_
SR

AL
L-C
O_
SR

AL
L-P
L_
SR
-C
O_
SR

MSNBC

0.70

0.75

0.80

0.85

0.90

0.95

W
NE
D
L2
R

LO
CA
L

La
nd
ma
rk

PL
_N
BR

PL
_N
BR
_A
LS

CO
_N
BR

CO
_N
BR
_A
LS

W
iki
Do
c

Ca
teg
or
y

PL
_S
R

CO
_S
R

PL
_S
R+
CO
_S
R
AL
L

AL
L-L
an
dm
ar
k

AL
L-P
L_
NB
R

AL
L-P
L_
NB
R_
AL
S

AL
L-C
O_
NB
R

AL
L-C
O_
NB
R_
AL
S

AL
L-W

iki
Do
c

AL
L-C
ate
go
ry

AL
L-P
L_
SR

AL
L-C
O_
SR

AL
L-P
L_
SR
-C
O_
SR

AQUAINT

0.70

0.75

0.80

0.85

0.90

0.95

W
NE
D
L2
R

LO
CA
L

La
nd
ma
rk

PL
_N
BR

PL
_N
BR
_A
LS

CO
_N
BR

CO
_N
BR
_A
LS

W
iki
Do
c

Ca
teg
or
y

PL
_S
R

CO
_S
R

PL
_S
R+
CO
_S
R
AL
L

AL
L-L
an
dm
ar
k

AL
L-P
L_
NB
R

AL
L-P
L_
NB
R_
AL
S

AL
L-C
O_
NB
R

AL
L-C
O_
NB
R_
AL
S

AL
L-W

iki
Do
c

AL
L-C
ate
go
ry

AL
L-P
L_
SR

AL
L-C
O_
SR

AL
L-P
L_
SR
-C
O_
SR

ACE2004

0.70

0.75

0.80

0.85

0.90

0.95

W
NE
D
L2
R

LO
CA
L

La
nd
ma
rk

PL
_N
BR

PL
_N
BR
_A
LS

CO
_N
BR

CO
_N
BR
_A
LS

W
iki
Do
c

Ca
teg
or
y

PL
_S
R

CO
_S
R

PL
_S
R+
CO
_S
R
AL
L

AL
L-L
an
dm
ar
k

AL
L-P
L_
NB
R

AL
L-P
L_
NB
R_
AL
S

AL
L-C
O_
NB
R

AL
L-C
O_
NB
R_
AL
S

AL
L-W

iki
Do
c

AL
L-C
ate
go
ry

AL
L-P
L_
SR

AL
L-C
O_
SR

AL
L-P
L_
SR
-C
O_
SR

AIDA-CoNLL

Figure 6.10: Accuracy of NED using features from different semantic signatures of entities

on 4 public datasets.
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Datasets AGDISTIS
[98]

AIDA [45]

Babelfy
[72]

DBpedia Spotlig
ht [65]

FOX [92]

FREME NER [88]

Kea [93]

NERD-M
L [86]

WAT [81]

xLisa
[108]

PBoH [27]

WNED
L2R-C

ONLL

NED-SR

NED-A
LL

ACE2004

0.65 0.69 0.53 0.48 0.00 0.49 0.66 0.58 0.66 0.70 0.72 0.77 0.76 0.82 0.83

0.77 0.82 0.70 0.68 0.37 0.65 0.77 0.73 0.77 0.80 0.83 0.88 0.87 0.91 0.91

0.66 0.80 0.61 0.58 0.00 0.58 0.76 0.67 0.76 0.81 0.79 0.83 0.81 0.85 0.86

0.78 0.89 0.76 0.75 0.39 0.71 0.84 0.79 0.85 0.88 0.86 0.91 0.90 0.92 0.93

AQUAINT

0.52 0.55 0.68 0.53 0.00 0.56 0.78 0.60 0.73 0.76 0.81 0.79 0.79 0.77 0.77

0.51 0.55 0.68 0.52 0.00 0.43 0.78 0.58 0.74 0.75 0.81 0.79 0.79 0.77 0.77

0.73 0.57 0.70 0.55 0.00 0.58 0.81 0.62 0.75 0.79 0.84 0.83 0.83 0.81 0.81

0.59 0.56 0.70 0.54 0.00 0.44 0.80 0.60 0.76 0.77 0.83 0.83 0.83 0.81 0.81

MSNBC

0.73 0.69 0.71 0.42 0.02 0.22 0.78 0.62 0.73 0.50 0.82 0.88 0.88 0.86 0.86

0.73 0.65 0.68 0.44 0.02 0.16 0.77 0.64 0.73 0.50 0.82 0.90 0.89 0.88 0.89

0.74 0.74 0.76 0.46 0.02 0.24 0.84 0.67 0.79 0.55 0.86 0.89 0.89 0.87 0.87

0.73 0.70 0.73 0.48 0.02 0.18 0.84 0.70 0.80 0.57 0.85 0.91 0.90 0.88 0.89

AIDA/CoNLL-Complete

0.55 0.68 0.66 0.50 0.51 0.38 0.61 0.20 0.71 0.47 0.75 0.76 0.77 0.82 0.83

0.53 0.66 0.60 0.50 0.48 0.29 0.57 0.12 0.68 0.45 0.75 0.76 0.77 0.81 0.82

0.57 0.77 0.74 0.58 0.54 0.44 0.68 0.24 0.80 0.54 0.80 0.79 0.80 0.84 0.85

0.52 0.76 0.68 0.59 0.50 0.33 0.65 0.14 0.78 0.52 0.78 0.78 0.79 0.82 0.83

AIDA/CoNLL-Test A

0.54 0.67 0.65 0.48 0.49 0.28 0.61 0.00 0.70 0.45 0.75 0.76 0.76 0.80 0.80

0.50 0.62 0.59 0.47 0.45 0.23 0.56 0.00 0.66 0.41 0.73 0.75 0.75 0.78 0.79

0.56 0.74 0.74 0.55 0.53 0.33 0.67 0.00 0.78 0.52 0.80 0.78 0.79 0.83 0.83

0.49 0.71 0.68 0.55 0.47 0.25 0.64 0.00 0.76 0.48 0.77 0.75 0.76 0.79 0.80

AIDA/CoNLL-Test B

0.54 0.69 0.68 0.52 0.49 0.35 0.61 0.01 0.72 0.47 0.75 0.75 0.76 0.81 0.83

0.54 0.68 0.62 0.51 0.48 0.22 0.61 0.00 0.70 0.46 0.75 0.76 0.77 0.80 0.82

0.55 0.77 0.76 0.60 0.52 0.40 0.69 0.00 0.80 0.54 0.80 0.77 0.79 0.83 0.85

0.54 0.78 0.70 0.60 0.51 0.26 0.70 0.01 0.80 0.53 0.79 0.78 0.79 0.80 0.83

AIDA/CoNLL-Training

0.55 0.69 0.65 0.50 0.52 0.39 0.61 0.28 0.71 0.48 0.75 0.76 0.77 0.82 0.83

0.53 0.66 0.60 0.50 0.50 0.30 0.56 0.17 0.68 0.45 0.73 0.77 0.77 0.81 0.82

0.57 0.77 0.74 0.58 0.55 0.45 0.69 0.33 0.81 0.56 0.80 0.79 0.80 0.85 0.86

0.52 0.76 0.68 0.59 0.51 0.35 0.64 0.21 0.79 0.53 0.78 0.78 0.79 0.82 0.83

DBpediaSpotlight

0.27 0.25 0.52 0.71 0.15 0.45 0.74 0.56 0.67 0.71 0.79 0.79 0.80 0.74 0.74

0.28 0.21 0.51 0.69 0.12 0.31 0.73 0.53 0.69 0.71 0.80 0.81 0.82 0.75 0.76

0.40 0.25 0.52 0.71 0.15 0.45 0.74 0.56 0.67 0.71 0.80 0.80 0.81 0.75 0.75

0.36 0.21 0.51 0.69 0.12 0.31 0.73 0.53 0.69 0.71 0.80 0.82 0.83 0.76 0.77

KORE50

0.33 0.69 0.74 0.46 0.27 0.17 0.60 0.31 0.62 0.51 0.63 0.56 0.50 0.56 0.61

0.30 0.64 0.70 0.42 0.22 0.14 0.53 0.25 0.52 0.45 0.58 0.52 0.50 0.51 0.63

0.33 0.69 0.74 0.46 0.27 0.17 0.60 0.31 0.62 0.51 0.63 0.56 0.50 0.57 0.64

0.30 0.64 0.70 0.42 0.22 0.14 0.53 0.25 0.52 0.45 0.59 0.52 0.50 0.52 0.61

Microposts2014-Test

0.33 0.42 0.48 0.50 0.22 0.42 0.64 0.52 0.60 0.55 0.73 0.63 0.67 0.64 0.64

0.60 0.59 0.63 0.66 0.49 0.60 0.76 0.67 0.74 0.68 0.85 0.75 0.79 0.78 0.78

0.42 0.42 0.48 0.50 0.22 0.42 0.64 0.52 0.60 0.55 0.74 0.65 0.69 0.67 0.67

0.61 0.59 0.63 0.66 0.49 0.60 0.76 0.67 0.74 0.68 0.85 0.76 0.79 0.78 0.78

Microposts2014-Train

0.42 0.51 0.51 0.48 0.31 0.46 0.65 0.52 0.63 0.59 0.71 0.64 0.67 0.67 0.67

0.61 0.61 0.61 0.61 0.48 0.56 0.74 0.63 0.73 0.67 0.81 0.74 0.76 0.76 0.76

0.51 0.51 0.51 0.48 0.31 0.46 0.65 0.52 0.63 0.59 0.73 0.67 0.70 0.70 0.70

0.63 0.61 0.61 0.61 0.48 0.56 0.74 0.63 0.73 0.67 0.82 0.75 0.78 0.78 0.78

N3-RSS-500

0.61 0.45 0.44 0.20 0.56 0.28 0.44 0.38 0.44 0.45 0.53 0.69 0.68 0.70 0.70

0.61 0.39 0.38 0.16 0.54 0.20 0.39 0.30 0.37 0.38 0.53 0.69 0.68 0.70 0.70

0.52 0.66 0.64 0.32 0.50 0.44 0.62 0.57 0.64 0.65 0.55 0.65 0.63 0.64 0.64

0.52 0.64 0.63 0.41 0.49 0.45 0.61 0.58 0.63 0.66 0.48 0.62 0.61 0.62 0.62

N3-Reuters-128

0.66 0.47 0.45 0.33 0.54 0.24 0.51 0.41 0.52 0.39 0.65 0.63 0.64 0.63 0.64

0.72 0.38 0.39 0.27 0.57 0.16 0.46 0.35 0.44 0.34 0.72 0.63 0.63 0.63 0.63

0.64 0.57 0.55 0.41 0.52 0.31 0.61 0.51 0.63 0.49 0.69 0.62 0.65 0.63 0.64

0.68 0.51 0.55 0.41 0.54 0.29 0.60 0.51 0.59 0.52 0.72 0.60 0.60 0.59 0.60

OKE 2015 Task 1

evaluation dataset

0.59 0.56 0.59 0.31 0.56 0.32 0.63 0.61 0.57 0.62 0.63 0.62 0.62 0.62 0.62

0.60 0.55 0.58 0.27 0.53 0.26 0.63 0.60 0.56 0.61 0.63 0.62 0.62 0.62 0.62

0.62 0.63 0.66 0.36 0.60 0.38 0.71 0.70 0.65 0.71 0.68 0.65 0.65 0.65 0.65

0.61 0.62 0.65 0.30 0.56 0.28 0.71 0.68 0.62 0.70 0.67 0.64 0.65 0.65 0.65

OKE 2015 Task 1 ex-

ample set

1.00 0.60 0.4 0.22 0.78 0.25 0.55 0.00 0.60 0.50 0.50 0.67 0.67 0.82 0.83

1.00 0.72 0.65 0.44 0.67 0.44 0.69 0.33 0.72 0.69 0.67 0.75 0.75 0.58 0.75

1.00 0.86 0.57 0.50 0.80 0.40 0.75 0.00 0.86 0.80 0.67 0.75 0.75 0.89 0.90

1.00 0.89 0.80 0.33 0.89 0.50 0.82 0.33 0.89 0.89 0.78 0.82 0.82 0.60 0.82

OKE 2015 Task 1

gold standard

0.62 0.67 0.71 0.25 0.54 0.41 0.78 0.77 0.72 0.75 0.76 0.78 0.78 0.77 0.77

0.64 0.65 0.68 0.20 0.49 0.32 0.76 0.74 0.69 0.73 0.76 0.78 0.77 0.77 0.77

0.64 0.71 0.75 0.27 0.56 0.44 0.81 0.81 0.77 0.79 0.80 0.82 0.82 0.81 0.81

0.64 0.67 0.72 0.22 0.53 0.35 0.79 0.77 0.73 0.76 0.78 0.80 0.79 0.78 0.78

Table 6.2: Results reported by GERBIL. The rows in each cell report the F1@Micro,

F1@Macro, InKB F1@Micro, and InKB F1@Macro, in which red marks the highest F1

and blue marks the second highest F1.
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6.6 Summary

In this chapter, we explored various features derived from the local context, entity

graphs, describing documents, and attributed categories to build an efficient NED

system. We mainly focused on the representations of documents and semantic sig-

natures of entities. We found that the entities of unambiguous mentions were better

representations for a document than others, with much higher accuracy on both the

Wikipedia and ClueWeb datasets. For the landmark-based entity representation, its

accuracy, though slightly better than a few other representations, is much worse than

that of WNED and L2R which use the semantic signatures computed on the dis-

ambiguation graph. Another notable finding is that the connection strength between

entities in the Co-occurrence graph is an effective measure of semantic relatedness

and performs much better than other features. At last, we evaluated our approach

using the GERBIL framework and demonstrated that our new approaches required

much less memory and can greatly reduce the processing time per document com-

pared to our previous approaches WNED and L2R.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this thesis, we investigated the named entity ambiguity problem and presented

approaches to address the challenges arising in building an accurate, robust, and

scalable NED system. Our main contributions are in the methods to measure se-

mantic relatedness and the algorithms to disambiguate mentions, both related to the

global coherence – the core notion of global approaches.

For semantic relatedness, we mainly measured it using semantic signatures of

entities. We first proposed a novel method to compute semantic signatures of en-

tities and documents using random walks with restart on a disambiguation graph

curated for a document. The semantic signature has two advantages: (1) it incorpo-

rates the relatedness from indirectly connected entities in the disambiguation graph,

which overcomes the feature sparsity issue for entities with little context; and (2)

it gives a uniform representation for both entities and documents, which provides a

novel way to measure the global coherence. Experiments showed that this semantic

signature can help achieve state-of-the-art accuracy.

We then proposed another method to compute semantic signatures using the

random walk model, but with a set of pre-selected landmarks instead of the dis-

ambiguation graph curated for each document. Since the landmarks are selected

independently from the document, the semantic signature of entities can then be

pre-computed offline, so that we can avoid the expensive online random walks and

thus improve the scalability of our NED system. Besides, we also explored other
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semantic signatures to represent entities using neighboring entities, describing doc-

uments, and attributed categories. We experimentally demonstrated the efficiency

of our NED system using these semantic signatures for semantic relatedness mea-

sure in NED. Particularly, we found that using the connection strength between

entities in the Co-occurrence graph as the semantic relatedness measure was sur-

prisingly effective, with high accuracy and a large gain in efficiency.

For disambiguation, we presented an iterative algorithm that incorporated the

interdependency between mentions in a document into an iterative process. In each

iteration, we take the disambiguation results from previous iterations into the mea-

sure of the semantic relatedness between candidate entities and the document, and

use a ranking model to disambiguate the mention. We first explored a hand-tuned

ranking model, which was simple but not robust to the change of datasets and fea-

tures. We then employed a learning to rank algorithm to improve the robustness.

For the global coherence, we measured it in two ways. The first way is to use the

semantic relatedness between the uniform semantic signatures of the candidate en-

tity and the document, and the second is to use an aggregated semantic relatedness

between the candidate entity and the set of entities representing the document.

Overall, from our evaluation, we found that the semantic relatedness from lexi-

cal representations can only achieve mediocre accuracy, while the statistical infor-

mation from large corpora, such as the prior probability and connection strength,

can achieve high accuracy, especially on datasets with popular entities. The seman-

tic signatures derived from entity graphs, on the other hand, can complement them

by providing semantic information for entities. These findings indicate that in many

cases, statistical information from larger corpora is enough for NED to win easy

victories. In the uphill battles towards higher accuracy, it would be useful to exploit

semantic information like the semantic signatures proposed in this thesis.

Another contribution of this thesis is revealing the biased issue of most pub-

lic benchmarks, for which we constructed two benchmarks from large Web cor-

pora (i.e., Wikipedia and ClueWeb 2012) with documents of balanced difficulty (i.e.,

they have the same number of documents in each difficulty class). We demonstrated

the robustness of our NED approaches using the two new benchmarks.
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7.2 Future Work

7.2.1 Improving Candidate Selection

In the error analysis in Chapter 4, around 54% disambiguation errors are from can-

didate selection, caused by co-reference resolution mistakes, incomplete alias dic-

tionaries, or aggressive pruning criteria. Thus improving the candidate selection

would be a direction to boost the accuracy of an NED system. For alias dictionar-

ies, we can improve the coverage by extracting alternative names of entities from

plain text, such as using information extraction techniques to extract nicknames

from sentence “... Malone, nicknamed “The MailMan”...”. For candidate prun-

ing, exploring semantic information such as entity types would be worth exploring.

Moreover, as more features are introduced into candidate selection, many compu-

tations would be repeated in both candidate selection and mention disambiguation.

Therefore, we can unify the two steps together in an iterative way: use the results

from mention disambiguation to improve candidate selection and limit the disam-

biguation on a more relevant candidate set from candidate selection.

7.2.2 Joint NED with Entity Typing and Relation Extraction

NED is commonly designed as a standalone task in the pipeline of a KBP sys-

tem, separated from other tasks such as NER, RE, and entity typing. While these

tasks are performed independently, they can also mutually benefit from each other

if done jointly. For example, fine-grained types of a mention would provide in-

formation that can help with both candidate selection and mention disambiguation.

Knowing that Los Angeles refers to a basketball team, we would prune the city Los

Angeles and teams of other sports from the candidate set. On the other hand, dis-

ambiguating a mention to its referent entity in a KB will directly retrieve the types

of entities, which not only helps the entity typing itself but also provides training

datasets for the task. Besides entity typing, relation extraction can also provide ad-

ditional information for NED as shown by Cheng and Roth [15] and benefit from

NED. Therefore, jointly solving problems in NED, entity typing, and relation ex-

traction would be a direction worth exploring.
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7.2.3 Enriching WikiLinks in Wikipedia

As shown in the thesis, the connections between entities not only help derive se-

mantic signatures of entities, but also can be used as an effective measure of the

semantic relatedness between entities. Since repeated links to the same entity are

not encouraged 1 in Wikipedia, entities in the graphs constructed using WikiLinks

are actually not connected as well as they are supposed to. Thus enriching Wik-

iLinks in Wikipedia would result in a much better connected entity graph, which

can further improve the semantic representation or the connection strength mea-

sure. One method for the WikiLink enrichment is to chain mentions that refer to

the same entity through co-reference resolution and create a WikiLink for each of

them. We can also enrich WikiLinks through an iterative process on the Wikipedia

corpus: (1) apply an NED model on each document to find new WikiLinks; (2) re-

generate the entity graph using these new WikiLinks and update the NED model;

(3) repeat the process until no new WikiLinks can be found. This iterative method

for link enrichment could also be applied on other corpora such as the ClueWeb to

enrich entity graphs using connections outside of Wikipedia.

7.2.4 NED on Other Data Sources

Besides documents from Wikipedia and news corpora, documents from other sources

also provide rich facts and relations about named entities. Examples are microposts

from social sites and online reviews of entities (e.g., products and restaurants) from

E-commerce sites. Different from news articles, these documents are short and ca-

sual with little context, which makes the NED more challenging. Web tables, on the

other hand, are knowledge-rich sources with no textual context. However, entities

in a table follow a coherence assumption in the sense that entities in a column or a

row are of the same type or share the same relationship. Thus applying the methods

and algorithms developed in the thesis on these data sources would be an interesting

direction to explore.

1https://en.wikipedia.org/wiki/Wikipedia:Manual_of_Style/Linking
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7.2.5 Combining Random Walk Model with Deep Neural Net-

work for NED

Deep Neural Network (DNN) based approaches have been explored to address the

NED problem with promising results [24], [34], [42]. Most of those approaches

use the embeddings of entities learned from the lexical and statistical knowledge

in large corpora such as Wikipedia. These embeddings encode the semantics of

entities into low-dimensional continuous vector spaces and are used to measure the

semantic coherence of assignments. Recent knowledge graph embeddings [103] in-

corporate the graph structure of knowledge graphs into the embeddings of entities,

and applying them on NED will be interesting. However, most DNN-based ap-

proaches are not able to handle the indirect connections to explore the potential of

the large graph structure like our random walk-based models do. Thus combining

our random walk model with DNN models would be another promising direction to

further improve NED. One way is to use models such as our L2R approach to com-

bine the representations from the two independent models with each representing

a set of features. Another idea is to learn embeddings of entities by incorporating

the random walk into the training of DNN models using approaches like Deep-

Walk [79], which can learn embeddings of entities that capture the semantics from

indirect connections in our entity graphs.
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Appendix A

New Benchmarks for NED

In this chapter, we first present a deep analysis of 4 public benchmarks: MSNBC,

AQUAINT, ACE2004, and AIDA-CONLL. We then describe a framework for de-

riving unbiased benchmarks and the steps to construct two benchmarks using the

framework.

A.1 Analysis of the Public Benchmarks

To analyze the benchmarks, we break down the documents in each dataset by their

level of accuracy achieved by PRIOR (i.e., the brackets are determined by the overall

accuracy of all mentions in a document). As shown in Table A.1, the vast majority

of documents in these benchmarks are not particularly challenging. In fact, PRIOR

produces perfect results on as many as 20% of documents in AQUAINT and AIDA-

CONLL and 31% of documents in ACE2004. It follows that these benchmarks are

dated and unlikely to lead to further significant improvements in the area.

A desirable feature of any thorough evaluation that is not necessarily fulfilled

by any of these benchmarks is that of representativeness. Namely, it would be ideal

to have a mix of mentions or documents with different levels of difficulty in equal

proportions (say on a 10-point scale from “easy” to “hard”). Without such equity,

the effectiveness metrics reported in the literature (which aggregate at the mention

or document level) may not be good predictors of actual performance in real appli-

cations. For instance, if a large fraction of mentions in a benchmark are “too easy”

compared with real datasets, the metrics will overestimate the true accuracy.

113



Accuracy
MSNBC AQUAINT ACE2004 AIDA-CONLL

#docs #mentions #docs #mentions #docs #mentions #docs #mentions

0.0 – 0.1 0 (0%) 0 0 (0%) 0 0 (0%) 0 5 (0.4%) 5.0

0.1 – 0.2 0 (0%) 0 0 (0%) 0 0 (0%) 0 35 (2.5%) 40.4

0.2 – 0.3 0 (0%) 0 0 (0%) 0 0 (0%) 0 29 (2.1%) 20.2

0.3 – 0.4 0 (0%) 0 0 (0%) 0 0 (0%) 0 62 (4.5%) 17.4

0.4 – 0.5 2 (10%) 51.5 0 (0%) 0 0 (0%) 0 61 (4.4%) 30.0

0.5 – 0.6 3 (15%) 45.7 0 (0%) 0 0 (0%) 0 100 (7.2%) 22.5

0.6 – 0.7 3 (15%) 37.0 1 (2%) 8.0 5 (14.3%) 10.8 164 (11.8%) 21.7

0.7 – 0.8 4 (20%) 29.8 12 (24%) 15.3 5 (14.3%) 10.8 210 (15.1%) 26.8

0.8 – 0.9 3 (15%) 53.0 16 (32%) 14.4 12 (34.3%) 8.5 267 (19.2%) 28.3

0.9 – 1.0 3 (15%) 25.0 11 (22%) 15.0 2 (5.7%) 12.0 164 (11.8%) 43.5

1.0 2 (10%) 17.5 10 (20%) 13.9 11 (31.4%) 6.4 291 (21.0%) 13.2

Table A.1: Breakdown of the public benchmarks by the accuracy of the PRIOR method;

#docs and #mentions are, respectively, the number of documents and the average number

of mentions per document in each bracket; the number in parenthesis is the fraction of the

entire benchmark covered by each bracket.

Of course, to fine-tune the difficulty of disambiguating mentions in a benchmark

one needs a reliable indicator of “difficulty” that can be applied to a large number of

documents. Manual annotations are undesirable here, and so is crowdsourcing: the

number of annotations needed might prove prohibitive, and even if resources are

not a concern this leads to a single benchmark (i.e., if more documents are needed,

more annotations would be required).

A.2 Benchmarks with Varying Difficulty

One of the challenging problems for this benchmark is to measure the difficulty of

disambiguating a mention. As shown above, whether the right entity of a given

mention is the most popular one among the candidates is an important indicator

for a disambiguation, and the prior probability is one of the important measures.

Therefore, we consider the PRIOR baseline as a proxy for the true difficulty of a

mention and use it to help construct new and balanced benchmarks.

We start from large publicly annotated corpora, such as ClueWeb 1 and Wikipedia,

and obtain the datasets by sampling from documents in these corpora. In this way,

we can quickly collect large corpora of annotated documents and retain as many as

needed while tuning the disambiguation difficulty to the desired proportion.

1http://lemurproject.org/clueweb12/
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More precisely, we apply PRIOR on all documents of Wikipedia (the 20130606

dump) and the FACC1 annotated ClueWeb 2012 dataset 2, and measure the disam-

biguation accuracy on each document. We then group documents by the resulting

average accuracy of all mentions in the document, and randomly pick 40 documents

for each bracket (the level of accuracy as shown in Table A.1). Also, we further

restrict the benchmarks to documents in which PRIOR achieved 0.3 or higher ac-

curacy as we observe that below that threshold, the quality of the annotations in

the ClueWeb dataset is quite low. Finally, we control the number of mentions per

document: for the Wikipedia corpus we have the mean at 20.8 (σ = 4.9) and for

the ClueWeb 2012 we have the mean at 35.5 (σ = 8.5).

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

10

100

bracket

corpus AIDA CoNLL ClueWeb 12 Wikipedia

(a) Mentions per document.

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

10

1000

bracket

corpus AIDA CoNLL ClueWeb 12 Wikipedia

(b) Candidate entities per mention.

Figure A.1: Corpus statistics.

Here are some statistics about the proposed benchmarks: Fig. A.1a shows the

average number of mentions per document and Fig. A.1b shows the average num-

ber of candidates per mention. For the sake of comparison, we also report the same

statistics from the documents in the AIDA-CONLL dataset in the respective accu-

racy brackets. Fig. A.2 shows statistics about the disambiguation graphs built by

our method (which, as discussed in Chapter 4, depend both on the number of can-

didates per mention and on how densely connected they are in the disambiguation

graph). Fig. A.2a shows the average graph sizes (in terms of the number of nodes)

and Fig. A.2b shows the average node degree.

2http://lemurproject.org/clueweb12/FACC1/
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Figure A.2: Disambiguation graph statistics.

As one can see, the variability in our datasets is considerably smaller com-

pared with AIDA-CONLL, particularly when it comes to clear outliers (indicated

as individual dots in the charts). More details about the datasets can be found in

http://dx.doi.org/10.7939/DVN/10968
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Appendix B

Tables with Detailed Evaluation

Results

B.1 Evaluation of Learning to Rank Algorithms

0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0 1.0 Overall

MART 0.779±0.027 0.789±0.026 0.821±0.025 0.844±0.024 0.898±0.021 0.919±0.018 0.961±0.013 0.997±0.004 0.871±0.008

CoordinateAscent 0.716±0.029 0.807±0.025 0.822±0.025 0.856±0.023 0.906±0.021 0.924±0.018 0.961±0.013 0.999±0.003 0.868±0.008

LambdaMART 0.757±0.028 0.806±0.026 0.806±0.026 0.860±0.023 0.888±0.022 0.935±0.016 0.956±0.014 0.999±0.003 0.871±0.008

RandomForest 0.745±0.028 0.774±0.027 0.820±0.025 0.866±0.022 0.902±0.021 0.929±0.017 0.958±0.014 0.999±0.003 0.868±0.008

AdaRank 0.627±0.031 0.559±0.032 0.739±0.029 0.776±0.027 0.870±0.024 0.920±0.018 0.945±0.016 0.999±0.003 0.794±0.010

ListNet 0.662±0.031 0.669±0.030 0.731±0.029 0.784±0.027 0.853±0.025 0.846±0.024 0.893±0.021 0.914±0.020 0.788±0.010

Table B.1: Accuracy of different learning to rank algorithms on the Wikipedia dataset.

0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0 1.0 Overall

DCG@10 0.757±0.028 0.806±0.026 0.806±0.026 0.860±0.023 0.888±0.022 0.935±0.016 0.956±0.014 0.999±0.003 0.871±0.008

NDCG@10 0.757±0.028 0.806±0.026 0.806±0.026 0.860±0.023 0.888±0.022 0.935±0.016 0.956±0.014 0.999±0.003 0.871±0.008

P@10 0.646±0.031 0.725±0.029 0.755±0.028 0.813±0.025 0.871±0.024 0.884±0.021 0.938±0.017 0.999±0.003 0.821±0.009

P@1 0.758±0.028 0.798±0.026 0.812±0.026 0.855±0.023 0.889±0.022 0.932±0.017 0.955±0.014 0.999±0.003 0.870±0.008

MAP 0.757±0.028 0.790±0.026 0.812±0.026 0.854±0.023 0.893±0.022 0.931±0.017 0.959±0.014 0.999±0.003 0.869±0.008

ERR@10 0.760±0.028 0.794±0.026 0.803±0.026 0.854±0.023 0.890±0.022 0.931±0.017 0.955±0.014 0.999±0.003 0.868±0.008

Table B.2: Accuracy of LambdaMART using different optimization metrics on the

Wikipedia dataset.

0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0 1.0 Overall

sum 0.762±0.027 0.796±0.026 0.791±0.027 0.846±0.023 0.897±0.021 0.922±0.018 0.956±0.014 0.995±0.005 0.865±0.008

zscore 0.768±0.027 0.797±0.026 0.810±0.026 0.837±0.024 0.891±0.022 0.924±0.018 0.956±0.014 0.995±0.005 0.867±0.008

linear 0.757±0.028 0.806±0.025 0.806±0.026 0.860±0.022 0.888±0.022 0.935±0.016 0.956±0.014 0.999±0.003 0.871±0.008

Table B.3: Accuracy of different feature normalization methods using LambdaMART and

NDCG@10 on the Wikipedia dataset.
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B.2 Evaluation of Features

0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0 1.0 Overall

Unambiguous 0.746±0.028 0.775±0.027 0.830±0.025 0.846±0.024 0.895±0.022 0.917±0.018 0.963±0.013 0.999±0.003 0.866±0.008

Prior 0.661±0.030 0.700±0.030 0.758±0.028 0.832±0.024 0.857±0.025 0.913±0.019 0.951±0.015 0.999±0.003 0.826±0.009

Disambiguated 0.681±0.030 0.722±0.029 0.749±0.029 0.822±0.025 0.848±0.025 0.892±0.021 0.941±0.016 0.999±0.003 0.825±0.009

ALL 0.757±0.028 0.806±0.026 0.806±0.026 0.860±0.023 0.888±0.022 0.935±0.016 0.956±0.014 0.999±0.003 0.871±0.008

-Unambiguous 0.676±0.030 0.745±0.028 0.779±0.027 0.818±0.025 0.858±0.025 0.916±0.018 0.956±0.014 0.999±0.003 0.837±0.009

-Prior 0.748±0.028 0.769±0.027 0.809±0.026 0.849±0.023 0.893±0.022 0.935±0.016 0.959±0.014 0.999±0.003 0.864±0.008

-Disambiguated 0.762±0.027 0.793±0.026 0.825±0.025 0.862±0.022 0.899±0.021 0.936±0.016 0.959±0.014 0.999±0.003 0.874±0.008

Table B.4: Accuracy with different document representations on the Wikipedia dataset.

0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0 1.0 Overall

Unambiguous 0.670±0.025 0.599±0.025 0.728±0.022 0.766±0.021 0.806±0.021 0.861±0.018 0.911±0.015 0.997±0.003 0.786±0.008

Prior 0.628±0.026 0.593±0.025 0.714±0.023 0.745±0.022 0.790±0.022 0.879±0.017 0.901±0.016 1.000±0.000 0.775±0.008

Disambiguated 0.610±0.026 0.608±0.025 0.674±0.024 0.731±0.022 0.787±0.022 0.861±0.018 0.898±0.016 0.999±0.002 0.764±0.008

ALL 0.693±0.025 0.671±0.024 0.740±0.022 0.760±0.021 0.792±0.022 0.871±0.017 0.900±0.016 1.000±0.000 0.797±0.007

-Unambiguous 0.644±0.026 0.633±0.025 0.717±0.023 0.745±0.022 0.790±0.022 0.867±0.017 0.896±0.016 0.999±0.002 0.780±0.008

-Prior 0.681±0.025 0.629±0.025 0.706±0.023 0.768±0.021 0.790±0.022 0.857±0.018 0.909±0.015 0.997±0.003 0.786±0.008

-Disambiguated 0.663±0.026 0.639±0.025 0.739±0.022 0.759±0.021 0.794±0.021 0.870±0.017 0.903±0.016 1.000±0.000 0.790±0.008

Table B.5: Accuracy with different document representations on the ClueWeb dataset.

0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0 1.0 Overall

type 0.752±0.028 0.792±0.026 0.810±0.026 0.851±0.023 0.891±0.022 0.939±0.016 0.958±0.014 0.999±0.003 0.868±0.008

100 0.754±0.028 0.791±0.026 0.812±0.026 0.858±0.023 0.893±0.022 0.936±0.016 0.960±0.014 0.999±0.003 0.870±0.008

1000 0.757±0.028 0.806±0.026 0.806±0.026 0.860±0.022 0.888±0.022 0.935±0.016 0.956±0.014 0.999±0.003 0.871±0.008

2000 0.746±0.028 0.811±0.025 0.805±0.026 0.860±0.022 0.894±0.022 0.935±0.016 0.961±0.013 0.999±0.003 0.871±0.008

3000 0.747±0.028 0.800±0.026 0.801±0.026 0.859±0.023 0.891±0.022 0.935±0.016 0.961±0.013 0.999±0.003 0.869±0.008

Table B.6: Accuracy of NED using different landmark strategies on the Wikipedia dataset.
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0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0 1.0-1.1 Overall

WNED 0.644±0.031 0.727±0.029 0.784±0.027 0.818±0.025 0.881±0.023 0.902±0.020 0.952±0.015 0.988±0.008 0.830±0.009

L2R 0.709±0.029 0.758±0.028 0.796±0.027 0.839±0.024 0.877±0.023 0.911±0.019 0.936±0.017 0.978±0.011 0.845±0.009

LOCAL 0.514±0.032 0.594±0.032 0.651±0.031 0.696±0.030 0.775±0.029 0.838±0.024 0.944±0.016 0.999±0.003 0.741±0.010

LOCAL+Landmark 0.602±0.032 0.665±0.030 0.700±0.030 0.737±0.029 0.795±0.028 0.866±0.023 0.933±0.017 0.999±0.003 0.778±0.010

LOCAL+PL NBR 0.599±0.032 0.599±0.032 0.684±0.031 0.735±0.029 0.791±0.029 0.865±0.023 0.941±0.016 0.999±0.003 0.767±0.010

LOCAL+PL NBR ALS 0.565±0.032 0.617±0.031 0.668±0.031 0.715±0.029 0.774±0.029 0.847±0.024 0.945±0.016 0.999±0.003 0.756±0.010

LOCAL+CO NBR 0.603±0.032 0.611±0.031 0.679±0.031 0.718±0.029 0.792±0.029 0.861±0.023 0.940±0.016 0.999±0.003 0.766±0.010

LOCAL+CO NBR ALS 0.586±0.032 0.615±0.031 0.668±0.031 0.719±0.029 0.769±0.030 0.860±0.023 0.935±0.017 0.999±0.003 0.759±0.010

LOCAL+WikiDoc 0.559±0.032 0.607±0.031 0.675±0.031 0.719±0.029 0.774±0.030 0.859±0.023 0.936±0.017 0.999±0.003 0.756±0.010

LOCAL+Category 0.584±0.032 0.644±0.031 0.694±0.030 0.748±0.028 0.796±0.028 0.872±0.022 0.943±0.016 0.999±0.003 0.776±0.010

LOCAL+PL SR 0.595±0.032 0.654±0.031 0.727±0.029 0.779±0.027 0.811±0.028 0.878±0.022 0.944±0.016 0.999±0.003 0.790±0.010

LOCAL+CO SR 0.743±0.028 0.775±0.027 0.797±0.026 0.844±0.024 0.885±0.022 0.922±0.018 0.953±0.015 0.999±0.003 0.859±0.008

LOCAL+PL SR+CO SR 0.733±0.029 0.795±0.026 0.796±0.027 0.832±0.024 0.891±0.022 0.920±0.018 0.955±0.014 0.999±0.003 0.859±0.008

ALL 0.757±0.028 0.806±0.026 0.806±0.026 0.860±0.023 0.888±0.022 0.935±0.016 0.956±0.014 0.999±0.003 0.871±0.008

ALL-Landmark 0.754±0.028 0.803±0.026 0.813±0.026 0.854±0.023 0.897±0.022 0.937±0.016 0.960±0.014 0.999±0.003 0.872±0.008

ALL-PL NBR 0.756±0.028 0.816±0.025 0.797±0.027 0.853±0.023 0.895±0.022 0.929±0.017 0.956±0.014 0.999±0.003 0.870±0.008

ALL-PL NBR ALS 0.769±0.027 0.792±0.026 0.813±0.026 0.859±0.023 0.891±0.022 0.931±0.017 0.955±0.014 0.999±0.003 0.871±0.008

ALL-CO NBR 0.754±0.028 0.795±0.026 0.815±0.026 0.847±0.023 0.891±0.022 0.932±0.017 0.956±0.014 0.999±0.003 0.868±0.008

ALL-CO NBR ALS 0.761±0.027 0.794±0.026 0.809±0.026 0.851±0.023 0.891±0.022 0.935±0.016 0.958±0.014 0.999±0.003 0.869±0.008

ALL-WikiDoc 0.756±0.028 0.807±0.026 0.814±0.026 0.854±0.023 0.890±0.022 0.936±0.016 0.956±0.014 0.999±0.003 0.871±0.008

ALL-Category 0.758±0.028 0.794±0.026 0.806±0.026 0.848±0.023 0.890±0.022 0.936±0.016 0.958±0.014 0.999±0.003 0.868±0.008

ALL-PL SR 0.771±0.027 0.797±0.026 0.811±0.026 0.855±0.023 0.891±0.022 0.935±0.016 0.958±0.014 0.999±0.003 0.872±0.008

ALL-CO SR 0.710±0.029 0.741±0.028 0.780±0.027 0.815±0.025 0.851±0.025 0.905±0.019 0.950±0.015 0.999±0.003 0.838±0.009

ALL-PL SR-CO SR 0.654±0.031 0.701±0.030 0.756±0.028 0.809±0.026 0.829±0.027 0.892±0.021 0.946±0.016 0.999±0.003 0.816±0.009

Table B.7: Accuracy of NED using features from different semantic signatures of entities

on the Wikipedia dataset.

0.3-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0 1.0-1.1 Overall

WNED 0.581±0.027 0.604±0.025 0.672±0.024 0.748±0.022 0.799±0.021 0.864±0.018 0.899±0.016 0.978±0.009 0.762±0.008

L2R 0.657±0.026 0.644±0.025 0.719±0.023 0.751±0.022 0.757±0.023 0.849±0.018 0.879±0.017 0.937±0.014 0.769±0.008

LOCAL 0.615±0.026 0.541±0.025 0.673±0.023 0.719±0.023 0.767±0.022 0.843±0.019 0.904±0.016 0.999±0.002 0.750±0.008

LOCAL+Landmark 0.618±0.026 0.551±0.025 0.699±0.023 0.737±0.022 0.751±0.023 0.841±0.019 0.901±0.016 0.997±0.003 0.755±0.008

LOCAL+PL NBR 0.630±0.026 0.580±0.025 0.660±0.024 0.721±0.022 0.755±0.023 0.848±0.018 0.897±0.016 0.999±0.002 0.754±0.008

LOCAL+PL NBR ALS 0.633±0.026 0.547±0.025 0.681±0.023 0.741±0.022 0.768±0.022 0.859±0.018 0.898±0.016 1.000±0.000 0.758±0.008

LOCAL+CO NBR 0.594±0.027 0.518±0.026 0.698±0.023 0.740±0.022 0.797±0.021 0.854±0.018 0.898±0.016 0.997±0.003 0.755±0.008

LOCAL+CO NBR ALS 0.596±0.026 0.586±0.025 0.678±0.023 0.742±0.022 0.765±0.023 0.854±0.018 0.901±0.016 0.999±0.002 0.758±0.008

LOCAL+WikiDoc 0.623±0.026 0.554±0.025 0.691±0.023 0.721±0.023 0.753±0.023 0.834±0.019 0.896±0.016 1.000±0.000 0.752±0.008

LOCAL+Category 0.671±0.025 0.594±0.025 0.692±0.023 0.716±0.023 0.760±0.023 0.853±0.018 0.898±0.016 0.999±0.002 0.766±0.008

LOCAL+PL SR 0.636±0.026 0.604±0.025 0.692±0.023 0.741±0.022 0.774±0.022 0.865±0.018 0.907±0.015 0.997±0.003 0.770±0.008

LOCAL+CO SR 0.663±0.026 0.608±0.025 0.726±0.022 0.744±0.022 0.793±0.021 0.855±0.018 0.907±0.016 1.000±0.000 0.780±0.008

LOCAL+PL SR+CO SR 0.659±0.026 0.616±0.025 0.731±0.022 0.736±0.022 0.798±0.021 0.864±0.018 0.904±0.016 1.000±0.000 0.782±0.008

ALL 0.693±0.025 0.671±0.024 0.740±0.022 0.760±0.021 0.792±0.022 0.871±0.017 0.900±0.016 1.000±0.000 0.797±0.007

ALL-Landmark 0.679±0.025 0.652±0.024 0.728±0.022 0.776±0.021 0.798±0.021 0.865±0.017 0.901±0.016 1.000±0.000 0.794±0.008

ALL-PL NBR 0.674±0.025 0.657±0.024 0.729±0.022 0.761±0.021 0.790±0.021 0.868±0.017 0.906±0.016 1.000±0.000 0.792±0.008

ALL-PL NBR ALS 0.695±0.025 0.667±0.024 0.731±0.022 0.768±0.021 0.791±0.022 0.866±0.017 0.901±0.016 0.999±0.002 0.796±0.007

ALL-CO NBR 0.676±0.025 0.652±0.024 0.727±0.022 0.759±0.021 0.788±0.022 0.869±0.017 0.901±0.016 1.000±0.000 0.790±0.008

ALL-CO NBR ALS 0.695±0.025 0.637±0.025 0.739±0.022 0.748±0.022 0.790±0.022 0.873±0.017 0.898±0.016 1.000±0.000 0.791±0.008

ALL-WikiDoc 0.692±0.025 0.654±0.024 0.730±0.022 0.760±0.021 0.788±0.022 0.871±0.017 0.900±0.016 1.000±0.000 0.793±0.008

ALL-Category 0.679±0.025 0.644±0.024 0.728±0.022 0.765±0.021 0.784±0.022 0.873±0.017 0.902±0.016 1.000±0.000 0.791±0.008

ALL-PL SR 0.678±0.025 0.644±0.024 0.728±0.022 0.759±0.021 0.788±0.022 0.862±0.018 0.898±0.016 1.000±0.000 0.789±0.008

ALL-CO SR 0.677±0.025 0.644±0.024 0.708±0.023 0.764±0.021 0.787±0.022 0.863±0.018 0.904±0.016 1.000±0.000 0.787±0.008

ALL-PL SR-CO SR 0.664±0.026 0.603±0.025 0.698±0.023 0.730±0.022 0.777±0.022 0.858±0.018 0.895±0.016 1.000±0.000 0.771±0.008

Table B.8: Accuracy of NED using features from different semantic signatures of entities

on the ClueWeb dataset.
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MSNBC AQUAINT ACE2004 AIDA-CoNLL

WNED 0.895±0.024 0.880±0.024 0.833±0.046 0.836±0.004

L2R 0.909±0.022 0.886±0.023 0.852±0.043 0.890±0.004

LOCAL 0.895±0.023 0.861±0.025 0.833±0.046 0.863±0.004

LOCAL+Landmark 0.892±0.024 0.865±0.025 0.844±0.044 0.845±0.004

LOCAL+PL NBR 0.909±0.022 0.862±0.025 0.844±0.044 0.862±0.004

LOCAL+PL NBR ALS 0.899±0.023 0.872±0.024 0.844±0.044 0.859±0.004

LOCAL+CO NBR 0.907±0.022 0.867±0.025 0.844±0.044 0.866±0.004

LOCAL+CO NBR ALS 0.901±0.023 0.865±0.025 0.829±0.046 0.867±0.004

LOCAL+WikiDoc 0.904±0.023 0.861±0.025 0.840±0.045 0.866±0.004

LOCAL+Category 0.912±0.022 0.869±0.024 0.840±0.045 0.868±0.004

LOCAL+PL SR 0.921±0.021 0.868±0.025 0.848±0.044 0.883±0.004

LOCAL+CO SR 0.904±0.023 0.882±0.023 0.860±0.042 0.896±0.004

LOCAL+PL SR+CO SR 0.904±0.023 0.880±0.024 0.856±0.043 0.897±0.004

ALL 0.910±0.022 0.883±0.023 0.875±0.040 0.897±0.004

ALL-Landmark 0.909±0.022 0.879±0.024 0.864±0.042 0.897±0.004

ALL-PL NBR 0.909±0.022 0.883±0.023 0.875±0.040 0.897±0.004

ALL-PL NBR ALS 0.909±0.022 0.879±0.024 0.879±0.040 0.896±0.004

ALL-CO NBR 0.904±0.023 0.883±0.023 0.879±0.040 0.897±0.004

ALL-CO NBR ALS 0.905±0.022 0.883±0.023 0.875±0.040 0.897±0.004

ALL-WikiDoc 0.907±0.022 0.882±0.024 0.879±0.040 0.897±0.004

ALL-Category 0.904±0.023 0.887±0.023 0.868±0.041 0.897±0.004

ALL-PL SR 0.909±0.022 0.883±0.023 0.875±0.040 0.897±0.004

ALL-CO SR 0.909±0.022 0.875±0.024 0.856±0.043 0.892±0.004

ALL-PL SR-CO SR 0.886±0.024 0.871±0.024 0.856±0.043 0.885±0.004

Table B.9: Accuracy of NED using features from different semantic signatures of entities

on 4 public datasets.
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B.3 Evaluation of Efficiency

Datasets WNED L2R-CONLL NED-SR NED-ALL

ACE2004 28137 10296 2368 3617

AQUAINT 15593 15409 3039 8655

MSNBC 32541 32613 6011 13853

AIDA/CoNLL-Test A 34632 33937 4481 16352

DBpediaSpotlight 7831 7120 1320 3122

KORE50 8317 2972 693 1409

Microposts2014-Test 2523 1666 435 622

N3-RSS-500 2107 1309 413 556

N3-Reuters-128 12528 4572 1135 1704

OKE 2015 Task1 evaluation dataset 21029 7040 1409 2760

Table B.10: Average running time (milliseconds) per document in each benchmark of our

4 NED systems reported by GERBIL.
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