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Abstract

Video-on-Demand (VoD) systems face scalability problems due to the need to satisfy
numerous requests for several different videos given the limited bandwidth of the
communication links. In order to provide scalable solutions, existing VoD proposals
can be roughly divided into two categories: (a) scheduled multicast and (b) periodic
broadcast. Scheduled multicast schemes collect user requests over successive time
intervals. The users requesting the same video within the same interval will receive
the video stream through a single multicast of the entire video. Periodic broadcast
schemes operate by periodically broadcasting the same video.

In this thesis we propose (a) a novel scheduled multicast scheme based on a
time—dependent bandwidth allocation approach. (b) a Trace-Adaptive Fragmenta-
tion (TAF) scheme for periodic broadcast of Variable Bit Rate (VBR) encoded video,
and (c) a Loss-Less and Bandwidth-Efficient (LLBE) protocol for periodic broadcast
of VBR video. We have designed, simulated and evaluated the proposed schemes
and the simulation results demonstrate the benefits, flexibility and feasibility of the

proposals.



... the cluster of technologies we call the Internet has very distinctive powers: a
unique ability to complement. to reinforce and to enhance many of our most
powerful traditional approaches to university teaching and the process of learning..
- Neil Rudenstine, Harvard President
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Introduction



With the popularity of the Internet. the advent of high-speed network and the
improvement of data compression technology. Media—on-Demand (MoD) is becoming
a major application of future digital networks. In pure-MoD. a dedicated unicast
stream is established for each user request. Pure-MoD does not scale well with the
user population and becomes very expensive when a large number of concurrent
requests have to be accommodated. Obviously. MoD and. in particular, Video—on—
Demand (VoD) systems face scalability problems in a limited bandwidth environment.
To provide scalable MoD. new efficient protocol architectures must be employved that

target bandwidth efficiency.

1.1 Media on Demand

MoD refers to media services in which a user is able to request from a server any
media content at any time. It encompasses many applications such as video-on-
demand, news-on-demand, distance learning, home shopping, training programs etc.
The following discussion focuses on VoD, but the principles are equally applicable to
other media objects.

Throughout this work we shall make the following assumptions about the VoD
architecture: A dedicated link, such as cable or satellite, is used to distribute the
video data from the video server to the user. The prerecorded videos are stored at
the video server. The server reads the video data from local high-performance storage
media. Each client consists of a "set—top box” and secondary (disk) storage to read
and write the video data. The user who wishes to watch a particular video starts
receiving the video data transmitted by the server and the video data can be cached

at the user’s disk before it is decoded and displayed.

1.2 CBR vs VBR

Video sources are typically encoded (i.e. compressed) in order to reduce their stor-
age and bandwidth requirements. One approach to video encoding, called Constant
Bit Rate (CBR) encoding, produces a data stream with nearly constant bandwidth.
Typically, CBR encoding operates by modifying the quantization scale, on—the-fly,

during compression in order to maintain constant bit rate at the output of the encoder
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[36]. The variable quantization causes the encoded video to be of variable quality.
For open-loop Variable Bit Rate (VBR) encoding, the quantization scale remains
constant throughout the encoding process, which often produces highly variable bit
rate. For a given video and for the same perceptible quality level. the bit rate for
CBR video is typically 2 times or more the average bit rate of VBR video [9]. In ad-
dition, VBR encoding schemes are becoming commonplace (MPEG-1 and MPEG-2)
and extensive libraries of video material are already available in VBR form. There-
fore, there is potential to obtain further performance improvements by using VBR
video.

It is well known that VBR compressed video exhibits significant rate variability
even when the rate is computed over time intervals as large as several minutes [7].
The excessive traffic rate variability is frequently called burstiness. The burstiness
complicates the design of efficient real-time storage, retrieval and transport mecha-
nisms capable of achieving high resource utilization, i.e., high bandwidth efficiency.
The so-called smoothing is essentially the averaging of the bit rate over certain time
intervals in order to reduce the rate variability. Smoothing produces less bursty work-
loads. however. it comes at the cost of introducing delay. delay jitter and additional
buffers at the receiver. The resulting delay and delay jitter control requirements, as
well as their corresponding buffer dimentioning require complex mechanisms from the

underlying network.

1.3 Scheduled Multicast and Periodic Broadcast

To reduce the cost of VoD systems and provide scalable VoD services, efficient tech-
niques have been proposed. which can be roughly divided into two categories: (a)
scheduled multicast and (b) periodic broadcast. Scheduled multicast is accomplished
by grouping many requests for a given content arriving over a period of time and serv-
ing these requests by a single multicast stream. The technique of collecting requests
is also called batching. Batching increases the efficiency of VoD. However, scheduled
multicast schemes are demanding in terms of bandwidth for popular videos. For ex-
ample. suppose there exists a popular video 120 minutes long. If the batching interval

(also called responsiveness delay) for scheduled multicast is 5 minutes and there is a



request for every batching interval for this video, then 24 concurrent transmissions
of the same video are underway of any point in time. Thus. the batching of popular
videos results in low bandwidth efficiency. Instead. periodic broadcast schemes broad-
cast the videos periodically. i.e.. every w seconds a new stream is started transmitting
over the network for a given video. Thus. the worst service delay experienced by any
subscriber is guaranteed to be less than w minutes. For a popular video, periodic
broadcast schemes substantially reduce the bandwidth requirements compared with
the scheduled multicast schemes.

In periodic broadcast schemes. the entire video is partitioned into smaller suc-
cessive and non-overlapping segments before broadcasting. the operation of which is
called fragmentation. Each segment of the video is then continuously broadcast on
a separate channel. The particular fragmentation strategyv used is a central point of
any periodic broadcast scheme.

Periodic broadcast schemes bypass the need to process individual user requests
and the transmission schedules used by periodic broadcast are determined off-line.
In this sense. the periodic broadcast schemes for VoD can be seen as an evolution of
earlier teletert broadcast schemes [3]. The computation of the schedules can account
for the popularity of the videos and the maximum tolerable latency between the
time a subscriber activates its set—top box (“tunes-in”) and the point at which the
uninterrupted playout of the entire video can start.

Finally, it has been repeatedly shown in the literature that the popularities of
videos follow the Zipf distribution. A typical skew factor for a Zipf distribution
representing video preferences is 0.271 (see [10]). That is. most of the demand (80%)
is for a few (10 to 20) very popular videos. Periodic broadcast schemes can then be
used for the popular set (“hot set”) of videos while a form of scheduled multicast can
be used for the less popular set (“cold set”).

For the "cold set”, we propose a scheduled multicast scheme for the distribution in
the call admission control process based on a time-dependent traffic characterization
of VBR video. the details of which are presented in Chapter 2. On the other hand, we
propose a lossy periodic broadcast scheme for the distribution of ”hot set” VBR videos
with client-imposed constraints on its I/O bandwidth, which is presented in Chapter

3. Finally, We propose a lossless periodic broadcast scheme for the distribution of
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“hot set” VBR videos aiming at achieving the least required bandwidth for a given
start-up delay provided that per-video server and client bandwidth are coupled. the

details of which are given in Chapter 4.

1.4 The Related Work

1.4.1 Traffic Characterization and Call Admission Control

In the area of VBR video traffic characterization and call admission process, Chang
and Kung proposed a time-dependent piece-wise Constant-Bit—Rate bandwidth al-
location scheme for VBR video traffic in [8]. In their proposal, they assume the client
buffer must be preloaded with the initial frames of the video before the user starts
playout. This. however, requires scheduling the prefetching of data to ensure that a
large buffer is filled in advance of playout, placing high demand upon the buffer and
complicating the bandwidth allocation for the call admission control.

McManus and Ross presented a dvnamic programming methodology to find op-
timal piece-wise constant rates and intervals to characterize VBR video traffic for a
variety of optimization criteria such as the minimization of the maximum rate sub-
ject to a maximum initial delay and the constraint on receiver buffer [29]. Their
algorithm is close to impossible to use in practice since it is very slow (the computa-
tional complexity is O(.N?), the N here stands for the number of frames in a video,
typically larger than 10%). Although they claim that a grid. which uses one element
to represent a group of successive frames. can accelerate the computation, obviously,
the introduction of a grid will no doubt result in much inaccuracy due to the coarse
representation of the video traffic.

Knightly and Zhang proposed a Deterministic Bounding INterval-length Depen-
dent (D-BIND) model to capture the worst-case bit rates over successive time intervals
[23], which is a time-invariant VBR video traffic characterization with the computa-
tional complexity of O(V) to calculate the multiple rate-interval pairs. Their proposal
is to describe the worst case bit rate boundings and it is not efficient since the allo-
cated bandwidth can not be renegotiated after the worst case is encountered.

As far as renegotiation is concerned, the work on optimal smoothing in [37] in-

cludes an accompanying Renegotiated CBR (RCBR) service class [16], which again



has to operate in real-time but the system is free to reject the renegotiation de-
mands of the stream. thus resulting in a statistical QoS setup. The alternative to
renegotiation that is presented in this thesis is to use a time-dependent envelope de-
scription of the traffic. In this way. the computation complexity is moved to before
the transmission (i.e.. in the call admission process).

Zegura et al gave a survey and present some new results in renegotiated service
in [41]. They pose the renegotiation problem as consisting of two steps. The first
step is responsible for generating a feasible transmission schedule and the second is
to produce a renegotiation schedule. The algorithms presented in [41] are used to
calculate the renegotiation points in the second processing step with the input data
from a feasible transmission schedule which can be calculated through the optimal
smoothing algorithm [37].

Finally. the MPEG-specific scheme presented in [42] by Zhao et al produces an
envelope to capture the maximum bit rates of different frame types (I. B, P frames)
among all of the GOPs (Group of Picture) of the video trace to do VBR video call
admission control. Obviously. this approach is not general and not efficient in terms
of the required bandwidth.

No matter which traffic characterization is chosen. the scheduled multicast scheme
is often employed during the call admission process to reduce the cost of the VoD

syvstems and provide scalable services.

1.4.2 Continuous Periodic Broadcast

The alternative to on-demand batched multicast is the continuous periodic broad-
cast. The staggered periodic broadcast of entire videos [10] is a scheme that requires
bandwidth inversely proportional to the startup latency objective. For example, on
a 155 Mb/sec link, multiplexing the broadcast of ten two-hour long movies (each
encoded at 3 Mb/sec) we cannot provide a startup latency better than 24 minutes.
Moreover, this type of staggered broadcast demands large secondary storage capac-
ity and high secondary storage I/O capabilities at the set—top box. The solution to
these issues is the fragmentation of the complete video into a sequence of segments.
The first segment can be short such that its broadcast can be repeated very often

resulting in short startup latency. The complexity lies in the timing of the broadcast
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of subsequent segments such that no starvation of the receiver occurs. Moreover, the
receiver can employ secondary storage to store (completely or partially) segments in
anticipation of their plavout.

The Pyramid Broadcasting (PB) presented by Viswanathan and Imielinski [39]
was the first scheme to reduce the startup latency using fragmentation. In PB. each
segment is broadcast on a separate channel. However. PB’s drawbacks are (a) the
large client buffer size which is usually more than 70% of the entire video and (b)
the high disk bandwidth required to write data to disk as quickly as received. A
number of efficient protocols have been proposed to address these issues. Aggarwal et.
al. proposed the Permutation-based Pyramid Broadcasting (PPB) [3] which reduces
the buffer size requirements down to approximately 50% of the video. Skyscraper
Broadcasting (SB) presented by Hua et. al. [19] substantially reduces the disk to
approximately 10% of the video using a novel fragmentation technique and a different
broadcasting scheme. Recently, Hua et. al. proposed a Client-Centric Approach
(CCA) (18] which incorporates the restriction on how many channels a receiver can
download at any point in time.

Overall. the above periodic broadcast protocols (PB. PPB, SB, CCA) share a
similar structure. that is, equal bandwidth for all channels and increasing size of
segment lengths. CCA has shown the best performance by making maximum use of
the client bandwidth and keeping a lower buffer space requirement. The bandwidth
requirements of this family of protocols. for reasonable playout latencies, is roughly
7 times the video consumption bandwidth.

Another approach to periodic broadcasting schemes. that of Harmonic Broadcast-
ing and its variants. exhibits a different structure, i.e.. decreasing bandwidth for the
channels and equal segment lengths. In this category fall Juhn and Tseng’s Har-
monic Broadcasting (HB) [21], Paris, Carter and Long’s Cautious Harmonic Broad-
casting(CHB) [30]. Quasi-Harmonic Broadcasting (QHB) and Polyharmonic Broad-
casting (PHB) [31]. These schemes aim to reduce the start-up latency and improve
the bandwidth efficiency. PHB has given the best performance, especially as far as
bandwidth efficiency is concerned. Typical storage requirements are near 40% of the
video size and transmission bandwidth are roughly 5 times the video consumption

bandwidth.
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Until recently. all periodic broadcast techniques assumed CBR encoded videos.
Recently, [36] proposed a series of multiplexing schemes such as Group of Picture
(GoP) smoothing. buffered multiplexing and Join-the—Shortest—Queue (JSQ) prefetch-
ing to improve the data loss performance for the periodic broadcast of VBR encoded
video (VBR-B). Notably. to this day, all of the existing VVBR periodic broadcast

schemes use a lossy multiplexing approach.

1.5 Thesis Contributions

The contributions of this thesis can be summarized as follows:

1. In chapter 2. we propose a time-dependent characterization of the VBR video
traffic that maintains high network utilization while requiring zero buffering at
the receivers and the network itself. We take each video trace as a whole without
anyv fragmentation. \We illustrate how to generate an abbreviated representa-
tion of \'BR video in the form of a A-step envelope, which is subsequently used
to develop the transmission schedules in the call admission control procedure
of batched user requests. Ve present both an exact optimal algorithm and a
fast sub-optimal heuristic to generate the A-step traffic envelope. Our proposal
does not depend on the video encoding patterns and it gives the designer a
great deal of flexibility. We note that most previous approaches of performing
\'BR VoD call admission control do not take into account time—dependent en-
velopes. Using only a few parameters to characterize the traffic of a VBR video
in a time-invariant manner can result in poor link utilization while extensive
underlving network support for scheduling and buffering traffic is still necessary
[8]. In contrast. the proposed scheme essentially trades increased call admission

computation for more efficient bandwidth utilization.

We also consider a call admission scheme for the multicast flows that result from
the batching of user requests. Multiplexing is used to carry the VBR video
traffic in order to increase the network utilization. Even with multiplexing,
the high rejection rate of user requests will still be a challenge because the
total aggregate bandwidth can exceed the available link bandwidth. For this

reason, a placement optimization method is used in the call admission process
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to reduce the rate variability and the rejection rate. The running time of the
call admission for realistic examples was found to be within 15 seconds, making
it very well suited in VoD /MoD systems where an even larger delay penalty has
to be paid anyway because of the delay related to the efficient implementation

of batching.

For VBR video broadcast. due to the significant bit rate variability of VBR
video, different fragmentation schemes can lead to drastically different aggre-
gate traffic when multiplexing the periodically-broadcasted segments together.
Therefore, different fragmentation schemes may result in very different packet
loss rate. However. all of the periodic broadcasting schemes use "rigid” frag-
mentation techniques without any regard to their influence on the packet loss

performance.

In chapter 3. we consider the design of a dvnamic Trace-Adaptive Fragmentation
(TAF) strategy which takes the particular video traffic into account to achieve
the minimal packet loss which can further improve the performance of VBR
video broadcast and may well require far fewer resources.

TAF operates by deriving a set of fragmentation choices for the given constraints
(the number of segments, the startup latency and the uninterrupted playout)
and selecting the one with the least packet loss rate for the aggregated segments

based on the particular video trace.

In chapter 4, we present a novel Loss-Less and Bandwidth-Efficient (LLBE)
protocol aiming at achieving the minimal bandwidth requirement while achiev-
ing exactly zero packet loss for the periodic broadcast of VBR video.

LLBE can achieve any arbitrary a—priori per-video startup latency (i.e., delay
from “tune—in” of the set—top box to start of uninterrupted video playout). The
latency is deterministic, that is, exactly w seconds of startup latency is required.
In this sense, LLBE provides predictable latency for the client devices, which
can be considered preferable and more "fair” compared to the bounded but
random startup latency.

In LLBE, the entire video is fragmented into segments. Each segment is assigned

9



different bandwidth and is transmitted on a separate channel. The client set—top
box starts downloading the information of all the segments of a specific video
as soon as the client “tunes—in”. As soon as the first segment is downloaded
completely. the uninterrupted playout of the video can begin. Because of the
schedule construction employed in LLBE, subsequent segments are guaranteed
to be completely downloaded just prior to the point when they are needed to

be consumed by the playout process.

1.6 Reading Guidance

For Chapter 2. 3 and 4, each chapter deals with a specific problem on efficient trans-
mission scheduling of VoD systems, regarding which we propose the corresponding
schemes and experimental results. For the convenience of stating each problem, the
variables and symbols used in each chapter are self-contained. There is no uniform

definition for them between different Chapters.
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Chapter 2

An Efficient Scheduled Multicast
Scheme
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It is well known that efficient call admission schemes require precise traffic char-
acterization. For the traffic with high bit rate variability such as VBR encoded video,
it is a challenge to characterize the traffic precisely using only a few parameters. The
proposed time-dependent envelope traffic characterization using a few simple param-
eters tries to guarantee both efficient use of the links and reasonable processing cost
in the call admission procedure. To improve the efficiency of VoD systems, an efficient
scheduled multicast scheme is emploved in the call admission process, which is ac-
complished by grouping many user requests for the same video over a given batching
interval and serving these requests by a single multicast stream. For heterogeneous
clients, different clients may have different buffer sizes. Therefore. a zero buffer as-
sumption in the proposed scheme is used to better support heterogeneous clients.
Essentially. we trade more computation for better efficiency in terms of bandwidth

and user requests acceptance.

2.1 The Envelope Generation Scheme

In this section. we describe an approach to generate an abbreviated representation
of a stored VVBR media stream in the form of a step—wise bandwidth envelope. A
reasonable question is why not use the frame bitrate values of the stored video. The
answer is that the bandwidth fluctuations of many VBR streams occur too frequent to
be usable as an envelope representation. For example, a typical 2 hour feature video
at 25 frames per second, corresponds to more than 170000 frames. If the computing
resources are available, then a fine-grained envelope to the point of individual frames
can be produced and used. However, in this work we show that significant bandwidth
gains can be achieved with a much smaller number of steps. We also note that the
bandwidth allocation renegotiation is subject to latencies (e.g., signalling protocol
deiays) that indicate it may not be possible to renegotiate the bandwidth on a frame-
by-frame basis.

We assume that the VBR stream is captured and stored and that we can derive
a sequence of values representing the instantaneous source activity in terms of bits
generated by the source per unit of time. The time unit is selected such that fluctu-

ations in the bit rate in a time scale smaller than this unit are inconsequential to the
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nature of the application. For example, a natural choice for a unit of time for video
traffic is a video frame period. For the sake of clarity we use the term frame bitrate to
refer to the bitrate measurement during the frame period for a VBR sequence, thus
making the correspondence to video traffic obvious.

In generating the step—wise envelope, each step can contain an arbitrary number
of successive frames. The bandwidth corresponding to each step is equal to the
maximum bandwidth required by a frame belonging to this step, i.e.. equal to the
maximum instantaneous bandwidth demand during the time period “covered” by
the envelope step. Figure 2.1 illustrates the nature of the envelope construction.
The purpose of the envelope is as follows: If the bandwidth allocated for a stream’s
connection follows a time—varying pattern according to the constructed envelope, the
stream’s transmission will suffer no delays since the allocated bandwidth satisfies
all the worst case bandwidth demands of the source. Clearly, this approach wastes
bandwidth by allocating more bandwidth than needed but as will become clear, the

bandwidth waste can be minimized.

C4=9
m4=6
e; =2 e =4 34=6
n;L =—5 my =6 C4=Oe-=l‘7
s, =8 sa=1l ¢y =38 ms =D
¢ =2 cy =1 ms =4 55 = 13
5'3:12 05:2
6324
y
2 ] N =12
y k=25
OSSN .
£ 1503lels|213l43l6]315]s
) Il 23 45678 9101112

Figure 2.1: Example use of the defined notation for a sequence of 12 frames split into
5 segments (N = 12,k = 3).

Finally, the envelope generation problem can be formulated as follows: Given a

frame bitrate sequence represented by f;, ¢ = 1,..., N and a number k., we wish
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to split the frame bitrate sequence into & non-empty and pairwise non-intersecting
steps/segments!. Let us usee;, i = 1,...,k to denote the segments such that e; stands
for the last index of the frame sequence that belongs to the i-th segment, hence, the
i~th segment spans all the frames from f.,_ . to fe,. inclusive. Clearly e, = N,
while for notational convenience we also introduce eg = 0. We define the following

quantities:

mijznla_Y{fi?""fj} VJ2L~ i,jzl,...,.’\/’ (2.1)
J

sy =9 fo ViZi ij=1....N (2.2)
k=1

The "cost™ of a segment from frame ¢ to j is therefore:

cij =(my(j—i+1)—sy; Vi>i, ¢j=1,....N (2.3)

Note that ¢;; = 0. We further introduce the following notation using a single index,
1, representing the corresponding segment. for (a) the maximum frame in a segment,

(b) the sum of frames in a segment and (c) the cost of a segment:

m; = Me,_, +le, Vi = ]_7.'_,1;; (2.4)
S5i = Se;_,+le; Vi=1.--- , k (25)
Ci = Cei_+le; VI=1---, k (26)

An example of the notation used here is given in Figure 2.1 for an example sequence
of 12 frames split into 5 segments. Note there are several different ways to split the
same sequence into the same number of segments. The one which we wish to derive
is the one that minimizes the wasted bandwidth. Specifically, for a given k& we wish
to find the partition of f;’s into the segments of e;’s that minimizes the following

expression:

~
[\
~1
g

k
C'-—-Zc.i

=1

'Hereafter, the terms "step” and “segment” are used interchangeably.
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We will call this minimization problem the £.-EINNV problem. Essentially. we wish
to determine £ — 1 integer values fore;. ¢ = 1.---,k — 1 (since ex = N is fixed) where

g <e<...<é < €.

2.1.1 The Exact Solution for i—ENV

Despite its seemingly hard combinatorial nature, the A-ENV problem can be re-
stated as a single—pair k-edge shortest path problem in a directed acyclic graph. The
construction of the corresponding directed graph from an instance of the envelope
problem can be accomplished as follows: Consider a graph of & + 1 vertices. Let
the vertices be labelled using the indices from 1 to N + 1. We introduce directed
edges (¢, j) for j > ¢ with weight corresponding to ¢; j_;, as defined in the previous
section. Essentially. an edge (i.j) with j > ¢ corresponds to taking the frame se-
quence from i to j — 1 as one step of the envelope. Figure 2.2.a presents an example
of this construction. As we have observed earlier, ¢;; = 0, and hence the weights of
the (i,i+ 1) edges are zero. No other edges. except for the ones defined herein appear
in the graph. Consider now the operation of the classic Bellman-Ford algorithm for
determining the shortest paths in a graph (section 3.6 of [24] and also present in
virtually all algorithms textbooks). whereby determining the shortest path between
a source and all possible destinations can be seen as a matrix multiplication problem,
with the ordinary addition operator taking the place of the multiplication and the
minimization operator taking the place of addition. According to this formulation of
the shortest path problem, and if the weight matrix is denoted by 4, then 4* is a
matrix containing the shortest path between any two #, j pairs that contains no more
than k edges. The path from vertex 1 to vertex N + 1 represented in the element
a; n+ of A¥ corresponds to the minimization we seek over C = ¥5_ ¢;.

First, we note that the construction of the graph implies that any path from 1 to
N + 1 corresponds to a sequence of envelope steps. The shortest path minimizes the
cost of the sum of the weights of the edges., and hence it minimizes the sum of the
costs of the envelope steps.

Note that due to the construction of the graph, the shortest path does not include

a cycle because no (directed) cycles are present in the graph in the first place. Namely,
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Figure 2.2: (a) The graph instance associated with an example instance of the k-
ENYV problem and (b) The optimal solution for £ = 3 and its corresponding shortest
path (thick gray(red) lines).

the labelling of the vertices from 1 to :V + 1 can be seen as a topological order under
which no edge points “backwards”. i.e.. no edge (¢, j) exists with j < z. Hence, any
shortest path constructed (and for that matter any path) on this graph is necessarily
a simple (acyclic) path. The single-source shortest path problem can be solved using
the Bellman-Ford algorithm. The running time for the shortest path algorithm is
O(kN?). However, the space requirement (O(V?)) of the algorithm still rules it out
for practical use since for a typical video of two hours, the number of frames (V) is

about 170,000 and the corresponding space requirement is several Gigabytes.

2.1.2 A Bottom—Up Heuristic for &~-ENV

We present an algorithm for the &-ENV problem that generates suboptimal solutions.
Because of the similarities in the content of a media stream, as in the case of MPEG
streams, the resulting error relative to the exact optimal solution of the £-ENV prob-
lem is generally small. The algorithm’s features are its space requirement of only

O(N) and its running time of O(N?). The algorithm can run for complete video
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traces in commodity-produced scientific workstations with physical memory much
less than 1G Bytes.

The algorithm operates in a bottom—up fashion. First. the entire sequence is
covered in V envelope steps, each step corresponding to one frame. The total cost
is initially zero. At each iteration we merge together two successive envelopes if this
merge will bring the smallest increase in the overall cost. Hence, the cost is guaranteed
to increase monotonically as we move from i—step to (¢ — 1)-step envelopes. The
merging stops when we reach the target number of envelope steps. £. A pseudocode
of the proposed algorithm is presented in Figure 2.3.
steps = N
while steps > k do

cost_min = oc :
fori=1.,....: steps — 1 do
COSENCT = Co,_ | +1e,o; — Cei_y+le, = Cejtleisy:
if cost_min > cost_incr then
cost_min = cost_incr:
marker = i;
endif
endfor
for ¢« = marker,....steps — 1 do
€i = €iry:
endfor
steps — —;
endwhile

Figure 2.3: Pseudocode for the bottom-up heuristic solution to the k~ENV problem.

The intuition behind the suboptimal nature of the algorithin is as follows: by only
merging envelopes, a step in a j-step envelope properly contains an integer number
of steps that were present in the i-step (¢ > j) envelope. Hence situations were
partial overlap between envelopes in the ;-step and the j-step envelope exists are not
explored by this algorithm. The result of the limited search is a suboptimal solution
but also the faster, O(/N?), running time. Figure 2.4 presents an example of running
the algorithm for gradually decreasing values of k£ (decreasing & towards the bottom

of the figure).



2.1.3 Step—Wise Traffic Envelope Efficiency

In order to properly appreciate the savings in bandwidth caused by the stepwise
envelopes, we first define b, as the total bandwidth used up by the particular envelope.
Intuitively. this is the integral of the step—wise bitrate over the entire period of the
frame sequence. Let us also introduce b,, as the average constant bandwidth required
by the stream in order to be transmitted over the time period which is equal to the
frame sequence length. i.e. the rate at which the stream should have been sent if there
were no concerns about the prompt real-time delivery of individual frames, as long
as the entire sequence of frames was delivered in time equal to the sequence length.
Furthermore, we let b, represent the peak bandwidth which. if it were assigned to the
stream. would be sufficient to deal with even the highest instantaneous demands of
the source.

In the VBR video traces we used, even though the ratio of the largest over the
smallest frame in a sequence is two orders of magnitude or more, the ratio of the
peak frame size (and hence of the peak bitrate b,) over the average frame size (and
hence of the average bitrate b,,) is typically in the range between 6 and 18. The
be is more than b,, but certainly less than b,. In fact b, = b, when & = 1, that is.
the single—step envelope trivializes the scheme to a maximum bandwidth allocation.
Since b, is always larger than b,, we will use (b./b,,) — 1 as the measure of how much
"worse” the envelope is doing in terms of additional bandwidth compared to the
average bandwidth. The envelope scheme presented in this work strikes the middle
ground between average and maximum bitrate for the entire trace but in addition, and
contrary to rate-constrained versions of traffic characterization (e.g. Leaky Bucket-
constrained sources), it guarantees the delay— and buffer—free delivery of the stream
(that is, apart from transmission and propagation delays). Hence, the fact that it
cannot achieve the huge savings that may be achievable by LB-constrained streams
is compensated by the zero demand in buffer space from the network and virtually
zero buffer demands from the receiving endpoint.

First we need to illustrate how the exact A~ENV algorithm behaves compared
to the fast heuristic algorithm for the same problem. Figure 2.5 shows clearly the

advantage of the optimal algorithm. However, the decrease of bandwidth waste with
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increasing number of steps follows essentially the same slope in both the optimal
and the heuristic algorithm. Note also that the minimum bandwidth waste by both
algorithm is achieved at around the same number of steps?®

We next present the bandwidth waste for complete video segments of 40,000 frames
from traces available from [35]. The step-wise envelopes are produced using the
heuristic A—EINV algorithm, hence. if one was able to run the exact algorithm on the
same instances, an even better bandwidth waste figure would be attainable. All the
19 traces available to us demonstrated similar behavior. We present results from only
three of the traces that we consider typical of the set: a newscast. a sporting event,
and a feature video in Figure 2.8. Depending on the content. significant savings can
be achieved even with modest number of steps in the envelope (10-100 steps).

Ultimately. the bandwidth waste vs. & depends on the particular frame sequence.
For example. on an MPEG-compressed video stream. the A—ENV algorithm will
tend to group together the frames that belong to a particular scene at a certain level
of activity, such that consecutive low-activity or high—activity scenes are grouped
together. Another property that we have observed is that the algorithm separates
(occasionally in a single—frame envelope step!) very large frames, because their inclu-
sion would inflate the overall cost. Thus. it isolates “outliar” frames and essentially
requires that extra bandwidth is only occasionally reserved for the sake of dealing

with such exceptionally sized frames.

2.1.4 System Synchronization

To apply the proposed time-dependent (k-ENV) bandwidth allocation scheme in the
deterministic call admission control process, the bit rate renegotiation time points in
terms of the constructed traffic envelope must be precisely synchronized to prevent
packet ioss since renegotiations are not instantaneous and the latency between sig-
nalling change of allocated bandwidth and its response may cause the bit rate remains
unchanged across the renegotiation time points, which could result in overflow.
Similar to Chang et al [8], this problem can be solved by allowing extra delay

period between the request for bandwidth increase/decrease in terms of envelope and

2The example of Figure 2.5 has been restricted to the first 500 frames of a video sequence because
of the computation load and memory demands of the optimal algorithm.
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its response, which is a multiple of frame time. This can be done by extending the
time interval for a given bit rate in terms of envelope if the bit rate is higher than
the rate during the adjacent time intervals across the renegotiation points. The idea
behind this operation is illustrated in Figure 2.6. Obviously. the number of steps in
the original envelope could be reduced by the step extension of the synchronization

operation.

2.2 The Call Admission Control

In this section we present a call admission algorithm that can be performed on
step—wise bandwidth envelope streams. First, we wish to clarify that call admis-
sion schemes that operate on a time-invariant representation of the connection traffic
(as the one presented in this work) can summarize the state of the currently accepted
connections in very little memory. Typically, this is accomplished by storing two
values: the aggregate bandwidth and the aggregate buffer commitments. As connec-
tions are accepted (terminated), these aggregate quantities are increased (decreased)
but the memory required for their representation remains fixed. On the other hand,
schemes that operate on a time-dependent representation of the connection traffic
may have to utilize significantly more space in order to accurately capture the time—
dependent resource usage. Since we are not dealing with the potential of statistical
multiplexing as we indicated earlier. no buffer resource allocation exists. In fact, a
bandwidth allocation is performed exactly to avoid any buffer allocation in the net-
work. However, the bandwidth call admission is complicated by the requirement to
represent arbitrary time—dependent bandwidth commitments. For this reason we use
the same representation that we used for an individual source. namely, a sequence of
k steps where k is enough to represent the merged traffic from the envelopes of the
constituting connections. Figure 2.9 depicts the generation of the new aggregate traf-
fic from a new stream and an already calculated aggregate (can be zero if no stream
is currently transmitted). Note that, as the merge is performed, if segments e} and
e overlap in time, then they will lead to the creation of a segment that describes
their aggregate traffic, say e;, such that m;y = m! + mj. Moreover, if &’ and " are

the number of steps for the current aggregate and the new stream respectively, then
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their merged envelope contains k& steps where &k < &' + k" .

2.2.1 Call Admission Constraints and Objectives

In a MoD system. the acceptance of a connection is performed not only based on the

system resources available at the time the request is made. but also on a prediction

of how the acceptance of the request will influence the future requests. For example,

one objective in request batching is to postpone the point in time at which a stream

starts transmission in order to maximize the number of satisfied requests by one

transmission. In the proposed call admission. three constraints/objectives need to be

considered:

o

. Responsiveness Constraint: The start time of transmission must be set within

T time units from the point the request is received by the system, otherwise

the request is considered rejected.

. Bandwidth Constraint: The superposition of the new stream on the already

transmitting streams must not exceed the available link bandwidth capacity B.

Placement Objective: The superposition of the new stream on the already trans-
mitting streams, subject to items 1 and 2 above must be such that it minimizes

the following expression:
v = maxm; — minm; (2.8)
t 1

where m; is the rate corresponding to the i-th segment as produced by the

superposition of the new and the previously accepted streams.

Shifting Optimization: The call admission process can be accelerated using a
shifting optimization method when choosing the placement point such that the
expression of max; rm; — min; m; can be minimized for a given shifting window

size (constraint(1)).

Ignoring constraint (L) can lead to an always feasible solution for any number

of requests but the start of the transmission would gradually be postponed towards

infinity, an obviously unwelcomed side-effect. Constraint (2) is a natural restriction
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of the systemn. Objective (3) and equation 2.8 in particular appears as a form of “vari-
ance reduction” of the produced superposed stream. In reality, one cannot talk about
“variance” in the current context since evervthing is deterministic. Instead, the pur-
pose of objective (3) is to produce an aggregate stream without extreme fluctuations in
the allocated bandwidth. In the ideal case: v = max; m; — min; m; = 0 which implies
that the superposition is constant bandwidth. What is accomplished by this objec-
tive is that the future connections are not influenced by the particular “shape” that
the superposition of the previous streams exhibits. Consequently, the superposition
of drastically heterogeneous streams (extreme differences in “peaks”™ and “vallevs” in
their envelope representation) is gradually “smoothed”™ out by enforcing constraint
(3).

Constraint (1) implies that the start time, denoted by T,, of a new stream can
only be placed within the first T time units after the request was received (see Figure
2.9). Hence the search for the T, that optimizes (3) need only be performed in the
0 to T range. If the new stream arrives before an already schedule start time for
the same stream. then this request will be served by a multicasting stream and the
call admission process for this request is ended. If there exists no such a stream
in the soon-to-be-serving stream list. the resulting call admission algorithm will try
successively to place the new stream starting at 0 up to 7. If. by placing the new
stream at a certain offset, 7' < T, it is discovered that there exists an m; in the
aggregate traffic envelope such that m; > B then this 77 is immediately rejected from
the feasible solutions and we advance the placement of the new stream to 7' + 1.
Eventually, From all the 7" from 0 to T that were identified as feasible (m; < B Vi)
we pick the one that minimizes equation 2.8. While it appears to be expensive to
run this algorithm, we should note that the merge of sequence of &’ and one of &”
steps takes time &' + k" (it is essentially a merge of two sorted sequences). Thus, the
overall calculation takes O(T (k' + k")) = O(Tk) and it is closely tied to the selection
of T'. However, in principle, the longer T is, the more time we can afford to spend in
the call admission procedure.

However, to accelerate the call admission process, we present a shifting opti-
mization method. Instead of shifting the stream by one frame time every time, the

algorithm skips the amount of time based on the information of the steps at which
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the maximum and minimum rates are reached for m;.
Note that as time progresses. the representation of the bandwidth commitments
can be truncated progressively from the lower time values, as they get updated to

reflect the current wallclock time.

2.2.2 Call Admission Experiments

In the presented experiments we used a set of 9 MPEG streams (see [35] for a discus-
sion about the source and the characteristics of these traces). It has been repeatedly
shown in this literature that the popularities of videos follow the Zipf distribution.
A typical skew factor for a Zipf distribution representing video preferences is 0.271
(see [10]). In our experiments, the user requests for the videos are thus determined
by the Zipf distribuion model. The fomula to calculate the popularity for each video

is as follows:

1/(1 — 0.271)"
1/(1 — 0.271)¢"

The user request interarrivals follow a Possion distribution with an interarrival

i=1.....9. (2.9)

Pi= —5

=1

time of 5, 10 and 15 seconds apart. The rate of requests was predetermined to be
in a range which leads the system close to overload in order to identify clearly the
impact of the call admission and the batching on the performance. The available
link bandwidth was set to B = 135 Mbps. The step—wise bandwidth envelopes
for the individual streams were produced for various values of k. A user request
stream was simulated with average interarrival times of 3, 10 and 15 seconds. Each
request was processed independently. Batching would register a “hit” if a request for
a stream would arrive before an already schedule start time for the same stream. All
the requests were assumed to allow the same time T during which the stream was
expected to start its transmission.

The call admission took no more than 16 seconds (in the worst case) on a Pentium
IT processor. This is insignificant time compared to T which was set to roughly 80
seconds (2000 frame times) and 400 seconds (10000 frame times) respectively. As a
guideline, it is suggested that when such an algorithm is run, we pre-compensate for

the fact that some the call admission worst case running behavior may occur and
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instead of searching in the 0 to T range we search in the {y to T where ¢y is the
worst case running time of the call admission (see the conclusions for some related
discussion). Finally. but importantly, the user requests for the particular items (1
through 19) were following a Zipf distribution. The simulation will be eventually
terminated when it is up to 24 hours from the beginning and we assume that long
time is enough to capture the typical behavior of users’ requests and the steady video
traffic. Our key findings are:

High granularity envelopes may not be valuable for higher frequency re-
quest arrivals: In Figures 2.10 and 2.11 one can see the utilization and rejection
percentage as a function of the number of envelope steps for different request arrival
rates. Observe the extreme points in each curve. Consider in particular the distance
(in the y—axis) between the smallest and largest value in the rejected requests per-
centage. The more frequent the requests, the lesser the impact of moving from a
coarse—grained envelope (low k) to a fine—grained envelope (high k). Thus, if com-
putation complexity is at a premium and we know that requests are frequent, we
should not rely on extremely fine envelopes alone in order to drastically decrease the
percentage of rejected requests. A better idea is to increase the number of steps in
conjunction with an increase to T'.

The finer the envelopes the lower the utilization: The decrease in the utiliza-
tion in Figure 2.10 has to be put in the proper context together with the simultaneous
decrease in rejected requests of Figure 2.10. That is, the utilization is decreasing at
the same time that more requests are being accepted! This is the clear advantage of
the presented envelope and call admission techniques. The feasible admission points
for a new request increase as the envelopes get finer, thus it is possible to have, at
the same time, both lower utilization (because the total bandwidth used by the con-
nections is smaller when he envelopes are finer) and to have more requests accepted.
Diminishing returns in terms of rejected requests for increasing admission
window, 7T: Obviously, one cannot hope on improvements by increasing T if the
requests arrive very far apart. However, Figure 2.15 illustrates a subtler point: for
T = 10000 the difference in the rejected connections between the low and high arrival
rate of requests is very small. The reason is that the 7" = 10000 is sufficiently large

to virtually accept most connections. The difference is that (as can be deduced
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from Figure 2.14) that at higher request rates the resulting connections are “packed”
closer together (resulting in higher utilization) while for lower request rates they are
“spread”over a longer period of time and hence the drastically different utilization
for virtually the same request rejection percentage.

Batching improves the rejection percentages and not utilization: In Figure
2.16 we can clearly see the impact of batching on the percentage of rejected requests as
a function of the number of envelope steps at a request interarrival time of 10 seconds.
The finer the envelope. the more the accepted requests but the the difference between
batching and no-batching is consistently in the 30 to 40 % range. The utilization
results are not provided because they are essentially identical. The impact of batching
is on the request rejection. and to a much lesser extent on the utilization.

In addition. note that T is crucial part of the call admission complexity. Thus,
what the results in 2.15 and 2.14 suggest is that in a real system we should probably
adjust 7" based on the request arrival rate that we observe in order to keep T as small
as acceptable in order to accelerate the call admission computation. Also. Figures
2.12 and 2.13 reveal the expected worse behavior of the peak-rate allocation (k = 1).

Finally, note that when the experiments are expanded to 19 streams, a slightly
worse percentage of rejected requests is recorded. This is a natural consequence
of increasing the choices for picking one stream (according to the Zipf distribution
always). The more the streams. the less likely that several requests for the same
stream will be seen together over a period of time since there are more now selections
to pick from. Thus, for larger sets of streams the deterioration in the number of
rejected requests comes from the reduced gains of the batching scheme. It may thus
be advisable to expand 7 whenever the set of the choices for the streams expands.

The call admission process presented in this work schedules the start of the trans-
mission of a requested stream such that the impact on the admission of future re-
quested streams is minimized (this is accomplished through an optimization process).
The running time of the call admission for realistic examples was found to be within
15 seconds, making it very well suited in VoD/MoD systems where batching is em-
ployed and an even larger delay penalty has to be paid anyway because of the delay

related to the efficient implementation of batching.
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2.3 Comparative Study

2.3.1 Comparison with PCBR

A bandwidth allocation scheme named Piecewise Constant Bit Rate (PCBR) has been
proposed by Chang et al in [8]. PCBR generates a rate profile with piecewise constant
bit rate segments of variable length. Given the receiver’s buffer size. PCBR tries to
make each segment as long as possible based on two cost functions MazBW (T) and
MinBW (T) which stand for the maximum allowed bandwidth that can be applied
from time 0 to T without overflowing the receiver buffer and the minimum allowed
bandwidth that can be applied from time 0 to T without underflowing the receiver
buffer respectively. In our strategy, we assume there is no buffer requirement at all
in the whole network and we generate the envelopes with arbitrary number of steps
primarily based on the bandwidth efficiency.

Although they try to make the segments as long as possible in the PCBR scheme,
they have no idea in advance that how many segments there is going to be for a
given video stream and a given buffer size. In contrast, our proposed technology can
generate arbitrary number of CBR segments to match the network conditions flexibly.

In their scheme. in order to make the segment as long as po_ssible, they introduce
the preload policy and they picked the preload policy to be half of the buffer size in
all their experiments. Tvpically. the preloaded buffer size before the video is played
is as much as several Mega bytes which is equal to the sum of several thousand of
frames. However, they did not take care of the preloads in their admission policy.
The profile of the video generated by PCBR does not include the preloaded data. In
their admission, they assume that all of the requested videos are plaved with desired
starting time zero. Then the problems are how they deal with the preloads., how they
fill up the several Mega bytes data in the buffer in advance, how long it would be
to fill up that much data before the video can be played and how they can figure
out how much the additional bandwidth could be. From the technical point of view,
the rate to fill up the buffer can not be very high, then there must be a long delay
before the movie can be played. Obviously, there are some technical problems that
they need to take into account.

Moreover, in their admission, they assumed the tolerable scheduling delay for a
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video request was 10 minutes. Although they introduced that long delay for their
schedule computation, they did not take advantage of the batching property which
can be implemented while fitting the videos. In our approach, we apply batching
technology in our admission scheme while aggregating the videos in order to satisfy a
large number of customers who subscribe the same movie with one single transmission
which will dramatically increase the bandwidth utilization and astronically reduce the
rejection rate.

Further, they assumed video subscribers are fixed and each requested video was
selected round robin from the available streams. These assumptions make their ad-
mission lack of flexibility. In our scheme we did not assume fixed video subscribers,
instead we assume the request arrival follows a Possion distribution and the selection
of the movies follows a Zip-f distribution, the values of which are known to closely
match the popularities generally observed by video store rentals [1].

Finally, the optimization criteria in their admission scheme is to get the least ag-
gregate peak rate within the video playback period; while the optimization goal in
our admission approach is to minimize the difference between the aggregate peak rate
and the aggregate bottom rate so as to minimize the rate variation. Apparently, our
strategy can guarantee both high bandwidth utilization and low rate variation, hence
our optimization criteria should be superior to theirs. Figure 2.17 shows the simu-
lation results about the rejection rates with batching for their optimization criteria
vs. ours. Figure 2.18 illustrates the results regarding the bandwidth utilization with
batching for their optimization criteria vs. ours. From the results we can see, using
Chang et al’s admission strategy can get around 7 percent higher rejecting rate in
general while the utilization rates are almost the same. Especially for a low number
of steps, Chang’s admission strategy can lead to both higher rejection rate and lower
utilization.

The following Figure 2.7 shows the experimental results regarding the introduced
delay by their preloading scheme for a given buffer space vs. the bandwidth efficiency
in our k-ENV for the same number of steps with smoothing by the same delay or
without smoothing. According to their approach, half of the buffer size is chosen as
the preloads size. For the smoothing interval in our case, this is calculated based on

how many frames they delayed for their preloads. Since the preloads size is half of the
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buffer size in their approach. the buffer size needed in our case fox the same number
of frames in their preloads should be smaller than that in their cas«e even in the worst
case.

From the results. we can see that for a small buffer. the number of steps generated
by their algorithm is huge. In that situation, the envelope efficiemcy for our k-ENV
with the same number of steps is close to 100 percent. However, for a large buffer,
to preload so many frames in advance is really a headache in tlneir case either for
the introduced delay or for the buffer to prefetching that much data. even for the
bandwidth allocation.

As for our second scenario with smoothing, the envelope efficiency is determined
by two major factors: the number of steps and the smoothing interwal. The longer the
smoothing interval, the lower the bandwidth waste. Similarly, the larger the number
of steps. the higher envelope efficiency can be reached. However, when the buffer
space in PCBR is decreased, the number of CBR segments. i.e.. th.e number of steps,
generated by PCBR algorithm will be increased and the delay tAme introduced by
preloads will be decreased accordingly which results in shorter smoothing interval for
k-ENV with smoothing. Therefore, the envelope efficiency for k-ENJV with smoothing
compared with PCBR for a decreasing buffer space could not be strictly monotonic.
As we can see. the bandwidth waste for k-ENV with smoothing for = decreasing buffer
space in PCBR is going down in general except a little increase when the buffer space

is decreased from 2 MB to 1 MB.

2.3.2 Comparison with PCRTT

The dynamic programming methodology of McManus and Ross calculates Piecewise
Constant-Rate Transmission and Transport (PCRTT) parameters which minimize
receiver memory, i.e., buffer size. the number of rates, the maxirnum rate and the
build-up delay in [29]. In their schemes, they introduce two funswcctions, received(t)
and removed(t); received(t) is the number of packets received bev the receiver up
through time ¢, removed(¢) is the number of packets removed from the receiver buffer
up through ¢ frame-times. While we always assume received(t) amd removed(t) are
the same in our strategy, since we do not use buffer in the whole network. Once

receiving the arriving frames, just transmit it in our case because we can always
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guarantee that at any moment the transmission rate can be larger than the arrival
rate. From their definition of the receiver memory. that is, B = max [received(t) -
removed(n — 1)], we can see that it is impossible to expect that the receiver buffer can
reach zero for their approach. In fact, the memory requirement ranges from 4 Mega
Bytes (MB) to 7 Mega Bytes (MB) typically for a movie with 40,000 frames which
can be played for 30 minutes or so. For a longer movie, the memory requirement can
be larger accordingly. Their Dynamic Programming (DP) algorithm for the optimal
PCRTT parameters seems to be a NP hard problem, which is why they give a DP
heuristic. For the DP heuristic they presented to minimize the receiver memory,
firstly theyv find the optimal K-sequence based on the associated cost function and
the K breakpoints are all lving on removed(¢), then they calculate the maximum
amount by which removed(#) dominates the piecewise linear approximation defined
by this K-sequence, finally they shift the approximation above by that much to avoid
the receiver starvation. From their process. we can see that the final raising of the
approximation even enlarges the buffer size by that much instead of minimizing the
gap according to their definition of receiver memory. The complexity of optimal DP
algorithm is O(N?+C?x(KA +XN)), where K is the number of segments, V is the number
of frames in the movie trace. C is the total number of fixed length packets in the video,
typically, €' is much larger than N. Therefore. the complexity of their algorithm is
worse than O(XN?). We have implemented their heuristic algorithm which has the
complexity of O(k = N3). For K is $ and 2V is 8000 (about 5 minutes for playout), it
takes more than 24 hours on a Pentium II machine. Thus. for a typical movie with
80,000 (about 50 minutes for playout), it will take several months to calculate the
schedule. Thus, their algorithm is close to impossible to be used practically because
of its intolerable speed. Although they mention that they can use a grid, which uses
one element to represent a group of frames. to solve the speed problem, it is obvious
that the choosing of the grid will significantly affect the efficiency of the algorithm in
itself due to its inaccurate representation of the video traffic. Qur heuristic to find the
optimal K'-step envelope is much faster than theirs. For a movie with 40,000 frames,
it typically takes less than 5 minutes to finish.

As for the packing admission approach they presented, there is no optimization cri-

teria in it. They assume that whenever a user finishes viewing a video, he immediately
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requests to see it again since thev only use one movie to do the admission experiments
which makes their admission proposal lack flexibility and feasibility. Moreover, they
assume that time is divided into periods where the length of each period is equal to
the length of the grid interval which introduces a large initial delay because the server
must wait until the beginning of a period before it can begin to transmit. Therefore,
the introduction of the grid in their scheme is coupled with a tradeoff between the
simplification of the calculation of the K-sequence and the initial delay. In our ad-
mission strategy, we assume there are a bunch of movies whose requests possibility
follow the Zip-f distribution and we also present an optimization criteria by shifting
the newly-arriving movie stream in a given range to minimize the gap between the
maximum aggregate bitrate and the minimum aggregate bitrate after admitting it.
During the shifting process, we also introduce the batching technique to satisfv a large
number of customers who request the same movie through one single transmission
of that movie. In their admission scheme, they do not take use of batching technol-
ogy. These important properties in our admission strategy make it more feasible and

practical.

2.3.3 Comparison with Optimal Smoothing

Reducing rate variability of variable-bit-rate compressed video as smooth as possible
for a given client buffer. i.e., optimal smoothing . has been proposed by Salehi et
al in [37]. One of the hypotheses of their scheme is that each client must provide a
buffer with a certain capacity, which, however, is not a must in our approach since
we assume zero buffer is needed in the client side, even in the whole network.

In {37], the authors assume data is consumed from the client buffer after any
arrivals at time . They define d(t) as the amount of data consumed by the client
at time ¢ (i.e., the size of the t** frame), and a(t) as the amount of data sent by the
server at time t. According to their definition, D(#) and A(¢) represent the cumulative
amounts of data consumed by the client and sent by the server, respectively, over (1,
t); B(t) denotes the maximum cumulative amount of data that can be received by
the client over (1, t), without buffer overflow. Their algorithm is to find a feasible
optimally-smoothed server transmission schedule if the client buffer neither starves

nor overflows during stream playback, i.e., if D(¢) < A(¢) < B(t) for all £.
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However. when the capacity of the buffer that the client can provide is relatively
small, i.e., several KB, the number of CBR segments generated by optimal smoothing
algorithm which is the same notion as the number of steps in our k-ENV approach
could be very large in which case the performance of optimal smoothing scheme is
not efficient.

In summary. our proposed bandwidth allocation scheme for VBR video traffic
demonstrates the great feasibility and high flexibility in the real implemenation for

VoD systems.
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Figure 2.4: Envelope generation using the bottom—up heuristic for decreasing values
of £ from top to bottom, N = 3.
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Figure 2.5: Comparison between optimal and the bottom-up heuristic solution. The
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Figure 2.6: System synchronization with a certain synchronization period which is a

multiple of frame time by extending a step on the side of which the rate is higher
than that of the adjacent step in the envelope.
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| Preloads | k | k-ENV w/out smth. | k-ENV with smth. |

1Mbytes 7 2.27 0.58
512kbytes 21 4.27 0.66
256kbytes 49 3.61 0.61
128kbytes | 109 2.92 0.46
64kbyvtes 178 2.57 0.38
0.5kbytes | 24056 0.04 0.00

Figure 2.7: Comparison with PCBR [8] regarding the delay introduced by its preload-
ing in Bytes for a given buffer space vs. the bandwidth efficiency in k—-ENV (b./b, —1)
for the same number of steps (k) and the same video trace (Fuss) with smoothing by
delaying the same time as preloads do or without smoothing.
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Figure 2.8: The additional bandwidth requirement, expressed as (b./b,,)—1, for three
different MPEG traces with N = 40000 for variable number of envelope steps, k.
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Figure 2.10: Utilization versus envelope steps for three different request interarrival
times. (7" = 2000)
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Figure 2.11: Rejected requests versus envelope steps for three different request inter-
arrival times. (7" = 2000)
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Figure 2.13: Rejected requests versus request interarrival times for single step (k = 1)
and 1000-step (£ = 1000) stream envelopes. (T = 2000)



T = 2000

Uniization (4

T = 10000

Figure 2.14: Utilization versus request interarrival times for long (7" = 10000) and
short (T = 2000) admission interval. (k = 300)
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Figure 2.15: Rejected requests versus request interarrival times for long (7" = 10000)
and short (7" = 2000) admission interval. (k = 500)
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Figure 2.16: Rejected requests versus envelope steps for a svstem with batching (using
T = 2000) and one without batching. (1/\ = 10).
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Figure 2.17: Comparison with PCBR for the call admission scheme regarding the
requests rejection rate (R) with batching (using 7 = 2000) for variable number of
envelope steps (k). The request interarrival time is 10 seconds.
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Figure 2.18: Comparison with PCBR for the call admission scheme regarding the
bandwidth utilization (U) with batching (using T = 2000) for variable number of
envelope steps (k). The request interarrival time is 10 seconds.
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Chapter 3

Trace-Adaptive Fragmentation
Scheme for Periodic Broadcast of

VBR Video

The scheduled multicast scheme we have seen can increase the efficiency of VoD sys-
tems, however, it is still demanding in terms of bandwidth for a popular movie. Pe-
riodic broadcast schemes operate by periodically broadcasting the same video, which
can significantly reduce the bandwidth requirement compared with the scheduled
multicast schemes for popular videos. One cental point for any periodic broadcast
scheme is the way in which the video is fragmented before broadcasting. Due to the
high bit rate variability of VBR video. different fragmentations may have very differ-
ent aggregate traffic when multiplexing the simultaneously transmitted \'BR streams,
which could result in very different packet loss rate for a limited link capacity. No-
tably, all of the existing periodic broadcast schemes use rigid fragmentation without
regard to packet loss. We are exploring the design of trace-adaptive fragmentation
scheme which takes the particular video traffic into account and derives the broadcast

schedules to achieve the minimal packet loss rate.
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3.1 Basic Concepts and Motivation

In periodic broadcast schemes, the entire video is fragmented into smaller successive
and non-overlapping segments and each segment is transmitted on a separate channel
with a certain amount of bandwidth. The lengths of the segments, normalized relative
to the first segment, is also called the broadcast series of the periodic broadcast
scheme.

The periodic broadcast schemes require large bandwidth, especially if short startup
latency is required. The bandwidth allocated for the transmission of all the segments
comprising a video is several times the bandwidth necessary to transmit a single
instance of the video from beginning to end at its nominal frame rate (also called
consumption bandwidth of a video). In addition, the broadcast schemes impose par-
ticular svnchronization relations between the different segments of the same video.
Finally, the bandwidth requirements are further increased by the fact that most pe-
riodic broadcast schemes assume Constant Bit Rate (CBR) coded video. It has been
observed [9] that, for the same video quality, the average CBR bandwidth demands far
exceed the average bandwidth demands of Variable Bit Rate (VBR) coded video. In
addition, VBR coding schemes are becoming commonplace (MPEG-1 and MPEG-2)
and extensive libraries of video material are already available in VBR form.

The technique presented in this work is suitable for VBR as well as for CBR coded
videos. The work is influenced by the Client—Centric Approach (CCA) [18] periodic
broadcast schemes and by recent advances towards the periodic broadcast support of
VBR encoded videos (VBR-B) [36]. We expand the class of CCA schemes in a way
that allows us to derive a set of alternative fragmentations while still satisfving the de-
sired startup latency constraint. The wealth of fragmentation choices provides direct
benefits for VBR coded videos. Due to the significant rate variability of VBR-encoded
video, different fragmentation schemes could lead to different aggregate traffic shape
when multiplexing the periodically broadcast segments together, resulting in differ-
ent data loss rates. Figure 3.1 illustrates how two alternative 2-segment broadcast
schedules of the same VBR video, result in substantially different aggregate traffic
patterns, depending on the particular lengths of the segments. Based on this ob-

servation, we will focus on a way to generate multiple candidate fragmentations for
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the same startup latency requirement. Subsequently. we will select the fragmentation
that minimizes the data loss that occurs due to the limited broadcast link capacity.
The resulting scheme, called Trace-Adaptive Fragmentation (TAF), combines and

improves the properties of [18] and [36].
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Figure 3.1: An example of a video frame sequence, (a), (the numbers are the frame
sizes) and two alternative fragmentation options for the same sequence. In (b) the
broadcast series is {1,1} and the aggregate peak is 10 units. In (c) the broadcast
series is {1,2} and the aggregate peak is 17 units.
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3.2 Scope and Assumptions

In this work we consider only simple VoD service. The key requirement of VoD
service is the ability for uninterrupted playvout once playout of a video starts. We will
not investigate additional (VCR-like) operations such as fast-forward/backward and
pause. We note that one can always trivially support VCR-like operations once the
entire video is stored on secondary storage.

We will consider the combined broadcast of M videos, with A in the range of
10 to 20 in order to correspond to observed distributions of *hot set” videos [10].
All M videos are multiplexed on the same broadcast physical link of bandwidth B
(in Mb/sec). All videos have the same frame rate F (in frames/sec). The frame
sequence of each video is fully known a-priori. Let f?. n=1....,N,, m=1,.... M
stand for the number of bits in the n** frame of the m!* video, where V,, denotes

h video. In its general form, the problem of

the total number of frames of the m!
the periodic broadcast of \'BR videos can be stated as follows: Given Af different

videos, characterized by their individual number of frames. V,,, m = 1..... A and
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the actual per-video frame sizes f*, n =
periodic broadcast and transmit them over a link of capacity equal to B Mb/sec.

Several constraints need to be satisfied for the broadcast schedule construction:
(a) the startup latency constraint for video m should be less than or equal to wn,
seconds, (b) the number of segments video m is split into must be less than or equal
to K,. and (c) the number of concurrently downloaded channels by the receiver must
be less than or equal to C,,. Note that A, limits the bandwidth allocated by a
VoD server for the m—th movie. Similarly, C,, limits the bandwidth necessary for the
receiver.

We claim that the objective of minimizing the client secondary storage require-
ments is of minor importance and it will not be taken into consideration in this work.
Improvements in storage capacities for magnetic hard disk drives as well as the avail-
ability of re-writable optical disks allow now the storage of an entire feature-length
video. Instead, we believe that the important restriction is that of the [/O throughput
of the secondary storage system. C,, can be used to capture such an I/O throughput

constraint. We wish to derive a broadcast series for each of the M videos.The m—th
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video broadcast series is represented by {s..s2....,: sKm1_ Note that s}, =1 and all

are normalized relative to s! . A common theme in the current literature

m”

other st

m

is to only consider integer values for s{,. One benefit of integer s, appears to be
the ability to express all time durations as multiples of a basic unit (typically s})
and hence reduce the complexity of keeping all the segments synchronized with each
other. We will thus maintain in this work the assumption of integer s’ ..

Each segment is broadcast on a separate logical channel. The term logical channel
is used in VoD literature to capture the use of a single physical broadcast link to
convey multiple flows of data. Hence. the link capacity is split into several logical
channels. The mechanisms through which the sharing of the physical link is achieved
will not be detailed. However, note that in the case of CBR video and logical chan-
nels of equal capacity, the mechanism required can be straightforward Time Division
Multiplexing (TDM). If the logical channels are of different but constant bandwidths,
then a Fair Queueing scheduler could be used. In the case of variable bandwidth per
logical channel (as in the case of VVBR video). the sharing is achieved through statis-
tical multiplexing. Depending on the scheme used. a corresponding jitter absorption
scheme is necessarv at the receiver. Given that the multiplexing we consider in this
work is bufferless. no significant jitter absorption is necessary.

Finally. we note that in the construction of a periodic schedule, there exist several
choices for optimization criteria, such as minimization of the server bandwidth, mini-
mization of the client buffer size etc. The objective we will use is the minimization of
overflow traffic bevond the link capacity, when VBR traffic segments are aggregated.
However, by committing to the minimization of data loss, the schedule construction
must still be able to capture all the other relevant constraints, i.e., the ones stem-
ming from the synchronization between segments, and the hardware capabilities of

the server and clients. How this is accomplished is explained in the next two sections.

3.3 Periodic Broadcast of VBR Video

We follow the definitions of [36] regarding the periodic broadcasting scheme for VBR
traffic. Each video m is divided into K, segments prior to broadcasting. The

server broadcasts °)_, K, video streams simultaneously, one per segment per video.
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Frames from K, logical channels are multiplexed into the single broadcast link
without buffering. Bits are lost whenever the aggregate broadcast traffic rate exceeds
the link capacity. The server broadcasts each video segment at a rate F frames per
second, the consumption rate of the videos.

A user waits until the next starting point of the first segment. At the next broad-
cast of the first segment the user begins to receive and concurrently display frames
from the beginning of the segment. As with the CBR schemes, the client downloads
the remaining segments of the video according to a specific download strategy [19, 18].
The choice of the download strategy depends crucially on the client bandwidth, on
the number of channels. C,. that can be simultaneously received by the client. Part
of the download strategy is that, if a segment size is larger than the segment following
it, the next segment can always be downloaded to the disk in advance of being needed
for playout. resulting in overhead in terms of disk space and disk bandwidth. In this
sense, there exists an inherent conflict between start—up delay constraints and disk
space or disk bandwidth constraints. If these constraints are tight, there may exist

no schedule that simultaneously satisfies all of them.

3.3.1 Startup Latency

Next, we indicate how the startup latency depends on the selected broadcast series.
Let { sl,.s%,.....s8= } be a broadcast series for the m** video. Without any loss of
generality. set s}, = 1. Let N} indicate the number of frames in the i** segment of

the m** video. The broadcast series implies that the segment sizes are:

NE =5t xNL i=2 .  Knpm=1,..., (3.1)

sm m:

The size of the first video segment is therefore determined by:

./\’:l = ——. (3.2)
K, 1
Zi\zn Stu

Given a particular fragmentation of the video, the startup latency, is bounded
by the time it takes to start receiving the first segment of the video, which in turn
is equal to the broadcast duration of the first segment. Let D,, denote the service

h

latency for the m** video. We have:
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I
Dm. = —F (3-3)
In general. for a broadcast series {s'! . s2..... s®ml where s! = 1 the service
o m n m m
latency is given by:
AV,
D, = e (3.4)

Rm
(F Zl—[ )
According to our assumption, the fragmentation strategy must guarantee a startup

latency of w,, seconds maximum for the users before they can watch a video of their

choice. From equation (3.4). we have:

Nl N
Dm. = I S W (3'5)
F  F >ist sk,
thus:
[\rn
3.6
> s 2 P (35)

=1

Clearly, equation (3.6) provides a simple benchmark as to whether a broadcast series

satisfies the startup latency constraint.

3.3.2 Bufferless Multiplexing Data Loss

In the bufferless multiplexer model, bits are lost from the video streams if the ag-
gregate amount of traffic that arrives at the link during frame time ¢ exceeds the
link’s capacity. Let A%  indicate the actual arrival bits sent by the stream of the ‘"

segment of the m' video during frame time t. Let .4, denote the total arrival bits

sent by all of the Z , IXin streams. Then, we have the following:

M Km
L=y, (3.7)
m=1 i=1
‘45,111. = }]I'l (38)
where j is given by:
i—1 )
j=>_N.L +(t mod N}) (3.9)
=1



Notably, 7 stands for the imdex for the frame of the m®* video that is sent during

frame time t. Thus, loss occ urs in frame time ¢ if:

A, > B/F (3.10)

Let P,,ss denote the long=-run fraction of traffic loss, we have:

Pieoss = lim (A — B/F)*
s T—oc Z;[;L A

Equation (3.11) provides the definition of the data loss which is the quantity we

(3.11)

wish to minimize. Note thaat P, is defined in terms of data loss in units of bits.
However, we consider the biit loss ratio as a sufficiently accurate approximation for
the packet loss ratio when thoe packets are small, e.g. if ATM cells were to be used as

the underlying means of con—veying the segments.

3.4 The Trace—Adaptive Fragmentation (TAF)
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Mx g - Feasible - ™ M x {s},}

Chm Schedules Losses

AN x frin: L= 1:‘--7-'\rm>—_>.

Figuire 3.2: Block diagram of TAF.

The Trace—Adaptive Fragsmentation is summarized in the block diagram of Figure
3.2. In the first stage, a nurnber of alternate fragmentations are found that satisfy
the per-video delay constraimts. In the second stage. one fragmentation is selected
for each video in such a way rthat combined traffic of all the videos under the selected
fragmentations minimizes thee lost data. Note that in Figure 3.2 the input consists of
the C,n. K, wm and N, parmameters for each one of the A videos. N, characterizes
the corresponding video framae sequence but the rest (Cm, I{n, wm) are all constraints
of the VoD system. That is., at the first stage, the actual frame sequence plays no

role, except through its total. number of frames.
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3.4.1 Continuity Constraint and Segment Sizes

The segments must be transmitted in such a relation to each other that the continuity
condition holds. The continuity condition ensures that no starvation will occur at the
client once it starts to consume the video stream and until the end of the video.

We know that the client can download the video data from C,,(2 < C,, < K},)
streams simultaneously. If C,, is equal to 1, then all of the segments have to be
equally-sized in order to guarantee the continuity condition. Immediately after the
client process begins to download the video segments, the user can stait playing
back the video at its normal consumption rate of F frames per second in the order !
Sl @S2 053 . SKm

We follow a similar approach taken by CCA [18], that is, to receive and play-
back the data fragments, a client uses C,, + 1 service routines: (', data loaders,
Ly.L»,...Lc, . and one video player.A multi-threaded client multiplexes itself among
these routines. Each data loader can download data at the consumption rate. The
data segments are downloaded in G,, rounds. During each round, each of the C,,
loaders is responsible for downloading its respective data segment in a certain trans-

th aroup, at its earliest occurrence. When the download of

mission group. say the r
the current group has been completed, the loaders proceed to download the next
transmission group. i.e.. (rr + 1) group. in the same manner.

The solution we adopt operates by fragmenting each video file into K, segments
and partitioning the I\, segments further into &, transmission groups, where G,,
is given by [K,,/C,.]. Each group contains C,, segments except for the last group
that contains A, — ([N, /C] — 1) x C,, elements. Specifically. the i—th transmission
group of the m* video contains the segments from S{—DCm+1 yp to S (inclusive).

Given the above definitions, the segment sizes in each group possess the following

properties:
1. a segment is greater than or equal to the previous segment;

2. the size of the last segment of a group must be equal to the size of the first

segment of the next group:;

!Note that Si, is notation representing a set: the frames of the i—th segment of the m-th video,
while s, is an integer: the length of the i—th segment of the m-th video relative to segment s}, = 1.
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3. the size of the segment in each group is an integer multiple of the size of the

first segment of the group.

sth

We now introduce X}, to indicate the maximum segment size for the ¢

T

segment
of the m' video. X}, represents the maximum allowable length for a segment in
order to guarantee, that regardless when this segment starts relative to all the other
segments of the same group. it can provide uninterrupted playout. The definition
of X}, relies on the knowledge of how much time is necessary for consuming all the

segments the precede it in the same group:

1 i1 =1,
. Pt {mod C,, = 1.
-1 — m . e : 5 :)
Am sCmli/Cmlrly i mod C,, # 1. (3.12)

i.—l ) Sj
J=Crn Ll/CmJ"t'l “m

for 2 < i < R,,. (Note that. s¢=l#/Cml+1 represents the first segment of the group
in which segment 7 belongs.) In fact, the definition of X}, restates the fragmenta-
tion principle of CCA [18] and its correctness can be proven using exactly the same
arguments as for CCA. The difference is that the X7, is only the upper bound on
the length of a segment. The correctness (continuity) holds even if the segments are
chosen to have length less than their corresponding X!. In such case, starting to
store the earliest occurrence of a segment may not be the most buffer-efficient ap-
proach. but we are not concerned with the size of secondary storage at the client.
Overall, if s, < X!, each segment is guaranteed to have become available (started
transmission) once or more times while the preceding segments were being consumed.

For st, = X! the scheme specializes to CCA. If in addition K,, = C,,. then
the scheme specializes to the the geometric broadcast series {1,2,4,...} which has
been used in the VBR-B scheme [36].Furthermore, as in SB, we can use a constant
IV to restrict the size of the largest segment from becoming too large. 11" solves the
so-called big-segment problem. If a segment is larger than TV times the size of the

first segment, we force it to be exactly 117 units.

3.4.2 An Enumeration Algorithm

We present an enumeration algorithm which forms the first component of the TAF

scheme (Figure 3.2). The input of the algorithm are parameters K,,, Cr,, N;n and wy,
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and its output are all feasible broadcast schedules that conform to the startup latency
and the continuity constraints. The enumeration starts with the base case where all
segments are of equal length. Very likelyv. such a configuration will fail with respect
to the delay constraints. The length of the segments is increased gradually starting
from the last segment. If the last segment. even after increased to its maximum,
cannot satisfy the delay constraint, an increase of the second segment from the end
can start. The process continues until it becomes necessary to increase s2, to more
than 2 (since, for s2, = 3 > X2 the continuity cannot hold).

The algorithm is presented in Figure 3.3. An example run of the algorithm is

shown in Figure 3.4 where ouly five feasible solutions are found including the one

that CCA constructs (F?

e

). We denote the set of feasible fragmentations of the m—th
video as {FZ,}. The generation of the feasible schedules (Figure 3.2) is performed
independently for each one of the A videos. Note that the set of feasible schedules is
potentially large. From Figure 3.4 we also extract the instance (which fails the startup
latency constraint) with broadcast series {1,2,3.3,6,6} and present it in Figure 3.5
to illustrate the temporal relation between the segments as constructed by the first

stage of the TAF scheme.

3.4.3 Loss Minimization

The next step is the selection of the optimal broadcast schedule for each video, given
the feasible schedules for M/ videos (stage 2 of Figure 3.2). At this point, we can
follow a computationally expensive process of determining the aggregate traffic of all
possible combinations of feasible video schedules to determine the one that minimizes

the loss rate. For M videos. the combinations that need to be examined are:

Al

IT I{F} (3.13)

m=1

This approach requires extensive computation (depending on the set of feasible
solutions), especially if the computation of the data loss for each combination is com-
putationally expensive as well. Since all computation is performed off-line, one can
claim that processing power is not going to be an issue. However, we can approxi-

mate the optimal selection by picking for each video the feasible schedule which results
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in the minimum peak rate. Thus. the aggregation of all the individual schedules is
likely to produce traffic which has a small peak rate as well, and hence small loss ratio
when multiplexed. In the presented experiments we use this particular approximation
instead of the optimal solution.

At this point we must note that the computation of the data loss ratio of equation
(3.11) can be simplified. We refer to the least common multiple as LCM for brevity.

Let:

sm = LCM{s! . s2.. ... shm (3.14)
5 = LCM{S..$s.....51} (3.15)
N = LCM{N!,N}.....N} (3.16)
T = 3N. (3.17)

Due to the periodic nature of the broadcast strategy. the aggregate traffic of the

M K, segments is also periodic with a period of T frame times. To determine
the data loss rate, we only need to observe the traffic during the first T frame times.
According to the relationship among successive segment sizes expressed in equation

(3.1), we observe that:

LCAS {A,'ll7 _\/"l-’. el ;\rlI\'l ;

L \"2 ‘ _,'[\;_u _
N Nipe L Ny = .
; L1 N2 7l Vi AL
LM {sp x Ni.s{x N[,....s" x NY,
shox Nlos2x NI sha e NY L,
1. \—r'l T2 -,\rl N VAN Iy — (3'18)
sy X Nypsy X Nypooooosy X Ny =

LCM {six Nl.sax N}, .. sy x N} =
LCM {51.8,.... 83} x
LCM {NLNL... NL) =

SN =T

Thus, to compare the packet loss rates of different fragmentations of the video files,
we only need to calculate the packet loss rate in the first T frame times. Hence, given
a particular selection of broadcast series for each one of the M videos we can produce
an estimate of the data loss probability in time O(T).

In the calculation of the loss probability, the frame sizes of the video traces are
necessary, thus the need to include the information about f!, in the second stage of

TAF (Figure 3.2). Therefore, the total space requirements for keeping track of the
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frame sizes is O(3Y_, V,,). Note that CBR coded videos can be included trivially

(f%, = constant.) allowing TAF to produce schedules for a mixture of VBR and CBR

coded videos.

3.5 Experimental Results

The approximation introduced in the previous section selects for each video the feasi-
ble schedule that minimizes the peak bitrate of the aggregated bandwidth (over all the
segments) for the specific video trace. The computational complexity of identifving
the per-video peak bitrate for a given broadcast series is O(LC M (N}, N2, ..., NEm))
which using the notation of the previous section. becomes O (N} s.,).

Figure 3.6 provides the peak bitrate found for each one of 10 example video traces
of 40.000 frames each (see [35] for the origin of the traces) depicting diverse material,
including feature movies, T\ news, sporting events etc. The set of feasible schedules
explored were the ones produced in Figure 3.4. Observe that the peak bitrate depends
drastically on the selection of the feasible broadcast schedule. For example, trace
talk_2 exhibits peak bitrates from a maximum of 12.26 Mb/s (for F}}) down to almost
half the maximum at 6.19 Mb/s (for F3). Notably. the broadcast series used by CCA,
F? . provides the minimum peak bitrate for only two of the ten examined traces. The
numbers in parentheses in Figure 3.6 are the client peak bandwidth requirements.
That is. the peak of the aggregate traffic received by downloading simultaneously
Cm = 3 segments of the same group. It should be pointed out that for VBR traffic.
the peak experienced by a set-top box depends on the random instant at which
it started downloading. In other words, a set-top box does not necessarily remain
active downloading C,, channels for V! s}, frame times. In fact, the entire video can
be completely downloaded in much lesser time. Thus. the reported peak bitrate for a
client is a worst—case unrealistic scenario. Nevertheless, Figure 3.6 clearly illustrates
that reduced client bandwidth is achievable by limiting the number of channels that
can be simultaneously downloaded. It must be emphasized that in the presentation
of the experimental results we have taken a server—centric view. Hence the selection
criterion we apply for a broadcast schedule is to exhibit the lowest peak bitrate.

One can use a client-oriented view which encourages the selection of schedules that
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minimize the client download bandwidth. We can see from Figure 3.6 that doing so
(thus selecting the schedules with the boldface parenthesized values) does not always
result in low bandwidth demands for the server. What is a good for the client set-top
box is frequently not good for the server.

Another angle to view the same results is to consider the fact that given several
feasible schedules. external factors can be incorporated in the selection of the best
schedule. For example, in systems with heterogeneous set-top boxes, it is possible
to determine which fragmentation is better used for which set-top boxes. possibly
transmitting the same video in two or more different fragmentation formats, one for

each set-top box technology.

3.5.1 Comparison of VBR-B and TAF

We conduct a comparison between TAF and VBR-B using the same set of 10 selected
MPEG traces. However. to provide a basis for the comparison, no limit on the
number of downloading channels is imposed (C,, = K,,). We are already aware that
the search for feasible schedules of TAF subsumes the schedules produced for VBR-B
(geometric series). At the same time, TAF uses an approximate search (instead of the
exhaustive search implied by equation (3.13)). Therefore, it is not at all clear whether
the approximate TAF performs consistently better than VBR-B. For this reason, we
perform a set of additional experiments comparing directly TAF and VBR-B.

The lower peak bitrate for TAF compared to that of VBR-B is readily confirmed
in Figure 3.7. The differences are not alwayvs spectacular and they are sensitive to
the particular video trace. However, once multiplexed on the same link, the mod-
est differences in peak bitrate on a per-video basis compound resulting in distinctly
different loss behavior as Figure 3.8 reveals. From the results in Figure 3.8, we can
see that for the same packet loss rate. TAF can save as much as 30% server link
bandwidth compared to VBR-B; for the same server link capacity, the packet loss
rate can be reduced by a factor of near 100 with TAF compared to VBR-B in this
example. Clearly TAF provides a performance advantage in this environment.

To determine the effect of server bandwidth on performance (Figure 3.8), we varied
the link capacity B between 50 Mb/sec and 85 Mb/sec while the maximum startup

latency, w,, was set to a borderline small value of 16.5 seconds. The startup latency
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pushed the scheduling to its limits forcing particularly small first segments and much
lengthier subsequent ones. Because the number of segments was small. K, = 7, the
limit value 11" = 32 was used to force VBR-B to not create too large segments and
to match exactly the startup latency objective. A similar intervention on TAF did
not prove necessary since it identified several feasible schedules satisfving (or even
exceeding) the requirements of the startup latency constraint.

Similar to bufferless multiplexing. we can compare VBR-B to TAF assuming
buffered multiplexing at the server. That is, all streams sent to the clients are fed to a
common buffer before transmission by the server. The results for this case are shown
in 3.9. [t is clear that for large enough buffer size no appreciable loss is present, but at
the same time the arrival jitter at the clients can be increased. Thus. we provide this
example only to point out the fexibility of TAF which is in all aspects similar to the
flexibility of VBR-B while providing better loss rate results. Note that Figures 3.8
to 3.11 are plotted using log—scale for the v—axis to capture the wide range of values
over which the loss probability spans for even small changes in system parameters
(e.g. link capacity B). Hence. scemingly small differences in Figure 3.9 between TAF
and VBR-B are quite substantial in terms of absolute numbers.

The Join-the-Shortest Queue prefetching scheme by Reisslein and Ross in [34]
can also be used by the server to force the clients from any of the ongoing video
streams to prefetch video frames and to send the prefetched frames to the buffers in
the appropriate clients to fully utilize the shared links’ bandwidth (when the link is
idling due to the VBR nature of the multiplexed video segments). It is assumed that
each stream has a virtual buffer and the one with the shortest queue has the highest
priority to prefetch one more frame if the aggregated bandwidth is not currently
over the shared links’ capacity. We refer the readers to [34] for the details of the JSQ
prefetching policy. Figure 3.10 presents the results produced by TAF and VBR-B with
the addition of the Join the Shortest Queue (JSQ) policy. Even in this case TAF has
an advantage although its potential for inprovement is reduced w/ increasing virtual
buffer size. This is partly because of the more “compact” aggregate traffic in the case
of TAF compared to VBR-B. That is, by avoiding extreme values in the required
aggregate bandwidth, TAF presents less opportunities to prefetch using JSQ.

A final extension of the basic scheme is the inclusion of Group of Picture (GOP)
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smoothing to the broadcast schedule computation. Smoothing drastically reduces the
variance of the aggregate bandwidth. and this in turn reduces the differences of the
peak bitrate of the different candidate fragmentations for TAF. Thus the selection of
the minimum peak bitrate becomes less consequential to the loss rate performance
(Figure 3.11). Remarkably. even under settings that smooth and “reshape”the traffic
(such as buffered multiplexing. JSQ-prefetch and GOP-smoothing) TAF still provides

a consistently better performance than VBR-B.



for:=1..... i, do

'an = 1

calculate X}, per equation (3.12):
endfor
while 52, < X2 do

if equation (3.6) satisfied then
output s,,V¢ // Feasible fragmentation.
endif

K N Cm | Km Crn 1.
Sm = S T S t / = *
for:=H,.....2do

if s > \*! then

m — “*m

if (t — 1) mod C,, =1 then

=2 -2 O [(i=2)/Cem =1
'>m. —'Sm +'5m L( )/ mJ *
i—1 __ Li=2.
'51n — m
else
il — =1 4 Cu[(i—1)/Cm | +L1.
m 2 T Sn *
for j =i..... I, do
calculate X'} per equation (3.12);
N
"{n - '5m
endfor
endif
else
break
endif
endfor

endwhile

Figure 3.3: Pseudocode for the generation of all possible feasible broadcast series that
guarantee the delay and continuity condition for video m.
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Figure 3.4: Example run of the enumeration algorithm, for K, = 6,C,, = 3. F =
25 frames/s, N, = 40,000 frames. F, to F> are the five feasible frragmentations that
satisfy w,, < 60 sec.
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Figure 3.53: Example timing of the segments of the broadcast series {1,2,3,3.6,6}
generated for C,, = 3. A, =6.

e T 7 T & T 7 [ T 7 ]
mtv_1 118 (11.9)] 101 (8.1)] 102 (3.1)]16.5 (10.1)] 10.0 (7.9)
mtv_2 113  (95)] 9.9 (35)] 9.8 (35) 143 (98)] 103 (7.1)
race 195 (8.4) [ 1L.1 (7.1) | 105 (7.1) | 16.7 (9.1) | 11.0 (7.8)
talk_1 85 (60)]| 79 (34)| 74 (4.9) 137 (71)]| 7.4 (34
talk2 78 (5.0)| 7.2 (15)] 6.2 (4.4) |12.3 (64)] 69 (43)
simpsons | 10.1 (6.9) | 9.6 (6.9)| 9.6 (6.9)] 146 (81)| 10.L (7.3)
terminator | 5.4 (3.5)! 15 (3.0)| 41 (3.0)| 7.9 (4.6 5.0 (3.2)
soccer_1 120 (8.9)|11.0 (7.1)|10.1 (7.1)|17.8 (9.8)| 10.6 (6.7)
soccer_2 10.0 (8.4) 103 (7.4)|10.0 (7.4)]15.2 (9.2)] 13.7 (8.8)
news_2 86 (7.0)| 1.9 (5.7)| 7.7 (5.7) 142 (84)| 92 (68)

Figure 3.6: Peak aggregate transmission (reception) bitrate in Mb/sec of the mul-
tiplexed periodic broadcast traffic for each feasible schedule of Figure 3.4 for 10
video traces taken from [353]. The numbers in boldface correspond to the mini-
mum peak aggregate bitrate for each video over all the five feasible fragmentations.
(wm < 60 sec,C,, = 3. K, =6, NV, = 40,000 frames, F = 25 frames/sec).



“ Video ] VBR-B [ TAF ”

mtv_1 11.7 9.9
mtv_2 11.8 9.2
race 12.9 | 11.2
talk_1 9.5 7.3
talk_2 9.1 6.7
simpsons 11.4 9.1
terminator 5.9 1.6
soccer_l 1351 10.3
soccer_2 128 | 10.4
news_2 10.5 7.9

Figure 3.7: Peak aggregate bitrate (in Mb/sec) of the multiplexed periodic broadcast
traffic for VBR-B and TAF for 10 video traces taken from [33] (w,, < 16.5 sec,Cpp, =
K = 7. Ny =40.000 frames. F = 25 frames/sec).
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Figure 3.8: Comparison of the loss rate for variable B between VBR-B and TAF.The
10 videos of Figure 3.7 were used. (w, < 16.5 sec,C, = K, = 7.N, =
40,000 frames, F' = 25 frames/sec).
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Figure 3.9: Comparison of loss rate between V'BR-B and TAF using buffered multi-
plexing for variable shared buffer size at the server. The 10 videos of Figure 3.7 were
used. (w,, < 16.5 sec.C,, = A, = 7.N,, = 40.000 frames. F = 25 frames/sec. B =
38 Mb/sec).
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Figure 3.10: Comparison of loss rate for variable virtual buffer size between VBR-
B and TAF using JSQ prefetching for the allocation of the spare bandwidth after
multiplexing. The 10 videos of Figure 3.7 were used. (w,, < 16.5sec,C,,, = K,, =
7. N;p = 40,000 frames, F = 25 frames/sec, B = 38 Mb/sec).
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Figure 3.11: Comparison of loss rate for variable B between VBR-B and TAF using
GOP-smoothing over periods equal to a single GOP (12 frames). The 10 videos
of Figure 3.7 were used.(w,, < 16.3 sec,C,, = I}, = 7, N, = 40,000 frames, F =
25 frames/sec).
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Chapter 4

A Loss—Less Bandwidth—Efficient
Protocol for Periodic Broadcast of

VBR Video
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So far. we have seen the batched multicast schemes and "lossy” periodic broadcast
schemes for VVBR video distribution. Notably, all of the existing schemes for VBR
broadcast assume packet loss due to multiplexing of VBR sources. We are exploring
a loss-less VBR broadcast scheme while requring the least amount of bandwidth.
This can be possible if we equate the server and client bandwidth and then minimize
the server/client bandwidth. In addition, we assume the client can download the
video data immediately after he/she tunes in to request a particular video. Once
the first segment is fully downloaded by the client, he/she can start the playout
uninterruptly. In other words. we impose a fixed delay for every users, which is the
time to download the first segment of the video. We can take advantage of this to

achieve more bandwidth efficiency.

4.1 Design Assumption

The proposed scheme in the context of periodic broadcast differs from previous work

In two crucial assumptions:

1. The client-side set-top box secondary storage capacity is not considered a con-
straint. Recent price drops for secondary storage devices, such as magnetic
disks, as well as the gradual availability of re—writable DVD media. indicates
that commodity priced set—top boxes will likely contain storage in the range of
several Gigabytes. We thus believe that in the near future any set—top box with
a basic set of capabilities will be sufficiently equipped for the off-line storage of
complete feature-length (approximately 2 hours) videos. Subsequently, we will
assume that the client set—top box is capable to store a large percentage, up to

100 %. of a video.

[\V]

Reception of a broadcast segment does not delay until the start of the segment
transmission, but can start as soon as the client set—top boz “tunes—in”. Previ-
ous schemes insist on forcing the reception of a segment to start at the exact
beginning of a segment. and never during its transmission. The segment lengths
are possibly representing several Gigabytes of information. Hence, it makes lit-

tle sense to force the start—of-segment restriction, especially if the following
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factors are accounted for:

(a)

As a matter of design. VoD systems are to predominantly operate over
uni-directional broadcast/multicast channels, over cable or satellite in-
frastructure. Forward Error Correction (FEC) is routinely emploved in
such syvstems for increased open—loop data integrity. FEC schemes group
information in units (blocks) such that error propagation is limited and
re-synchronization of sender/receiver is still possible in the presence of

eITors.

The information conveved in MPEG-1 and other VBR video encodings
observes its own frame-oriented or block—oriented structure. Parsing an
incoming stream of MPEG-1 data allows the receiver to synchronize by

identifving the boundaries between successive frames.

A possible multiplexing technology used for transporting the several dif-
ferent video segments is packet—(cell-)based statistical multiplexing. Thus
the entire segments are split into packets and the inclusion of timing infor-

mation in the header of the packets is subsequently trivial to accomplish.

The above three factors indicate that it is, in principle, possible to start recep-

tion of a segment without waiting for its beginning, since the fragmentation of

the entire segment into smaller units is a matter of error resilience, or of the na-

ture of video traffic. or of the underlyving multiplexing technique. For the sake of

brevity we will assume that the reception starts at frame boundaries. For exam-

ple. a segment counsisting of 10000 frames, can be completely received if 10000

consecutive frames are received from the channel on which the corresponding

segment is cvclically broadcast. The time interval between the tune-in and the

identification of the first frame of a segment is considered negligible, at least

compared to w. Note that reasonable values of w for realistic VoD systems are

in the order of a few minutes.
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Figure 4.1: An example of the operation of LLBE.

4.2 Definition of the LLBE Protocol

Figure 4.1 illustrates the architecture of the LLBE protocol. The x-axis is time, the
v-axis is bandwidth. The playvout part describes the consumption of the video at the
client. The download part describes the continuous concurrent periodic broadcast
of the five example segments. Each of the five separate segments is periodically

transmitted on a channel of bandwidth &) ,. The shaded area in the download part

-
corresponds to the information that is actually download by the client. Each segment
i1s completely stored at the client just in time for its playout.

Let A denote the number of V'BR videos to be broadcast. The bandwidth of the
broadcast link from server to clients is B Mbits/sec. All video streams sent by the
server share the B Mbits/sec. The consumption rate of each video is F frames per
second. The trace sequence of each video is fully known a priori. Let f, i =1, ..., Np,.
m =1, .... A stand for the number of bits in the i-th frame of the m~th video, where

N, denotes the total number of frames of the m-th video.

The m~th video is divided into I\, segments prior to broadcasting. The server
Al

m=1

broadcasts K, video streams simultaneously, each stream periodically broad-
casts the same segment of the same video. A central point of a periodic broadcast
scheme is the way in which the videos are fragmented. The m~th video is fragimented
into K, segments of different sizes. Let S?, denote the set of successive frames of the

1~th segment of the m—th video, we have:



Km

N =30 1S5 (4.1)
=1

In LLBE, each of the I, segnyents is transmitted on a separate channel of band-

width &, i =1,.... K ,,. Thus. thee total bandwidth necessary to transmit the m-th
video given a fragmentation S, = {S:,.....S8=}is
Km B
Bm;(sm) = Z b:n(Sm) (4.2)
i=1

In LLBE the client behaves in .a greedy fashion. that is. it starts downloading all
R, segments that correspond to tlne desired video. Moreover. the download of all the
segments starts at the same time point: the tune—in instant. Thus, equation (4.2) is
both the required server and required client bandwidth. As segments get gradually
consumed. the necessary client ba ndwidth decreases. That is, the maximum client
bandwidth is necessary in the be=ginning of the video reception. Essentially, the
required per—-video server and cliemt bandwidth are coupled. In the next section, a
minimization process is emploved to reduce the required server and client bandwidth
on a per-video fashion.

Following the construction illusrtrated on Figure 4.1, and in order to guarantee the

startup latency w,,. we note that tlne first segment must be broadcast at a bandwidth:

ZieS}n frlrl
W
Equation (4.3) establishes that the surface of the first horizontal rectangle of the

bry (Sm) = (4.3)

step—function for the client downlmwad in Figure 4.1 is the same as the surface of the

area denoted by the S* in the playout graph of the same figure. A similar relation

m

is true for all subsequent segmentss. That is, in order for the continuous and timely

playout. the next segment, S* . is fully downloaded and available at the client just

e

before the end of the playout of seegment S:-!. Thus, the bandwidth at which the

m

i~th stream of the m-th video musst broadcast segment S* is determined by:

ZiES,"" f/ln.

STy ISk

Overall, after the startup laten:cy w,, seconds, the uninterrupted playout of the

bi(Sren) =

m

(4.4)

video is possible. Each segment is aavailable on local storage at the client just—in—time
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for its playout. The data are playved out at their nominal frame rate of F frames
per second in the order of S! e S2 e 53 ...SE=_ Note that because the frames
have different sizes. the playvout curve of Figure 4.1 which represents the per-frame
consumed data is also variable. From equations (4.3) and (4.4), we conclude that the
server bandwidth requirement to broadcast the m—th video using LLBE for any valid
transmission schedule. S,,,. can be expressed by:

&m Yies: fi

B!IL(S”L) == Z zx:li IS,
F

(4.5)

=g, +

The loss—less nature of LLBE is evident since the aggregation of the bandwidth
required for all the ', segments of the m—th video. is constant as described by
equation (4.3).

One can observe that several feasible schedules exist, since the construction of
S is based on fairly mild constraints. Namely. the only constraint necessary for
Sm to be a feasible schedule is that all segments together cover the entire video
and that they do not overlap. The bandwidth-efficiency component of LLBE comes
from the selection of the feasible schedule that minimizes the required server (client)
bandwidth (equation (4.5)). Our objective is thus to determine S s such that a
broadcast schedule can be constructed which results in the least amount of bandwidth
requirement B3),. B = inf{B,,(S,,)|Sn is a feasible schedule}.Essentially, we wish
to determine an ordered sequence of A, — 1 integers (the “boundaries™ between the

segments) in the range 1 to V,, — 1 that minimizes the value of equation (4.5).

4.3 Calculation of the Optimal S,, and B},

In formulating the optimal selection for S, to achieve the minimum required server
bandwidth, we consider a discrete—time model at the frame level. That is, the seg-
ments are to counsist of an integer number of frames. Let us consider the collection
from the i~th to the (j — 1)-th frame of a video. Let us define C%/ as the bandwidth

necessary if the group of frames from 7 to j — 1, inclusive, were to form a segment:

iy i=1 pe
Cli = Lt m ._’I‘ (4.6)
. + (i )
w F
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Using the definition of cost from equation (4.6) and given a sequence of video frame

sizes f*

m?*

1 to NV,, + 1 and with directed edges from ¢ to 7 where N,, +1 > 7 > ¢ > 1. The edge

we can construct a Directed Acvclic Graph (DAG) with vertices labelled from

weights are as defined by the cost equation (4.6). A fragmentation to K,, segments
(or less) amounts to finding a path from 1 to N, + 1 consisting of K, edges (or
less). Since the minimization we wish to apply corresponds to the minimization of
the cost of the edges participating in the path. the optimization problem is in fact
a shortest—path problem. Figure 4.2 illustrates the relation of the shortest path and

the optimal fragmentation of a video for i, = 3.

Lk r.N, +1
Cm C

CF 3T P
e -
Ck,r

Figure 1.2: Example shortest path and optimal fragmentation, S,,, for K, = 3 given
a certain w,,. Segment S, spans frames from 1 to & — 1. Segment S2 spans from &
to r — 1. Segment S3 spans from r to N,,.

mn

[t appears appealing to apply the Bellman-Ford algorithm, specialized to single—
source (from vertex 1) shortest path. By terminating the algorithm after its (K, —1)-
th iteration, we guarantee that all paths found up to this point are the shortest paths
with K, or less edges. Thus. the resulting running time is O(K,,(N,,)?). However, a
source of complications is not rhe running time but the need to preserve the original
cost matrix Cy,, = {C%’/} in main memory. The space requirement for the C,,, matrix
is O((N.)?) but because typical values of XV, are 160,000 or more (for a two-hour
video file) it is not practical to assume that the cost matrix can be stored entirely

in main memory in currently available systems. Resorting to virtual memory is one
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option but results in several orders of magnitude slowdown in terms of the execution
speed.
To solve the problem of the large memory requirements, we introduce a vector
= {44} which contains the prefix sums of the frame size sequence, that is:

=1

A= fh i=1 o Na+l (4.7)

From equations (4.6) and (4.7). C*/ can be restated as:

m

¢ =Zm—gn (4.8)
Wm + “F

sum = 0;
forz=1.....N,,+1do

AL = sum:

Di = A :

e =D :

sum = sumn + fi: // Note: fA=+l =0
endfor
for iter =1..... (K,, — 1) do

for j =2...... V,, + 1 do

fori=2..... (/—1)do
f(HJ > D ———-—) then

mt m

Wen 3
] —_ L ] nx V
I‘ m Dm ,—;T—;—l
Jdter.y __
' m J L
endif
endfor
endfor
D,, = W,,; // arrayv—wide operation
endfor

Figure 4.3: Pseudocode of single-source Bellman—Ford version of the A,—step short-
est path algorithm using an O(XV,,) prefix sum array, 4,,. W,, is a work array. r™
holds (if applicable) the intermediate vertex on the path to j at the iter iteration (if

applicable). remJ is (K, — 1) x N,, and is initialized to NULL.
By introducing equation (4.8) the memory requirements are decreased to O(K,, Ny, )-

The calculation of C*%/ for any i.j pair is performed upon demand based on the A,,

m
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vector which is used to look-up the prefix sums. A, is calculated in O(N,,) once
at the beginning of the run. Figure 4.3 presents the pseudocode of the specialized
shortest—path algorithm. and it can be clearly seen that it exhibits a time complexity
of O(K,,(N,,)?) and space complexity of O(K,,NV,,).

We note that for LLBE, the scheduling process for each video is independent from
all the other videos that share the same link. In other words, once the transmission
schedules for a specific video is constructed. the required bandwidth for transmitting

this video is finalized and it is onlyv dedicated for this video.

4.4 Experimental Results

The presented experiments are based on the application of LLBE on a set of sample
traffic traces coded according to the NMIPEG-1 standard[33]. All traces used herein are
40000 frames long, captured at 25 frames per second with a Group of Picture (GOP)
of 12 frames. We selected a total of M = 10 videos from the set of available traces.
The set contains both low-motion and high—-motion content, namely it includes news
broadcasts. feature movies. music videos, sporting events and animations. We do
not present separate per-video results for each video since the performance results we
derived (unless stated otherwise) lead to the same basic conclusions regardless of the
video content.

First we look into the influence of I\, and w,, on the required server bandwidth
for an arbitrary video. We anticipate that increasing K, or w,, decreases the re-
quired bandwidth. Morever, a question that arises naturally by observing the slowly
increasing bandwidth demand in HB and its variants is whether there exists an asvmp-
totic bandwidth demand which, given a startup latency objective, is the limit of the
required bandwidth as the number of segments K, tends to infinity. The results pre-
sented in Figure 4.4 suggest that this asymptotic behavior is indeed the case. Hence,
if we factor out the constraint that the number of segments is limited by technological
constraints, we claim that there exists an inherent bandwidth limit for a given startup
latency w,,. This is demonstrated for VBR video traffic in LLBE, and trivially. the
same is true for CBR video as well. Consequently, we can claim that the experimental

results suggest that for LLBE:

-]
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Figure 4.4: Optimal server bandwidth, B},. demand for a sample video vs. variable
number of segments A,,. (w,, = 60 sec. trace MTV_I)

lim B;, = constant < oc (4.9)

[

Figure 4.4 presents the results for a specific video trace for variable I, from 2
to 24 and for a fixed startup latency w = 60sec. Similar curves were observed for all
examined video traces. We note that the value at which B;, converges depends on the
ezact video trace under consideration. that is, different videos converge to different
values. The convergence value does not depend only on the average frame size or any
other trace-wide statistic. but instead on the ezact sequence of frame sizes. We also
caution the reader that the asymptotic behavior is a byproduct of the fact that the
broadcast schedule construction uses a mazimum of K,, channels. If we use a strict
requirement of ezactly K, channels, then for increasing K,,, a larger bandwidth
demand is possible. To illustrate the point, consider the extreme case K,, = Ny,
where one channel is assigned to each separate frame. The resulting bandwidth
demand is %7 (%, /(wm +4i—1)) (in bits per frame period) which can be much larger
than the one for smaller I{',,. For example, for the experiment presented in Figure

4.4, if K,, = N, (exactly) the required bandwidth is approximately 7 Mbits/sec.
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Figure 4.5: Optimal quantized server bandwidth, C,, x 0.064 (Mbits/=ec). demand
for a sample video vs. variable number of segments K,,. (w, = 60 sec, trace MTV_I)

LLBE. by its definition. produces segments that are broadcast on ch=annels of dif-
ferent bandwidths. An implementation issue is how to schedule a giv-en broadcast
medium between several channels/streams such that each one is allocat ed a different
portion of the available bandwidth. The actual complexity is in providimg the mecha-
nism for allowing the allocation of arbitrary bandwidth to each channel /stream. The
current literature provides already a large assortment of scheduling mecEianisms, e.g.,
Weighted Fair Queueing (WFQ) and its approximations, to allow implementations
of arbitrary bandwidth allocations. Instead of the scheduling issue, we focus on the
related issue of quantized bandwidth allocation, that is, on the ineffi<iency of us-
ing a scheduling scheme that allows only multiples of a basic rate to be allocated.
Scheduling schemes that provide quantized bandwidth allocation are. for example,
the Time Division Multiplexing (TDM) schemes. Their inefficiency in terms of quan-
tized bandwidth allocation is compensated by the straightforward mul&iplexing and
demultiplexing mechanism, hence they are serious candidates for low—cost network

interface cards for set—top boxes.



We consider a TDM system with a basic rate of 64 kbits/sec (ISDN rate). Thus, we
consider this particular example as an illustration of what a realistic implementation
using conventional voice channels would require in terms of bandwidth. Namely, the
total number of ISDN channels necessary for video m are:

[\—rn

Cp = _[bh,/(64 kbits/sec)] (4.10)

=1

The observation we derive from experimental results for increasing K, in Figure
4.5 is the disappearance of the monotonic decrease of B}, for increasing K,,. The
reason is the internal fragmentation within the quanta of allocated bandwidth. For
example, if 0%, = 130 kbits/sec. then the corresponding channels for this video seg-
ment requires 3 x 64Abits/sec. leaving 3 x 64 — 130 = 62kbits/sec unused. In order
to provide straightforward demultiplexing, no sharing of a primary rate channel is al-
lowed between two or more segments. Thus, as the number of segments increases, the
per—channel bandwidth may decrease. leading to an increase of the level of internal
fragmentation.

A comparison of Figures 1.4 and 4.5 indicates that because of the internal band-
width fragmentation the overall bandwidth allocation is indeed larger in the quantized
case. If, instead. WFQ was used to provide an arbitrary bandwidth allocation, then a
Jitter absorption scheme is necessary because the implementations of WFQ can only
approximate the fluid model assumed for the traffic. and service is dispensed in packet
or cell quanta. Jitter absorption is also necessary for TDM systems. In TDAI, the
necessary jitter absorption is defined by the length of the repeating TDM cycle (each
channel is allocated one or more slots within the TDM cyvcle, where each slot in the
current example corresponds to a 64kbits/sec quantum).

Dealing with the internal fragmentation inefficiency in a TDM system requires
the generation of segments that use bandwidth very close (but lower) to an integer
multiple of the basic rate. A strategy that can be used for reducing the internal frag-
mentation is the following: at the DAG construction stage that we illustrated earlier,
we omit all edges that correspond to bandwidths that lead to large internal fragmen-
tation. Hence, the shortest path, once created, uses only edges(and corresponding

channel bandwidths) that to not exacerbate the internal fragmentation. However,

~I
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such technique is not valid in general because it can lead to a disconnected graph,
prohibiting the construction of a complete path. We thus recommend, instead, the
exploration of the set of allowed values of I\, for each video (which can be accom-
plished in one single run of the shortest path algorithm for up to the maximum Kp,)

and the selection of the value that minimizes the quantized required bandwidth.
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Figure 4.6: Optimal server bandwidth, B;,. demand for a sample video vs. startup
latency w,,. (I, = 7 segments. trace MTV_I)

Next we explore the performance of the required server bandwidth B}, as a func-
tion of w,,. Figure 1.6 presents the results that are representative of any of the
examined video traces. Namely, the required bandwidth indeed decreases with in-
creasing startup latency. The construction of LLBE allows the following very intuitive

asymptotic behavior (for a given K,):

lim B =0 (4.11)
Wy —0C
and
limO B, = (4.12)

That is, if the clients can wait for a long period of time, the necessary bandwidth
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is virtually zero (equation (4.11)). Inversely, instant playout startup requires essen-
tially infinite bandwidth. What is important to observe, is the fast reduction of the
necessary bandwidth for “reasonable” values of w,,. For example, for the MPEG-1
videos that we examined and w,, = 60 sec the necessary bandwidth is in the range
of 2.5 to 3 Mbits/sec and for a latency of a few minutes. the necessary bandwidth
is the average bandwidth necessary of the corresponding MPEG-1 trace. Compared
to the typical commodity disk drive I/O throughput of roughly 10 Mbytes/sec the
necessary bandwidth is indeed well below the technological limits of low-cost set-top

boxes for “reasonable™ values of w,, even if we assume N, = 160000 or more.
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Figure 4.7: Per-segment server bandwidth. &,, for each segment. (A, =

20 segments, w,, = 60 sec, trace FUSS)

The next set of observations we make are related to the bandwidth necessary for
each segment. Figure 4.7 illustrates the relation of the bandwidth of all the segments
of the same video.For sufficiently large K, and for the segments in the later part of

the trace the following is consistently observed:
bi = bt (4.13)
In Figure 4.7 the above behavior is noticeable for i > 12. This observation is also
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in agreement with the intuition behind the construction of the schedules with equal

bandwidth segments (PB and variants).
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Figure 4.8: Segment sizes. ¥ cq: 2. for each segment. (K, = 20 segments, w, =
60 sec, trace FUSS)

For the same video trace (FUSS). Figure 4.8 illustrates the relation of the segment
sizes. Notice the logarithmic scale used for the v-axis on Figure 4.8. Hence, the
almost linear increase in the size of the later segments corresponds to an exponential
increase of successive segment sizes (for ¢ > 12). Similar behavior was observed in all
the other video traces as well. The observations can be summarized in the following

relation:

> =33 fi (4.14)

jesut JESL
The above relation is also the intuition behind the CBR-based schemes, and the
variants of PB in particular. We note however that the factor of the geometric series,
B, depends on w,,, K,, and the exact frame sequence of the trace.
The later segment sizes, by accumulating a larger number of frames together, are

almost equal to the product of the number of frames multiplied by the average frame
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size. Essentially, for large ¢, the corresponding segments depend on the average frame
size statistics. On the other hand. for small values of i, the segments consist of a
small collection of frames and they exhibit higher variability which depends on the
exact collection of frames. Hence, for large . an exponential increase of the length of
the segments (in terms of numbers of frames) is also observed (for the sake of brevity.
we omit presenting a corresponding figure).

A final performance comparison can be performed against the two schemes that
have been proposed in the past for VBR periodic broadcast, VBR-B and TAF [36].
We first note that the segments sizes in VBR~B follow an geometric sequence with a
factor of 2. TAF generalizes the segment length selection. The results shown in Fig-
ures 4.7 and 4.8 indicate that the selection of the “best” segment lengths (sizes) may
follow a sequence which is not necessarily increasing, in direct contrast to VBR-B and
TAF. The ability of LLBE to guarantee the timing constraints given a non-increasing
segment lengths is due to its particular “greedy” nature of the client download strat-
egy. Further, the size of segments. in terms of bits, compared to their size in terms
of frames are drastically different. For example, the number of frames corresponding
to the 8-th segment of Figure 4.8 is approximately twice the number of frames of the
9-th segment, but the size of the 8—th segment in bits is less than that of the 9-th
segment.

To compare the bandwidth efficiency of multiplexing 10 videos in the proposed
LLBE with that of 'BR-B [36] and TAF, we set the number of segments for each
videos. K, to 7. The startup latency w,, is set to 16.5 seconds. Figure 4.9 demon-
strates the data loss rate for three VVBR broadcasting schemes for a collection of 10
videos. The bandwidth from the aggregation of the 10 videos according to LLBE
is used as bandwidth for VBR-B and TAF. The results clearly indicate that under
VBR~-B and TAF. the resulting data loss (approximately 15 and 10 % respectively) is
high enough to render the video distribution useless in such limited bandwidth. The
exception is LLBE. In order to achieve the same zero data loss rate, the required band-
width for transmitting the 10 movies for LLBE is much lower than that for VBR-B
and TAF (Figure 4.10). For LLBE, the required bandwidth is 33.59 Mbits/sec, while
for VBR-B it is 86.96 Mbits/sec and 60.72 Mbits/sec for TAF.



Scheme | Loss Rate
LLBE 0.000

\'BR-B 0.153
TAF 0.104

Figure 4.9: Data loss rate for three V'BR broadcasting schemes for a collection of 10
videos. (A, =7 segments. w,, = 16.5 sec, B = 33.6 Mbits/sec)

Scheme | SR bz,
LLBE 33.587
\'BR-B | 86.938
TAF 60.722

Figure 4.10: Required server bandwidth for zero data loss rate for three VBR broad-
casting schemes for a collection of 10 videos. (A, = 7 segments, w, = 16.3 sec)
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Chapter 5

Conclusions and Future Work
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5.1 Concluded Remarks

We have investigated the techniques. in particular, the transmission scheduling schemes
that address the scalability problems of VoD systems. Specifically, we have proposed
(a) a technique that allows the construction of time-dependent envelopes of VBR
video traffic. based on which a scheduled multicast scheme is emploved in the call
admission process of the user requests. (b) a Trace-Adaptive Fragmentation (TAF)
scheme for periodic broadcast of VBR video. which derives a set of fragmentation
choices and selects the one with the least packet loss rate for the aggregated segments
based on the particular video traffic traces, and (¢) a Loss—Less Bandwidth—Efficient
(LLBE) protocol for periodic broadcast of VBR video that allows the user to receive
video data immediately after tuning in and handles the distribution of VBR. video as
a collection of per-segment CBR transmissions in order to avoid data losses and to
achieve the minimal required server bandwidth. In particular, we note that all the
proposed techniques in this thesis are associated with the solution of a corresponding
optimization problem.

For the scheduled multicast scheme presented in Chaper 2, we have essentially
traded the buffers (inside the network and at the receivers) for more computation
during the call admission process. We are exploring the impact of different envelope
granularities for different types of content and its interaction with smoothing. No-
tably, the scheme presented herein does not preclude smoothing for several successive
frames at the sender before transmission.

In Chapter 3. for the construction of broadcast schedules, given the a—priori knowl-
edge of the entire traffic and given the svstem objectives we have approached the prob-
lem as essentially a deterministic problem, for which choice of an “optimal” broadcast
schedule with the least data losses may be possible. In order to cope with the many
and conflicting performance objectives we have focused on the construction of broad-
cast schedules that satisfv startup latency and continuity constraints and enforce a
maximum number of server and client channels. An enumerative process identifies
broadcast schedules that satisfyv these constraints. Subsequently, the selection of a
particular schedule, which is determined by the choosing of a particular fragmenta-

tion, is the result of an optimization process which accounts for the VBR. nature of
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the transmitted video segments. The optimization process , TAF, appears currently
to be computationally expensive, and. as a result, we propose a fast approximation
which has been shown to outperform existing rigid fragmentation approaches in a
variety of settings.

In Chapter 4. for the design of LLBE protocol. we have explored the lossless
VBR broadcast schedules with the least required bandwidth. Essentially, we show
the equivalence of the optimization problem to a shortest path problem on a directed
acyclic graph. The optimization algorithm proposed for LLBE allows us to exactly
quantify the necessary parameters (the number of segments and the corresponding re-
quired bandwidth to transmit each segment under the continuity condition) based on
the particular stored video content and startup latency objective. Moreover. because
LLBE handles the distribution of VBR video as a collection of per-segment CBR
streams, it inherently avoids data losses that plagued previous schemes (even when
they include additional techniques to reduce the losses at significant implementation

complexity).

5.2 Future Directions

We still need to investigate the issues of how to implement the interactivity per-
formance such as pause. rewind and fast-forward in near-VoD systems using our
proposed scheduled multicast techniques.

Currently, in LLBE. the server and client bandwidth demands for a video are
identical. Future research in this direction will focus on the reformulation of the op-
timization problem in a manner that will allow a~priori constraints to be enforced on
the client-side I/O bandwidth separately from constraints enforced on the server-side
bandwidth. We are also exploring techniques to support potentially heterogeneous
clients/set—top boxes. Another possible use is the application of the decreasing-only
download bandwidth. as dictated by LLBE, to the call admission in a batched mul-
ticast or advance reservation system. One approach to this end is the generalization
of LLBE. in a similar manner to the generalization of Skyscraper Broadcasting [19]

towards the Dynamic Skyscraper Broadcasting of Eager and Vernon [12].
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