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Abstract

Electromagnetic transient (EMT) simulation is a paramount tool to study the electrical sys-

tem’s behavior and reproduce the transient waveforms prior to manufacturing and de-

ployment. However, the simulation process slows down significantly when the circuit

scale expands, and thus the fast and parallel circuit simulation techniques are required to

be studied and applied, especially for modern large-scale AC/DC grids where the MMC

converters composed of hundreds of submodules generate a large matrix. Besides, the tra-

ditional power system is evolving into a complex cyber-physical system (CPS), which also

proposes a new challenge to simulate the entire behavior of the system for quickly and

adequately evaluating the interplay between digital world and physical appliance.

To conduct fast EMT simulation for large and complex power systems, in this thesis,

the existing computation and implementation techniques are investigated and improved,

including the the multi-rate (MR) scheme, variable time-stepping (VTS) scheme, domain

decomposition (DD) scheme, and hardware based acceleration. 1) For the MR scheme,

an extended multi-rate mixed-solver (MRMS) hardware architecture is proposed for real-

time EMT emulation of hybrid AC/DC networks, which is an implementation-level work

taking advantages of the hybrid FPGA-MPSoC platform to emulate AC/DC systems in

real-time while guaranteeing the accuracy and low resource cost. 2) For the VTS scheme,

the new mathematical computational processes for the universal line model (ULM) and

universal machine (UM) model are proposed, which greatly improve the stability of the

models when the time-step changes compared to the traditional ULM and UM model.

The faster-than-real-time emulation architecture on FPGA and 4-level parallelism archi-

tecture on GPU are also proposed to conduct the VTS-based EMT simulation in parallel.

3) For the DD scheme, a novel linking-domain extraction (LDE) decomposition method

is proposed, which is a matrix-based decomposition method and can obtain the general

formulation of the inverse of the circuit conductance matrix based on the mathematical

analysis. Using the LDE method, a circuit can be simulated in parallel for the decomposed

subsystems. To fully exploit the potential of the LDE method, the hierarchical LDE decom-
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position method is also proposed for further applications. 4) In addition, by leveraging the

fast and parallel computing capabilities of FPGA/MPSoC/GPU hardware platforms, the

real-time co-emulation hardware architectures of EMT-based power system and commu-

nication network are proposed on both the FPGA-MPSoC and Jetson�-FPGA platforms to

accelerate the co-simulation process for AC/DC cyber-physical power systems and study

the communication-enabled global control schemes.

Although the proposed methods belong to different computation and implementation

techniques, the essential goal of those works is the same: conducting fast and parallel EMT

simulation to deal with the complexity of large-scale power systems and to significantly

accelerate the simulation process. The proposed mathematical models, computational ap-

proaches, and implementation architectures contribute to the exiting EMT simulation tech-

niques and have potential to be applied in the future EMT simulation research.
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1
Introduction

Electromagnetic Transient (EMT) simulation is a paramount tool in planning, operation,
design and commissioning of power systems [1–4]. In EMT simulation, the power sys-
tem can be described using a set of differential equations based on Kirchhoff’s current
law (KCL) and voltage law (KVL) analysis, where the unknown variables of the equations
are to be solved using numerical integration schemes within each discrete time slot (so-
called time-step, typically at microsecond level); if the modeled system contains nonlinear
elements, iterative solution is often necessary to obtain accurate results. However, the sim-
ulation process slows down significantly when the circuit scale expands: the direct matrix
inversion or other algorithms such as the Gauss-Jordan elimination and LU factorization
method have large computational complexities, which result in a high computational la-
tency for large-scale networks [5]. Therefore, the fast simulation technique is becoming
one of the most important areas in the EMT simulation research, and is increasingly re-
quired to be studied and applied. Besides, the traditional power system is evolving into a
communication-enabled cyber-physical system (CPS), which also proposes new challenges
to conduct fast simulation for the entire system while considering the interplay between
communication infrastructure and power system appliance [6].

To deal with the complexity of the EMT simulation for large-scale power systems, three
existing fast simulation techniques are commonly used: the multi-rate (MR) scheme that
uses different time-step sizes for different decomposed subsystems to balance the accuracy
and computational cost; the variable time-stepping (VTS) scheme that changes the time-
step size during the simulation to accelerate the process under normal conditions while
guaranteeing accuracy; and the domain decomposition (DD) scheme that decomposes a
large-scale system into small subsystems and then handles the small subsystems in par-
allel. However, there is still a lot of room to improve those methods and to study how

1
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to implement those methods on practical hardware platforms such as field-programmable
gate array (FPGA), multi-processor system-on-chip (MPSoC) and graphics processing unit
(GPU) for acceleration.

Based on the above observations, the goal of this research is to conduct fast and paral-
lel EMT simulation for complex power systems to significantly accelerate the simulation
process by proposing new computation methods and implementation architectures:

1. In the computation level, new power equipment models with VTS and new mathe-
matical methods for DD are proposed in this thesis: the new mathematical compu-
tational processes of the universal line model (ULM) and universal machine (UM)
model are proposed, which greatly improve the stability of the models when the
time-step changes compared to the traditional ULM and UM model; a novel linking-
domain extraction (LDE) method is proposed, which is a new non-overlapping de-
composition method that can compute the matrix inversion in parallel based on the
found general formula of the inverse of circuit conductance matrix. To fully exploit
the potential of LDE method, the hierarchical LDE decomposition method is further
proposed.

2. In the implementation level, the new simulation architectures on hardware platforms
are proposed: for the MR scheme, an extended multi-rate mixed-solver (MRMS)
hardware architecture is proposed for real-time EMT emulation of hybrid AC/DC
networks, which takes advantages of the hybrid FPGA-MPSoC platform to emulate
AC/DC systems in real-time; for the VTS scheme, the faster-than-real-time archi-
tecture on FPGA and 4-level parallel architecture on GPU are proposed to conduct
massively parallel simulation with variable time-steps. In addition, the novel real-
time co-emulation architectures for the power system and communication network
are also proposed and conducted on the FPGA-MPSoC platform and FPGA-Jetson�

platform respectively to accelerate the co-simulation process of cyber-physical power
systems.

The proposed mathematical models, computational approaches, and implementation
architectures contribute to the exiting EMT simulation research and have potential to be
applied in the future EMT simulation area.

1.1 Research Definition and Literature Review

The principal objective of the proposed research is to perform fast and parallel EMT simu-
lation for large-scale power systems on GPU/FPGA/MPSoC hardware architectures based
on both the existing and the proposed simulation acceleration techniques. The key aspects
of the proposed research are presented in this section.
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1.1.1 Multi-Rate Simulation Method

In modern power systems, the high voltage AC and DC transmission networks co-exist,
wherein both may contain nonlinear elements [7]. The hardware emulation of solving
nonlinear elements has been evaluated in [8], which provides the nonlinear solver for this
work. Since iterative solution of the large-scale system may involve extremely intensive
computation, the complete system can be decomposed into multiple smaller subsystems
by leveraging the traveling wave latencies of the widely distributed long-distance trans-
mission lines. The location and the contained nonlinear elements can vary for different
subsystems. In fact, there is no need to apply the same step-size for all subsystems [9] since
the size of the simulation time-step is dependent on the changing rate during the transient
in a certain subsystem and the accuracy requirement. For example, a small time-step (of
the order of tens of nanoseconds) that is chosen to capture the device-level switching tran-
sients of AC/DC converters results in excessive execution run time, while a relatively large
time-step chosen for modeling only the system-level transients would be obviously inef-
fectual in reproducing the device transients.

Therefore, the multi-rate (MR) simulation is usually adopted to accelerate the simula-
tion process and reduce computational resource consumption. In multi-rate simulation,
different subsystems may apply different time-steps, and the selected time-step sizes are
determined by the changing rate of the concerned waveforms and the accuracy require-
ments [10]. In multi-rate simulation, both the iterative solver for nonlinear elements and
the conventional non-iterative solver can be applied for different subsystems, which en-
ables applying iterative schemes locally to reduce the computational effort. Different from
the variable time-stepping simulation [11] that changes the time-step over the simula-
tion time, in multi-rate simulation the time-steps of different subsystems are fixed, which
should be evaluated and configured by users properly in advance to the simulation begin.

1.1.2 Variable Time-Stepping Simulation

Most real-time simulators as well as off-line EMT simulators such as the PSCAD/EMTDC�

[12], ATP [13], EMTP-RV [14], PSpice [15] and HSPICE [16] use a fixed time-step (FTS) to
proceed the simulation; however, it may be not an efficient approach when the time con-
stants of the power equipment in a system are widely varying and do not change very
frequently. For example, a large time-step is usually enough to show the waveforms under
normal steady-state conditions, but a small time-step is required when the fast transients
happen. Although the variable time-stepping (VTS) method that changes the time-step
during simulation according to accuracy requirements has been adopted in the Saber [17]
simulator, it is purely targeting on the device-level simulation of power electronics. To ac-
celerate the power simulation process without losing accuracy, the VTS method has been
studied and applied in power system simulation over the past years [11, 18–24].

In modern power systems the AC and DC grids are interconnected, wherein linear and
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nonlinear elements co-exist. In such a system, measuring the system perturbation is the
prerequisite to determine the time-step change and control scheme. In this work, different
methods are applied to estimate the accuracy:

(1) Linear Equipment: It is easy to find the solution for linear elements even with variable
time-steps because the network conductance matrix only depends on the history items at
tn−1. The local truncation error (LTE) is usually used to estimate the accuracy of the solved
variable x, given by [25]:

LTE(tn) ≈ Cp+1Δtp+1
n (p+ 1)! g[tn, ..., tn−1−p] (1.1)

where Cp+1 is the error constant of a specific discretization method, p is the order, and
g[tn−1, ..., tn−1−k] can be calculated step-by-step:

g(tn−1) = xn−1 (1.2)

g[tn−1, ..., tn−k] =
g[tn−1, ..., tn−k+1]− g[tn−2, ..., tn−k]

tn−1 − tn−k
(1.3)

(2) Nonlinear Equipment: Finding xn for nonlinear equipment requires solving the non-
linear system using an iterative approach. The standard method is to first use an explicit
method or interpolation polynomial (called the predictor) to get a candidate value of xn,
and then use it as the initial solution to apply Newton’s iterative method for the implicit
integrator (called the corrector) until convergence is achieved. For the predictor, the inter-
polation polynomial is commonly used:

x(0)n = xn−1 +
p∑

k=1

[
k∏

j=1

(tn − tn−j)]g[tn−1, ..., tn−1−k] (1.4)

Then the LTE can be estimated by comparing the initial solution x0n and final solution
xn [25]:

LTE(tn) ≈ Cp+1

1− Cp+1
(xn − x0n) (1.5)

(3) AC/DC Converter. Although a modular multilevel converter (MMC) is also made
up of linear and nonlinear equipment such as the IGBT switches, capacitors and induc-
tors, the LTE method may not be suitable for MMC because it is hard to find which state
variable is most representative among the thousands of switches and capacitors and six
arm inductors. Thus for the system-level simulation, the differential value dv/dt (DVDT)
or di/dt (DIDT) of DC voltage or current is computed to measure the system disturbance
and determine the time-step change [23]; for the device-level simulation, the switching
operation is used to trigger the time-step change.

Since the universal line model (ULM) [26] and universal machine (UM) [27] model
serve a wide range of transmission lines and rotating machines, they are required to be
properly modeled for variable time-stepping (VTS) EMT simulation. Although the vari-
able time-stepping model for the traveling-wave line model has already been studied
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in [18, 20], to the best of our knowledge, the VTS models for ULM and UM have not been
derived. The work [21, 22] applied the variable time-stepping simulation in frequency-
domain, but the frequency-domain line model was simplified without involving the con-
volution process and both works simulated the system in software but not in hardware for
real-time. The work [24] implemented the variable time-stepping simulation in real-time
with nonlinear systems such as the power electronic converters and surge arresters; how-
ever, all of the power equipment models use the same time-step size, which is not suitable
for the VTS simulation of large-scale systems. Although the system decomposition can
be applied to use different time-steps for different subsystems [10], the time-step of each
subsystem also changes in the VTS simulation; thus how to deal with data exchange and
synchronization between subsystems with variable time-steps remains to be discussed.

1.1.3 Network Domain Decomposition

To deal with the complexity of simulating large-scale systems, network domain decompo-
sition [28] is a commonly-used method that splits a large network into small subsystems
and simulates them in parallel. One main challenge of using domain decomposition is how
to uncouple the inter-connected subsystems, which leads to two representative categories
of decomposition methods [29]: overlapping domain decomposition and non-overlapping
domain decomposition. In overlapping domain decomposition, the basic logic is to al-
locate the overlapping domain between two connected subsystems (multiple subsystems
have the same procedure) into both subsystems, so that each subsystem can compute the
values of the overlapping domain simultaneously. However, to obtain the correct values
of the overlapping domain, data exchange and iteration are required to guarantee the dif-
ference of results between the two subsystems are smaller than a predetermined threshold.
In addition, when the number of decomposed subsystems increases, the convergence time
will become much longer, and thus the overlapping domain decomposition method is not
the scope of this work.

In non-overlapping domain decomposition, the decomposed subsystems have no over-
lapping domains thus they could be simulated in parallel while not requiring iteration to
synchronize the connected subsystems. For the non-overlapping domain decomposition,
the most widely-used methods are the transmission line modeling (TLM) [30, 31], latency
insertion method (LIM) [32, 33] and Schur Complement (SC) method [29]. The TLM and
LIM methods are latency-based decomposition methods, which leverage the transmission
latency between two ends of a line or the latency produced by the LC circuits to decompose
the network. Both methods need to consider the simulation time-step size. For example, if
the transmission latency of a line is smaller than the time-step size, then the two ends of the
line could not be calculated simultaneously. For networks where transmission lines do not
exist, the SC method is most commonly used [34, 35], which is a matrix-based decomposi-
tion method. It moves all the overlapping area in the network conductance matrix to the
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bottom right; then the remaining parts are diagonal block matrices that can be handled in
parallel. However, the SC method could not obtain the network matrix inversion directly,
thus the corresponding procedures need to be executed in each time-step. In addition, the
efficiency reduces quickly when the overlapping domain expands.

1.1.4 Co-Simulation between Communication and Power Systems

With the development of cyber physical power systems, the co-simulation between power
systems and communication networks is becoming a hot topic in EMT simulation. Var-
ious co-simulation frameworks for interacting communication and power domains have
been proposed in the recent past since the first interface for the EMTDC/PSCAD� simu-
lator [36] to integrate an agent-based distributed application into the simulation was de-
veloped. Most of these works are not to design a complete simulator that could finish
simulation in one package but are targeting interfacing two existing simulators in each do-
main [37–42], because there are already various mature power system and network simula-
tors to use. For example, EMTDC/PSCAD�, DigSilent�, PowerWorld�, and OpenDSS�

etc are widely used in power system simulation; while NS-2/NS-3, OMNeT++, OPNET
and NeSSi have been successfully used in network development and evaluation. Unfor-
tunately, there does not have existing interfaces for data exchange between simulators of
the two domains due to the different working principles. Thus the main concern of exist-
ing co-simulator frameworks is to properly handle data exchange and synchronization for
related events in both domains at run-time [6, 43]. However, the performance of software-
based simulators is relatively low compared with actual power and network devices even
without taking the data exchange and synchronization time between two simulators into
account. It is therefore difficult to simulate and test the adequacy of manufactured pro-
tection and control equipment responding to damage and upset by transient in real-time.
To the best of our knowledge, the real-time co-simulator implemented on FPGA/MPSoC
board has not been studied. Instead of interfacing the software based simulators, FPGA
enables flexible programmability and highly paralleled computing, which is able to cap-
ture and response to the system change quickly in both power system and communication
network domains.

1.1.5 GPU, FPGA and SoC

For large-scale power systems, the parallel simulation is often required to accelerate the
simulation process, which is usually achieved on the parallel computing architectures:
the graphics processing unit (GPU), field-programmable gate array (FPGA) and multi-
processor system-on-chip (MPSoC). The GPU device is composed of a huge amount of
processing cores, which enables the generation of numerous grids, blocks, and threads
and parallel simulation of large-scale power systems [44–47]. FPGA provides numerous
hardware and rich I/O resources, which has been used in both industry and academia for
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Figure 1.1: Illustration of GPU dynamic parallelism.

the emulation of power electronics and large-scale power systems [8,9,24,48]. MPSoC inte-
grates both FPGA board and multi-processors, which makes a complete emulation system
with both parallel and sequential algorithms [49, 50].

(1) GPU Architecture. The GPU-based programming involves two parts of the hardware
resources: host, on which the CPU programs run serially, and device, on which the GPU
programs run in parallel. The GPU programming model is based on primitives of threads,
blocks, and grids: a grid is a collection of threads, and the threads in a grid are divided
into blocks that is a group of threads which execute on the same multiprocessor and have
access to the same shared memory. Typically, the kernel function defining the program
executed by individual threads within a block and grid can only be called by the host,
which involves sophisticated execution control and frequent data transfer between host
and device. As an extended capability to the GPU programming model, the dynamic
parallelism feature [51] enables the kernel function to create and synchronize with new
kernel functions on the GPU device dynamically at whichever point in a program. The
grid that has launched new grid(s) is called a “parent” grid, and the one is launched by
a parent grid is called “child” grid. Grids launched with dynamic parallelism are fully
nested, which means the parent is not considered completed until all of its launched child
grids have also completed, as shown in Fig. 1.1.

Despite the advantages of dynamic parallelism, it also introduces a cost in launching
kernels, which is considerable compared with the execution time of child kernels. If the
child kernels do not extract much parallelism and there is not much benefit against their
non-parallel counterparts, then the little benefit may be canceled out by the child kernel
launching overheads. Thus when applying the dynamic parallelism, the massive paral-
lelism of child kernel functions is preferred to guarantee the performance gain in global
scope.

(2) FPGA Architecture. FPGAs are integrated circuits designed to be reconfigured to
meet different application requirements, composed of an array of programmable logic
blocks and a hierarchy of reconfigurable interconnections that make the blocks be wired
together. Taking advantage of hardware parallelism and fast inputs and outputs (I/O)
at the hardware level, FPGA provides significant processing performance and flexibility,
and thus is extensively used for EMT simulation. The Virtex UltraScale+ FPGA VCU118
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board [52] used in this research contains both highly programmable UltraScale XCVU9P
device and rich external resources such as block RAMs, transceivers, DSP slices and I/O
pins, which enables the usage of iterative method and the detailed models applied in this
work. High-level synthesis (HLS), provided by Xilinx�, translates C/C++ language to
HDL with highly paralleled hardware structure [53]. HLS supports the arbitrary data
precision and provides abundant directives for optimization, such as loop unroll, array
partition, pipelining, etc. Since C/C++ language has much higher abstraction than HDL,
the coding effort is substantially reduced.

(3) MPSoC Architecture. The MPSoC itself integrates the programmable logic (PL) re-
source and the ARM� multi-core processor system (PS) on the same chip. Compared with
the solution of using discrete CPU and FPGA on different boards, the single-chip solution
provides substantially higher communication bandwidth and coherence between the PS
and the PL. The improved overall performance of both sequential and parallel computing
by using FPGA-MPSoC platform enables the usage of the iterative method and the de-
tailed models applied in this work. The Zynq ZCU102 board [54] used in this research is
featured with a quad-core ARM� Cortex-A53, dual-core Cortex-R5 real-time processors,
and a Mail-400 MP2 graphics processing unit (GPU) based on programmable logic fabric.
The PS communicate with the PL using high-bandwidth Advanced eXtensible Interface
(AXI) channels, enabling low-latency data exchange. Using such an architecture, sequen-
tial computing and configurations can be moved into PS that can achieve high clock fre-
quency, while parallel computing can be processed in PL that can achieve high parallelism.

1.2 Research Objectives

The motivation of this thesis is consistent with one of the most concerned aspects in the
general research of EMT simulation area, which is to accelerate the simulation process for
complex power systems while guaranteeing reasonable accuracies. The new technologies
of hardware platforms and emerging cyber-physical power systems also require the cor-
responding developments of the simulation architectures. Such challenges come from the
higher demand of simulation efficiencies for the modern grid, which requires the solutions
from both the computation methods and hardware implementation architectures.

The major tasks and specific research objectives for this work are listed as following:

• Multi-Rate Mixed-Solver Architecture for AC/DC Network Emulation
In modern AC/DC systems, linear and nonlinear elements co-exist, while different
power equipment has widely different time constants. To simulate such a power sys-
tem, the multi-rate scheme requires to be applied. The task of this work is to design
a multi-rate real-time emulation architecture with linear and nonlinear solvers de-
ployed, called the “multi-rate mixed-solver” architecture, to emulate the AC/DC
network in real-time. The emulation is expected to be conducted on the hybrid
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FPGA-MPSoC hardware platform to fully utilize the advantages in both parallel and
serial computing.

• Variable Time-Stepping Universal Line and Machine Models and Implementation
In the research of variable time-stepping power equipment modeling, the universal
line model (ULM) and universal machine (UM) models with variable time-steps have
not been investigated. Due to the convolution computation in ULM and exciter of
UM, the instability problem when the time-step changes should be addressed. The
goal of this work is to propose a stable ULM and UM model no matter how the time-
step changes. Besides, the parallel VTS simulation architecture is quite different from
the FTS architecture, which should also be proposed and implemented on both the
FPGA and GPU platform.

• Linking-Domain Extraction Based Domain Decomposition Method
Different from the latency-based decomposition method, the matrix-based non-overl-
apping domain decomposition methods still have a lot of room to be studied. The
traditional Schur complement decomposition method is not efficient when the num-
ber of decomposed subsystems increases. The task of this work is to study the special
features of the conductance matrix of the traditional power systems, and to find the
general formulation of the matrix inversion and solve the matrix equations in paral-
lel. The simulation and verification is expected to be conducted on FPGA, GPU and
CPU for different test systems and application contexts.

• Co-Emulation Hardware Architecture for Cyber-Physical Systems
The emerging cyber-physical power system combines the physical layer with the in-
formation and communication techniques (ICT), which propose a new challenge to
the fast co-simulation of power system and communication networks. The influ-
ence of communication behaviours between the smart meters, phasor measurement
unit, controller and controllable devices should be evaluated practically and pre-
cisely. The goal of this work is to implement the real-time co-emulator (RTCE) on
hybrid FPGA-MPSoC hardware platform and FPGA-Jetson� platform instead of in-
terfacing the software-based simulators, which aims to leverage the hardware based
simulator that is able to response to the system change quickly in both power system
and communication network domains.

1.3 Summary of Contributions

The major contributions of this work can be summarized into two aspects: computational
method and implementation architecture, as shown in Fig. 1.2. The proposed computa-
tional methods are based on the mathematical analysis and discoveries; while the pro-
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Figure 1.2: Contributions of the proposed research and structure of this thesis.

posed implementation architectures focus on achieving fast EMT simulation using the lat-
est FPGA/MPSoC/GPU parallel platforms.

• Contributions to Computational Method
(1) Variable Time-Stepping Universal Line and Machine Models

The key point of computing the ULM and exciter of UM is the convolution part.
Using the traditional computational procedure, the result of the convolution is not
continuous when the time-step changes. The proposed “process-reverse” computa-
tional procedure and equivalent circuit model can perform a stable computation no
matter how the time-step changes, which greatly improve the stability of the ULM
and exciter of the UM model for VTS simulation.

(2) Linking-Domain Extraction (LDE) Based Domain Decomposition Method

Based on the mathematical analysis over the conductance matrix generated by tra-
ditional power systems, in this work, the conductance matrix is decomposed into a
diagonal block matrix and a linking-domain matrix; then the general formulation of
the matrix inversion is found, which is a strong mathematical basis for the parallel
computation of matrix inversion. The LDE method can not only be used in com-
puting matrix inversion in parallel, but can also be used in solving matrix equations
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with several advantages over the traditional Schur complement method.

(3) Hierarchical LDE Decomposition Method

The original LDE method is inefficient in both the computational procedure and stor-
age cost. To proposed hierarchical LDE (H-LDE) method is an all-round improve-
ment over the original LDE method, which eliminates the necessity of computing the
entire conductance matrix inversion and uses a multi-level decomposition to acceler-
ate the process of inverting the decomposed block matrices. The H-LDE method can
even achieve lower computation latencies than the sparse LU based solvers within a
certain power system scale.

• Contributions to Implementation Architecture
(1) Real-Time Multi-Rate Mixed-Solver Emulation Architecture on FPGA-MPSoC Platform

To simulate AC/DC power systems in real-time, the multi-rate mixed-solver emu-
lation architecture is proposed. By moving the MMC control tasks into the ARM�

based processor system of MPSoC board, the MMC model can be computed in real-
time; by re-using the linear solvers when the nonlinear solvers are working, the hard-
ware resource costs can be reduced a lot; by allocating the large system into multiple
FPGA boards, the multi-board solution is exploited and the fast data exchange be-
tween different boards is achieved via the Xilinx� Aurora core.

(2) Faster-than-Real-Time Emulation Architecture on FPGA and 4-level Parallel Simulation
Architecture on GPU for VTS Simulation

The parallel VTS simulation architecture is quite different from the FTS architec-
ture due to the synchronization between decomposed subsystems. In this work, the
FPGA-based and GPU-based parallel simulation architectures are proposed for VTS
simulation. Through elaborate configuration to the time-step sizes of different sub-
systems, the “faster-than-real-time” mode is achieved on FPGA; using the dynamic
parallelism features and hierarchical decomposition, the massively parallel VTS sim-
ulation is achieved on GPU.

(3) Co-Emulation Hardware Architecture for Cyber-Physical Systems

The existing software-based co-simulation platforms are facing the difficulties of ac-
celerating the simulation process due to the large overhead of data exchange and syn-
chronization. In the proposed real-time co-emulation (RTCE) framework on FPGA-
MPSoC based hardware architecture, the real-time discrete-time based power system
EMT emulation and the discrete-event based communication network emulation can
be achieved. The data exchange between two domains is handled within each board
with an extremely low latency, which is sufficiently fast for real-time interaction.
In the proposed heterogeneous Jetson�-FPGA based co-emulation architecture, the
communication-enabled global control schemes are studied for AC/DC cyber phys-
ical power systems.
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1.4 Thesis Outline

This thesis consists of eight chapters. The subsequent chapters shown in Fig. 1.2 are out-
lined as follows:

• Chapter 2
This chapter proposes a novel multi-rate mixed-solver architecture for AC/DC sys-
tem emulation to fully utilize the time space and optimize hardware computation
resources without loss of accuracy, wherein both iterative and non-iterative solvers
with different time-steps are applied to the decomposed subsystems, and the linear
solvers are reused within each time-step. The proposed solver and the complete real-
time emulation system are implemented on FPGA-MPSoC platform. The real-time
results are captured by the oscilloscope and verified with PSCAD/EMTDC� and
SaberRD� for system-level and device-level performance evaluation.

• Chapter 3
This chapter derives the VTS models for ULM and UM, and the proposed ULM
model is more stable than the traditional model. Both VTS models are emulated
on the parallel and pipelined architecture of the FPGA. The proposed subsystem-
based VTS scheme and the local truncation error (LTE) based time-step control en-
able the large-scale systems to be simulated in real-time. The “faster-than-real-time”
modes on FPGA boards, and 4-level dynamic parallelism architecture on GPU are
also proposed for variable time-stepping EMT simulation. The transient waveforms
and execution time speed-ups indicate that the proposed method can extremely ac-
celerate the simulation process while guaranteeing reasonable accuracy compared to
the fixed time-step based simulation.

• Chapter 4
In this chapter, a novel linking-domain extraction (LDE) based decomposition method
is proposed, in which the network matrix is expressed as the sum of a linking-domain
matrix (LDM) and a diagonal block matrix (DBM) composed of multiple block ma-
trices in diagonal. Through mathematical analysis over LDM, one lemma about the
nature of LDM and its proof are proposed. Based on this lemma, the general formu-
lation of the inverse matrix of the sum of LDM and DBM can be found using the
Woodbury matrix identity, and based on the formulation the network matrix inver-
sion can be directly computed in parallel to accelerate the matrix inversion process.
Test systems were implemented on both the FPGA and GPU parallel architectures,
and the simulation results and speed-ups over the Schur complement method and
Gauss-Jordan elimination demonstrate the validity and efficiency of the proposed
LDE method.

• Chapter 5
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In this chapter, a novel hierarchical LDE (H-LDE) method is proposed to further im-
prove the LDE method, which leverages all the hidden features of LDE that are not
exploited in the original work to perform a multi-level decomposition of power sys-
tems. The LDE-based matrix equation solution computation procedure is first pro-
posed to eliminate the necessity of computing the entire matrix inversion, and then
the multi-level computation structure is proposed for fast matrix inversion of the
decomposed sub-matrices. The 4-level LDE decomposition is applied on the IEEE
118-bus test power system and implemented in both sequential and parallel, which
is used to verify the validity and efficiency of the proposed H-LDE decomposition
method. The simulation results of various benchmark test power systems show that
the proposed H-LDE method can achieve lower computation latency than the classi-
cal LU factorization and sparse KLU method within a certain system scale.

• Chapter 6
This chapter proposes a novel real-time co-emulation (RTCE) framework on FPGA-
MPSoC based hardware architecture for a more practical emulation of real-world
cyber-physical systems. The discrete-time based power system electromagnetic tran-
sient (EMT) emulation is executed in programmable hardware units so that the tran-
sient level behaviour can be captured in real-time, while the discrete-event based com-
munication network emulation is modeled in abstraction-level or directly executed
on the hardware PHY and network ports of the FPGA-MPSoC platform, which can
perform the communication networking in real-time. The data exchange between
two domains is handled within each platform with an extremely low latency, which
is sufficiently fast for real-time interaction; and the multi-board scheme is deployed
to practically emulate the communication between different power system areas. The
hardware resource cost and emulation latency for the test system and case studies
are evaluated to demonstrate the validity and effectiveness of the proposed RTCE
framework.

• Chapter 7
In this chapter, a heterogeneous hardware real-time co-emulator composed of FP-
GAs, many-core GPU, and multi-core CPU devices is proposed to study the com-
munication enabled global control schemes of hybrid AC/DC networks. The elec-
tromagnetic transient (EMT) power system emulation is conducted on the Xilinx�

FPGA boards to provide nearly continuous instantaneous waveforms for cyber layer
sampling; the communication layer is simulated on the ARM� CPU cores of the em-
bedded NVIDIA� Jetson platform for flexible computing and programming; and the
control functions for modular multi-level converters are executed on GPU cores of
the Jetson� platform for parallel calculation. The data exchange between FPGAs and
Jetson� is achieved via the PCI express interface, which simulates the sampling op-
eration of the AC phasor measurement unit (PMU) and DC merging unit (DC-MU).
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The power overflow and DC fault cases are investigated to demonstrate the valid-
ity and effectiveness of the proposed co-emulation hardware architecture and global
control schemes.

• Chapter 8
This chapter summarizes the contributions of this research and discusses the future
work for the EMT simulation study.



2
Multi-Rate Mixed-Solver for Real-Time

Nonlinear Electromagnetic Transient
Emulation on FPGA-MPSoC Architecture

Nonlinear phenomena widely exist in AC/DC power systems, which should be accounted
for accurately in real-time EMT simulation for obtaining precise results for hardware-in-
the-loop applications. However, iterative solutions such as the Newton-Raphason method
that can precisely obtain the results for highly nonlinear elements, are time consuming and
computationally onerous. To fully utilize the time space and optimize hardware compu-
tation resources without loss of accuracy, this chapter proposes a novel multi-rate mixed-
solver hardware architecture for real-time emulation of AC/DC systems, wherein both
iterative and non-iterative solvers with different time-steps are applied to the decomposed
subsystems, and the linear solvers are reused within each time-step. The proposed solver
and the complete real-time emulation system are implemented on FPGA-MPSoC platform.
The real-time results are captured by the oscilloscope and verified with PSCAD/EMTDC�

for system-level performance evaluation.

2.1 Proposed Multi-Rate Mixed-Solver for EMT Simulation

In the real-time EMT simulation, the size of simulation time-step is an essential variable
that directly determines the time-step dependent parameters and influences the element
model selection and computational resource costs. Since the time-step requirements can
vary between different subsystems, the multi-rate mixed-solver for real-time EMT simula-
tion is proposed to reduce the hardware resource costs and improve the overall accuracy.

Typically, by applying the KVL and KCL to the network to be solved, the network

15
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Figure 2.1: Decomposing a network into separated pure linear and nonlinear network.

equation can be derived for time-discretized EMT simulation, which is expressed as fol-
lows:

Yv = ieq (2.1)

where Y is the network conductance matrix, ieq is the equivalent injected current source
vector that changes at every time-step, and v is the unknown nodal voltage vector to be
solved. For networks that only contain linear elements, Y is constant over simulation time.
However, if the networks contain nonlinear elements, Y may change during the simula-
tion process. In such a case, the network can be decomposed into linear and nonlinear
networks, in which the linear network only contains linear elements and leave the non-
linear elements as open-circuits, while the nonlinear network only contains nonlinear el-
ements and leave the linear elements as open-circuits, as shown in Fig. 2.1. The current
ic = [i1, i2, ..., in]

T flows from the linear network to the nonlinear network.
The linear network can be solved as:

Ylv = ieq,l − ic (2.2)

where Yl and ieq,l are the linear network conductance matrix and equivalent injected cur-
rent source vector only considering linear elements.

Nonlinear elements in the nonlinear network can be represented by piecewise lin-
earization [55], Newton-Raphson (N-R), or compensating current source methods [56].
The piecewise linear method uses piecewise linear segments to approximate nonlinear i−v

functions, wherein the segment of next time-step is determined by the voltage of previous
time-step, which may induce the overshoot problem. The N-R method can provide more
accurate results by iteratively calculating the conductance matrix within each time-step,
which is essential to sensitively respond to system changes. In this work, the N-R method
is applied:

Gnl(vk)vk+1 = ieq,nl(vk) + ic, (2.3)

where k is the iteration number, vk = [vk1 , v
k
2 , ..., v

k
n]

T is the results of kth iteration, Gnl

and ieq,nl are the Jacobian matrix representing conductance and equivalent injected current
source vector only considering nonlinear elements, given by:

Gnl(vk) =

⎡
⎢⎢⎣

∂f1(v1)
∂v1

|vk
∂f1(v1)
∂v2

|vk · · · ∂f1(v1)
∂vn

|vk

...
...

...
∂fn(vn)

∂v1
|vk

∂fn(vn)
∂v2

|vk · · · ∂fn(vn)
∂vn

|vk

⎤
⎥⎥⎦ . (2.4)
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where the function fi(vi) represents the nonlinear i− v characteristics for node voltage vi.
Then the iterative matrix equation for solving the nonlinear network can be derived from
(2.2) and (2.3) by eliminating ic:

[Yl + Gnl(vk)]vk+1 = ieq,l + ieq,nl(vk) (2.5)

Since the iteration times are uncertain and the conductance matrix could be re-factorized,
the N-R method could consume more time and resource than piecewise linear method.
Thus, it is extremely hard to apply N-R method in large AC/DC systems where the ma-
trix size is large. However, since transmission lines widely exist in AC/DC systems and
the line length is usually sufficiently long to guarantee the traveling time is longer than
the simulation time-step, the large AC/DC network can be decomposed into m subsys-
tems using the traveling-wave line model or frequency-dependent line model (FDLM), as
shown below: ⎡

⎢⎢⎢⎣
Y11 0 · · · 0
0 Y22 · · · 0
...

...
...

0 0 · · · Ymm

⎤
⎥⎥⎥⎦

⎛
⎜⎜⎜⎝

vS1

vS2
...

vSm

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

ieq,S1
ieq,S2

...
ieq,Sm

⎞
⎟⎟⎟⎠ (2.6)

where Yii is the conductance matrix of subsystem Si, 1 � i � m. Assume the first ml

subsystems are linear networks, and the last mnl subsystems are nonlinear. These subsys-
tems can be solved concurrently within each time-step. The linear solver only involves one
process of solving the matrix equations, whereas the nonlinear solver may need several it-
erations of such process, which could take several times the latency of processing than that
of the linear solver. Therefore, during the processing of nonlinear solver iterations in each
time-step, there will be much idle time for linear solver, and as a result, there will be a lot
of hardware resource wasted. On the other hand, the transient behaviors of subsystems
where transients such as lightning and switching occur need to be adequately modeled
and precisely revealed, while the subsystems distant from the transients are only slightly
affected by them and thus they do not need very small time-step to capture the system
behavior.

Based on the above observations, the multi-rate mixed-solver is proposed: to ensure
high accuracy, both the iterative solver for nonlinear elements and the conventional non-
iterative linear solver are applied for different subsystems; and to reduce computation
resource consumption, the multiple time-step scheme is used and carefully designed for
different subsystems. The proposed multi-rate mixed-solver can be formulated as follows:

Yiiv
Δtl(i)
Si = iΔtl(i)

eq,Si , 1 � i � ml (2.7)

Yii(v
k,Δtnl(i)
Si )vk+1,Δtnl(i)

Si = iΔtnl(i)
eq,Si (vk,Δtnl(i)

Si ), ml + 1 � i � m (2.8)

where
Yii(v

k,Δtnl(i)
Si ) = Yl,i + Gnl,i(v

k,Δtnl(i)
Si ) (2.9)
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Figure 2.2: Illustration of the multi-rate mixed-solver simulation.

iΔtnl(i)
eq,Si (vk,Δtnl(i)

Si ) = iΔtnl(i)
eq,l,Si + iΔtnl(i)

eq,nl,Si(v
k,Δtnl(i)
Si ) (2.10)

Δtl(i),Δtnl(i) ∈ {Δtj |1 � j � p} (2.11)

Equation (2.11) denotes that there are p different time-steps (Δt1, ...,Δtp) applied, and sub-
system Si is assigned time-step Δtl(i) or Δtnl(i) depending on linear or nonlinear systems.
Equations (2.9) and (2.10) have the same form as the derived iterative matrix equation
(2.5). After each time-step, the results may need to be exchanged between connected sub-
systems, thus interpolation is required if the two subsystems use different time-steps. For
example, if subsystem Si needs the results vΔtl(j)

Sj at simulation time t (t is exactly integer
multiple of Δtl(i)) from subsystem Sj , then Si should interpolate the results received from
Sj into the data for its own use. In this work, linear interpolation is used:

vΔtl(j)
Sj |t= vΔtl(j)

Sj |t1 +
t− t1
Δtl(j)

(vΔtl(j)
Sj |t2 −vΔtl(j)

Sj |t1), (2.12)

t1 = rounddown(
t

Δtl(j)
)×Δtl(j) (2.13)

t2 = roundup(
t

Δtl(j)
)×Δtl(j) (2.14)

For the case shown in Fig. 2.2 as an example, there are two time-steps applied (small
time-step ΔtS and large time-step ΔtL). Within one small time-step, nonlinear subsystem
solvers (NSS) perform iterative calculations, while the linear subsystem solver (LSS) with
small time-step is reused by subsystems SS

1 − SS
h to fully use the time space; and within

one large time-step, linear solvers with large time-step are reused by subsystems SL
1 − SL

k

and the results at the end of small time-step can be obtained by interpolation between two
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large time-step results. After each time-step, results of the NSS and LSS with small time-
step and the LSS with large time-step are outputted for display respectively and history
items are exchanged between adjacent subsystems.

In the proposed multi-rate mixed-solver, the selection of time-step sizes and solver
types for different subsystems should be carefully analyzed. Assume there are m subsys-
tems S (S1, S2, ..., Sm), and p different rates with time-step sizes of ΔT (Δt1,Δt2, ...,Δtp) to
be selected. Other than the time-step size, reuse of the linear solver for multiple subsys-
tems should also be evaluated. Let K = (K1,K2, ...,Kq) denotes the used solvers including
linear and nonlinear solvers, then the selection can be seen as a mapping g : S �→ (ΔT,K).
The principle of time-step selection is to minimize the total cost including the accuracy and
hardware resource consumption while guaranteeing the accuracy requirements, which can
be formulated as follows:

minC(g) =
m∑
i=1

p∑
j=1

q∑
k=1

[αE(i, j, k) + βR(i, j, k)] · g(i, j, k) (2.15)

s.t. E(i, j, k) · g(i, j, k) � Eth,i (2.16)
m∑
i=1

g(i, j, k) · tk � Δtj (2.17)

where g(i, j, k) = 1 if Si uses Δtj as time-step, and is calculated by the solver Kk; and
otherwise g(i, j, k) = 0. E(i, j, k) and R(i, j, k) represent the simulation error and the cor-
responding resource cost respectively of subsystem Si with time-step size of Δtj using
solver Kk, and they are both nonlinear functions of mapping g. Besides, as indicated in
(2.16), E(i, j, k)g(i, j, k) should not be bigger than the pre-determined threshold error Eth,i

of subsystem Si, which means if E(i, j) is larger than Eth,i then g(i, j, k) should be equal
to zero. Equation (2.17) indicates that the total calculating time of each solver selected by
subsystem Si (denoted as ti) should not exceed the selected time-step size, the summation
sign means the reuse of solver is taken into consideration. α and β are scaling factors that
unify the two parts of cost. It also should be noted that the number of used solvers q is
not a pre-determined constant but a variable of which the optimal value can be solved by
(2.15). However, the equations above are just the principle for time-step selection, because
the precise function of E(i, j, k) and R(i, j, k) can only be obtained by experiment and can
vary between different systems and different implementation platforms.

2.2 Comprehensive Real-Time Emulator Implementation

The data-flow of the MRMS simulation is illustrated in Fig. 2.3. In the example, there are
two rates with time-step of Δt1 and Δt2, and three solvers named NSS1, LSS1 and LSS2.
NSS1 is a nonlinear subsystem solver performing several iterations, after each iteration the
voltage v and conductance matrix G is updated until |(vk − vk−1)/vk| is smaller than the
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Figure 2.3: Data-flow in the proposed multi-rate mixed-solver.

pre-determined threshold. LSS1∼2 are linear solvers, and LSS1 is reused by subsystems
S1, S2, and S3. For simplicity, Fig. 2.3 only illustrates the data exchange between subsystem
S1 and S4, and the other connections are omitted.

For thorough analysis of the proposed MRMS solver on real-time FPGA-MPSoC em-
ulator, an AC/DC grid composed of two IEEE 39-bus systems [57] and a three-terminal
HVDC system was chosen as the circuit topology, as shown in Fig. 2.4. In each IEEE 39-bus
system, 10 generators, 12 transformers, 19 loads and 34 transmission lines are deployed,
and the two IEEE 39-bus systems are connected by three AC/DC MMC converter stations
that are connected via two DC transmission lines. The control of converter C1 is used for
DC voltage regulation, while in the converters C2/C3 the active power flow is chosen as
the controlled variable. To protect generators, transformers, cables and other devices from
overvoltages caused by lightning, short circuit, switching, etc, 6 surge arresters are also
installed in the system.

The MPSoC ZCU102 board [54] used in this chapter is featured with a quad-core ARM�

Cortex-A53, dual-core Cortex-R5 real-time processors, and a Mail-400 MP2 graphics pro-
cessing unit (GPU) based on programmable logic fabric. These processors (PS) communi-
cate with the programmable logic (PL) using high-bandwidth Advanced eXtensible Inter-
face (AXI) channels, enabling low-latency data exchange. The hybrid Virtex UltraScale+
FPGA VCU118 board [52] and MPSoC ZCU102 board platform enable the usage of the
iterative method and the detailed models applied.

To extend the resource capacity for simulating the large system, the multi-board so-
lution is applied in this work, as shown in Fig. 2.5, there are totally three FPGA/MPSoC
boards (two VCU118 boards and one ZCU102 board) used to run the study case. ZCU102
board is the master board connecting with two VCU118 boards and sending instructions
to control the behavior of the other two boards. The two VCU118 boards are slave boards,
which start or stop to perform simulation under the instruction of the master board. The
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QSFP

Xilinx ZCU102 MPSoC Board

PS PL

Xilinx VCU118 FPGA Board

QSFP

QSFP

APU Core 4

APU Core 3

APU Core 2

APU Core 1

System-level
control

AXI

Communication Aurora
4 lanes

hi
st(
t -

)

hist(t - )

hist(t -
)

Matrix Solver

Subsystems

Sync. machine Transformer FDLM Load

Communication

2 lanes

2 lanes

User
Configuration

C1 Value-level Control
Capacitor Voltage

Balancing
Gate Signal
Generate

MMC C1
DC-DC

Trans. Line
Equivalent
Circuit

SFP

GTY
Transceiver

Aurora Core

Lane 1

Lane 2

Lane 4

Aurora
Channel

Lane 3

User
Application

32b

64b

64b

Aurora 64B/66B
Commmunication

2 Lanes

Surge
Arrester

9×9 solver 6×6 solver 3×3 solver12×12 solver

5×5
solver

3 separate control

10Gbps
Fiber Optic

Xilinx VCU118 FPGA Board

QSFP

QSFP

Matrix Solver

Subsystems
Sync. machine Transformer FDLM Load

Communication

2 lanes

2 lanes

Surge
Arrester

9×9 solver 6×6 solver 3×3 solver12×12 solver

Dual-port
RAM

Control

TX
AXI Stream

Correction

RX
AXI Stream

Aurora
Lane

QSFP

GTH
Transceiver

Aurora
Lane

RX
AXI Stream

RX
AXI Stream Dual-port

RAM

Control

QSFP

GTH
Transceiver

Aurora
Lane

RX
AXI Stream

RX
AXI Stream Dual-port

RAM

Control

Figure 2.5: Hardware emulation of the case study on two FPGA boards and one MPSoC
board.

master MPSoC board has multiple processors which can be used to run sequential com-
puting and state control, whereas the two slave boards have more hardware resources and
more communication transceivers which enable larger subsystems to be simulated and
faster data exchange between each other.

Subsystem Allocation. There are two IEEE 39-bus systems to be simulated, and each of
them are allocated at one single VCU118 FPGA board for simplicity, which also reduces the
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amount of data to be exchanged between boards. The three MMC converters are simulated
in the ZCU102 MPSoC board to make full use of the APU resources for complex system-
level control algorithms. The subsystem allocation for each board is shown in Fig. 2.4,
which is determined by the specific circuit. For example, since almost every generator is
connected with a transformer, it is beneficial for solver reuse if every generator-transformer
pair is allocated to different individual subsystems, as marked as subsystem S1 ∼ S6.

Due to the transmission lines between converters, the three MMC modules are also
divided into three subsystems, each of which is composed of equivalent circuit calcula-
tion, value-level control and system-level control. Since the system-level control of MMC
converter is sequentially calculated and may consume many hardware resources to exe-
cute, it is more efficient to implement the control logic including the inner loop and outer
loop control in the PS part of MPSoC board. The computation of value-level control is
more intensive than system-level control but the tasks can be well paralleled due to the
independence of each SM, and thus are performed in the PL part.

Multi-Rate Mixed-Solver. To perform the EMT simulation on FPGA board, the main
complexity is contributed by solving the matrix equation. Firstly, the reuse of matrix solver
is discussed. The conductance matrix of most subsystems can be divided into smaller ma-
trices, for example, subsystem S11 contains eight buses, which will generate a 24×24 ma-
trix to be solved. However, considering the uncoupling function of the transmission line
model, the 24×24 matrix can be divided into eight separated 3×3 matrices and they can
be solved by reuse of a 3×3 linear solver (except for buses with surge arresters that re-
quire iterative solvers). The subsystems S1 ∼ S6 composed of a generator and transformer
can not be divided, because the two sides of transformer are coupled and thus at least a
6×6 matrix is generated. Therefore, the 6×6 linear solver can be also reused among these
subsystems. Subsystem S7 and S8 contain the largest matrix (9×9 and 12×12 respectively)
and cannot share the solver with other subsystems, thus consume the longest time to finish
calculation within each time-step.

Secondly, multi-rate with four time-step sizes of 0.2μs, 5μs, 10μs, and 20μs is applied
among subsystems. Based on the principles of time-step selection, the time-step of the
subsystems where transients happen should firstly conform to (2.17), and then should be
as small as possible to meet the accuracy requirements (2.16). Therefore, the time-step of
10μs is widely used in subsystems of the IEEE 39-bus, because the processing time of most
subsystems is just less than 10μs. Subsystem S1 ∼ S6 can reuse the 6×6 solver between two
subsystems to fully occupy the time space. The reuse of 3×3 solver is also adopted in sub-
system S11 to make full use of the time space when the iterative solver is dealing with buses
containing surge arresters. The time-step of subsystem S8 and subsystem S12 ∼ S14 (MMC
converters) is set at 20μs, by considering the large processing delay of the 12×12 matrix
solver, the complex control of MMC and the communication latency between boards. The
time-step of 5μs is applied only in subsystem S10 just for a demonstration of multi-rate,
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because subsystem S10 has the smallest scale and matrix size. The time-step of 0.2μs is
adopted for device-level simulation, and considering the limited hardware resources in
the MPSoC board only the first SM of MMC C2 is simulated in device-level to produce the
device-level transient. The simple curve-fitting model is applied so that the device-level
behaviours can be emulated in real-time.

Data Exchange. The history values of the two ends of a transmission line are exchanged
after each time-step and stored in a FIFO, and the FIFO shift based on the common time-
step size, which is the minimum step-size for the system (5μs). For example, if the time-
step of a subsystem is 10μs, then the shifted-register will shift 2 to store the data, which
makes the same location of the memory in different subsystems store the data generated
simultaneously.

If the two ends of a line are computed in different boards, the communication between
interfaced boards should be designed. To enable high-speed communication between the
three boards, lightweight communication protocol should be used instead of the com-
mon TCP/IP protocol that involves too much time cost during connection establishment.
Xilinx� provides a scalable link-layer communication protocol, Aurora [58], which is open
and supported by different type of transceivers such as GTY and GTH transceivers. The
Xilinx� aurora core can automatically initialize and maintain the channel, and the AXI-4
user interface enables users to conveniently generate and receive data without considering
the transmission details and handling transmission states. The communication part of the
implementation is shown in Fig. 2.5, the three boards are connected with each other via
two lanes. After channel establishment, the aurora core reads data from the RAM and a
64b AXI-4 stream based data is generated by combining the 32b user data and 32b address
together. The 32b address is used to identify the user data and put it into the right address
of the RAM after receiving.

2.3 Results and Verification

The example test case described above is emulated on the three FPGA/MPSoC boards and
the results are compared with PSCAD/EMTDC� and SaberRD� to show the effectiveness
of the proposed multi-rate mixed-solver. The APU cores of MPSoC board run at 1.2GHz,
while the clock frequency of FPGA boards is set at 100 MHz.

2.3.1 Hardware Resource Utilization and Latency

According to the hardware implementation details and subsystem allocation described
above, the system-level hardware resource consumption and time-step size are presented
in Table 2.1, in which VCU118-1 represents the version that does not reuse the mixed-
solver, and VCU118-2 represents the optimized cost by reusing the linear solvers. Since the
two VCU118 boards have nearly the same cost by simulating the same size of circuit topol-
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Table 2.1: Hardware Resource Utilization of the Case Study
Resource VCU118-1 VCU118-2 ZCU102

LUT 867,134 (73.3%) 769,148 (65.1%) 253,798 (92.6%)
FF 1,027,012 (43.4%) 914,041 (38.7%) 452,780 (82.6%)

BRAM 640 (29.6%) 624 (28.9%) 416 (45.6%)
DSP 6,748 (98.6%) 5,864 (85.7%) 2,490 (98.8%)

Time-step 5/10/20μs 5/10/20μs 0.2/10/20μs

Table 2.2: Processing Latency of Communication and Subsystems
Subsystem/Element Latency Subsystem/Element Latency

Subsystem 1∼6 5.1∼5.6 μs Subsystem 7 7.6 μs
Subsystem 8 11.2 μs Subsystem 9 4.2 μs
Subsystem 10 3.2 μs Subsystem 11 9.8 μs

Subsystem 12∼14 14.2μs Aurora 0.95 μs
Trans. Line 2.35 μs Transformer 2.15 μs
Generator 1.05 μs Surge Arrester 4.65 μs

3×3 iterative solver 4.1 μs 3×3 linear solver 0.71 μs
5×5 linear solver 1.67 μs 6×6 linear solver 1.81 μs
9×9 linear solver 4.47 μs 12×12 linear solver 7.75 μs

ogy (IEEE 39-bus system), Table 2.1 only shows one of them. Four representative types of
resources are recorded: lookup table (LUT), flip-flops (FF), block RAM (BRAM), and digi-
tal signal processing unit (DSP). Through reuse of solver, the logic resource (mainly refers
to LUT) cost can be reduced by about 11.3%, and the computing resource (mainly refers to
DSP) cost can be reduced by about 13.1%.

The processing latency of different solvers and functions are recorded in Table 2.2,
which indicates that processing latency varies between different subsystems and differ-
ent solvers. For example, subsystem S11 contains nonlinear surge arresters and subsystem
S10 only contains linear elements, although the matrix equations they need to solve are
both 3×3, the average latency has a big difference because the iterative matrix solver con-
sumes about five times latency of the non-iterative matrix solver averagely. Subsystem
S8 consumes the most simulation time because it has the largest matrix (12×12) to solve.
It should be noticed that since the hardware-based calculation is running in parallel, the
latency is not just the simple addition of processing latency of each element.

The latency of Aurora communication is 0.95 μs for data transmission of fifteen 32bit
single floating-point data, which includes the transmission latency and the latency of writ-
ing and reading data to/from the RAM. Since the three boards use the same clock fre-
quency, the communication latency is almost the same although they use different types
of transceivers. The transmission time through fiber is also estimated by end-to-end trans-
mission latency test, which is less than three clocks thus is negligible.
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Figure 2.6: Steady-state operation of converters. (a) DC voltage at 3-terminals; (b) Power
flow change operation of multi-converters.

2.3.2 Real-Time Emulation Results

To simulate the non-linear behavior of the AC/DC system, the lightning surge at Phase
C of AC transmission line 4-14 (between bus 4 and bus 14) in both 39-bus systems is
chosen as the fault condition. The results are evaluated by the proposed emulator and
PSCAD/EMTDC�, in which PSCAD/EMTDC� uses constant time-step of 10μs and 20μs
respectively while the proposed emulator uses multiple time-step of 0.2/5/10/20μs.

Firstly, the steady state operation results are recorded. As representatives, the DC volt-
age and power flow of the three converters are used to show the power flow between the
two 39-bus systems. As shown in Fig. 2.6(a), it takes about 0.2s for capacitor charging be-
fore the DC voltages reach at steady-state of 400kV. The results of the proposed emulator
marked as MRMS match well with PSCAD/EMTDC� results with 20μs, and the differ-
ence is less than 3%, which is relatively small considering the large scale of topology and
number of nonlinear elements. The power flow change operation is shown in Fig. 2.6(b),
in which the power flow from C1 to C2 changes at simulation time of 2.2s, and the power
flow from C1 to C3 changes at 3.0s. The simulation results of MRMS are almost the same
as PSCAD/EMTDC� at steady-state, but there are some differences during power flow
changing operation, because the values outputted by outer and inner loop control will
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time-step and MRMS results without surge arresters deployed; (d) Results with surge ar-
resters installed.

change a lot during power flow change and thus will generate a bigger difference.
Secondly, the transient of lightning surge current is simulated to show the nonlinear

behavior of surge arresters and transformers. The standard 10/350μs lightning surge cur-
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rent [59] is applied in this work, given as:

ILS(t) = CIm(t/τ1)
ke
−t
τ2 /[1 + (t/τ1)

k] (2.18)

where the coefficient C = 1.075, k = 10; the time constant τ1 = 19μs, τ2 = 485μs; the
maximum value of the surge current Im = 10kA. In this simulation, the lightning surge
current is applied at exactly 3s of the simulation, and the results without and with surge
arresters are shown in Fig. 2.7(a)∼(c) and (d) respectively. The peak value and transient
details of surge voltage and current without surge arresters installed indicate that changing
the time-step value will significantly impact the accuracy. MRMS uses mixed time-step of
0.2/5/10/20μs, and the results are more reasonable than the PSCAD/EMTDC� results
with 20μs time-step and are close to that of 10μs. When the surge arresters are installed,
MRMS uses the iterative solver to solve the nonlinear elements for accuracy, although the
nonlinear function is simplified to piecewise linear segments. But in PSCAD/EMTDC�,
the piecewise linear method is used to deal with the nonlinearity of surge arresters. As
shown in Fig. 2.7(d), the MRMS results are close to those of the PSCAD/EMTDC� with
10μs time-step, and can even show more details although there is not a judgement which
one is more correct.

2.4 Summary

To optimize the accuracy as well as the resource cost, a novel multi-rate mixed-solver hard-
ware emulation architecture is proposed. In the proposed solver, the power system is
decomposed into several subsystems, in which multiple time-steps are applied for differ-
ent subsystems according to the accuracy requirements; by applying the iterative schemes
locally and reusing the linear solver among subsystems, the computational resource con-
sumption is reduced. The AC/DC network composed of two IEEE 39-bus systems and
three MMC converters is emulated in real-time on the hybrid FPGA-MPSoC platform. The
processing delay of different subsystems and solvers is evaluated, which shows the prac-
ticality of multi-rate with 0.2/5/10/20μs time-steps applied. The multi-rate mixed-solver
can be used for large AC/DC system simulations that consist of various types of elements
with requirements of high accuracy and optimum computation resource consumption. In
the future work, the emulation system can be further enlarged with more complicated
nonlinear models [60–63] for conventional power equipment as well as power electronic
apparatus.



3
Variable Time-Stepping Universal Line and

Machine Models and Implementation on
FPGA and GPU Platforms

In the conventional EMT simulator the time-step is fixed, which may lead to inefficiencies
when the time constants of the system change. The variable time-stepping (VTS) method
can efficaciously solve this problem; however, the VTS schemes for the universal trans-
mission line model (ULM) and universal machine (UM) model remain to be investigated.
This chapter derives the VTS models for ULM and UM, and the proposed ULM model is
more stable than the traditional model. Both VTS models combined with other equipment
are emulated on the parallel architecture of the FPGA and GPU platform. The proposed
hierarchical VTS scheme and the local truncation error (LTE) based time-step control en-
able the large-scale systems to be simulated in real-time and “faster-than-real-time” modes
on FPGA. The 4-level massively parallel VTS simulation architecture is also proposed for
GPU implementation. The IEEE 39-bus and 118-bus test power systems with VTS models
were emulated on FPGA and GPU boards respectively, and the emulation results com-
pared with PSCAD/EMTDC� and fixed time-stepping (FTS) hardware emulator verified
the effectiveness of the proposed models and implementation architectures.

3.1 Universal Transmission Line Model Computation

The ULM and UM model computation for VTS is not the same as that for the fixed time-
step because the model parameters may change when the time-step changes. The equiva-
lent circuit for ULM is shown in Fig. 3.1, in which the two ends (k and m) of the line are
abstracted into two disconnected parts, and each part combines an equivalent conductance

28
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Figure 3.1: Equivalent circuit of the ULM.

matrix in parallel with a compensating current source (ihistk and ihistm ) through which the
two ends are interacting.

The electromagnetic behavior of a transmission line in frequency domain can be char-
acterized by two matrix transfer functions: Yc(ω), the characteristic admittance matrix,
and H(ω), the propagation matrix. The frequency-domain relationship between currents
and voltages at the two ends can be expressed using these two matrices:

Ik(ω) = Yc(ω)Vk(ω)− 2Iki(ω) (3.1)

Im(ω) = Yc(ω)Vm(ω)− 2Imi(ω) (3.2)

where
Iki(ω) = H(ω) · Imr(ω), Imi(ω) = H(ω) · Ikr(ω) (3.3)

and Ikr and Iki are the incoming current wave and reflected current wave at k point re-
spectively. Then the time-domain relationship between currents and voltages at the two
ends can be expressed using these two matrices [26, 64] by transforming the frequency-
domain equations into time-domain, the equivalent current source can be obtained (ik(t) =
Gvk(t)− ihistk ):

ihistk = Gkvk(t)−
[
yc ∗ vk(t)− 2h ∗ imr(t)

]
(3.4)

ihistm = Gmvm(t)− [yc ∗ vm(t)− 2h ∗ ikr(t)] (3.5)

where yc and h are obtained via an inverse Fourier transform for Yc(ω) and H(ω), ikr and
iki are the incoming current wave and reflected current wave at k point respectively. In
practice, the convolution operation represented by the symbol “∗” is usually not easy to
carry out because Yc(ω) and H(ω) may be too complex to have a simple formula in time
domain.

By applying proper fitting techniques [65], the time-domain elements of Yc and H can
be simplified as:

y(i,j)
c (t) =

Np∑
k=1

r(i,j,k)Yc
ep(k)

Yc
t + d(i,j)δ(t) (3.6)

h(i,j)(t) =

Nm∑
k=1

Np,k∑
n=1

r(i,j,k,n)H ep(k,n)
H (t−τk) (3.7)
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where Np, Np,k are the number of poles, Nm is the number of modes, the superscript of each
symbol indicates the elements of a vector or matrix. Note that the italic symbols represent
vectors and non-italic symbols denote matrices. The residue matrix r is a three-dimension
matrix (for Yc), because it contains a 3 × 3 matrix (three conductors for example) for each
pole. The pole parameter p is a vector for Yc but is a matrix for H because it has multiple
modes. d is the proportional terms, and τk is the time delay for the kth mode.

In EMT simulation, the g(t) = yc∗vk(t) convolution calculation can be discretized to be
performed step-by-step by using a state variable x = [x(1), x(2), ..., x(Np)] defined below [64]:

ẋ(i)(t) = p(i)
Yc

x(i)(t) + vk(t), 1 � i � Np (3.8)

g(t) =
Np∑
i=1

r(:,:,i)Yc
x(i)(t) + dvk(t) (3.9)

where the superscript (:, :, i) means the i-th 3 × 3 matrix of rYc . By applying the TR dis-
cretization, (3.8) could be calculated as:

x(i)(n) = α
(i)
Yc
(n)x(i)(n− 1) + λ

(i)
Yc
(n)vk(n) + μ

(i)
Yc
(n)vk(n− 1) (3.10)

g(n) =
Np∑
i=1

r(:,:,i)Yc
x(i)(n) + dvk(n) (3.11)

where
α

(i)
Yc
(n) = (1 + p(i)

Yc

Δtn
2

)/(1− p(i)
Yc

Δtn
2

) (3.12)

λ
(i)
Yc
(n) = μ

(i)
Yc
(n) = (

Δtn
2

)/(1− p(i)
Yc

Δtn
2

) (3.13)

From (3.10) it can be observed that vk(n) should be known to compute the state variable
x(i)(n), but the value of vk(n) is unknown before the the state variable x(i)(n) is obtained.
The applied methods to deal with this problem is the main difference between the tradi-
tional ULM and proposed ULM representation

Traditional Model: The traditional method [64] that is widely used in fixed time-
stepping ULM model is to use a new state variable x∗(i)(n) = x(i)(n) − λ

(i)
Yc
(n)vk(n),

1 � i � Np instead to eliminate the vk(n) item:

x∗(i)(n) = α
(i)
Yc
(n)x∗(i)(n− 1) + (α

(i)
Yc
(n)λ

(i)
Yc
(n− 1) + μ

(i)
Yc
(n))vk(n− 1), (3.14)

g(n) =
Np∑
i=1

r(:,:,i)Yc
x∗(i)(n) + Gk(n)vk(n). (3.15)

And Gk(n) is the equivalent conductance matrix:

Gk(n) = Gm(n) = d +

Np∑
k=1

λ
(k)
Yc

(n)r(:,:,k)Yc
(3.16)
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Figure 3.2: Illustration for the process-reversed model for the ULM.

Note that G(n)vk(n) in (3.15) can be eliminated by the current items in (3.4) when cal-
culating the equivalent current source ihistk ; thus vk(n) is not required, which makes the
equivalent current source to be computed only depending on the results of previous steps.
The h ∗ imr(t) convolution has the same computation flow, but only the history items
imr(t−τk), k = 1, .., Nm are needed for the calculation at time t because there is a time-delay
τk in the h matrix function.

Limitations of the traditional ULM: The traditional method for fixed time-step may
not be applicable with variable time-steps. Because when the time-step changes, the con-
stant λYc will change to a new value, which makes the state variable x∗ actually change to a
different new state variable from the one before time-step changes. The problem is, the new
state-variable needs to have a correct initial value that is consistent with the former state-
variable when the time-step changes, but the initial value that the former state-variable
provides is not correct for the new state-variable. That means, the new state-variable may
need several steps to make itself stable and consistent with the former state-variable, which
will cause instability when the time-step changes. This phenomenon will be verified later
in the simulation section.

Process-Reversed Model: To solve the instability problem of the traditional method,
this work proposes a novel current-source based method that has a reverse logic of the
traditional method. The rest of the system in each end of the transmission line can be
equivalenced to a current source ieq in parallel with a conductance Geq, as shown in Fig. 3.2.
At the port k, the system equation can be written as:

[Geq + Gk]vk(t) = ieq(t) + ihistk (3.17)

Substituting ihistk by (3.4) and expressing as discrete-time:

[Geq + Gk]vk(n) = ieq(n) + Gkvk(n)−
[
yc ∗ vk(n)− 2h ∗ imr

]
(3.18)

From (3.10) (3.11) we know:

yc ∗ vk(n) =

Np∑
i=1

r(:,:,i)Yc
x(i)(n) + dvk(n) (3.19)

Here, Gk(n) = d. Combining (3.10)(3.18)(3.19) together, we get:

[Geq + Gk + Gr]vk(n) = ieq(n) + 2h ∗ imr − xhist (3.20)
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where:

Gr =

Np∑
k=1

λ
(k)
Yc

(n)r(:,:,k)Yc
(3.21)

xhist =
Np∑
i=1

r(:,:,i)Yc
[α

(i)
Yc
(n)x(i)(n− 1) + μ

(i)
Yc
(n)vk(n− 1)] (3.22)

Since the convolution h ∗ imr at time tn actually only needs the history items imr(tn −
τk), k = 1, .., Nm, the only unknown variable to be solved at tn in (3.20) is the node voltage
vk(n). Equations (3.20) (3.22) actually generate a new equivalent admittance matrix Ĝk

and î
hist

k , as shown in Fig. 3.2, where:

Ĝk = Gk + Gr, î
hist

k = 2h ∗ imr − xhist (3.23)

And the Ĝk will change if the time-step changes. After the node voltages are solved,
the other variables (x, ikr(n), imr(n), etc.) at tn can be solved based on the node voltages.

The logic of this method is totally different from the traditional method. In the tradi-
tional method, the state variables x(i)(n) are calculated first to obtain ihistk , and then the
node voltages are solved; however, this method will cause instability when the time-step
changes. In the process-reversed method, the calculation sequence is reversed: firstly the
node voltages are solved and then the state variables x(n) are updated. In the fixed time-
stepping simulation, these two methods essentially have the same presentation, however,
in the VTS simulation, using the process-reversed method the state variables x(n) will re-
main the same no matter how the time-step changes, which greatly improves the stability.

3.2 Universal Machine Model Computation

For the UM model, there are three stator windings {d, q, 0}, several damper windings
{kd, kq} in the direct and quadrature (d and q) rotor axis, and one field winding {f}. In
this work, the machine with one kd winding and two kq windings is considered as a gen-
eral model to represent the synchronous generators. The fixed time-stepping model and
hardware implementation can be found in [66], in which the relationship between voltages
and currents can be expressed as follows:

vum(t) = −Rumium(t)− d

dt
ψum(t) + u(t) (3.24)

ψum(t) = Lum · ium(t) (3.25)

where vum = [vd, vq, v0, vf , 0, 0, 0]T, ium = [id, iq, i0, if , ikd, ikq1, ikq2]T, ψum = [ψd, ψq, ψ0, ψf ,
ψkd, ψkq1, ψkq2]

T, u = [−ωψq, ωψd, 0, 0, 0, 0, 0]T, Rum = diag(Rd, Rq, R0, Rf , Rkd, Rkq1, Rkq2)

and Lum is the leakage inductance matrix.
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Figure 3.3: Equivalent circuit for the universal machine model.

To solve the machine equations above in discrete time, (3.24) is discretized using the
trapezoidal rule (TR), which leads to a Thévenin voltage source representation [67] shown
in Fig 3.3:

vum(n) = −[Rum +
2

Δtn
Lum − ωLu]ium(n) + vhist (3.26)

where:
vhist = u(n− 1)− vum(n− 1)− [Rum − 2

Δtn
Lum]ium(n− 1) (3.27)

and u(n) = ωLuium(n), Lu = [−Lum(2);Lum(1); 0; 0; 0; 0; 0]. Note that the time-step Δtn is
not a constant but may change during the simulation process, which is different from the
FTS model.

Let Rum,eq = [Rum+ 2
ΔtLum −ωLu], and Rum,eq = [Rss Rsr; Rrs Rrr]. Then the dq0 frame

can be extracted from the vector of (3.26):

vdq0(n) = −Rssidq0(n)− Rsrir(n) + vhist
dq0 (3.28)

vr(n) = −Rrsidq0(n)− Rrrir(n) + vhist
r (3.29)

where ir = [if , ikd, ikq1, ikq2]
T , and vr = [vf , 0, 0, 0]

T only contains the field voltage of
which the value at time tn is known from the exciter module. Thus from (3.28) and (3.29),
the relationship between vdq0(n) and idq0(n) is derived:

vdq0(n) = −Rdq0idq0(n) + vhist
dq0,eq (3.30)

where:
Rdq0 = Rss − RsrR−1rr Rrs (3.31)

vhist
dq0,eq = −RsrR−1rr {−vr(n) + vhist

r }+ vhist
dq0 (3.32)

The equivalent voltage source vabc,eq(n) and resistance Rabc,eq(n) can be obtained by
transforming (3.30) into abc frame using the Park’s transformation matrix Pn:

Rabc,eq(n) = P−1n Rdq0Pn, vabc,eq(n) = P−1n vhist
dq0,eq (3.33)
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The change of ω is handled by the mechanical equation, and since ω at time tn is un-
known while solving the machine equations, it is predicted first and then updated itera-
tively by solving the network equations until convergence.

The AC4A type exciter model in PSCAD/EMTDC [12] is adopted to make the ma-
chine work stable. As can be seen in the diagram, it also involves the convolution opera-
tion when passing the transfer function that has the same format with transmission lines.
Thus it has the same step-by-step calculation flow of convolution as described in the ULM
model.
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Figure 3.4: TSA-based variable time-stepping control scheme: (a) global scheme, (b) local
scheme.

3.3 Time-Step Configuration and Control Scheme

Generally, using a same time-step for the whole system is not practical for simulation of
large-scale hybrid AC/DC grids because the time constants of various equipment are quite
different. Although the whole system can be divided into subsystems based on the travel-
ing wave line model or frequency-dependent line model and each subsystem may run in
different time-steps [10], their time-step sizes also cannot be arbitrarily assigned in hard-
ware due to the complexity of synchronization and necessity of storing the circuit param-
eters related to a specific time-step size. For example, if a subsystem uses a 3μs time-step
and its connected subsystem uses a 7μs time-step, then it will be extremely complicated to
synchronize the two subsystems because they could not reach at the same synchronization
point after each time-step. Another reason for specific consideration on system decompo-
sition and time-step size is that the transmission delay of the transmission lines between
decomposed subsystems should be larger than the time-step size, which is prerequisite to
decouple the connected systems.

Thus in general, there should be several pre-determined candidate time-steps for the
hardware-based VTS simulation, and the time-step adaption is determined by the LTE
of the previous step and the threshold. Considering that the state-variables and time-
constants of different equipment (such as ULMs, UMs, and transformers) are also differ-
ent, this work proposes a hierarchical VTS scheme shown in Fig. 3.4: in the first level,
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the power system is decomposed into several time-step areas (TSAs), and all the equip-
ment models within the same TSA utilize the same time-step size; in the second level, each
TSA is then decomposed into various subsystems (SSs) for parallel processing. After each
time-step, each TSA (A1, ..., AN ) compares the LTEs or DVDTs of the contained represen-
tative equipment to increase or decrease the time-step based on the time-step adaptation
threshold. There are several LTE thresholds corresponding to different time-step sizes. For
example, if there are n candidate time-step sizes (Δt1, ...,Δtn) then there will have (n-1)
LTE thresholds (ξ1, ..., ξn−1); then if the LTE is bigger than ξi and smaller than ξi+1, the
time-step size will change to Δti+1.

Δt1
TSA 1

TSA 2 TSA 2

t sn-1 t sn t

Δt2
TSA 3 TSA 3 TSA 3 TSA 3

Δt3

Δt1=2 Δt2

Δt2 Δt3=2
Sync. PointSync. Point

Figure 3.5: Example of synchronization between TSAs.

The interactions between the decomposed TSAs mainly include two aspects: 1) data
exchange between TSAs, referring to the history items of the transmission line model; 2)
time-step coordination and synchronization, indicating how to determine the synchroniza-
tion point based on the dynamically changed time-step sizes. To handle these two aspects,
the time-step set of each TSA should be first configured properly. Typically, the time-step
size and LTE threshold are determined by user experience, experimental results, as well
as the specific accuracy requirements. In this work, the time-step sizes for different TSAs
always belong to the same time-step set ΔT={Δtmin× (20, 21, ..., 2n)}, where Δtmin is min-
imum time-step size for the system. Then the large time-step size of difference TSAs are
always multiple times of the smaller time-step size, which makes the synchronization be-
tween TSAs easy. As for the LTE thresholds determination, the LTE thresholds of linear
elements are calculated and assigned based on the LTE equation (1.1) given the desired
values of state variables; the thresholds of nonlinear elements or DVDT of MMCs are de-
termined using the pre-simulation results to just demonstrate the work principle of the
proposed VTS scheme. The above configurations are mostly performed manually in this
work, however, how to determine the time-step size set and time-step changing threshold
automatically based on precise mathematical analysis still remains a topic to be studied,
and is left for future research.

The synchronization process refers to the concept that each TSA proceeds to the same
synchronization point with different time-steps to exchange data with connected TSAs.
The time-space between synchronization points is a variable, which is the maximum time-
step of these TSAs after the last synchronization point. Since their large time-steps are
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always multiple times of the smaller one, the other TSAs with smaller time-steps are only
required to execute several times to reach that synchronization point. An example is shown
in Fig. 3.5, after time-step change at the (n − 1)th synchronization point, the time-step
of TSA-1 (Δt1) becomes the largest one and thus determines the time-space to the next
synchronization point. Then TSA-2 and TSA-3 execute several steps using their own time-
step size to the next synchronization point so that all the TSAs could exchange their data
and proceed the simulation.
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Figure 3.6: Test system and the hardware emulation on two interfaced FPGA boards.

3.4 Real-Time FPGA-Based Implementation

To test and verify the proposed VTS transmission line and machine models, the IEEE 39-
bus power system [57] was first selected as the case study and implemented on FPGA.
As shown in Fig. 3.6(a), the power system consists of 34 transmission lines, 10 generators,
12 transformers and 19 loads. Since the power transformer and RLC loads are not the
main focus of this work, the lumped parameter transformer model based on admittance
matrix representation [68] without saturation was utilized. When the time-step changes,
the equivalent resistance of L and C will change, which only causes the change of the
equivalent admittance matrix of the system.

3.4.1 Hardware Implementation

The Virtex UltraScale+ FPGA VCU118 board [52] used in this work contains both highly
programmable UltraScale XCVU9P device and rich external resources. Considering the
heavy computation task within each time-step and the large system scale, the multi-board
solution is adopted, in which two VCU118 boards were interfaced through SFP transceivers,
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and each board only models a part of the system.
Subsystem Allocation. As shown in Fig. 3.6(a), the power system is divided into 11

TSAs taking advantage of the distributed transmission lines, and the connected TSAs ex-
change data (imr and ikr) after calculation of each time-step. Since almost every gener-
ator is connected with a transformer, it is convenient to implement if every generator-
transformer pair is allocated to an individual TSA, as marked as TSA S1 ∼ S6 in Fig. 3.6(a).
In each TSA, the transmission lines can again divide the TSA into subsystems, which effec-
tively reduces the size of admittance matrix to be solved. For example, the maximum ma-
trix size of S9 ∼ S11 is 3×3, S1 ∼ S6 is 6×6. S7 and S8 have the largest matrix to solve due
the coupled transformers, which are 9×9 and 12×12 respectively. Since the transients hap-
pen in TSA S10 and S4, to reduce the latency of data exchange between connected TSAs, the
TSAs (S6, S7, S9, S10, S11) that are connected with S10 are all allocated at the same FPGA
board, and the other six TSAs are allocated to another FPGA board. The board-to-board
communication is handled by the lightweight communication protocol Aurora [58], which
is supported by different type of transceivers such as GTX, GTY and GTH, was used. The
two boards are interfaced via two Aurora lanes, with 32b floating point data transferred in
each lane.

Adaptive Time-Step Control. In this work, four time-step sizes are applied: 5μs, 10μs,
20μs and 40μs. Considering the matrix to be solved in different TSAs may be different and
some TSAs contain generators that will occupy more time-space to compute, the time-step
set of different TSAs are different. After the minimum computing latency of each TSA is
obtained through hardware implementation, the proper time-step set can be determined:
TSA S1 ∼ S6 has the same time-step set {10μs, 20μs, 40μs}, TSA S7 ∼ S8 has the same
time-step set {20μs, 40μs}, and TSA S9 ∼ S11 has the same time-step set {5μs, 10μs, 20 μs}.
The time-step increase or decrease is determined by the LTE of the previous step and the
threshold, wherein the threshold of various TSAs are also different. For the TSAs where
transients happen, the LTE threshold is relatively smaller compared with that of the other
TSAs.

Table 3.1: Demonstration of FTRT
Mode Subsystem Δt tp Subsystem Δt tp

5μs 5μs 10μs 10μs
RT S10 10μs 10μs

S1 10μs 10μs
10μs 5μs 20μs 10μs

FTRT2 S10 20μs 10μs
S1 40μs 20μs

FTRT4 S10 20μs 5μs S1 40μs 10μs

Faster-Than-Real-Time (FTRT). Although the system with fixed time-step can also be
implemented in real-time, the main advantage of variable time-step is to accelerate the
simulation progress without loss of accuracy. Thus the proposed VTS simulation could be
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even faster-than-real-time, which means, the actual processing time of each step is smaller
than the time-step applied for the simulation. FTRT can be achieved by proper coordina-
tion between different TSAs. First, the maximum processing latency of a TSA limits the
minimum time-step of the TSA, that implies that the large time-step is actually achieved
by adding a time space between two steps. If the time space size can be narrowed syner-
gistically, the simulation time will be reduced when the time-step changes to be larger than
the minimum time-step. Secondly, the narrowed time space should be consistent among
different TSAs, because the time-step of various TSAs may be different and it will easily
cause inconsistency if the actual latency is not reduced proportionally.

Table 3.2: Processing Latency of Different Subsystems
Subsystem/Element Latency Subsystem/Element Latency

Subsystem 1∼6 9.7μs Subsystem 7 14.6μs
Subsystem 8 19.2μs Subsystem 9 4.8μs

Subsystem 10∼11 3.3μs Trans. Line 1.05μs

Table 3.3: Hardware Resource Utilization of the Case Study
Resource VCU118-Board1 VCU118-Board2

Subsystems S6, S7, S9, S10, S11 S1, S2, S3, S4, S5, S8

LUT 767,174 (64.9%) 819,148 (69.3%)
FF 927,012 (39.2%) 1,014,011 (42.8%)

DSP 6,448 (94.3%) 6,714 (98.1%)
BRAM 570 (26.4%) 624 (28.9%)

Take TSAs S1 and S10 as an example, their time-step Δt and actual processing time
tp is illustrated in Table 3.1. The minimum time-step of S1 and S10 is near 10μs and 5μs
respectively, thus the time-step of 10μs and 5μs can not be reduced. As shown in the sec-
ond row, if S1 runs at 10μs, the latency of S10 with time-step size of 10μs also could not be
reduced because the processing time of S1 cannot be smaller than 10μs. This indicates that
no matter which TSA was running at the minimum time-step (typically is under transient
condition), the latency of other TSAs cannot be reduced. Under normal steady-state con-
ditions the time-step of all TSAs is usually changed to larger values, in this case, the actual
latency can be reduced to make the simulation faster, as shown in the last three rows in
Table 3.1. Note that FTRT2 means two times faster, and FTRT4 means four times faster.

3.4.2 Latency and Hardware Resource Utilization

The latency of different TSAs on hardware are recorded in Table 3.2, which indicates the
minimum time-step that can be applied for different TSAs. For example, Subsystem S8

consumes the most latency because it involves the iteration for UM and has the largest
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matrix (12×12) to solve. The hardware resource consumption on the two VCU118 boards
is presented in Table 3.3.

3.5 4-Level Parallel GPU-Based Implementation

The dynamic parallelism feature of GPUs enables nested kernel functions execution, which
is suitable for the hierarchical VTS processing architecture. Through proper system decom-
position and GPU run-time configurations, the massively parallel VTS simulation can be
achieved.

GPU Device AC/DC Grid (1st Level)
TSA 1 (2nd Level)

Shared Memory

Device Functions
(4th Level) Machine Transformer ULM ...HBSM

Grid:

...
...

Thread
SS
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SS
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Figure 3.7: GPU-based VTS simulation: dynamic parallelism based simulation on GPUs.

3.5.1 GPU-Based VTS Simulation Architecture

The programming architecture and memory model of dynamic parallelism (introduced in
Chapter 1) form the basics of parallel EMT simulation, which enables the proposed hier-
archical VTS scheme to be executed in a massively parallel way. Considering the nested
“parent-child” grids have almost the same hierarchical structure as the hierarchical VTS
method, it is a natural idea to map the TSAs and subsystems into specific virtual process-
ing units. The hybrid AC/DC system is divided into N TSAs using the equivalent circuit
of transmission lines, and the hierarchy of the simulation is listed as follows and illustrated
in Fig. 3.7:

1. First-level Function, the top kernel function used to simulate the whole system,
which is called by the CPU program directly;

2. Second-Level Function, a TSA function used to simulate one specific TSA, contain-
ing SSs that have the same time-step sizes and changing rate during the simulation;

3. Third-Level Function, an SS function used to simulate a small circuit containing
various power equipment or power electronic devices;

4. Fourth-Level Function, an equipment function used to calculate a specific device
model such as machines, transformers, loads and power converters.
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Generally, the first-level function must be a kernel function to run the simulation pro-
gram on the GPU device, but the necessity of applying dynamic parallelism in the 2∼4
level function should be evaluated before the simulation since the overhead of launching
kernels is not negligible. Assume the time of launching child kernels is tc, and processing
time of K SSs in a TSA is tiss, i = 1, ..,K, then the second-level function should be a kernel
function running as the “child” grid of the first-level kernel function when:

tc +max(tiss) <

K∑
i=1

tiss (3.34)

The consideration of applying dynamic parallelism in each SS function and device func-
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Figure 3.8: Topology of the AC/DC grid test case with time-step areas (TSAs).

tion is the same as (3.34). Generally, once the scale of a TSA is determined, the granularity
of system decomposition will significantly impact the application of dynamic parallelism.
For example, if the system decomposition is fine-grained, which means an SS contains
very limited equipment and a TSA is composed of large number of SSs, then the second-
level function is usually running as a kernel function to improve the parallelism but the
third-level kernel function is not required to be a kernel function. On the contrary, if there
are not many SSs in each TSA and each SS contains numerous devices then the third-level
kernel function should be generated.

Note that the equipment models can also run in parallel in the SS function even though
the fourth-level kernel function is not used because if the SS function is a kernel func-
tion then it can be divided into blocks and threads to run the equipment models in par-
allel. In fact, the main application of dynamic parallelism for the fourth-level function is
the frequency-dependent transmission line equipment model (FDLM), because it involves
many convolution process that can run in massively parallel. If an SS is connected with
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many other SSs via transmission lines, then these transmission line equipment models
should be executed in kernel functions to achieve fully parallel calculation and improve
the overall performance.

3.5.2 GPU-Based Parallel Implementation

To test and verify the advantages of the proposed GPU-based VTS parallel simulation
architecture, the integrated AC/DC grid composed of one IEEE 118-bus system [69] and
three MMC converter stations is selected as the case study. As shown in Fig. 3.8, the
AC power system consists of 118 buses, 54 generators, 177 lines, 9 transformers, and 91
loads; the DC power system consists of three AC/DC converter stations connected via DC
transmission lines.

The GPU device used in this chapter is the NVIDIA Tesla V100 GPU featured with 5120
cores, 16GB HBM2 memory and a memory path with bandwidth of 900GB/s. The V100
GPU’s 7.0 computation capability enables the application of dynamic parallelism, and the
large number of cores allows the utilization of detailed equipment models and massively
parallel calculation of large-scale EMT simulation. Using such an architecture, the hybrid
AC/DC test system can be mapped and computed efficiently.

System Partition. To decompose the system into TSAs, two problems are involved: 1)
determining the number of TSAs; 2) partitioning the topology given the number of TSAs.
The number of TSAs is configured by users, for example, in the test system in Fig. 3.8, the
118-bus is partitioned into three TSAs to demonstrate the hierarchical time-step control
scheme. But it can also be configured as just one TSA, if only distinguishing the AC system
from DC system. Once the number of TSAs is determined, how to partition the topology is
an optimization problem when taking the synchronization latency into account. Although
the partitioning for the case study in Fig. 3 is performed manually for simplicity, minimiz-
ing the connection links between different TSAs may be a good optimization goal if auto-
matic partition algorithm is exploited. Based on the above discussion, the hybrid AC/DC
grid is firstly decomposed into four TSAs to apply the proposed hierarchical VTS method
on the GPU cores, where the 118-bus system is decomposed into three TSAs and the DC
system is separated as one TSA. Every TSA is only connected with two adjacent TSAs to
reduce the data exchange. Then each TSA is decomposed into small SSs based on the con-
nected transmission lines since the two ports of the transmission line can be calculated
separately. The principle of SS decomposition is decomposing the system as fine-grained
as possible according to the abundant GPU cores. Therefore, if there are transmission lines
connecting SSs, then these SSs could be decomposed for parallel computing.

After decomposition, TSA-1 contains 42 SSs (45 buses), TSA-2 contains 30 SSs (35
buses), TSA-3 contains 37 SSs (38 buses), and TSA-4 contains 3 SSs. The SSs in AC side
have simple equipment and small matrix (6×6 in maximum) to solve; however, in TSA-4,
each SS refers to an MMC converter with DC transmission line connections, which in-
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volves heavy computational task of the equivalent circuit calculation, value-level switch
control and system-level power flow control.
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Figure 3.9: GPU implementation: (a) detailed parallel processing on GPU; (b) parallel com-
puting for MMC and ULM.

Processing Hierarchy. The processing hierarchy is illustrated in Fig. 3.9 (a). The 1st-
level kernel function run the TSA functions in parallel, and at the synchronization point
the TSAs exchange the transmission line data for consistence. The application of dynamic
parallelism (DP) in 2∼4 level function is decided by evaluating the processing time over
equation (3.34), and is shown in Table 3.4. The number of used cores Nc in each level is
also listed, note that the four grids are generated in the first level parallelism as there are
four TSAs divided. For the 2nd-level TSA-1∼3 function, K (number of SSs) is so large that
the parallel processing will benefit more and thus dynamic parallelism is necessary; for
the TSA-4 function although K (=3) is small, the long processing time of each SS makes
dynamic parallelism also necessary to improve the overall performance. Note that all of
the parallelism in each level function ends with a barrier, at which point all the threads
must reach to synchronize the data with each other.

Table 3.4: Application of Dynamic Parallelism and Cores Used in Each Level
DP TSA-1 (Nc) TSA-2 TSA-3 TSA-4

2nd-DP/TSA
√

(42)
√

(30)
√

(37)
√

(3)
3rd-DP/SS optional optional optional

√
(97)

4th-DP/Device optional optional optional optional

Within each SS, parallel processing is required if containing many equipment. For ex-
ample, the SS composed of bus 68 and bus 69 has a coupled transformer and generator, and
seven transmission line connections. The generator-transformer pair must be executed in
serial, but the transmission lines can run in parallel. However, the SS only composed of
Bus 2 does not require parallel processing of equipment model because it only contain
two transmission lines. Thus the application of dynamic parallelism for 3rd-level SS func-
tions is optional in TSA-1∼3, but is necessary in TSA-4 due to the huge amount of HBSMs
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in MMC converters. As shown in Fig. 3.9(b), although the control logic can not expose
enough parallelism, the HBSMs should run in parallel to obtain the equivalent voltage
source of each HBSM. The 4th-level device function refers to the computation of detailed
equipment models such as the synchronous machine, transformer, ULM and HBSM, and
the parallel processing is also optional because only the ULM model requires to apply
dynamic parallelism due to the benefits by applying parallel calculation for convolution
process while the other equipment models can not run in parallel sufficiently.
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Figure 3.10: Waveforms under time-step change operation: (a) traditional ULM model; (b)
proposed process-reversed ULM model.

Time-Step Size and Control. As analyzed in Section 3.3, the time-step sizes of differ-
ent TSAs always belong to the same time-step set ΔT sys={Δtmin × (20, 21, ..., 2n)}. In this
work, n = 4, and Δtmin is set at 10μs for the system-level simulation. The time-step set for
device-level simulation is ΔT dev={0.05μs, 0.1μs, 0.2μs, 0.5μs}. Note that in the device-level
simulation, ΔT dev is only applied for MMC converters, the 118-bus system is still simu-
lated with ΔT sys. The time-step increase or decrease is determined by comparing the LTE
or DVDT of the previous step and the predetermined threshold, wherein the threshold of
various subsystems are also different. For the TSAs where transients happen, the threshold
is relatively smaller compared with that of the other TSAs. Since the unknown variables
and discretization methods applied vary between equipment models, there are different
thresholds for different equipment and the time-step of a TSA will change no matter which
equipment exceeds its own LTE threshold.
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3.6 Results and Verification

The two test cases described above were simulated on the FPGA and GPU platform re-
spectively and the results are compared with PSCAD/EMTDC� to show the effectiveness
of the proposed VTS models. Note that PSCAD/EMTDC� is only a representative of fixed
time-stepping EMT simulation tools, and it does not matter if other software are used for
comparison because the ULM and UM model with fixed time-steps are both commonly-
used models. The clock frequency of FPGA boards is set at 100 MHz.

3.6.1 Verification of the ULM Model

Before the ULM model is integrated into the IEEE 39-bus system, it is necessary to verify
the stability of the propose process-reversed method. Note that the UM model in VTS is
stable because the state variable remains the same when the time-step changes. To solely
validate the proposed ULM model, the subsystem S9 in Fig. 3.6(a) with ideal voltage source
is simulated while keeping the load and connection with other subsystems as open circuit.
At time 0.005s, the time-step changes from 10μs to 20μs; and at time 0.035s, the time-step
changes from 20μs to 50μs.

The results of i39−9 (from Bus39 to Bus9) and Yc ∗ v39 using the traditional model are
shown in Fig. 3.10(a), when the time-step changes, there will have a large oscillation. Since
the actual state variable changes when the time-step changes, the initial value of the new
state variable will be incorrect, which causes an abrupt change of the convolution results.
However, when using the proposed process-reversed model, it can be observed that the
convolution results will remain continuous and stable, which results in a stable current
i39−9 when the time-step changes.

3.6.2 Real-Time Emulation Results of IEEE 39-Bus System on FPGA

To simulate the dynamic behavior of the system, the lightning surge at phase C of trans-
mission line L4−14 (between bus 4 and bus 14) and L23−24 is chosen as the transient test.
The results are evaluated by the proposed emulator and PSCAD/EMTDC� that used a
fixed time-step of 10μs while the proposed emulator used adaptive time-steps described
in Section 3.4. The standard 10/350μs lightning surge current [59] is applied in this work,
given as:

ILS(t) = CIm(t/τ1)
ke
−t
τ2 /[1 + (t/τ1)

k] (3.35)

where the coefficient C = 1.075, k = 10; the time constant τ1 = 19μs, τ2 = 485μs; the maxi-
mum value of the surge current Im = 3kA. The lightning surge current at L4−14 and L23−24
is applied at exactly 2s and 2.5s of the simulation to demonstrate the transient behavior of
ULM and UM respectively.

First, the simulation is executed in real-time and compared with PSCAD and the hard-
ware emulator with fixed time-step (FTS), and the results are recorded in Fig. 3.11. The



Chapter 3. Variable Time-Stepping Universal Line and Machine Models and Implementation on
FPGA and GPU Platforms 45

(a) PSCAD-10us

(s)

(k
A)

I1
4-
4

(c) FTS-20us

(s)

(k
A)

I1
4-
4

(k
V)

Vb
us
36

(k
V)

Vb
us
36

(s)

LT
E
(A
)

(d) ATS

(s)

(k
A)

I1
4-
4

(k
V)

Vb
us
36

LT
E
(A
)

(b) FTS-10us

(s)

(k
A)

I1
4-
4

(k
V)

V b
us
36

LT
E
(A
)

2.0 2.005 2.01 2.015

-1

-0.5

0

0.5

-1.232kA

2.5 2.505 2.51 2.515

-500

-300

-100

100

-708.8kV

ABC

ABC

-1

-0.5

0

0.5

2.0 2.005 2.01 2.015
0

0.01

0.02 0.02639A

-1.247kA -600

-400

-200

0

200

2.5 2.505 2.51 2.515
0

0.04
0.08
0.12

(s)

-659.5kV

0.1242A

ABC

ABC

-1

-0.5

0

0.5

2.0 2.005 2.01 2.015
0

0.02

0.06

0.1

-1.243kA

0.1003A

-600

-400

-200

0

200

2.5 2.505 2.51 2.515
0

0.1
0.2
0.3

ABC

ABC

-658.4kV

(s)

0.3368A

-1

-0.5

0

0.5

2.0 2.005 2.01 2.015
0

0.01

0.02

-1.252kA

0.02356A

ABC

20us
5us 10us 20us

ξ1 ξ2 ξ3

-600

-400

-200

0

200

ABC

-659.4kV

2.5 2.505 2.51 2.515
0

0.04
0.08
0.12

(s)

40us

10us
20us

40us

0.1279A
ξ1 ξ2 ξ3

Figure 3.11: Lightning transient results of i14−4 and vbus36. (a) PSCAD results with 10us
fixed time-step; (b)(c) FPGA-based emulator with 10us and 20us time-steps; (d) FPGA-
based emulator with VTS.

FTS emulator applies the same time-step for the entire system. Since the maximum pro-
cessing latency of the decomposed subsystems is near 20μs, FTS-20μs is actually the FTS
emulator with minimum time-step size that can be achieved in real-time. But through the
proposed subsystem-based VTS scheme, the entire system can be simulated in real-time
with smaller time-step sizes by applying different variable time-steps for different subsys-
tems. From Fig. 3.11(a)(b) with the same time-step size it can be observed that, the peak
values of the machine terminal voltage under transients are −708.8kV and −659.5kV re-
spectively, which indicates that the UM model implemented in this work is more stable
than PSCAD.

In Fig. 3.11(b)(c), the emulator with 10μs time-step size produces a smaller LTE, and the
peak value of LTEs of ULM and UM reduces 63.1% and 73.7% respectively compared with
that using a 20μs time-step. That means reducing the time-step size will generate a more
accurate result. The results using VTS are shown in Fig. 3.11(d), from which we can see
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Figure 3.12: Demonstration of FTRT results. (a) Real-time results in VTS; (b) Results of
FTRT2 mode in VTS.

the large time-step is applied under normal operation, and when the transient happens,
the time-step is reduced automatically according to the LTE. For example, the time-step is
20μs for L14−4 before the lightning, and when the transient happens, the LTE directly rises
to an extremely large value that exceed the max threshold ξ1 immediately, then the time-
step reduces to the minimum one (5μs) directly. When the LTE is below ξ2, the time-step
increases into a larger one (10μs), and as the LTE is reduced below the minimum threshold
ξ3, the time-step regains to the maximum one (20μs). Since the time-step size of ULM
reduces to 5μs under transients, the maximum LTE reduces 76.5% compared with that of
FTS-20μs. The UM has the same process although the time-step set is not the same since
L14−4 and L23−24 belongs to the different subsystems.

The UM model cannot be executed in a time-step less than 10μs, thus the minimum
time-step size of UM is 10μs, resulting in a LTE 62.0% smaller than that of FTS-20μs. The
LTE of VTS is a little different with FTS-10μs because the time-step sizes in VTS also vary
between subsystems while FTS-10μs applies the same time-step for the whole system.

Secondly, to show the acceleration of VTS simulation scheme, the test case is emulated
in FTRT2 mode (shown in Table 3.1) and compared with the results of real-time simula-
tion. Figure. 3.12 demonstrates the Bus 36 voltage of subsystem S4, it can be observed
the two versions have the same numerical results because the applied time-step sizes and
parameters are the same. But due to the different actual processing time of each step, the
output rate of the results are different. The FTRT2 version can produce waveforms at a
faster rate than the real-time simulation under normal operations, and when the lightning
transient happens, the two versions have the same output rate. In this work, only when
the simulation time-step increases to 40μs under normal conditions, the results output rate
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is accelerated by two times. The duration of the period when the time-step size increases
to 20μs is quite short, thus it is not necessary to accelerate it due to the extra complexity
of simulation time control logic. Besides, the maximum time-step is only four times of
the minimum time-step in this work, it can be expected that if the maximum time-step is
larger, the output rate will be even faster.

Table 3.5: Execution Time and Speed-up of Different Methods for 10s Simulation

Version FTS-CPU (Base) VTS-CPU/Sp-CPU VTS-DP0/Sp-0 VTS-DP1/Sp-1
System-Level 641.4 s 82.2s/7.8 356.3s/1.8 85.5s/7.5
Device-Level 4142.7s 881.4s/4.7 3452.3s/1.2 1183.6s/3.5

Version FTS-CPU (Base) VTS-DP2/Sp-2 VTS-DP3/Sp-3 VTS-DP4/Sp-4
System-Level 641.4 s 30.7s/20.9 1.56s/411.2 1.51s/424.8
Device-Level 4142.7s 505.2s/8.2 20.4s/203.3 20.3s/204.1

3.6.3 Latency and Speed-Up of AC/DC Grid on GPU

The hybrid AC/DC test system for the GPU-based parallel VTS simulation architecture is
simulated and the latencies are recorded and compared. Generally, there are 2-stage speed-
ups of the GPU-based VTS simulation that should be evaluated compared to the CPU-
based FTS simulation: the speed-up by applying VTS scheme on CPU, and the speed-up by
conducting the 4-level parallel simulation on GPU. The 2-stage speed-ups of system-level
and device-level simulations are all recorded in Table 3.5, and the duration of simulation is
10s. Note that the CPU simulation time is measured on the developed C-code program on
Visual Studio� 2018 but not on existing EMT simulation software because the C-program
is more dedicated to the case study and can achieve lower latencies. The time-step of
FTS simulation is set at 20μs for system-level simulation; in the device-level simulation,
the time-step is set at 0.1μs for MMC converters and 20μs for 118-bus system. The VTS
simulation uses the variable time-steps assigned in Chapter 3.5.2.

Since the VTS simulation uses large time-steps to proceed under the steady-state con-
ditions, the speed-up of the VTS simulation on CPU is nearly 8 and 5 for system-level and
device-level simulation respectively, which is fairly considerable. Parallel processing on
GPU will accelerate the simulation process, however, the performance slows down signif-
icantly if only using GPU but not applying the parallel mechanism, denoted as Sp-0. The
reason is that the frequency of GPU is not as high as that of the CPU. For the system-level
simulation, if the 1st-level DP is utilized, the speed-up increases to 7.5, but the accelera-
tion effect is still not obvious compared to CPU because only four TSAs run in parallel but
each TSA still runs in serial. The 2nd-level should introduce massive parallelism due to the
numerous SSs in AC system, but the speed-up is not very high because TSA-4 can only be
decomposed into three SSs and the lowest speed of TSAs determine the overall speed-up
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due to the requirement of synchronization. Once the 3rd-level DP is applied, the speed-up
increases dramatically because of the parallel computation of HBSMs in MMC and device
functions in TSA-1∼3. The speed-up by adding the 4th-level DP is not as obvious as the
2nd-level and 3rd-level DP, however, it is also necessary to fully exploit the abundant GPU
cores.

For device-level simulation, the speed-up is not as large as that of system-level sim-
ulation because TSA-4 consumes much more latency than TSA-1∼3 then the speed-ups
of TSA-1∼3 can not be revealed in the overall performance. Compared to the FTS sim-
ulation on CPU, the overall speed-ups of GPU-based VTS simulation are 424.8 and 204.1
respectively for system-level and device-level simulation.

3.7 Summary

In this section, the variable time-stepping universal transmission line model and univer-
sal machine model are proposed, and the real-time and faster-than-real-time emulation
architectures are proposed for FPGA based implementation, while the 4-level parallel sim-
ulation architecture is proposed for GPU based implementation. In the proposed ULM
model, through a novel process-reversal of the traditional model, the stability is signifi-
cantly improved during the time-step change operation. By using LTE as the time-step
change criteria, the time-step can be adjusted properly when the transient happens. The
hardware emulator for large-scale power systems is presented, in which the system is di-
vided into small TSAs and each TSA maintains its own time-step set and LTE threshold.
By elaborate coordination between TSAs, the faster-than-real-time mode and 4-level parallel
VTS simulation can be achieved on FPGA and GPU respectively. The hardware resource
cost, processing delay and speed-ups of test power systems are evaluated, which shows
the practicality of variable time-stepping scheme for EMT simulation.



4
Linking-Domain Extraction Decomposition

Method for Parallel Electromagnetic Transient
Simulation of AC/DC Networks

Domain decomposition of the network conductance matrix is one of the efficient approaches
to solve large-scale networks in parallel. In this work, a novel Linking-Domain Extraction
(LDE) based decomposition method is proposed, in which the network matrix is expressed
as the sum of a linking-domain matrix (LDM) and a diagonal block matrix (DBM) com-
posed of multiple block matrices in diagonal. Through mathematical analysis over LDM,
one lemma about the nature of LDM and its proof are proposed. Based on this lemma, the
general formulation of the inverse matrix of the sum of LDM and DBM can be found using
the Woodbury matrix identity, and based on the formulation the network matrix inversion
can be directly computed in parallel to significantly accelerate the matrix inversion pro-
cess. Test systems were implemented on both the FPGA and GPU parallel architectures,
and the simulation results and speed-ups over the SC method and Gauss-Jordan elimina-
tion demonstrate the validity and efficiency of the proposed LDE method.

4.1 Schur Complement Method

The Schur complement (SC) method is one of the representative non-overlapping domain
decomposition methods. Once the network equations have been gathered, the solution of
a linear network reduces to a solution of the linear algebraic system:

G v = ieq (4.1)

The SC method is a non-overlapping method, which means the network conductance

49



Chapter 4. Linking-Domain Extraction Decomposition Method for Parallel Electromagnetic
Transient Simulation of AC/DC Networks 50

G1 E1

F1

G2E2

F2
M12

G1

E

F

G2

Dt

...
Gm

... G
(a)

G1 E1

F1

G2E2

F2
M12

Gm
...

G

(b)

Gd

+

G1

F1

E1 G1

G2E2

F2

...
G2

Gd L

Ls12

...

Overlapping
Domain

Linking-
Domain

Figure 4.1: Example of matrix decomposition: (a) Schur decomposition method; (b) Pro-
posed LDE method.

matrix G is decomposed into m uncoupled small block matrices (Ĝ1, Ĝ2, ..., Ĝm). The over-
lapping domains between block matrices are moved to the overlapping domain matrix Dt,
as shown in Fig. 4.1(a). The nodes located in Dt actually represent the interface nodes used
to connect decoupled subsystems. Applying the block matrix multiplication, the following
equations can be obtained:

⎡
⎢⎢⎢⎢⎢⎣

Ĝ1 0 · · · 0 E1

0 Ĝ2 · · · 0 E2
...

...
...

...
0 0 · · · Ĝm Em

F1 F2 · · · Fm Dt

⎤
⎥⎥⎥⎥⎥⎦

⎛
⎜⎜⎜⎜⎜⎝

vg1

vg2
...

vgm

vt

⎞
⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎝

ig1
ig2
...

igm
it

⎞
⎟⎟⎟⎟⎟⎠

(4.2)

(Dt − FĜ
−1
d E) vt = it − FĜ

−1
d ig (4.3)

Ĝd vg = ig − E vt (4.4)

where Ĝd, F and E are the combination of the corresponding block matrices, and vg, ig are
the combination of the corresponding node voltages and current injections.

The computation process is executed as follows:

1. compute Ĝ
−1
d and Ĝ

−1
d ig;

2. compute FĜ
−1
d ig and FĜ

−1
d E;

3. solve equation (4.3) to get vt;

4. solve vg = Ĝ
−1
d ig − Ĝ

−1
d E vt.

Parallel computing can be exploited based on the computation that involves the di-
agonal block matrix Ĝd, such as computing Ĝ

−1
d , FĜ

−1
d E and vg (= Ĝ

−1
d ig − Ĝ

−1
d E vt).

However, it can be observed that the SC method could not obtain G−1 directly due to the
involvement of the current injections even though Ĝ

−1
d and the other matrices could be

computed in advance for linear circuits, and thus in each time-step the four processing
steps could not be avoided. In addition, when the number of decomposed matrices in-
creases, the amount of interface nodes will increase quickly, which significantly influences
the overall performance due to the large computational effort in solving vt.
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4.2 Proposed Linking-Domain Extraction based Decomposition
Method

Focusing on the overlapping domain between subsystems, the linking-domain matrix is
defined and extracted from the original network matrix. Through mathematical analysis
over the linking-domain matrix, an important lemma is put forward, based on which the
inverse matrix of the network matrix can be computed in parallel.

4.2.1 LDE Matrix Decomposition

Different from the logic of the SC method that operates on the decomposition of the orig-
inal conductance matrix, the proposed LDE method decomposes the original matrix into
two separate matrices: the diagonal block matrix Gd and the linking-domain matrix L.

G = Gd + L (4.5)

As shown in Fig. 4.1(b), the sizes of the decomposed block matrices (G1,G2, ...,Gm) are
larger than using the SC method, because in the SC method all the overlapping areas and
their corresponding rows and columns are removed from the block matrices, while in the
LDE method only the linking-domain matrix is extracted from the original matrix and the
size of each block matrix does not decrease. Note that the linking-domain has a different
meaning from the overlapping domain, because the elements in the overlapping domain
actually are the sum of the corresponding values in the linking-domain matrix and the
block matrices, as marked in Fig. 4.1.

The construction of L matrix is as follows: let the linking-domain matrix contain a small
matrix with non-zero diagonal elements (Ls) and the other all-zero matrices, as illustrated
in Fig. 4.1(b). The location of Ls is the same as the overlapping domain in G and the
size of Ls is (n1 + n2) × (n1 + n2), where n1 is the number of interface nodes belonging
to the first subsystem and n2 is the number of interface nodes belonging to the second
subsystem (taking two decomposed subsystems as an example). Ls can be regarded as the
combination of four block matrices: the top left block matrix and the bottom right block
matrix are both diagonal matrices, and the top right and bottom left block matrices are
transpose of each other. The top right (n1×n2) and bottom left (n2×n1) block matrices are
the same as those of the overlapping domain matrix, and after the two parts are assigned,
the diagonal elements in the top left (n1 × n1) and bottom right (n2 × n2) block matrix are
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determined as follows:

Ls =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Σ1,1 0 · · · 0 σ1,1 · · · σ1,n2

0 Σ1,2 · · · 0 σ2,1 · · · σ2,n2

...
...

...
...

...
0 0 · · · Σ1,n1 σn1,1 · · · σn1,n2

σ1,1 σ2,1 · · · σn1,1 Σ2,1 · · · 0
...

...
...

...
...

σ1,n2 σ2,n2 · · · σn1,n2 0 · · · Σ2,n2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4.6)

Σ1,i = −
n2∑
j=1

σi,j , ∀ 1 � i � n1 (4.7)

Σ2,i = −
n1∑
j=1

σj,i, ∀ 1 � i � n2 (4.8)

Since the inverse of the diagonal block matrix Gd can be calculated in parallel, if the
inverse matrix of G = Gd+L can also be calculated in parallel, then the simulation process
can be accelerated significantly. Therefore, the core task of LDE method is to find a general
formulation of the inverse of G. Fortunately, taking advantage of the special features of
linking-domain matrix, the relationship between G−1

d and G−1 can be found.

4.2.2 Mathematical Analysis over LDM

For a common linear network, the linking-domain matrix L (N × N ) has some specific
characteristics. For example, L is a symmetric matrix, and the rank of L is usually smaller
than N (except that all of the nodes are interface nodes). But more importantly, it can be
observed that the sum of each row (or column) of L is always equal to 0, that is:

N∑
j=1

Li,j = 0, ∀ 1 � i � N (4.9)

N∑
i=1

Li,j = 0, ∀ 1 � j � N (4.10)

Based on this observation, Lemma 1 that decomposes the linking-domain matrix into the
multiplication of three matrices is proposed.

Lemma 1: The linking-domain matrix L can be expressed as L = CΛCT , where Λ is a
diagonal matrix with non-negative real numbers on the diagonal, and the transform matrix
C is a rectangular matrix of which the element values are only equal to 1, -1, or 0.

Proof : To simplify the proving process, we first start with the two connected subsystems
and then extend it to multiple subsystems.

Step 1: prove that Ls = AΔAT , where the size of Δ is (n1×n2)× (n1×n2) and the size
of transform matrix A is (n1+n2)× (n1×n2). More specifically, Δ and A can be expressed
as:
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Δ =

⎡
⎢⎢⎢⎢⎢⎣

−σ1,1 0 · · · 0 0
0 −σ1,2 · · · 0 0
...

...
...

...
0 0 · · · −σn1,n2−1 0
0 0 0 · · · −σn1,n2

⎤
⎥⎥⎥⎥⎥⎦

(4.11)

A  =
1

...
1

1

(n1+n2) × (n1×n2)

1
...

1

1

1
...

1

1
...

n2

n2

n1

-1 -1 -1...
-1 -1-1 ...

-1 -1 ... -1
...

(4.12)

The elements of the diagonal matrix Δ are exactly the negative values of the elements in
the top right block matrix of Ls. Note that the blank area in transform matrix A is filled
with zero. The transform matrix A shown in (4.12) has some important features:

A(i,r) = −1, ∀ 1 � i � n1,

(i− 1)n2 < r � i× n2

(4.13)

A(i,r) = 1, ∀n1 < i � n1 + n2,

r = n2 × {0, 1, ..., n1 − 1}+ (i− n1)
(4.14)

A(i,r)A(j,r) = 0, ∀1 � r � (n1 × n2),

∀1 � i �= j � n1 orn1 < i �= j � n1 + n2

(4.15)

A(i,r)A(j,r) = −1, ∀1 � i � n1,

(i− 1)n2 < r � i× n2; j = r − n2 × (i− 1) + n1

(4.16)

Then the elements in Ls can be expressed as:

L(i,j)
s = −

n1×n2∑
r=1

A(i,r)A(j,r)σp,q, ∀1 � i, j � (n1 + n2) (4.17)

p = ceil(r/n2), q = r − n2 × (p− 1) (4.18)

where the function ceil(r, n2) rounds up the division of r by n2 to an integer, which means
the maximum values of p and q are n1 and n2 respectively. For the diagonal elements, the
correctness of the matrix elements values can be verified based on (4.9)(4.10)(4.13)(4.14).
For example, if i = 2, then L(2,2)

s = Σ1,2 = −(σ2,1 + σ2,2 + ... + σ2,n2), which matches with
(4.17). For the other non-diagonal elements in Ls, the correctness can also be verified based
on (4.15)(4.16).
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Step 2: delete the diagonal elements with zero values in Δ to generate Λ, and delete
their corresponding columns in A to generate Cs, then:

Ls = CsΛCT
s (4.19)

where the sizes of Λ and Cs are k × k and (n1 + n2)× k respectively:

Λ  =

-σ1,1

...

k × k

-σ1,2

-σ1,3

-σn1,n2-1
-σn1,n2

delete
σ1,2=0

delete

(4.20)

Cs  =
1

...
1

1

(n1+n2) × k

1
...

1

1

1
...

1

1
...

n2

n2

n1

-1 -1 -1...
-1 -1-1 ...

-1 -1 ... -1
...

delete
σ1,2=0

delete
σ2,n2=0

(4.21)

Typically, the new transform matrix size k is much smaller than n1 × n2, because most
elements in the (σ1,1, ...., σn1,n2) are zero if the connection is sparse. In fact, k = n1 × n2 is
only valid for the extreme case that all the interface nodes are connected with each other
via a conductance.

The equation (4.19) can be verified in the same way as in Step 1, because all the items
in (4.17) corresponding to the deleted elements are equal to zero, and thus deleting these
elements does not influence the result of Ls.

Step 3: extend the small matrices Ls and Cs into bigger matrices L (N × N ) and C
(N × k) with zero elements, then:

L = CΛCT (4.22)

L =
Ls

0 0

0 0
N × N

(n1+n2) × (n1+n2)

N1

N2

(4.23)
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C = Cs

0

0
N × k

N1

N2

n1
n2

(4.24)

This step just adds some block matrices with all-zero elements to extend Ls and Cs, which
actually increases the size of the resulting matrix CΛCT while maintaining the correct val-
ues at the non-zero area in L.

The above three steps actually provides the proof of Lemma 1 in the situation of two
decomposed matrices. For the case of multiple decomposed matrices, the proof just has
the same logical steps: the linking-domain matrix L is the sum of more than one small block
matrix (Ls,(i,j)), where the subscript (i, j) refers to the linking-domain between subsystem
Si and subsystem Sj . Accordingly, the transform matrix C is also composed of more than
one non-zero block matrix (Cs,(i,j)) at the corresponding area. The matrix Λ has the same
format because its diagonal elements are all non-zero values.

The general extension of (4.22) with multiple linking-domains is illustrated in Fig. 4.2,
there are two cases for multiple linking-domain matrices (Ls,(i,j)): adjacent case and non-
adjacent case.

1. In the adjacent case, as illustrated in Fig. 4.2(a), subsystem S1 and subsystem S2 are
adjacent in the network conductance matrix, thus their linking-domain is extracted
as L1 containing the small matrix Ls,(1,2), and that is just the case proved in the above
three steps.

2. In the non-adjacent case, for example, subsystem S1 and subsystem S3 are not ad-
jacent in the network conductance matrix, and their connection results in a split
linking-domain matrix containing the split Ls,(1,3). In this case, the Cs,(1,3) matrix just
needs to add a all-zero block matrix between the split part, as shown in Fig. 4.2(b).

For the two cases, the corresponding linking-domain matrix L is the sum of the two sub-
LDM L1,2, while the transform matrix C is not the sum but the combination of the two
small transform matrices C1 and C2, as shown in Fig. 4.2(b). The Λ matrix is also the
combination of the σ values of the two small Λ1,2 matrix. The correctness of this alignment
can be verified through block matrix multiplication, which just has the same procedure
as Step 2. To conclude, the above proof can not only be used to prove the correctness of
Lemma 1, but also to construct the transform matrix C and Λ.
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Figure 4.2: Example of multiple linking-domain matrices: (a) linking-domain matrix de-
composition; (b)(c) C and Λ matrix construction.

4.2.3 Inverse Matrix of the Sum of LDM and DBM

Generally, the inverse matrix of the sum of two matrices is not equal to the sum of the two
inverse matrices, i.e., (A + B)−1 �= A−1 + B−1. Therefore, it is difficult (or impossible)
to find a general formulation of the inverse matrix of the sum of two matrices. However,
since the L matrix in the network matrix G = Gd + L can be expressed as L = CΛCT , the
general formulation of G−1 can be found using the Woodbury matrix identity [70]:

G−1 = (Gd + L)−1 = G−1
d − G−1

d PG−1
d (4.25)

where:
P = CQCT (4.26)

Q = (Λ−1 + CT G−1
d C)−1 (4.27)

The correctness of (4.25)(4.26)(4.27) can be verified by re-constructing the linking-domain
matrix L using Gd and P:

L = CΛCT

= C[ΛQ−1Q]CT

= C[(I + ΛCT G−1
d C)(Λ−1 + CT G−1

d C)−1]CT

= CQCT + CΛCT G−1
d CQCT

= P + CΛCT G−1
d P

= (I + LG−1
d )P

(4.28)

After (4.28) is obtained, (4.25) can be verified directly:

(Gd + L)(G−1
d − G−1

d PG−1
d )

= I + LG−1
d − PG−1

d − LG−1
d PG−1

d

= I + (I + LG−1
d )PG−1

d − PG−1
d − LG−1

d PG−1
d

= I

(4.29)

which means the inverse matrix of (Gd + L) is exactly G−1
d − G−1

d PG−1
d . This important

feature could be used to accelerate the computation of inverse matrix because the diagonal
block matrix G−1

d is easier to compute.
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4.2.4 Parallel Computation Using LDE

Based on (4.25), computing the inverse matrix of G actually only needs to know the value
of G−1

d , because the diagonal elements of Λ−1 are just reciprocals of those of Λ, and C is
constant once the network circuit topology is determined. Since Gd is a diagonal block
matrix, the inverse matrix of its block sub-matrices on the diagonal can be computed in
parallel. As suggested by (4.25)(4.26)(4.27), P = CQCT should be calculated first and
then G−1

d PG−1
d is computed; however, this procedure may be not efficient because the

size of P is N × N , which increases the size of Q and improves the complexity of matrix
multiplication. It is suggested that T = G−1

d C is computed first and then computing TQTT .
Because generally the block matrices in Gd is symmetric, which means G−1

d is symmetric,
then:

(G−1
d C)T = CT (G−1

d )T = CT G−1
d = TT (4.30)

Besides, based on the special feature of transformation matrix C, T = G−1
d C could be

obtained directly even without multiplication operations. Therefore, the parallel matrix
inversion procedure can be performed as follows:

1. compute G−1
d and Λ−1;

2. compute Q = (Λ−1 + CT G−1
d C)−1;

3. compute T = G−1
d C and TQTT ;

4. compute G−1 = G−1
d − TQTT .

Complexity analysis: For the first step, the computation of the inverse matrix can be ex-
ecuted in parallel with a computational complexity of O(N3

j ), where Nj is the maximum
size of the diagonal block matrices. For the second step, since the transform matrix C is
already known and only contains +1, -1, or 0, the elements in CT G−1

d C actually can be
obtained from G−1

d with only plus or minus operations. This means, Q−1 can be obtained
without multiplication operations after the first step. Then the computational complexity
of computing Q is O(k3). For the third step, the complexity is determined by the compu-
tation of TQTT , which depends on the parallel technique applied to calculate the matrix
multiplication. If the matrix multiplications run in parallel for each block matrix, the com-
plexity will be O(N3

j ); if the matrix multiplication run in massively parallel fashion for
each row and each column, then the complexity is O(N2

j ). Thus the total complexity of the
LDE method is O(N3

j +k3) if block-based parallel processing is exploited for the third step.

4.2.5 Advantages and Limitations of LDE

Compared to the SC method that requires the information of the equivalent current injec-
tions, the biggest advantage of the LDE method is that it does not need to know the right
hand side of the network matrix equation, because it could directly compute the inverse



Chapter 4. Linking-Domain Extraction Decomposition Method for Parallel Electromagnetic
Transient Simulation of AC/DC Networks 58

G1

G2

(a)

Z1
Z2

Zn12

...

Nc1

...N1-Nc1

S1

Nc2

N2-Nc2

Z3

...

S2

N
1+
N
2

N1-Nc1

Nc1
Nc2

N2-Nc2

(b)

ab

Figure 4.3: Example of two decomposed subsystems: (a) subsystem connection; (b) matrix
decomposition.

matrix of the network conductance matrix. Therefore, the LDE method is essentially a
matrix inversion method rather than a circuit solution method. If the network conduc-
tance matrix does not change during the simulation, the LDE method will accelerate the
simulation process dramatically.

In addition, if the network conductance matrix changes over the simulation duration,
the LDE method may also possibly run faster than SC method in many cases. According
to the complexity analysis, the LDE method has higher complexity in solving the block
matrix inversion because the sizes of the decomposed block matrices (Nj) in LDE are usu-
ally larger than (or equal, when the decomposed matrices have no connections) that of
SC method. However, the matrix inversion of the Λ matrix in LDE and Dt matrix in SC
method also contribute a considerable part in complexity, ignoring the matrix multipli-
cation operations since they can be calculated in massively parallel fashion. Thus if the Λ

matrix is smaller than the Dt matrix in SC method and the benefits introduced by a smaller
Λ matrix are larger than the extra computational cost caused by a larger Nj , then LDE will
be more suitable over SC method under a variable network conductance matrix.

To demonstrate this, the simple two decomposed block matrices case is illustrated in
Fig. 4.3. There are N1 and N2 nodes in the two decomposed subsystems (S1 and S2), and
Nc1 nodes in S1 and Nc2 nodes in S2 are connected through n12 conductors. Then the
corresponding matrix decomposition is shown in Fig. 4.3(b). The basic precondition to
make LDE better is that the size of Λ matrix is smaller than the size of overlapping domain,
i.e., the connections between interface nodes are not dense:

k = n12 < Nc1 +Nc2 (4.31)

In contrast to the above advantages, there are also limitations for the application of
LDE method and they are summarized as follows:

1. The connections between interface nodes are not dense, otherwise the Λ matrix will
be too large to achieve desired performance;
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2. There is no trans-conductance between the interface nodes and the other nodes,
which means the non-zero elements in the linking-domain matrix only refer to the
relationship between the interface nodes;

3. The diagonal block matrix Gd should be invertible, because all the computation is
based on G−1

d .

In fact, if the network is decomposed properly, an invertible Gd can usually be guaran-
teed. The case where Gd is not invertible is that there exist elements with 0 values in the
diagonal location of Gd. That is, the resulting matrix after the overlapping domain matrix
subtracts linking-domain matrix has 0 elements in diagonal locations, which means that
the corresponding interface nodes only connect with other nodes via the linking conduc-
tors. For an example of this case: in Fig. 4.3(a) the interface node a only connects with the
other interface node b via a conductor, but the other side of node a connects with a voltage
source. Then the resulting Gd will not be invertible because the diagonal location of a in
Gd will be equal to 0. In practical AC/DC networks, this type of node usually exists at
the “edge”, and assigning this type of node as interface nodes can neither achieve a good
acceleration nor result in an invertible Gd. Avoiding this type of nodes as interface nodes
when decomposing the network may lead to an invertible Gd.

4.2.6 Optimal Decomposition based on LDE

LDE is a matrix-based decomposition method, which means, the overall speed-up is actu-
ally determined by the number of decomposed subsystems and matrix size of these sub-
systems given a specific network topology. However, how to decompose the network and
how to allocate the power system equipment into properly decomposed subsystems to
achieve optimal speed-up remains a problem to be solved. This problem is similar to the
minimum k-section problem in graph theory, which aims to minimize the links between
decomposed sub-graphs. However, the optimal decomposition problem for LDE decom-
position is a little different from the minimum k-section problem, because both the number
of links and the size of decomposed subsystems will affect the overall performance. For
large-scale systems with large number of nodes, this problem is NP-hard and is difficult
to solve. Therefore, there is a trade-off between the achieved speed-up and latency to per-
form the decomposition algorithm. Some heuristic methods could be exploited to solve
this problem, and they are left for future research.

4.3 Simulation Results and Speed-Up

In this section, two test systems are simulated on the FPGA and GPU board respectively.
The speed-up of computing matrix inversion is also evaluated in comparison to the SC
method and Gauss-Jordan (GJ) method.
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Figure 4.4: Simple demonstration case: (a) two connected subsystems (SS1 and SS2) and
their equivalent circuits; (b) corresponding linking-domain matrix, C and Λ matrix.

4.3.1 Simple Demonstration Case

The simple single-phase test case composed of eight nodes and its equivalent circuit are
illustrated in Fig. 4.4(a), where the L and C elements are equivalenced to the parallel com-
bination of a current source and a resistor from the trapezoidal rule based dircretization.
Then the 8× 8 network conductance can be decomposed into two small 4× 4 matrices for
example, where nodes 1∼4 belong to the first matrix and the other four nodes belong to
the second matrix. Then the corresponding linking-domain matrix can be extracted from
the original matrix, and the transform matrix and Λ matrix can be obtained as shown in
Fig. 4.4(b). The size of Λ matrix is 3 × 3, which indicates that there are three conductance
linking the two domains; the transform matrix C is a 8 × 3 matrix, which is generated by
adding zero-value elements to the small 4 × 3 matrix Cs. After the transform matrix is
obtained, the rest diagonal block matrix Gd can be divided into two 4 × 4 block matrices
Gd1 and Gd2, and thus can be computed in parallel.

G−1
d can be expressed as:

G−1
d =

[
Gd1 0

0 Gd2

]−1
=

[
G−1

d1 0
0 G−1

d2

]
(4.32)

Then the matrix inversion of the whole network conductance matrix is:

G−1 = G−1
d − G−1

d C(Λ−1 + CT G−1
d C)−1CT G−1

d (4.33)

4.3.2 Speed-Up of Matrix Equation Solution on FPGA

To verify the validity and effectiveness of the LDE method in solving large matrix equa-
tions with fully exploited parallelism, the IEEE 39-bus system [57] shown in Fig. 4.5(a) is
simulated on the Xilinx VCU-118 board with the XCVU9P FPGA [52] at 100MHz frequency.
The system is not split through transmission lines; thus a 39× 39 matrix is generated. The
execution time of the LDE method with varying number of subsystems (Nss) is compared
with that of the GJ method and SC method, as shown in Fig. 4.6. Although in this case the
LDE method can (but the SC method can not) pre-compute the matrix inversion before the
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simulation due to the constant network matrix, the latency of LDE method in Fig. 4.6 only
shows the version that computes the matrix inversion in each time-step for pure compar-
ison of solving linear matrix equations. In this case the conductance matrix is constant,
then using LU factorization can greatly reduce the latency compared to GJ method since
it can pre-compute the L and U matrices, just as the LDE method pre-computes the ma-
trix inversion. However, since the LU factorization has nearly the same complexity as GJ
method (or even larger than GJ due to the extra time to solve L(Uv) = ieq) and it cannot
be paralleled well unlike the GJ method, it is better to use GJ as the base method in the
parallel platform. The duration of the simulation is 1s, and the time-step is 10μs. Note that
the latency depends on the specific network decomposition, and Fig. 4.6 only shows one
of the possible cases.

The GJ-based matrix inversion can not be decomposed [71,72], thus the 39× 39 matrix
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inversion consumes the most latency. It can be observed that if the network is decomposed
into two subsystems, the SC method has the smaller latency. Because in this case, the
number of interface nodes is 8 and the number of links between interface nodes is 4, then
the maximum matrix sizes of Ĝi and Dt in the SC method are 16× 16 and 8× 8, while the
maximum matrix sizes of Gi and Λ in LDE method are 20 × 20 and 4 × 4. Since in FPGA
the matrix multiplication operation can be parallelized efficiently, the matrix inversion
consumes the majority of the latency. Therefore, the inversion of a 20×20 matrix consumes
much more latency than 16× 16, which can not be compensated by a smaller inversion of
a 4 × 4 matrix compared to a 8 × 8 matrix. When the number of decomposed subsystems
increases, the number of interface nodes increases quickly, which makes the size of Dt

in SC method to increase. Therefore, when Nss increases to 6 or larger, the latency of
matrix inversion of Dt in SC method boosts rapidly resulting in a larger overall latency.
However, the Λ matrix size is only determined by the number of connecting links between
subsystems but not the number of interface nodes, thus the latency of matrix inversion
increases not so fast compared to that of the SC method. This result also confirms the
discussion in Section 4.2.5. The maximum speed-up of 28.3 can be achieved when the
system is decomposed into 6 subsystems.

In terms of the hardware resource consumption on FPGA, the GJ method consumes
the most resources (LUT, near 73%) due to the largest matrix inversion; the LDE method
consumes the fewest (LUT, near 63%) when the speed-up is larger than that of SC method.

4.3.3 Large-Scale AC/DC Network Simulation on GPU

The large-scale hybrid AC/DC network composed of four IEEE 39-bus systems and four
MMC converters is simulated on the NVIDIA Tesla V100 GPU with 5012 cores, as shown
in Fig. 4.5(b). In this simulation, detailed models for all the equipment are applied. The
frequency-dependent model [65] (FDLM) is utilized for the AC and DC transmission lines;
the voltage-behind-reactance model [67] is utilized for the synchronous machines; the con-
ductance matrix model [68] is utilized for the transformers. Since FDLM can be used to
decompose the network between two line ends, the four 39-bus systems and four MMC
converters connected through long DC lines can be decomposed to simulate in parallel;
however, within each 39-bus system, the system decomposition through FDLM can be
customized by users: for example, if the line between buses are too short to apply latency-
based decomposition, then the two ends are aligned; or if the user want to combine some
buses together to avoid large storage consumption, then FDLM can be computed without
decomposition. Then within the subsystems decomposed via FDLM, the LDE method can
be applied.

Inside each MMC, the system-level two-state switching model (TSSM) [73] for con-
verters C1/C2/C3 and device-level curve-fitting model (CFM) [74] for converter C4 are
applied. The TSSM models each half-bridge submodule (HBSM) as a serial connection
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Table 4.1: Execution Time and Speed-up of Different Decompositions for One Cycle
(16.67ms) Simulation on GPU

marm mMMC nL Nmax Latency (s) Speed-up
1 5 6 301×301 213331s 1
2 11 12 76×76 11241s 19
3 17 18 44×44 4293s 50
4 23 24 31×31 2919s 73
5 29 30 30×30 2703s 79
6 35 36 36×36 3232s 66

of an equivalent resistor and a voltage source, thus the HBSM equivalent circuits in each
arm can be merged as a arm resistor and voltage source. However, the CFM equivalence
for each HBSM cannot be merged because the switching transient details will be lost af-
ter merging. To avoid solving the resulting extremely large matrix (usually composed of
hundreds of HBSMs in each arm), a traditional method is to use the current source of the
last time-step on the HBSM side to calculate the voltage source on the main circuit side,
for which the one-step delay will generate an error [75]. In this work, the large matrix
is inverted using the LDE method. Since the HBSMs are connected with wires (or short
lines), to generate the linking-domain matrix, the wires between decomposed HBSMs are
represented by the π-section circuit [76], although the values are very small. Figure 4.5(c)
illustrates the decomposition between HBSMs in one phase leg using the LDE method.

The four 39-bus systems and three TSSM-based MMC converters (101-level) are simu-
lated at system-level with the time-step of 10μs, while the device-level CFM-based MMC
converter is simulated at 0.1μs. To synchronize these decomposed systems, the system-
level simulations need to wait for the completion of device-level simulation every 10μs,
thus the overall speed-up is actually produced by the acceleration of CFM-based MMC
module [45,46]. The overall speed-ups for the hybrid AC/DC network with varying num-
ber of decomposed HBSM systems in each MMC arm are recorded in Table 4.1. Note that
if there are marm HBSM systems decomposed in each arm, then the total MMC circuit is
actually decomposed into mMMC = (6marm − 1) subsystems, where the HBSM systems
connecting the DC line equivalence consist of three phases while the others only contain
one phase. The case marm = 2 is shown in Fig. 4.5(c). In Table 4.1, nL is the number of
linking-domains, and Nmax denotes the size of the largest matrix to be inverted. Since in-
verting the entire matrix (605 × 605) involves too huge computational effort that exceeds
the parallel capability, the MMC circuit is first decomposed to five subsystems (marm = 1)
as the basic decomposition. Although the GPU-based implementation consumes much
more latency than FPGA due to the limitations of parallelism, the maximum speed-up
of matrix inversion process can be even larger because of the large system scale and the
sparse connection links between HBSMs in each arm. As show in the Table, the maximum
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speed-up over the basic decomposition is 79, which indicates the latency can be reduced
by much more than 79 times compared to directly solving the whole MMC circuit. Besides,
when the number of decomposed subsystems exceeds 29, the speed-up starts to decrease
due to the increased size of Λ matrix.

4.4 Summary

In this chapter, a new non-overlapping domain decomposition method is proposed: the
linking-domain extraction (LDE) based decomposition method. In LDE, the linking-domain
matrix (LDM) is first extracted from the original network conductance matrix, which makes
the remaining part to be a diagonal block matrix (DBM) that is easy to calculate in paral-
lel. An important lemma describing the feature of LDM and its proof are presented, which
indicates that the LDM can be transformed from a diagonal matrix. Based on this lemma,
the general formulation of the inverse matrix of the sum of LDM and DBM can be found
using the Woodbury matrix identity, and then the network matrix inversion can be com-
puted for each block in parallel. Compared to the Schur complement (SC) method, LDE
method can compute the matrix inversion directly; and when the network matrix changes,
the LDE method can also run faster than the SC method in many cases. The simulation
results for the IEEE 39-bus system and speed-ups over the SC method and Gauss-Jordan
method demonstrate the validity and efficiency of the proposed LDE method.



5
Hierarchical Linking-Domain Extraction

Decomposition Method for Fast and Parallel
Power System Electromagnetic Transient

Simulation

The linking-domain extraction (LDE) decomposition method is a new non-overlapping
domain decomposition method for parallel circuit simulation. However, the original LDE
method is inefficient in both the computational procedure and storage cost. In this chap-
ter, a hierarchical LDE (H-LDE) method is proposed to further improve the LDE method,
which leverages all the hidden features of LDE that are not exploited in the original work
to perform a multi-level decomposition of power systems. The improved LDE compu-
tation procedure is first proposed to eliminate the necessity of computing the entire ma-
trix inversion, and then the multi-level computation structure is proposed for fast matrix
inversion of the decomposed sub-matrices. The mathematical complexity of the H-LDE
method is analyzed, which is used to derive the two principles for decomposing a power
system. These principles can be applied on both parallel and sequential compute archi-
tecture. The 4-level LDE decomposition is applied on the IEEE 118-bus test power system
and implemented in both sequential and parallel, which is used to verify the validity and
efficiency of the proposed H-LDE decomposition method. The simulation results of var-
ious benchmark test power systems show that the proposed H-LDE method can achieve
lower computation latencies than the classical LU factorization and sparse KLU method
within a certain system scale.

65
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5.1 Introduction

The new linking-domain extraction (LDE) decomposition method [78] is similar to the
Schur complement method, but it can find the general matrix inversion formulation of the
circuit conductance matrix. The efficiency of the LDE method is achieved by computing
the inversion of the small decomposed block matrices (in serial or parallel, which occupies
much smaller computational latencies compared to computing the whole matrix equation)
and then assembling the inverted block matrices via a correction matrix to obtain the inver-
sion of the entire conductance matrix. However, this process is not scalable due to several
reasons: 1) For large-scale power systems, the conductance matrix is large and sparse, but
the inverted matrix is usually dense, which costs much more storage than simply solv-
ing the matrix equations and makes the LDE method inapplicable. That is why the LU
factorization [5] and fast sparse solutions such as the KLU [79] and NICSLU [80] meth-
ods are widely applied in the commercial and open-source power system simulators such
as EMTDC/PSCAD� [12] and SPICE [81]. 2) The original LDE method decomposes the
conductance matrix once, which may also result in a large size of the decomposed block
matrices and computing the inversion of the block matrices is also costly. Therefore, al-
though the LDE method has a strong mathematical base, it seems that it can only achieve
lower latencies than the classical solvers in simulating a very small-scale power system.

To improve the original LDE method, in this chapter, the hierarchical LDE (H-LDE) de-
composition method is proposed, which utilizes all the hidden features of the LDE method
to achieve an all-around improvement. First, the matrix equation solver computation pro-
cedure based on LDE is proposed, which avoids computing the entire matrix inversion so
that the storage cost is reduced significantly; second, a multi-level decomposition structure
is proposed to reduce the computational cost of inverting the decomposed block matrices.
The approximate complexity of H-LDE decomposition is analyzed, based on which the
two decomposition principles are presented to instruct the detailed decomposition config-
uration for a specific number of decomposition levels: before the last level, the decompo-
sition does not need to find a balance between the sizes of the DBMs and LDM; and in the
last level, the decomposition should take the balance between DBMs and LDM into consid-
eration. The detailed decomposition logic depends on the power system topology at hand,
the parallelism capabilities of the parallel platform used and the number of decomposition
levels.

The IEEE 118-bus test system is used to verify the validity and efficiency of the pro-
posed H-LDE decomposition performance, both the sequential and GPU-based parallel
implementation are discussed. The performance of H-LDE is also compared with the LU
factorization and KLU method in several standard benchmarks, which shows the H-LDE
method is much more scalable than the original LDE method and could achieve lower la-
tencies than the pure LU factorization. The computational latencies also shows that the
H-LDE cost lower latencies than the sparse KLU solver within a certain system scale.
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Figure 5.1: Example of LDE decomposition of two subsystems: (a) decomposition of G;
(b) Λ matrix; (c) transformation matrix C.

5.2 Improved Linking-Domain Extraction based Decomposition
Method

LDE is a matrix-based decomposition method, which is able to obtain the general formula-
tion of the matrix inversion and compute the inverse in parallel [78]. However, computing
the entire matrix inversion may be costly and meaningless. In this section, the mathe-
matical formulation of the LDE method is introduced, and the improved LDE calculation
procedure is proposed to optimize the matrix equation solution.

5.2.1 LDE Matrix Decomposition

Given a power system containing N nodes, a N ×N conductance matrix G will be gener-
ated. Then G could be decomposed into two separate matrices: the diagonal block matrix
Gd and the linking-domain matrix L:

G = Gd + L (5.1)

The number of block matrices in Gd depends on the number of subsystems decomposed.
Figure 5.1 illustrates the case of two decomposed subsystems: there are n1 nodes in sub-
system S1 (matrix G1) connecting with n2 nodes in subsystem S2 (matrix G2) via a conduc-
tance or voltage source (note that if two interface nodes are connected via a current source
then it will not be revealed in the conductance matrix). All of the information of connection
is recorded in the linking-domain matrix L (N×N ), which is composed of several matrices
with all-zero elements and a small linking-domain Ls with size of (n1+n2)×(n1+n2). If the
number of decomposed subsystems is larger than two, the linking-domain matrix will con-
tain several small linking-domains (L1

s,L2
s, ...,Lm

s ), and these small linking-domains may
not have a integral matrix format if the interface nodes are not continuous in node indexes.

For a common network, the linking-domain matrix L can be expressed as a transfor-
mation from a diagonal matrix Λ (k × k), and the transformation matrix C is a rectangular
matrix (N × k) of which the element values are only equal to 1, -1, or 0.

L = CΛCT (5.2)
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Note that k is the number of links connecting the decomposed matrices. Take the case of
two decomposed subsystems as an example, as shown in Fig. 5.1(b)(c), Λ has k negative
elements in diagonal, and C is composed of all-zero matrices and a small transformation
matrix Cs with size of (n1 + n2) × k. Cs can be regarded as two parts: the upper n1 rows
C(1)
s and the lower n2 rows C(2)

s ; every column of C(1)
s only has one element equal to -1,

and the other elements are equal to 0; while every column of C(2)
s only has one element

equal to 1, and the other elements are equal to 0.
Then the general formulation of the inverse matrix of G = Gd+L could be found based

on the Woodbury matrix identity [70]:

G−1 = (Gd + L)−1 = G−1
d − G−1

d CQCT G−1
d (5.3)

where:
Q = (Λ−1 + CT G−1

d C)−1 (5.4)

5.2.2 Improved LDE Computation Procedure

Although computing the matrix inversion G−1 directly could accelerate the simulation
process significantly when the the conductance matrix G does not change over the sim-
ulation duration, the storage and I/O cost increase dramatically when the power system
scale expands. Therefore, in this chapter, the LDE computation procedure is improved
accordingly.

The improved computational procedure is used to solve the matrix equations without
storing the inverted conductance matrix. The goal is to solve for the node voltages v:

Gv = ieq (5.5)

Applying the LDE matrix inversion:

v = G−1ieq = [G−1
d − G−1

d CQCT G−1
d ]ieq

= G−1
d ieq − G−1

d CQCT G−1
d ieq

= vDBM − G−1
d C(Λ−1 + CT G−1

d C)−1CT vDBM

(5.6)

where vDBM = G−1
d ieq is the solution of each decomposed subsystems. The matrix in-

version process of (Λ−1 + CT G−1
d C) can also be avoided to reduce the computational and

storage cost:

v = vDBM − G−1
d C(Λ−1 + CT G−1

d C)−1CT vDBM

= vDBM − G−1
d CvLDM

(5.7)

where vLDM is the solution of the matrix equation below:

(Λ−1 + CT G−1
d C)vLDM = CT vDBM (5.8)
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As stated in the matrix inversion procedure, C and CT matrix have very special features,
which make the computation of G−1

d C and CT vDBM simple without multiplication oper-
ations. Therefore, the improved LDE solver computation procedure can be executed as
follows:

1. compute G−1
d and vDBM = G−1

d ieq;

2. compute T = G−1
d C;

3. compute Λ−1 + CT T and solve vLDM ;

4. compute the final solution v = vDBM − TvLDM ;

Using the above improved LDE computation procedure, the storage cost can be dra-
matically reduced. For a N × N conductance matrix that is decomposed into m sub-
matrices with equal sizes, the storage cost of the improved LDE method is O[m(N/m)2 +

k2] = O(N2/m+ k2), which is reduced nearly m times over the original LDE method. Al-
though the storage is still large compared to the sparse LU factorization based solvers, the
benefits of the fast solution process can be reflected within a certain power system scale.

5.3 Hierarchical LDE Method

From the above procedure it can be observed that the computation of G−1
d cannot be

avoided although the computation of G−1 is eliminated. Since only the diagonal block
matrices in G−1

d are non-zeros, the storage cost can be reduced significantly. However,
for large-scale power systems, the conductance matrix could not be decomposed in a fine-
grained fashion because such decomposition will result in a large Λ matrix that is not ben-
eficial to the overall performance. Therefore, the LDE decomposition will generate large
block matrices in Gd even after decomposition, which makes the computation of G−1

d also
costly.

Fortunately, the LDE method is essentially a matrix inversion method, which is able to
accelerate the matrix inversion process of the block matrices in Gd. This means, although
the LDE matrix inversion is not used in the improved computation procedure, it can also
be used to compute G−1

d , and this application of LDE method is just to decompose the sub-
systems into further sub-subsystems. Based on this, the multi-level LDE decomposition is
proposed, which is called “hierarchical LDE (H-LDE) method”.

5.3.1 Multi-Level LDE Decomposition

When the decomposed subsystems also have relatively large scales, computing the inver-
sion of block matrices in Gd still requires a lot of compute effort. In the H-LDE decom-
position, the computation of G−1

d could be executed based on the second or even higher
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level LDE decomposition to reduce the computational latency. Thus the application of
LDE method could be extended to simulate power systems in a hierarchical manner:

1. decompose the whole system into subsystems for the first-level LDE decomposition,
and solve the unknown state-variables using the improved LDE computation proce-
dure;

2. if the sizes of decomposed subsystems are still large, decompose the subsystems into
small sub-subsystems for the second-level LDE decomposition; else, calculate the
inversion of the decomposed block matrices directly;

3. if the second-level decomposition still has room for deeper decomposition, then the
third or even higher level decompositions could be exploited to increase the paral-
lelism and accelerate the overall execution.

The improved LDE computation procedure is applied for the first level LDE decom-
position to reduce the storage and computation cost, because there is no need to compute
the inversion of the whole matrix; however, the second or higher level LDE decomposition
should be computed using the original LDE matrix inversion procedure, because the goal
of multi-level LDE decomposition is to obtain G−1

d quickly, which could not be avoided.

5.3.2 Computational Complexity Analysis of Hierarchical LDE

Assume the complexity of inverting a N ×N matrix is O(N3) based on the Gauss-Jordan
method. Then the original LDE method has a complexity of O[N3

j + k3], where Nj is the
maximum size of the decomposed block matrices, and k is the number of links connect-
ing these decomposed subsystems (SSs). However, this is not applicable for the H-LDE
method, because complexity of computing G−1

d should be re-evaluated. Assume that there
are r levels of LDE decomposition in total, and the decomposed subsystems nearly have
the same size while the number of links between the decomposed sub-subsystems are also
the same for the decomposition of different subsystems. This assumption may be not rig-
orous, but considering that the power system topology is not dense and the connections
are relatively distributed on average, this assumption is just an approximation and makes
sense in the complexity analysis. As shown in Fig. 5.2, after the ith-level decomposition,
there are m(i) subsystems decomposed from each subsystem located on the upper level in
Fig. 5.2, and each decomposed subsystem contains N(i) nodes with total k(i) links connect-
ing these subsystems. The relationship between N(i) and m(i) are:

N(i−1) = m(i)N(i) (5.9)

N = m(1)N(1) = ... = (

i∏
1

m(i))N(i) (5.10)
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Figure 5.2: Demonstration of hierarchical LDE decomposition.

The actual parallelism applied for different level depends on the parallel capabilities of
the hardware platform, which greatly impacts the computational complexity. Therefore,
the complexity analysis should be performed in two cases for each level: parallel case and
sequential case.

Parallel Case: In this case, the matrix inversion processes for each block matrix are com-
puted in parallel. If the m(i) decomposed block matrices after the i(th)-level LDE decom-
position can be computed in parallel, then the computational time for each subsystem in
(i− 1)(th)-level that are decomposed into m(i) subsystems has the computational complex-
ity of:

O[fp(N(i−1), k(i−1))] = O[f(N(i), k(i)) + k(i)
3 + tp(i)], i < r (5.11)

O[fp(N(r−1), k(r−1))] = O[N3
(r) + k(r)

3 + tp(r)], i = r (5.12)

where f(N(i), k(i)) is the computational complexity for the (i)th-level decomposed subsys-
tems: f = fp if the (i)th-level can also be computed in parallel, else f = fs. tp(i) denotes
the overhead of launching the ith level threads for parallel computation, which cannot be
neglected and can even be the dominant part of the overall cost when i is large. Because
generally the performance will slow down for the higher level parallel computation in the
nested parallelism of the compute platforms such as the GPU.

Sequential Case: In this case, the the matrix inversion processes can only be computed
in sequential, which makes the computational time for each subsystem in (i − 1)(th)-level
after the i(th)-level LDE decomposition has the computational complexity of:

O[fs(N(i−1), k(i−1))] = O[m(i)fs(N(i), k(i)) + k(i)
3] (5.13)
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Figure 5.3: Recursive complexity analysis of the hierarchical LDE decomposition.

O[fs(N(r−1), k(r−1))] = O[m(r)N
3
(r) + k(r)

3], i = r (5.14)

Here, the inversion of m(i) decomposed block matrices is computed in sequential, and
in this chapter, if the (i − 1)(th)-level could not be parallelized, then the i(th)-level could
only be computed in sequential. Then the total complexity O[f(N(0), k(0))] actually can
be obtained in a recursive way, as illustrated in Fig 5.3, assuming the (1 ∼ q − 1)th level
computation is parallelized and (q ∼ r)th level computation is sequential.

The complexity of computing the qth level block matrix inversion is given as:

O[fs(N(q), k(q))] = O[N3
(r)

r∏
i=q+1

m(i) +

r∑
j=q+1

(

j−1∏
p=q+1

m(p))k
3
(j)] (5.15)

When j = q + 1, let
∏j−1

p=q+1m(p) = 1. Then the total complexity of the hierarchical LDE
method is given as:

O[f(N(0), k(0))] = O[fs(N(q), k(q)) +

q∑
i=1

(k3(i) + tp(i))] (5.16)

For pure parallel H-LDE, q = r, then the overall computational complexity becomes:

O[fp(N(0), k(0))] = O[N3
(r) +

r∑
i=1

(k3(i) + tp(i))] (5.17)
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For pure sequential H-LDE, q = 0, then the overall computational complexity becomes:

O[fs(N(0), k(0))] = O[N3
(r)

r∏
i=1

m(i) +

r∑
j=1

(

j−1∏
p=1

m(p))k
3
(j)] (5.18)

where
∏0

p=1m(p) = 1. Note that (5.16)-(5.18) are only the approximation and ideal re-
sults of complexity analysis, but they can still be used to guide the specific decomposition
configuration given a power system case at hand.

5.3.3 Specific Decomposition Principles

Based on the complexity analysis, the number of decomposition levels and the number
of decomposed subsystems in each level can be evaluated given a specific power system
topology and parallel platform. Generally, two decomposition principles are proposed to
improve the decomposition performance.

Principle 1: In the (i = 1 ∼ r − 1)th level, make the number of connecting links k(i) to
be smaller than the size of the decomposed subsystems N(i); and in the rth level, make a
balance between k(r) and N(r).

This principle is inspired by (5.11)-(5.14), as can be seen that if k(i) > N(i) in the (i =

1 ∼ r− 1)th level, then O[k3(i)] will be the dominant part of the complexity no matter in the
parallel case or sequential case, which means, there is no need to perform a higher level
decomposition. And in the rth level, the balance should be made between k(r) and N(r)

because it is the last level and should make sure that O[f(N(r−1), k(r−1))] is minimized, just
like the one-level traditional LDE method.

Principle 2: The launching of a higher level should achieve a lower computation time
but not result in a larger latency, that is, for parallel computing:

O[f(N(i), k(i)) + k(i)
3 + tp(i)] < O[N3

(i−1)] (5.19)

where tp(i) contains the overhead of launching child kernels for parallel computation as
well as the latency of synchronization between the kernels. And for sequential computing:

O[m(i)fs(N(i), k(i)) + k(i)
3] < O[N3

(i−1)] (5.20)

This principle is used to judge whether a deeper decomposition is required, because
the common parallel platforms such as GPU have limited capabilities of parallelism and
the overhead of launching child kernels is significant. For sequential computation, the
decomposition should also make sure the sum of latencies for each subsystem computation
is smaller than the latency without decomposition. For example, when decomposing a
60×60 block matrix into three 20×20 block matrices for sequential computing, it should
be guaranteed that 3 × t20 + tk20 < t60, where t20 denotes the latency of computing the
inversion of a 20×20 block matrix, and tk20 denotes the latency of computing the Q matrix
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Figure 5.4: Diagram of the IEEE 118-Bus test power system.

with size of k × k and correcting the block matrices with the Q matrix. Practically, the
latency of computing a matrix inversion given a specific size can be evaluated in advance,
then the decision can be made on whether a deeper decomposition is necessary or not.

5.4 CPU-Based Sequential and GPU-Based Parallel Implementa-
tion

The dynamic parallelism feature [51] of GPUs enables nested kernel function execution,
which is suitable for the H-LDE decomposition architecture. In this section, both the CPU-
based sequential and GPU-based parallel implementation of the IEEE 118-bus [69] test
system is described for demonstration.

5.4.1 Sequential and Parallel Configuration

The IEEE 118-bus power system [69] shown in Fig. 5.4 is chosen as the test system to show
the application of the proposed H-LDE method, which contains 118 buses, 54 generators,
177 lines, 9 transformers, and 91 loads. The equivalent network topology is illustrated in
Fig. 5.5, where the bus number is shown on each node. The power equipment models
are the same as those in PSCAD/EMTDC� [12]. For sequential H-LDE computation, let
r = 4, q = 0, which means there are 4 level of LDE decomposition applied. The reason of
choosing r = 4 is explained in the following part, and when the system scale increases, the
level of LDE decomposition can increase to achieve the optimal performance.

For parallel implementation, the dynamic parallelism feature [51] of GPUs is utilized.
The dynamic parallelism enables the kernel function to create new kernel functions on the
GPU device dynamically. For example, the grid A that is a collection of several parallel
threads is the first-level parallelism, in which every thread launches a new grid B. Grid A
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is called a “parent” grid, and the one launched by it is called “child” grid. Launching a set
of new “child” grids also introduces a considerable cost including the latency of launching
kernels and synchronizing these kernels. Therefore, if the child kernels do not extract
much parallelism and there is not much benefit against their non-parallel counterparts,
then the little benefit may be canceled out by the child kernel launching overheads. As
an example, we use r = 4, q = 2 for parallel H-LDE computation of the 118-bus power
system, which means there are 4 levels of LDE decomposition in total and the first two
levels are computed using the GPU dynamic parallelism, while the 3rd and 4th level are
computed sequentially.

5.4.2 Test System Decomposition

Following the two principles proposed in Section 5.3.3, the 4-level H-LDE decomposition
is shown in Fig. 5.5. The partition lines are highlighted in different line types for different
levels, and the number shown besides a partition line denotes the number of links connect-
ing the decomposed subsystems, that is, k(i). Note that this chapter only shows a specific
partition, which may not be the optimal solution.

First-Level: As shown in Fig. 5.5, in the 1st level decomposition, the 118-bus is decom-
posed into four subsystems: SS-1, SS-2, SS-3 and SS-4 with sizes of 30, 30, 28 and 30 respec-
tively. The number of links connecting the decomposed subsystems is 15, which means
the size of Q matrix is k(1) = 15. This decomposition follows the Principle 1, making
k(1) < N(1), then after the inversion of the 30 × 30 and 28 × 28 matrices is computed in
sequential or parallel, G−1

d is obtained, and finally the improved LDE solver procedure
(5.7) can be applied to solve the unknown state variables, which is extremely simple and
can achieve a good speed-up.

Second-Level: The 2nd ∼ 4th-level decomposition is applied to compute the inversion of
the SS-1, SS-2, SS-3 and SS-4 conductance matrices, therefore, the actual computation se-
quence is performed as a bottom-up pattern, from the 4th-level to the 2nd-level. Taking SS-1
as an example, the 30 nodes are decomposed into two subsystems with the block matrix
size of 15×15. This is also decomposed following Principle 1, making k(2) < N(2). For paral-
lel computing, as instructed by Principle 2, the overhead of launching the second-level par-
allelism should be smaller than the benefit from parallel computation of the block matrices
inversions. We can see that k(2) = 6 and N(2) = 15, which could meet the requirement (5.19)
through experimental results; that means the second-level decomposition could benefit
from the parallel computation using a small linking-domain matrix. For sequential com-
puting, the second-level decomposition could obviously achieve larger speed-ups since
computing the 30 × 30 matrix inversion involves much more computational efforts than
computing two 15×15 matrices inversions. The second-level decomposition for SS-2, SS-3
and SS-4 has the same logic and procedure.

Third-Level: The third level block matrix inversion is computed in sequential as config-
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sition with a 4-level H-LDE decomposition.

ured in Section 5.3.2, which means that the decomposition should take the actual comput-
ing latency of the matrix inversion with a specific size into consideration. For example, the
15× 15 block matrix is decomposed into two block matrices with sizes of 8× 8 and 7× 7,
and based on Principle 2, the decomposition should satisfy t8 + t7 + tk3 < t15, where tx

denotes the latency of computing the inversion of a x×x block matrix, and tk3 denotes the
latency of computing the inversion of the generated Q matrix and correct the block matrix
with the Q matrix. Since in this partition k(3) = 5 for the worst case, it can be verified on
the implemented computing platform (both CPU and GPU) that the requirements can be
satisfied.

Fourth-Level: The final level decomposition follows the same logic as the third level
decomposition, but as indicated in Principle 1, it should also make the balance between
k(4) and N(4). In fact, this principle is not very rigorous, and in this case, N(4) = 4 or 3, k(4)
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is also equal to or smaller than 3.
Fifth or Higher Level: From Fig. 5.5 it can be seen that for N(4) = 4 or 3, making a

higher level LDE decomposition is not necessary. Because computing the inverse of a 4×4

matrix does not involve much overhead, and if it is decomposed into smaller matrices,
computing smaller matrix inversions and correcting them with the Q matrix will introduce
extra latencies, which are larger than the benefit of decomposition and simply violate the
Principle 2.

From the above multi-level decomposition configurations, it can be observed that the
maximum matrix that is actually required to be inverted is 4×4 for block matrices and 6×6

for Q matrices (k(2) = 6). The 15 × 15 Q matrix (k(1) = 15) is not required to be inverted
due to the proposed improved LDE computation procedure (5.7); the 30 × 30 and 28 × 28

block matrices inversions are actually assembled using the inverted 4 × 4 and 3 × 3 block
matrices of the 4th-level decomposition, as shown in Fig. 5.6. Therefore, the computational
effort of H-LDE is greatly reduced compared to the original LDE method that computes
the 30× 30 and 28× 28 block matrices inversions directly.

5.5 Simulation Results and Verification

In this section, the matrix equations of the IEEE 39, 57, 118, and 300 bus benchmark test
power systems [83] and the auto-generated 400/500/600-bus power systems are solved
using the H-LDE method, and the speed-ups are evaluated on both the Intel� i5-7300HQ
2.GHZ CPU with 8G RAM and the NVIDIA� Tesla V100 GPU platform with 5012 cores
[82] by comparing with the Gauss-Jordan method, original LDE method, LU factorization
with Gauss’s algorithm [5] and KLU sparse matrix equation solution [79] method.

5.5.1 Speed-Up of GPU-Based Parallel H-LDE Computation

The performance evaluation of GPU-based parallel H-LDE computation is separated from
the CPU-based sequential computation, because they have different orders of magnitude
in latencies and different application contexts. In this case, the conductance is regarded as
changeable during simulation, therefore, the Gauss-Jordan (GJ) method is chosen as the
base, since the pure LU factorization without re-ordering has a slightly larger complexity
for a changeable conductance matrix and could not expose much parallelism possibilities
compared to the GJ method. The matrix equation solver latency of the proposed H-LDE
method is compared with the traditional Gauss-Jordan (GJ), Schur Complement (SC) and
original LDE (O-LDE) method. In this chapter, 2-level dynamic parallelism is exploited:
the computation procedure of the GJ method could be not expose much parallelism, al-
though some rows and columns of the pivoting or reduction operations can be computed
in parallel; the matrix inversion of the block matrices generated by the SC and O-LDE
method could be computed in parallel for the first level parallelism, but the application
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Figure 5.7: GPU-based computational time comparison between the SC, O-LDE and H-
LDE method under different numbers of decomposed subsystems and different decompo-
sition levels (Latencies of 5000 time-steps of matrix equation solution).

of the second level parallelism for computing the decomposed block matrices in parallel
should be evaluated for different sizes of the block matrices due to the overhead of launch-
ing child kernels. For the H-LDE method, the 4-level decomposition and 2-level dynamic
parallelism are already described in Section 5.4.2. Note that since the history item updat-
ing also occupies a considerable time for each power equipment, in this comparison, only
the matrix equation solution time is recorded and compared.

The computational latencies under different number of decomposed subsystems for SC
and O-LDE, and under different levels of H-LDE are shown in Fig. 5.7. Note that the GJ
method was selected as the base, which is not shown in the figure. The time-step size is
set at 20μs, and 5000 steps of matrix equation solution latency in total was recorded. From
Fig. 5.7 we can see that the SC and O-LDE method can achieve their maximum speed-ups
over the GJ method when mss reaches to 5 and 6 respectively. That is their full potential
because they are both one-level decomposition methods. However, H-LDE could achieve
the maximum speed-up of 36.1 over the GJ method at fourth level (4-L), nearly 2 times of
performance over the original LDE method, which is quite significant.

Besides, it can also be observed that as the number of levels increases, the improvement
of speed-up slows down, which means that the hierarchical LDE could only divide the
topology with a certain number of levels to achieve the maximum performance, and when
r is greater than that number, the performance will slow down, as analyzed in Section
5.3.3.
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5.5.2 Speed-Up of CPU-Based Sequential H-LDE Computation

The sequential computation is commonly used in EMT power system simulators, and in
this case, the IEEE 39, 57, 118, and 300-bus benchmark test power systems are evaluated
using the H-LDE method. To extend the system scale, the 400, 500 and 600-bus topolo-
gies are also generated using the randomized link generation with the row density of 4,
which is in the typical row density range of power system conductance matrices [79]. Typ-
ically, there are two types of circuits that may influence the selection of proper solvers:
circuit with constant conductance matrix, such as the IEEE 118-bus system; circuit with
changeable conductance matrix, such as the AC power system with switches installed or
the multilevel modular converter (MMC) circuit in AC/DC grids. All of the IEEE bench-
mark AC test power systems have constant conductance matrices, in this chapter, to obtain
a changeable conductance matrix, several time-varying loads are installed in the power
system. For example, in the IEEE 118-bus power system, the original consumed active and
reactive power of the load on Bus 3 are 0.414pu and 0.1062pu; in this case study, the con-
sumed power is changing from [0.8-1.2] times of the original load every 1ms, that is, every
50 time-steps with the 20μs time-step size.

Constant Conductance Matrix. For a constant conductance matrix, the LU factoriza-
tion and KLU sparse solver have obvious advantages over the GJ method, since the L and
U matrices can be computed in advance, and in the subsequent time slots solving LUx = b
can be simplified into the forward and backward substitution: solving Ly = b and Ux = y.
Similarly, the corresponding matrices (G−1

d , C, and Q = (Λ−1 + CT G−1
d C)−1) in the H-

LDE method (5.6) can also be obtained in advance. Note that in this case, the procedures
(5.7)(5.8) are not required since they are targeting reducing the computational effort for a
changing Q matrix but not reducing the storage cost. Therefore, for a constant conductance
matrix, the H-LDE can be executed as:

v = [G−1
d − G−1

d CQCT G−1
d ]ieq

= G−1
d ieq − G−1

d CQCT G−1
d ieq

= vDBM − (G−1
d C)Q(CT vDBM )

(5.21)

In this process, only the matrix multiplication operations are required, and since G−1
d is a

block diagonal matrix, and C only contains a small number of 1/-1 elements with the rest
of 0 elements, the computation of each time-step will be extremely fast. And compared
to storing the entire matrix inversion, the storage cost is also reduced a lot, as analyzed in
Section 5.2.2.

The computational latencies (ms) of different test power systems are shown in Table 5.1,
the duration of simulation is 0.1s, which is 5000 steps with 20μs time-step size. Note that
the latency is the pure matrix equation solution latency without the power equipment cir-
cuit and history item updating latency involved for a pure comparison of different compu-
tational methods. In this case, the matrix input format for the KLU program is transferred
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Table 5.1: Computational Latency of 5000 Steps with Constant Matrix
Scale LU KLU H-LDE Sp-LU Sp-KLU

39-bus 12 ms 12 ms 4 ms 3.00 3.00
57-bus 24 ms 23 ms 9 ms 2.67 2.56

118-bus 94 ms 59 ms 26 ms 3.62 2.27
300-bus 591 ms 161 ms 150 ms 3.94 1.07
400-bus 1,024 ms 249 ms 237 ms 4.32 1.05
500-bus 1,638 ms 298 ms 396 ms 4.14 0.75
600-bus 2,549 ms 361 ms 707 ms 3.61 0.51

Sp-LU: H-LDE speed-up over LU factorization with Gauss’s algorithm;
Sp-KLU: H-LDE speed-up over KLU.

into column compressed format in advance [79]. As can be observed in the results, the
computation latency of the H-LDE method is always lower than the LU factorization with
Gauss’s algorithm in the 600-node system scale, because without the re-ordering and piv-
oting techniques involved, the generated L+U matrix is a dense matrix and thus requires
more computational effort compared to the simple multiplication operations in H-LDE.

However, since the sparse techniques are included in the KLU package, the H-LDE
shows less scalability than KLU due to the sparsity of the generated L+U matrix. When
the system scale is smaller 400-bus, H-LDE can achieve lower computation latencies; but
when the system scale increases larger, the decomposed block matrix sizes increase, and
then the influence of large storage and I/O cost could not be omitted, although the H-LDE
method requires much less storage than the original LDE method. The scalability of H-
LDE on different processors with different RAM sizes may be different, but this result at
least shows that the H-LDE method can only achieve lower latencies than the sparse LU
methods such as the KLU method within a certain system scale.

Changeable Conductance Matrix. For a changeable conductance matrix, the entire
H-LDE computation procedure (5.6)(5.7)(5.8) is required; for example, the maximum size
of matrix equation to be solved in the IEEE 118-bus configuration is 15 × 15 in solving
(5.8), and the maximum size of matrix to be inverted is 6× 6 as discussed in Section 5.4.2,
which are much smaller than the 118× 118 conductance matrix. Besides, if only the values
of matrix elements change but the node connections do not change (that is, the non-zero
elements locations do no change), the computation of the H-LDE method can also be accel-
erated a lot like the KLU method. The pre-processing of KLU including the permutation to
block triangular form (BTF) and fill-reducing ordering could be reused for each time-step
due to the same matrix pattern; and the H-LDE can hold the same multi-level partition
at each time-step, which means the structure of assembling the high-level small inverted
block matrices remains the same.

The computational latencies of 5000 time-steps of different test power systems are
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Table 5.2: Computational Latency (ms) of 5000 Steps with Changeable Matrix
Scale LU KLU H-LDE Sp-LU Sp-KLU

39-bus 74 ms 138 ms 31 ms 2.39 4.45
57-bus 196 ms 339 ms 90 ms 2.18 3.77
118-bus 1,379 ms 953 ms 331 ms 4.17 2.88
300-bus 19,808 ms 2,536 ms 1,371 ms 14.45 1.85
400-bus 37,814 ms 3,493 ms 2,476 ms 15.27 1.41
500-bus 89,133 ms 4,538 ms 5,702 ms 15.63 0.80
600-bus 218,758 ms 5,101 ms 13,115 ms 16.68 0.39

shown in Table 5.2, the H-LDE speed-up over the LU factorization without sparse tech-
niques involved is increasing as the system scale increases, which shows that the H-LDE
method is more scalable than the pure LU factorization. For the KLU, since the pre-
processing procedures are involved, it could not obtain good performance in the small
scale system. But as the fill-in reducing algorithms are applied, the generated L+U ma-
trix is still a sparse matrix and thus the method can scale very well when the system scale
expands. For the H-LDE method, the computational procedure for computing the block
matrices inversions can be significantly accelerated, and thus within the 400-bus system
scale it can even achieve lower latencies than the sparse KLU method. It can be expected
that if the CPU multi-core parallel architecture is utilized, the block matrices inversions can
be computed in parallel to achieve a faster speed. Therefore, although sparse techniques
are suitable for large-scale circuit simulation, the H-LDE method can also be applied for
the fast and parallel EMT power system simulation within a certain power system scale.

5.6 Summary

In this chapter, the capability of LDE method is fully exploited by the proposed hierar-
chical LDE (H-LDE) method. First, the LDE computation procedure is improved to avoid
storing the entire inverted conductance matrix to reduce the storage cost. Based on this,
the detailed decomposition configuration for a specific number of decomposition levels is
presented. Then, the complexity of H-LDE decomposition is analyzed, based on which the
two decomposition principles are proposed to improve the decomposition performance.
Based on the proposed decomposition principles, the IEEE 118-bus test power system is
decomposed into four levels to demonstrate the application of the H-LDE method. The
simulation results and speed-ups over the original LDE method, the classical LU factoriza-
tion and the KLU sparse matrix equation solvers show that the proposed H-LDE method
could achieve a lower latency in the 400-bus level power system. Therefore, the H-LDE
method can be applied for the fast and parallel power system circuit simulation within a
certain power system scale.
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Real-Time Co-Emulation Framework for

EMT-Based Power System and
Communication Network on FPGA-MPSoC

Hardware Architecture

With the expansion of smart grid infrastructure world-wide, modeling the interaction be-
tween power systems and communication networks becomes paramount and has created
a new challenge of co-simulating the two domains before commissioning. Existing co-
simulation methods mostly concentrate on the off-line software-level interface design to
synchronize messages between the simulators of both domains. Instead of simulating in
software with a large latency, this chapter proposes a novel real-time co-emulation (RTCE)
framework on FPGA-MPSoC based hardware architecture for a more practical emulation
of real-world cyber-physical systems. The discrete-time based power system electromag-
netic transient (EMT) emulation is executed in programmable hardware units so that the
transient-level behaviour can be captured in real-time, while the discrete-event based com-
munication network emulation is modeled in abstraction-level or directly executed on the
hardware PHY and network ports of the FPGA-MPSoC platform, which can perform the
communication networking in real-time. The data exchange between two domains is han-
dled within each platform with an extremely low latency, which is sufficiently fast for
real-time interaction; and the multi-board scheme is deployed to practically emulate the
communication between different power system areas. The hardware resource cost and
emulation latency for the test system and case studies are evaluated to demonstrate the
validity and effectiveness of the proposed RTCE framework.

82
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6.1 Introduction

With the innovations in electric power grids and information and communication tech-
nologies (ICT), the traditional power systems are evolving into complex cyber-physical
systems (CPS), which increasingly leverages the capabilities of data communication and
computation to enhance the flexibility of power transfer [6] in the smart grid (SG). One
major concern in smart grid research is to simulate the entire behavior of the system to ad-
equately evaluate the influence of the interplay between digital world and physical equip-
ment. However, since the power system and communication network have distinctly dif-
ferent working principles and simulation tools, simulating the entire behavior of the two
domains (so-called co-simulation) is quite challenging [6, 43].

Various co-simulation frameworks have been proposed in the recent past since the first
interface for the PSCAD/EMTDC� simulator [36] to integrate an agent-based distributed
application into the simulation was developed. Most of these works are not to design a
complete simulator that could finish all required functions in one software package but
attempt interfacing two existing simulators of each domain, because there are already
various mature power system and communication network simulators available. Unfor-
tunately, there does not exist universally accepted interfaces for data exchange between
simulators of the two domains due to their different working principles or even oper-
ation systems. Thus, the main concern of these co-simulator frameworks [37–42] is to
properly handle data exchange and synchronization for related events in both domains at
runtime. Most co-simulators mainly distinguish from each other by the type of power sys-
tem/communication network simulators used, the methods applied for synchronization,
and the application scenarios. For example, EPOCHS [40] is mainly used for wide area
monitoring, which uses PSCAD/EMTDC� and PSLF� for power system simulation, and
NS-2 for communication network simulation; the periodic synchronization mechanism is
adopted. GECO [41] interfaces the power system simulator PSLF� and network simulator
NS-2, and the synchronization is based on a global event driven on-demand mechanism.
INSPIRE [42] uses dynamic synchronization points for the interfacing of DigSilent� and
OPNET simulators. In [84] the Matlab and C++ based platforms are applied for power
system and cyber system simulation respectively, and the how a cyber-contingency affects
power system operations was investigated. The co-simulation platform presented in [85]
was implemented based on OPAL-RT� real-time simulator and Riverbed Modeler to ex-
amine the power grid vulnerabilities to cyber-physical attacks.

However, the performance of the software-based simulators is relatively low compared
with actual power and communication network devices even without taking the data ex-
change and synchronization time between two simulators into account. If the electromag-
netic transient (EMT) is concerned, the simulation process will be extremely slow due to
the small time-step size and massive synchronization requirements. It is therefore diffi-
cult to practically simulate and test the adequacy of manufactured protection and control
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equipment responding to potential damage created by transient events in real-time. Al-
though the real-time power system simulation approaches have been extensively studied
in past works, the real-time co-simulation of power system and communication network
has rarely been investigated. In [86] and [87], the real-time co-simulation frameworks were
discussed. Similar with the other software-based co-simulators, in these two works, the
interface design and synchronization scheme are still the main concerns. To achieve real-
time power system simulation, the commercial simulator RT-LAB� was utilized; thus the
implementation details of the entire co-simulator are absent. In [88] and [89], the hybrid
hardware and software platforms are applied: the communication network simulation ran
on the OPNET software simulator on PC computers, while the real-time power system
simulation was conducted on the RTDS� hardware simulator. The interface design be-
tween the two different platforms (dedicated hardware and PC software) is even more
complicated with loss of generality.

Different from the pure software-based or hybrid hardware and software based co-
simulation discussed above, there is no relevant work available for the more practical hard-
ware based co-emulation on FPGAs, due to the complexity and specificity of the cyber
physical power system and FPGA/MPSoC platforms. Although the FPGA-MPSoC plat-
form that enables flexible programmability and highly paralleled computing environment
has been used in multi-rate mixed-solver [50], it was purely applied for power system
EMT simulation and no communication networks were involved. If the entire resources
including the fast and parallel computation capabilities of programmable logics and soft-
processors, and the physical ethernet network ports could be leveraged for the co-emulation
of the power system and communication network, it can be expected that the testing and
evaluation process of cyber-physical energy systems would be more practical and be ac-
celerated significantly.

Based on the above observations, this work proposes a real-time co-emulation (RTCE)
framework executed on hardware FPGA-MPSoC platform instead of interfacing two soft-
ware based simulators. To the best of our knowledge, this is the first work that conducts
real-time co-emulation on hybrid FPGA-MPSoC hardware platform. In this work, the en-
tire hardware architecture and implementation details for co-emulating the power system
and communication network are given, which utilize all the programmable logics, soft-
processor and networking port resources on the FPGA and MPSoC platform, and provide
a new vision of co-emulation of emerging cyber-physical systems. The advantages and
features of the proposed real-time co-emulator are as follows:

1. Power system EMT emulation is carried out on programmable hardware units so
that transients can be captured in real-time;

2. Communication network emulation is modeled in abstraction for transmission-level
networking and directly conducted on real-world physical ports to form the function-
level networking;
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3. Power system and communication network emulation modules are embedded within
each FPGA/MPSoC board so that the data exchange and synchronization between
the two domains are sufficiently fast for real-time interaction;

4. System monitoring and control applications are executed within the soft processors
of FPGA-MPSoC platform so that the system control can be programmed flexibly
to respond to the physical system events such as overcurrents or communication
breakdown such as link failures.

Based on the above advantages, the proposed RTCE framework can achieve real-time
co-emulation of power system and communication network, which resembles a real-world
cyber-physical system. The IEEE 39-bus system is chosen as the test case emulated on the
hybrid FPGA-MPSoC hardware platform, and the real-time emulation results are captured
for the overcurrent and communication link failure case studies.

6.2 Co-simulation Background

In general, simulation plays an important role in design and test of both power system
and communication networks. Power system simulation is mainly used for system plan-
ning and operating, while the network simulation is mainly used for developing and test-
ing new architecture or protocols. This section introduces the basic concepts and com-
monly used methods in both simulation domains, and then presents the main challenges
of power-communication co-simulation.

6.2.1 Power System Simulation

The power system simulation methods can be classified into two categories: steady-state
simulation and continuous-time simulation. Steady-state simulation is mainly used for
power flow calculation, which uses large time steps (typically seconds/minutes) and is not
able to capture the transient dynamics. Continuous-time simulation is commonly used to
capture the transient behaviour through continuous time model, which requires solving
the system equations within a very small time-step (typically at microsecond level). Since
in most cases co-simulation is used to analyze the impact of short-term communication
failure or the instant response of system control, continuous-time simulation is mainly
applied for dynamic power system simulation and therefore is the main focus of this work.

In EMT simulation, each power equipment can be modeled into an equivalent circuit
using basic power elements such as the resistor, capacitor and current source. Then the
whole power system can be described using a set of differential equations obtained by
gathering all the power equipment models and applying circuit laws, where the state vari-
ables of differential equations are to be solved. The numerical integration algorithms such
as Trapezoidal Rule and Backward Euler methods are usually applied to those differential
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equations to solve the state variables within each discrete time-step. Therefore, the EMT
power system simulation is discrete-time based simulation, and a small time-step size (typ-
ically at microsecond level) is always required to capture the transient level behaviours.

6.2.2 Communication Network Simulation

Different from power systems, the elements in communication networks are modeled not
based on physical principles but on their functionality, and thus there are no differential
equations or matrix equations to be solved. Instead, the components in communication
networks simply receive, modify and send data packets, and thus the process of each net-
work element is always modeled into a sequence of discrete events that occur unevenly
in time, where each event represents an operation of packet processing or transmission.
In this context, the communication network simulator refers to a program running on
software or hardware to simulate the behaviour of a user-defined network topology, and
each node in the simulator executes the packet processing procedure similar to real-world
equipment.

The basic network component in the cyber-physical power system is the sampling and
reporting device, or a smart meter, which is responsible to measure the electrical values of
the power system and report the measurements to the system controller. The phasor mea-
surement unit (PMU) [90] is a commonly used basic network component that is deployed
in each single process bus or substation model to measure the electrical quantities; and af-
ter sampling the data values it computes the corresponding phasor values and then reports
them to the phasor data concentrator (PDC), which is responsible to monitor a power area
and collects the measurements from the PMUs in the area. In fact, the main function of the
communication network is to provide a two-way communication between smart meters,
data concentrators and controllers to modify the related circuit parameters according to
the service requirements.

Over the past, many communication network simulators have been adopted in co-
simulation research, of which the representative examples are NS-2/NS-3, OMNeT++, OP-
NET, etc. NS-2/3 (from network simulator) is a series of discrete-event network simulators
that are primarily used in academic research. The network protocols such as TCP/UDP,
routing algorithms, multicast schemes are supported in this simulator, thus the traditional
network function can be well evaluated. For example, both NS-2 and NS-3 were used
in [91–95] for communication network modeling in the co-simulation. OMNeT++ is an
open-source discrete event based simulator for communication networks, which was used
to model smart grid in [96–98]. Different from NS-2/3 and OMNeT++, OPNET is a more
powerful discrete event network simulator mainly for commercial use, enabling abundant
network models such as wired networks, wireless networks and ad-hoc networks. OP-
NET offers a visual high-level user interface to access the C/C++ based blocks that are
used for different models and functions, which also enables users to customize network
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applications in multiple co-simulation approaches [99–101].

6.2.3 Co-Simulation
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Figure 6.1: Example of interaction between power system and communication network
simulation.

Power system and communication network co-simulation refers to simulating the power
system operations while taking the communication network layer into consideration, so
that the impact of interaction between the two domains can be evaluated and the entire
system features can be revealed. However, power system simulation is time-continuous
and the simulation proceeds step-by-step in discrete time, while the communication net-
work simulation is event-driven where the events are unevenly distributed in time. Thus,
the main challenge in co-simulation is how to interface the two domain simulators with
significantly different work principles.

The interaction between the two domains includes the sampling and reporting oper-
ations. The sampling operation refers to measuring and digitizing the values of the con-
cerned electrical quantities, which is also called domain-level synchronization, since it is used
to exchange the data of the two domain simulators. The domain-level synchronization
does not involves the network packet encapsulation, which is usually performed periodi-
cally at a constant sampling rate for a stable measurement. The reporting operation refers
to reporting the measured electrical values from a smart meter to a power area data con-
centrator, and from a data concentrator to the system controller. It is called the application-
level synchronization, since it is based on the network data packet and is handled within
the communication network domain for the application-level purpose. The application-
level synchronization contains a two-stage reporting. The representative approaches for
synchronization in each level are the periodic and on-demand methods: when applying
the periodic synchronization strategy, the reporting only happens at each synchroniza-
tion point; for the on-demand synchronization, the data-exchange is only initiated if an



Chapter 6. Real-Time Co-Emulation Framework for EMT-Based Power System and
Communication Network on FPGA-MPSoC Hardware Architecture 88

event of interest is detected, and under normal conditions the corresponding measure-
ment values are regarded as unchanged. An example is shown in Fig. 6.1, it can be seen
that the domain-level synchronization is performed at a constant sampling rate; while the
two stages of the application-level synchronization are performed using the periodic and
on-demand strategies respectively.

6.3 Proposed Real-Time Co-Emulation (RTCE) Framework

Based on the co-simulation background, this section describes the architecture and work
principles of the proposed hardware-based real-time co-emulator.

6.3.1 Motivation

To conclude from the state of the art, most leading research in this area is either built
on existing simulators or the development of a middleware to interface simulators from
the two domains; thus their performance is dramatically limited by the software envi-
ronment and achieving fast simulation for large-scale cyber-physical power systems be-
comes difficult. There comes an alternative strategy into mind that combines both pro-
grammability and high-speed computation: hardware-based co-emulation. Furthermore,
the real-time power system simulation has already been extensively carried on FPGA, and
communication network functions such as Ethernet, TCP/IP are also available as vendor
specific IP cores or soft-codes built on FPGA. The multiprocessor system-on-chip (MP-
SoC) [54] integrates the FPGA based programmable hardware logic and the ARM� based
multi-core processor systems within one platform, which enable complex embedded ap-
plications to be developed. So why not deploy FPGA-MPSoC platform for implementing
power-communication co-simulation? First, the FPGA has a large amount of hardware
programmable logic resources that can be customized by the engineer to achieve specific
functions; secondly, there are rich I/O transceivers in FPGA that enable several proto-
typing boards to be interconnected to extend the compute capability for real-time power
system EMT emulation or for emulating real communication network functions. In addi-
tion, the processors integrated on the FPGA chip (such as Microblaze processor in Xilinx�

FPGAs) or the additional ARM� based APU processors in the MPSoC board provide the
ability to develop monitor and control systems for the cyber-physical system. Thus in this
work, a real-time co-emulation (RTCE) framework based on an integrated FPGA-MPSoC
hardware platform is proposed to take advantage of the above mentioned features.

6.3.2 RTCE Hardware Architecture

The top-level architecture of RTCE framework is shown in Fig. 6.2, wherein the power
system EMT emulation and the communication network emulation are integrated on each
board. In power system domain, each board emulates a subsystem of the entire system,
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and emulation results are exchanged with connected boards in each time-step; and in com-
munication network domain, each board emulates the information networking between
the buses located in its emulated area. Instead of using the commonly used PMU and PDC
concepts, in this work, the concepts of transient measurement unit (TMU) and transient
data concentrator (TDC) are used, which is to emphasize that the measurement data is ob-
tained from the instantaneous transient level EMT power system simulation; based on the
transient level simulation results, the sampling operations of PMUs are more practically
emulated than using the results from steady-state equations. The TDC is responsible to
monitor the emulated subsystem and collect the measurements from the TMUs; TDC does
not have a global view and control applications of the whole power system, thus the super
TDC (STDC) is also modeled to receive messages from TDCs and compute the centralized
control strategies when detecting abnormal conditions. The corresponding TMU, TDC,
and STDC components are marked in Fig. 6.1.
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Figure 6.2: Demonstration of real-time co-emulation (RTCE) architecture on FPGA-MPSoC
platform.

Power system EMT emulation: For large power systems, it is difficult to emulate the
whole circuit topology in one board due to the requirements of huge amount of hardware
logic resources and memory. Thus, a common approach is to decompose the system into
several subsystems using the inherent latency of the widely distributed transmission lines,
and these decomposed subsystems can be allocated to different boards for parallel pro-
cessing. After the results are obtained in each time-step, they should be exchanged among
adjacent subsystems using fast data exchange path, as shown in Fig. 6.2. It is enough to use
light-weight communication such as the Xilinx� Aurora protocol for fast data exchange.
In EMT emulation, each subsystem can be abstracted into an equivalent circuit along with
a matrix equation to be solved, and transmission line data should also be calculated and
exchanged between the adjacent subsystems. Thus the power subsystem emulation can
divided be into three parts: equivalent circuit parameters updating, matrix equation solu-
tion and transmission line data updating, as illustrated in Fig. 6.2.
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Communication network emulation: Since each FPGA/MPSoC board has limited I/O
resources and soft-processors, it can only operate as one network device. However, the net-
work nodes (TMUs) in a smart grid can even have the same number as the buses, so it is
impossible to emulate all of the network nodes with bit-level details in hardware and ob-
tain the correct transmission parameters between each TMU and STDC. Thus in this work,
RTCE emulates the communication network with the two-level model: transmission-level
networking and function-level networking. The transmission-level networking is used to
model the end-to-end packet transmission characteristics such as delay and loss, while
the function-level networking is used to emulate the TDCs and model the specific net-
work functions or protocols such as Ethernet or TCP/IP. The transmission-level emulation
is inspired by work [102], which simply models individual network components such as
routers, hosts, links, and protocols with specific abstractions rather than completely imple-
menting all the details to avoid complex hardware-based networking executions that are
not concerned in power system analysis. In this work, the transmission-level networking
models all of the transmission characteristics between TMUs and TDCs and between TDCs
and STDC using parameters such as the link losses and delays, which can be obtained
through software simulators such as NS-2/3. The function-level networking is carried out
directly on the I/O resources of FPGA/MPSoC boards, because the physical coding sub-
layer (PCS) and media access controller (MAC) functions can be implemented using hard-
ware logic resources, and the Internet protocol (IP) or other upper network layer functions
(TCP, UDP, etc.) can run in the soft-processors (such as Xilinx� MicroBlaze) to handle the
complex control tasks such as routing, connection establishment and flow control.

As shown in Fig. 6.2, each TMU receives the measurement from power system em-
ulation as the sampling operation, and then sends the data packet to the corresponding
function-level TDC module via the transmission-level networking (TLN) module as the
reporting operation. Then the TDCs send data packets to the function-level STDC module
via the real-world communication link if detecting abnormal conditions, but still need to
pass the TLN module in the function-level networking to emulate the transmission process
between the TDC and STDC since TDCs/STDC are not directly connected in practical net-
work. Using this method, the specific network functionalities can be emulated to observe
the interaction between power and communication domains, while the detailed transmis-
sion processes between TMUs, TDCs and the STDC are simplified and abstracted as crucial
and practical transmission parameters.

Co-emulation: In each board, power system EMT emulation and communication net-
work emulation run concurrently. Thus, the data exchange and synchronization between
the two domains are simplified: the results of power system emulation in each bus and
each time-step can be output to the network emulation module directly without any de-
lays to emulate the sampling process of the TMU in a single process bus. That means, at
every hardware clock the results of the two domains can be exchanged within the FPGA
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logic. If the sampling rate is assigned practically, this data measuring process can also
be done for every specific time space. The TMU in each bus is connected with the TDC
via the TLN module to send measurement data packets periodically, and TDCs check the
received measurement data to find if there exists abnormal conditions; if some transients
are detected, the TDC will send messages to STDC for system control command. This
on-demand TDC-to-STDC reporting strategy could reduce the amount of generated data
packets and thus reduce the congestion of the communication network. The control com-
mand from the STDC that may change the circuit topology or other circuit parameters can
also be sent to the controllable power devices in the same way. TDCs can run in the soft-
processors of FPGA platform, but the system-level monitor and control of STDC should
run in the soft-processors of MPSoC platform because the soft-processors in the MPSoC
board have more computation resources and a higher clock frequency.
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platform.

6.4 Hardware Implementation of RTCE

To test and verify the advantages of the proposed RTCE framework, the IEEE 39-bus sys-
tem [57] is selected as the test system, as shown in Fig. 6.3(a). The test system is parti-
tioned into four areas, and TDCs are deployed in each area (at Bus 25, 24, 4, 9 respectively)
to accumulate the measurements from each bus and inform the STDC deployed in area 2
(at Bus 24) if detecting abnormal conditions. The hardware RTCE emulator is developed
to co-emulate the test system in real-time. As shown in Fig. 6.3 (b), there are 3 Xilinx�

VCU118/VCU128 FPGA boards and 1 Xilinx� ZCU102 MPSoC board used in this emula-
tor, which emulate the partitioned four areas concurrently. The communication network
links between RJ-45 ports of each board are connected via a switch, while the fast data
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exchange links for power system emulation are connected on the SFP/SFP+ ports via the
10G optical fiber. The detailed hardware block design in each board is shown in Fig. 6.4.

6.4.1 Multi-Board EMT Emulation

In this work, the applied power equipment models (synchronous machine, power trans-
former, transmission line and loads, etc.) are just the same as those of PSCAD/EMTDC�

[12] for verification. For real-time multi-board EMT emulation, the power system is usu-
ally partitioned by the long transmission lines. Then the fast data exchange path is re-
quired to exchange the transmission line model data among adjacent subsystems. In this
work, the lightweight communication module is used: Xilinx� 64-bit Aurora core. Instead
of using the complex communication functionalities such as the Ethernet protocol, the sim-
ple high-speed Aurora communication core enables direct data transfer through different
types of transceivers on FPGA/MPSoC boards with up to 10Gb/s speed.

To interact with the communication networking emulation, the abnormal condition
detection is the prerequisite to determine the data packets generation. State estimator is
usually used to predict the next state variable values and be compared with the real value
to determine if the system is running in control. For transient-level analysis of this work,
the local truncation error (LTE) is used to estimate the perturbation, and the abnormal
condition is found once the LTE or the measured current and voltage exceed the prede-
termined threshold. After the main conductance matrix is solved in each time-step, the
state variables of linear equipment are obtained, and then the LTE of the nth time-step is
computed for the linear equipment, given by [25]:

LTE(tn) ≈ Cp+1Δtp+1
n (p+ 1)! g[tn, ..., tn−1−p] (6.1)

where Cp+1 is the error constant of a specific discretization method, p is the order, and
g[tn−1, ..., tn−1−k] can be calculated as:

g(tn−1) = xn−1 (6.2)

g[tn−1, ..., tn−k] =
g[tn−1, ..., tn−k+1]− g[tn−2, ..., tn−k]

tn−1 − tn−k
(6.3)

For the subsystems where nonlinear equipment exists, the iterative approach is involved.
The standard method is to first use an explicit method or interpolation polynomial (called
the predictor) to compute a candidate value of the state variable to be solved, and then use
it as the initial solution to apply Newton’s method for the implicit integrator (called the
corrector) until convergence is achieved. Then the LTE can be estimated by comparing the
initial solution x0n and final solution xn [25]:

LTE(tn) ≈ Cp+1

1− Cp+1
(xn − x0n) (6.4)
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6.4.2 Communication Protocol and Implementation

In order to practically emulate the communication network, the standardized communica-
tion protocol, IEC 61850 - Communication Networks and Systems in Substations [103], is
applied in this work. IEC 61850 is used to manage the large number of communication de-
vices. The existing communication protocols such as the Ethernet, TCP/IP typically define
how data bytes are transmitted on the wire, however, they did not specify the application
layer data organization. The 61850 model defines how the application data bits should be
arranged and how the created data items/objects and services are mapped to any other
existing under layer protocols that can meet the service requirements. In this work, all
the measurement data packets are encapsulated based the IEC 61850 standard that defines
how to transmit synchrophasor information according to IEEE C37.118 [104].

In the communication network emulation, each bus is alligned with a TMU, which is
able to digitize the base measurement quantities at the source and transmit the resulting
sample values to the TDC. The measurement data includes voltages, currents, and some
status information (LTE). As introduced in Section 6.3.2, in RTCE architecture the data is
transferred from power emulation to communication networking emulation in each time-
step to do real-time EMT analysis, which means the sampling rate of TMU is related to
the actually applied time-step size. Different from the TMU measurement gathering that
does not involve network packet generation, the TDC collects data from the TMUs in its
area based on a specific reporting rate. In this work, the reporting rate from TMU to TDC
is set at 60Hz. As mentioned before, each TDC is required to compare the LTE, current
or voltage with the specific threshold; once the measurement exceeds the threshold, the
abnormal condition is detected and then it is responsible to create a measurement data
packet to be sent to the STDC.

Transmission-level networking. The data packet networking is achieved in two modes:
transmission-level networking and function-level networking. In the transmission-level
emulation, the transmission process between TMUs and the TDC and between TDCs and
the STDC is modeled as bandwidth, communication delay and loss rate. The transmission-
level networking is implemented in the soft-processor of FPGA/MPSoC boards, because
the transmission parameters can be flexibly configured in software without modification of
the hardware design. As illustrated in Fig. 6.4, for example, if the TMU in Bus 6 generates
a packet to be sent to the TDC at Bus 9, then the data packet is generated in the hardware
module and then is sent to the soft-processor and passes the TLN function; and if the TDC
(run as the function-level networking module) at Bus 9 detects an abnormal condition and
send a data packet to the STDC at Bus 24, the packet needs to first pass the TLN func-
tion in the application layer of TCP/IP stack and then be sent to the lower TCP/IP and
MAC layer. The implementation of the TLN function is quite straightforward: based on
the Xilinx� timer() function, the TLN function detects the source and destination of the in-
put packet and searches for the corresponding end-to-end transmission delay; then, after
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the delay outputs the input data packet. The real communication delay is related to the
distance and hops between the source and destination, while the loss rate refers to the pos-
sibility of an unsuccessful transmission process. In this implementation, the values chosen
for the delay and loss are determined based on the testing results from the real network
simulator NS-3 [105].
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Figure 6.4: Illustration of detailed block design on a single FPGA/MPSoC board.

Function-level networking. For function-level communication network emulation,
the high-level view is shown in Fig. 6.4. The Xilinx� 1G/2.5G High Speed Ethernet Sub-
system core is used to implement the Media Access Controller (MAC) with a Physical Cod-
ing Sublayer (PCS) based on the hardware logic and I/O resources. The upper network
layer functions are implemented in the Lightweight IP (lwIP) stack [106], which is an open
source TCP/IP networking stack for embedded systems and is available in the Xilinx�

programming tools. The Xilinx� Software Development Kit (SDK) provides lwIP software
customized to run on various embedded systems that can be MicroBlaze soft-processor in
FPGA chip or the ARM�-based SoC devices. Through the lwIP application programming
interface, users can add networking capability to an embedded system. Since the echo
server application that can create a TCP connection and sets up a callback on a connection
being accepted is already provided by Xilinx� SDK, the IEC 61850 protocol and data en-
capsulation are implemented based on the existing echo server code to achieve the specific
communication patterns of smart grid.

The function-level networking data path is marked as green arrows in Fig. 6.4, which
is achieved by the stream interface between direct memory access (DMA) module and
Ethernet module; the control command path that is used to send control commands from
the controller in the soft-processor to the power emulation module is marked as red ar-
rows in Fig. 6.4, which is achieved though the memory interface between DMA module
and the block memory; the measurement data path that is used to send measurement
data from each TMU to the TDC is marked as the purple arrows, which is transmitted via
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the transmission-level networking module. Note that the measurement data in the block
memory on FPGA can only be passively read from the DMA driver function; that means
the reporting operation from TMU to TDC is achieved by the application on the lwIP stack
to use the driver function to read the values from the block memory periodically. As men-
tioned before, this reporting rate is set at 60Hz.

6.5 Real-Time Emulation Results and Verification

Based on the implemented RTCE hardware emulator, the test system is emulated to eval-
uate how the communication failure affects the power system, and how the power system
transient affects the communication network.

Table 6.1: Hardware Resource Consumption of the Case Study
Resource VCU128 ZCU102 VCU118-1 VCU118-2

LUT 40.3% 95.2% 57.1% 55.2%
FF 36.1% 70.1% 50.3% 48.9%

BRAM 73.3% 86.9% 77.4% 75.5%
DSP 35.6% 87.2% 64.1% 62.8%

Latency 10.1μs 8.7μs 16.2μs 13.1μs

6.5.1 Processing Delay and Hardware Resource Cost

For the hardware emulation, the FPGA boards (including the Microblaze softprocessor)
run at the clock frequency of 100 MHz. According to the system partition and RTCE imple-
mentation described above, the hardware resource consumption and maximum process-
ing latency for one time-step are presented in Table 6.1. The VCU118-1/2 boards emulate
the power areas 3/4, while the VCU128 and ZCU102 boards emulate the areas 1 and 2
respectively.

The processing latency of one time-step includes the latency of power equipment model
computation, matrix solution, transmission line updating, history item exchange (includ-
ing board-to-board fast data exchange), and LTE computation, which indicates the min-
imum time-step size that can be applied for real-time EMT emulation. In this work the
power areas in the four boards are emulated using the same time-step, 20μs, which is
larger than the latencies of each subsystem and is sufficient for EMT-level analysis.

For the communication network emulation that runs concurrently, since the transmission-
level communication behaviors are parameterized by real emulator results and the function-
level emulation is just executed on the hardware transceivers for real world network-
ing, the communication network emulation also runs in real-time. However, the real-
time networking performance is actually confined by the transmission-level parameters
and function-level hardware capabilities. In addition, the TCP/IP protocol execution and
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system-level control performance are limited by the computational capabilities of soft-
processors in FPGA and APU cores on the MPSoC board. In this work, the tested function-
level networking performance is 984Mbit/s based on the lwIP performance testing pro-
gram; the transmission delay of each communication link in the NS-3 simulator is set at
1ms/200km, which is a classical value used in communication simulation; and the for-
warding rate of each network device that impacts the delay of packet processing within a
device is set at 100Mbit/s, which is also a commonly used value.

For the interaction between the two domains, the delay actually refers to the delay of
the reporting operation between the FPGA MicroBlaze/MPSoC APUs soft-processor and
the block memory on FPGA, since the sampling operation is performed directly on the
programmable logic with zero delay. On the FPGA board, the tested throughput of the
reading data operation of the driver function is 186Mbit/s; on the MPSoC board, the test
throughput is 214Mbit/s. Note that the driver read function does not influence the power
system simulation, which means, the data exchange delay between the two domains is
sufficiently small for real-time interaction.

6.5.2 Case Study 1: Overcurrent of Load

To study how the power system abnormal conditions affects the entire cyber-physical sys-
tem, a sudden load increase case is applied on Bus 7 at emulation time 2s, which results
in a overcurrent condition. Upon detecting this condition, the STDC will perform the cen-
tralized algorithm for protection. The emulation results are shown in Fig. 6.5.

As shown in the results, after the abnormal condition is initiated, the corresponding
message (including the bus voltage, load current, and LTE) is sent to STDC due to the
sudden transient-level increase of LTE. Subsequent messages are generated because the
load current exceeds the threshold value. And about 50ms after the fault, the controllable
circuit breaker at Bus 7 receives the control command from STDC to open the load circuit
for protection. The time delay between the fault and the response message mainly in-
cludes the transmission time and computation latency for control command. In this work,
the control program is just developed for this case study thus it consumes a very low time
cost. The transmission time consists of the in-board communication (referred to TLN delay
between Bus 7 and TDC4 and between TDC4 and STDC) and board-to-board communi-
cation latency. Since the board-to-board communication delay is extremely low based on
the fast speed of physical network ports, it can be omitted compared to the TLN delay
that is measured through the software network simulator. The real-time emulation results
indicate that the interaction between the two domains is quite fast. Besides, as shown in
Fig. 6.5(b)(c), when co-emulating the two domains, the transient-level waveforms can also
be captured and output in real-time to observe the details of the value change due to the
small time-step applied.
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Figure 6.5: Overcurrent fault case study: (a) active power of load at Bus 7; (b) total load
current at Bus 7; (c) voltage of Bus 7.

6.5.3 Case Study 2: Communication Link Failure

To investigate the effect of network link failure, the link between Bus 8 and Bus 9 that is es-
sential for the communication between TMUs and TDC breaks down at emulation time 2s,
while the sudden load increase is also applied at the same time. Since the on-demand syn-
chronization strategy is applied, during normal conditions the influence is small, because
the power system is regarded as working normally if there is no message sent from TDCs.
However, when the overcurrent condition happens, this impact is essential to the system
response. The system controller in STDC is required to respond to this situation according
to the messages received from TDCs, however, since the link broke down, re-computing
a new route costs a considerable time, and the generated new route has a much longer
distance between the TMU at Bus 7 and TDC at Bus 9, which also results in an increased
communication delay.
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Figure 6.6: Communication link failure case study: (a) active power of load at Bus 7; (b)
total load current at Bus 7.

As shown in Fig. 6.6, the system is supposed to respond to the overcurrent condition
caused by the sudden load change within a short delay, however, due to the transmission
link failure, the system response becomes relatively slow. Since the link failure impacts the
transmission-level communication delay, the increased latency is actually obtained from
the NS-3 simulator. From Fig. 6.6(b) it can be observed that the total duration of overcur-
rent condition raises to 128ms, which greatly increases the duration of damage.

6.6 Summary

For fast co-simulation of cyber-physical systems, this work proposes to use the FPGA-
MPSoC based hardware platform instead of the software-based architecture to conduct the
simulation. In the proposed real-time co-emulation (RTCE) framework, the power system
EMT emulation is carried out on programmable hardware units so that transients can be
captured in real-time; and the communication network emulation is modeled in abstrac-
tion for transmission-level characteristics and directly conducted on real-world physical
ports to form the specific networking functions, which can emulate the communication
networking in real-time. The power system and communication network emulation mod-
ules are embedded within each FPGA/MPSoC board so that the data exchange and syn-
chronization between the two domains are sufficiently fast for real-time interaction. The
IEEE 39-bus system test system is implemented and emulated on FPGA-MPSoC platform.
The effect of power system faults and communication link faults are studied, and the real-
time emulation results show the effectiveness of the RTCE emulator. The proposed RTCE
framework can be utilized for the study of emerging cyber-physical systems as well as fast
emulation of test systems.
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Heterogeneous Real-Time Co-Emulation for
Communication-Enabled Global Control of

AC/DC Grid Integrated with Renewable
Energy

The information and communication technologies (ICTs) are increasingly merging with
the conventional power systems. For the design and development of modern AC/DC
grids with integrated renewable energy sources, the system-level control schemes with
ICTs involved should be evaluated in a co-simulation framework. In this chapter, a het-
erogeneous hardware real-time co-emulator composed of FPGAs, many-core GPU, and
multi-core CPU devices is proposed to study the communication-enabled global control
schemes of hybrid AC/DC networks. The electromagnetic transient (EMT) power system
emulation is conducted on the Xilinx� FPGA boards to provide nearly continuous instan-
taneous waveforms for cyber layer sampling; the communication layer is simulated on
the ARM� CPU cores of the embedded NVIDIA� Jetson platform for flexible computing
and programming; and the control functions for modular multi-level converters are ex-
ecuted on GPU cores of the Jetson� platform for parallel calculation. The data exchange
between FPGAs and Jetson� is achieved via the PCI express interface, which simulates the
sampling operation of the AC phasor measurement unit (PMU) and DC merging unit (DC-
MU). The power overflow and DC fault cases are investigated to demonstrate the validity
and effectiveness of the proposed co-emulation hardware architecture and global control
schemes.
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7.1 Introduction

With the development of modern power systems, the information and communication
technologies (ICT) are increasingly involved in the control, protection and normal oper-
ation of power system equipment and infrastructure, which enables the evolution of the
so called cyber-physical system. In such a system, various power equipment such as the
generator, circuit breaker and power electronics converter can be controlled by the central-
ized system-level controller through communication links [107]. The ICT-enabled power
system operation and control needs to be evaluated in a co-simulation platform, which
creates new challenges to the existing power system simulators [6, 43]. To simulate the
entire behaviours of a cyber-physical system, the precise evaluation of power and commu-
nication system is required while the interaction between the two domains should also be
considered. The existing co-simulation research is mostly focused on the software-based
approaches to combine the simulators in the two domains together by designing specific
data exchange interface and synchronization policies. Such software-based co-simulators
mainly distinguish from each other by the type of power/communication system simu-
lators used, the scheme of data exchange between the two domains, and the application
scenarios, as discussed in Chapter 6.

On the other hand, the AC/DC grid with integrated renewable energies proposes chal-
lenges to the system-level control for stability, security and fault recovery [108, 109]. The
power generated by renewable generators such as offshore wind farms is transmitted to
the AC grid through the high voltage DC (HVDC) transmission, which should be con-
trolled dynamically to match the generation and consumption. The existing AD/DC con-
trol schemes mostly focused on the control algorithm for a single modular multilevel con-
verter (MMC) [110, 111], or the control strategy in a small scale system without communi-
cation networks involved [112–114]. However, the local measurement based control is not
optimized in the system-scale and easily delayed without a global view [115]. The cyber
layer creates the required capabilities to perform the global measurement and control, and
ICT-enabled power electronic converters that play important roles for power flow control
can also receive the control command from the system-level controller to change the cor-
responding parameters. Some utilities/consultants have used real time simulations with
actually communication systems implemented in their labs in planning stages for complex
control schemes for remedial action scheme for stability enhancing control. This type of
control for the large scale AC/DC grid with integrated renewable energies should also be
evaluated in terms of system stability, but few works have been concentrated on this topic
and no integrated simulation platforms that contain both the power system and commu-
nication network simulation have been developed.

Based on the above observations, this work proposes an heterogeneous real-time EMT-
based power and communication system co-emulator realized on multiple Jetson� and
FPGA platforms for global control of hybrid AC/DC networks. The NVIDIA� Jetson AGX
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Xavier embedded platform [116] is an artificial intelligence (AI) computer for autonomous
machines, delivering the performance of a 512-core GPU workstation within an embedded
module, which can perform heavy computation tasks. Taking advantage of the PCI express
(PCIe) interface based connection between Jetson� and the FPGA, a complete hardware
solution is developed to provide all the required capabilities for cyber-physical system
co-emulation. The contributions of this work are summarized as follows:

1. The EMT-based power system emulation is executed on FPGA boards with a mi-
crosecond level time-step, which can provide a nearly continuous measurement to
the AC and DC sampling unit; the MMC converter control functions and commu-
nication modules run on the Jetson� embedded platform, which perform fast and
flexible computation for complex tasks;

2. The interaction between the two domains are emulated in a realistic way: power
system measurement data sampling and converter controller sampling operation is
achieved via the read operation from the FPGA memory, and the control and protec-
tion commands are pushed to the power system emulation via the write operation to
the FPGA memory;

3. Based on the proposed heterogeneous co-emulation architecture, the global control
schemes are studied on the AC/DC grid integrated with wind farms. By utilizing
the communication network to perform global control strategies with fast responses,
the influence of power overflow and DC fault can be reduced efficiently.

7.2 ICT-Enabled Hybrid AC/DC Grid

This section introduces the AC/DC test power system with integrated renewable energies,
the corresponding communication network, and the ICT-enabled power equipment.

7.2.1 Hybrid AC/DC Power System

To investigate the global control and protection of modern power systems, a hybrid AC/DC
grid composed of onshore and offshore generation, AC and DC transmission, AC/DC
and DC-DC converters as well as renewable energy sources is required. In this work, the
AC/DC grid composed of an onshore IEEE 39-bus system [117], a subsystem of the CIGRÉ
B4 DC test grid [117] and two offshore wind farms is chosen as the test system, which can
emulate a modern AC/DC power system practically. The CIGRÉ DC grid consists of three
interconnected DC systems (DCSs) called DCS1, DCS2, and DCS3, and the bipole HVDC
meshed grid DCS3 with ±200kV is selected for DC test system, as shown in Fig. 7.1. The
MMC converter topology is applied to the AC/DC converters. The offshore wind farms
are responsible to power generation, and the generated power is transmitted to the AC
grid through the AC/DC and DC/AC conversion. Such a complex AC/DC power system
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not only creates challenges for system-level control and protection under different con-
tingencies, but also makes the real-time co-emulation of EMT-based power system and
communication network quite challenging.
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Figure 7.1: Hybrid AC/DC test power system used in this work.

7.2.2 Communication Network

With the cyber layer involved, the real-time status of the power system can be measured
and gathered, and then the global view based control strategies can be performed. For ex-
ample, in each bus or substation, the merging unit (MU) is deployed to gather the signals
from voltage and current sources at a synchronized sampling rate. Although the commu-
nication links are not revealed in Fig. 7.1, in this work, each AC bus is assumed to have
a phasor measurement (PMU) [118] installed, and each DC bus is assumed to have a DC
measuring unit (DC-MU) installed, which compose the basic communication element in
the cyber layer.

The PMU at AC buses can use the digital samples obtained by MU to compute the
phasor values and periodically report to the control system, where a phasor is a complex
quantity to present the sinusoidal wave of an electrical signal. For example, a sinusoidal
signal is given as:

x(t) = Xm cos(ωt+ ϕ), (7.1)

where Xm is the magnitude of the waveform, and ϕ is the angular starting point. Then the
corresponding phasor is expressed using the RMS value:

X =
Xm√
2
∠ϕ =

Xm√
2
(cosϕ+ j sinϕ) = Xr + jXi (7.2)

The rule of PMU is to estimate the magnitude and angle of a signal according to the
sampling measurements. For DC buses, the DC voltage, current, and power are measured
by DC-MU since there is no phasor data.
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The control system is built on the cyber layer, in which the local controllers and central-
ized system-level control center are connected via specific control network architectures
such as the tree-based topology and mesh topology. The local controller can be a phasor
data concentrator (PDC) that collects AC phasor measurements from PMUs in its region,
or a DC data concentrator (DDC) that collects DC measurements from DC-MUs. The mea-
surement collection operation of PDC is performed using a specific reporting rate [118].
In fact, the main function of the communication network is to provide a two-way com-
munication between smart meters and controllers to modify the related circuit parameters
according to the service requirements. In this work, two PDCs (PDC1 and PDC2) are de-
ployed at AC Bus4 and Bus24, and one DDC is deployed at DC bus Bb-B1s, as shown in
Fig. 7.1. The system-level controller is deployed at Bb-A1.

7.2.3 ICT-Enabled Power System Equipment

In the conventional power system, the power equipment is generally controlled by elec-
trical quantities locally. In cyber-physical power systems, the ICT-enabled devices can
receive control commands from remote controllers to change the corresponding parame-
ters. By utilizing the ICT-enabled controllable power equipment, flexible strategies and
fast response to faults can be realized. Typically, the AC/DC circuit breakers (CBs) are
ICT-enabled for protection. For example, when a DC line ground fault is detected by a
DC breaker, the line could be isolated by the DC breaker immediately; but the correspond-
ing fault information is required to be sent to the centralized controller for subsequent
stability control. The communication functions are also increasingly deployed in gener-
ator and controllable load for flexible power supply and load balancing. For example, if
the power generated from a machine exceeds the consumption, the corresponding control
command from the control center can guide the machine to reduce power generation or
just close the supply for a period. Another important power system equipment is the con-
verter in DC grid, which is typically controlled by the outer/inner loop control and mod-
ulation schemes for DC voltage or power regulations. However, with ICT involved, the
power electronics converter can also receive the control command from remote controllers
to change the values of regulated quantities according to system-level purpose [119].

7.3 Heterogenous Real-Time Co-Emulation Architecture on Mul-
tiple Jetson�-FPGA Platform

Based on the above introduced aspects in cyber-physical power systems, this section de-
scribes the proposed real-time co-emulation architecture on the Jetson�-FPGA embedded
platform.
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Figure 7.2: Top level architecture of the heterogeneous co-emulation hardware architecture
on the multiple Jetson�-FPGA platform.

7.3.1 Co-Emulation Architecture

The top-level architecture of the proposed co-emulation architecture is shown in Fig. 7.2,
wherein the power system EMT emulation and communication network simulation are
separated to the FPGA and Jetson� respectively. Since the two FPGA and Jetson� em-
bedded platforms have the same processing architecture, only one detailed architecture
of the Jetson�-FPGA platform is shown in Fig. 7.2. For the interaction between the two
domains, the PCIe bus is used to connect the FPGA and Jetson� platform. The two block
RAMs (BRAM-1 and BRAM-2) are used to store the measurement data and control com-
mand respectively: after the calculation of each time-step (at microsecond level for EMT
emulation), the nodal voltages, currents and other power quantities of interest are written
to BRAM-1; while the BRAM-2 is used to receive the control command from the control
center or the gate signals from the MMC control functions. The multi-board scheme is also
be applied to extend the resources for large-scale system simulation.

The data exchange and synchronization between the two domains mainly refers to two
operations: measurement data sampling, and control command provisioning. These two
operations become quite convenient in the proposed co-emulation architecture: for the
measurement data sampling operation, the simulated PMUs and DC-MUs in the Jetson�

embedded platform can read the measurement data from BRAM-1 via the PCIe driver
function at a configurable rate; for the control command delivery, the corresponding in-
structions can be written to BRAM-2 at any time to change the circuit parameters in the
FPGA computation. These operations do not influence the normal simulation in the power
system domain, which makes the real-time EMT emulation possible. Since the proposed
heterogeneous co-emulator is targeting the real-time co-emulation of power system and
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communication network, the hybrid Jetson�-FPGA hardware platform is utilized, which
may not be as flexible as the pure software-based co-simulator and more programming
effort needs to be invested when the emulated test system changes.

7.3.2 Hybrid AC/DC Grid EMT Emulation

In this work, the EMT emulation is conducted for the power system, because it not only
can capture the transient-level waveforms, but can also provide continuous signals due
to the small time-step sizes so that the measured data to PMUs and DC-MUs is accurate
enough. Typically, real-time emulation can be achieved on FPGA boards even for large-
scale AC/DC grids [120]. However, in co-emulation, the extra operations are introduced:
writing measurement data to BRAM-1 and reading control command from BRAM-2. The
number of measured data is large if the electrical quantities of each bus are required, then
it costs a considerable latency to write data to BRAM-1 since in each clock cycle only one
data can be written. In this work, this operation is delayed for one time-step, which means,
the results of the last time-step calculation are written to the BRAM-1 while the circuit is
computed for the current time-step. Since the interval of sampling is larger than the time-
step size of EMT emulation, the one time-step delay is acceptable. The same policy can be
applied to the read operations to achieve real-time EMT emulation.

When the multi-board solution is adopted, the power system is decomposed into sub-
systems using the traveling-wave line model (TLM) or frequency-dependent line model
(FDLM). Then the two ends of a transmission line can be computed in two FPGA boards
concurrently and exchange their data after each time-step. This type of data exchange
between the two FPGA boards should be executed via fast transmission protocol and
transceivers to ensure the transmission delay is minimized for real-time emulation.

7.3.3 Communication Network Emulation

The communication network is built on communication devices with specific protocols,
thus the task of communication system simulation is to simulate the behaviour of net-
work forwarding devices and transmission links. In the related works, various network
simulators such as NS-2/NS-3, OpenNet, OMNet++ have been utilized to conduct the
network-domain simulation. However, the existing solutions are not applicable to the
proposed co-emulation architecture, because: 1) using the created virtual network, new
interfaces are required to be developed for synchronizing the measurement data, which is
time-costly and make the real-time co-emulation infeasible; 2) for large-scale AC/DC test
power systems, hundreds of nodes need to be instantiated if each node is regarded with
a PMU installed, then each node needs to receive the corresponding sampling data and
generate data packets, which greatly increases the simulation latency.

Different from the pure network simulation that aims to investigate the packet trans-
mission or test new protocols, the essential goal of the co-emulation is to study the in-
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fluence of the cyber layer on the physical layer, i.e., how the power system is improved
under the support of communication network. Therefore, the end-to-end communication
parameters such as the transmission latencies and packet losses are of the greatest concern.
Based on this observation, in this work, the communication module is implemented in a
hybrid manner as shown in Fig. 7.2: transmission abstraction based networking (TAN)
and real network interface based networking (RIN). TAN on a Jetson� embedded plat-
form is used for the networking within the corresponding power system area emulated on
the connected FPGA board, which reads the results from the NS-3 simulator in advance
and then uses the resulting transmission parameters to abstract the packet transmission.
This simplification is to accelerate the co-emulation process to real-time, while the used
transmission parameters obtained by the network simulator are also practical and reason-
able. RIN is used for inter-board networking, which is executed on the real-world network
interfaces of the Jetson� embedded platform to simulate the packet transmission between
different power system areas. The measurement data packet generation function is also in-
cluded in the architecture, which is used to simulate the behaviour of PMUs and DC-MUs
that sample measurement data from power system and encapsulate the measurement into
network packets to be sent to the PDC.

7.4 Hardware Implementation of Test System

The test system is implemented on the Jetson�-FPGA platform. Two Xilinx� VCU118
FPGA boards and two NVIDIA� Jetson embedded platforms are utilized.

7.4.1 Heterogeneous Co-Emulator Hardware Resources and Set-Up

The Xilinx� VCU118 evaluation board provides a hardware environment for develop-
ing and evaluating designs targeting the UltraScale+ XCVU9P-L2FLGA2104 device. The
VCU118 evaluation board provides features common to many evaluation systems, includ-
ing the dual small form-factor pluggable (QSFP+) connector and sixteen-lane PCI express
interface. The 16-lane PCIe edge connector performs data transfers at the rate of 8.0 GT/s
for Gen3 applications, and the XCVU9P-L2FLGA2104 device is deployed on the VCU118
to support up to Gen3 x8 channels. The two quad (4-channel) QSFP+ (28 Gb/s) connectors
accept 28 Gb/s QSFP+ optical modules. Each connector is housed within a single 28 Gb/s
QSFP+ cage assembly.

The NVIDIA� Jetson embedded platforms provide the performance and power effi-
ciency to run autonomous machines software. Each Jetson� embedded platform is a com-
plete System-on-Module (SOM), with CPU, GPU, PMIC, DRAM, and flash storage—saving
development time and money. The 512-core Volta GPU with tensor cores, the 8-core ARM�

v8.2 64-bit CPU, 32GB 256-bit memory, x8 PCIe interface and RJ45 gigabit ethernet inter-
face enable the proposed heterogeneous co-emulation architecture to be completed imple-
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Figure 7.3: Hardware setup for the heterogeneous co-emulator.

The two Xilinx� FPGA boards run at the clock frequency of 100 MHz. The Ubuntu
18.04 Linux operating system runs on the NVIDIA� Jetson embedded platform at 2GHz
frequency. According to the top level co-emulation architecture, the heterogeneous hard-
ware platform set up is shown in Fig. 7.3. The digital-to-analog converter (DAC) adapter
that connects the VCU118 board and oscilloscope is used to show the real-time waveforms;
the two NVIDIA� Jetson embedded platforms are connected via the RJ-45 ethernet port
for network data packet transmission, while each Jetson� embedded platform is connected
with a VCU118 board via the PCIe cable; and the two VCU118 boards are connected via
the QSFP+ transceivers for fast data exchange.

7.4.2 FPGA Implementation

The AC/DC grid is partitioned into two parts to be allocated to the two FPGA boards: IEEE
39-bus system and its connected AC buses in DCS-3 (Ba-A0, Ba-B0), and, the rest part of the
grid. The applied AC equipment models are the same as those of PSCAD/EMTDC� [12]
used for verification: the synchronous machine is modeled as a Norton current source, and
since the current source representation uses the terminal voltages to calculate the injected
currents, a characteristic impedance is used to terminate the machine to the network; the
AC4A type exciter control model [12] is attached with the machine to provide a feedback
for the field voltage; the transformer model uses a conductance matrix generated by the
equivalent RLC circuit to compute the voltages of the coupled winding terminals given
a known equivalent current injection; the Bergeron transmission line model is a traveling
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wave line model, which utilizes the transmission latency of a line to decouple the two
connected subsystems and make the concurrent computation of the two line ends possible.

For the MMC converter model, the two FPGA boards do not have enough resources
to compute all the detailed models, and thus a hybrid modeling scheme is applied: the
AC-DC and DC-AC converters use the ideal switch based equivalent circuit model, while
the DC-DC converter is modeled as an ideal transformer, which is the same as the applied
model in the PSCAD/EMTDC� example case [121]. The windfarm generator model is
also simplified as duplication of a single generation unit [122], since the complex wind
farm model involving hundreds of generation units consumes significant computation re-
sources and is not the object of interest in this work. In the ideal switch based equivalent
MMC model, the IGBT and diode nonlinear switching transients are ignored while only
the electrical model is presented. The Thévenin equivalent circuit for each submodule
(SM) is represented using rsm,eq and vsm,eq in series [73] as shown in Fig. 7.1:

rsm,eq =
r2(r1 +Rcap)

r1 + r2 +Rcap
(7.3)

vsm,eq(t) =
rsm
r2

v2 +
rsm

r1 +Rcap
(vHist

cap (t−Δt)− v1) (7.4)

where Rcap = Δt
2C is the equivalent resistance of the capacitor, r1 and r2 are equivalent

resistances of the two switches, and the values are equal to RON or ROFF depending on
the gate signals (1 or 0). The capacitor voltage vcap(t) can be derived using Trapezoidal
rule:

vcap(t) = Rcapicap(t) + vHist
cap (t−Δt) (7.5)

where
vHist
cap (t−Δt) = Rcapicap(t−Δt) + vcap(t−Δt) (7.6)

After the main network equation composed of the equivalent circuit together with
other electrical elements is solved, ism(t) is known. Then the current through the capacitor
of each SM is updated:

icap(t) =
r2ism(t) + v1 + v2 − vHist

cap (t−Δt)

r1 + r2 +Rcap
(7.7)

Similarly, the Thévenin equivalence for one converter arm is the superposition of equiva-
lent resistance and voltage of all SMs in the arm. In this work, the 51-level MMC converter
structure is applied.

The PCIe connected memory BRAM-1 and BRAM2 are implemented as Xilinx� IP
cores with AXI-4 interfaces. BRAM-1 with size of 32bit×1024 is used to store the measure-
ment data, including the three phase nodal voltages and line currents, which is enough
to for storing measurements of the subsystem in one FPGA board. For BRAM-2, the con-
trol command is mainly used for the converters and generators. The control command for
generators instructs if the turbines of the wind farms should power off or not; while the
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control command for converters refers to the reference values of the controlled quantities
and the gate signals for ideal switch based equivalent MMC model. Since a 32-bit control
command can contain several switch signals, the size of 32bit×1024 is also adopted.

Table 7.1: FPGA Hardware Resource Consumption of the Test System
Board LUT FF BRAM DSP Latency

VCU118-1 90.3% 95.2% 57.1% 91.2% 15.7μs
VCU118-2 93.1% 89.1% 50.3% 96.9% 18.6μs

The fast data exchange of the transmission line history items between the two FPGA
boards is achieved by using the simple lightweight communication core, the Xilinx� Au-
rora core. The AXI4-stream user interface enables convenient connection between other
modules. The experimental test shows that after about 60 clocks of link initialization, the
64-bit data can be transferred between two boards continuously, which means that the
latency of transferring n 64-bit data is about (n+ 60) clocks.

The hardware resource consumption and maximum processing latency for one time-
step computation are presented in Table 7.1. It can be observed that the resource costs of
the two boards are relatively balanced to fully exploit the FPGA programmable resources.
The processing latency of one time-step indicates the minimum time-step size that can
be applied for real-time EMT emulation. Note that the BRAM read and write operations
are one time-step delayed, which can be done when the other calculations are being per-
formed. Therefore, the two boards can use the same time-step size of 20μs.

7.4.3 Jetson� Implementation

The MMC controller function is computed in the Jetson�, which is composed of the outer
loop control, inner loop control, and the value-level control, as shown in Fig. 7.4. The outer
loop control uses the terminal DC voltage or active power as the reference to generate con-
trol signals; the inner current loop control is to generate the modulation signals, which
uses the phase-disposition sinusoidal pulse width modulation (PD-SPWM) method [123];
the value-level control is used to generate gate signals for each switch in MMC. In this
work, the MMC converters (Cb-A1, Cb-B1, and Cb-B2) connecting to the on-shore 39-bus
system are utilized for DC voltage regulation, while the other two converters control the
active power flow. This configuration can also be changed during the emulation according
to system-level operations, since the controlled quantities and reference values are con-
figurable by the system-level controller, as shown in Fig. 7.4. These MMC controllers of
different MMC converters are computed in the GPU cores of the Jetson� embedded plat-
form to fully leverage the parallel capabilities of the heterogeneous platform. The MMC
controller measurement sampling rate is set as same as the PMU and DC-MU sampling
rate for simplicity: every 60μs the values are sampled as shown in Fig. 7.5, which is about
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278 samples per cycle (16.67kHz) for the 60Hz power system.
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Figure 7.4: The ICT-enabled PD-SPWM MMC control scheme.
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The packet generation module uses the PCIe driver functions to read the measurement
data in BRAM-1 of the FPGA at the sampling rate. Then the corresponding phasors are
computed using the measurement voltage and current, and the phasor data are encapsu-
lated as the network packets and sent to the PDC functions with a reporting rate of 30Hz.
This process is to simulate the measurement operation of PMUs and DC-MUs. The IEEE
Std. C37.118.2 [90] primarily describes the presentation of synchrophasor data packet in a
bit-mapped format. The standardized communication protocol, IEC 61850 - Communica-
tion Networks and Systems in Substations [103], also describes a similar approach to pre-
sentation and has been mainly used in the communication between protection relays and
control systems. In this work, the bit-map of the packet follows IEC 61850. The PDC/DDC
function checks the received phasor data or DC data to see if there are abnormal condi-
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tions; and if abnormal conditions are detected, the corresponding messages are sent to the
center system-level controller in an “on-demand” pattern, as shown in Fig. 7.5.

In the transmission abstraction based networking (TAN), the transmission process be-
tween PMUs and PDCs and between PDCs and the system-level controller is handled
based on the resulting parameters: end-to-end communication delay and loss rate. For
example, if the PMU at Bus 7 generates a data packet to be sent to the PDC at Bus 4, then
the data packet is generated in packet generation module and then is sent to the PDC
function by passing the TAN function. In this implementation, the values chosen for the
delay and loss are determined based on the testing results from the real network simulator
NS-3 [105]. The corresponding capabilities of the network devices and links are config-
urable in the NS-3 simulator. In fact, there are two essential parameters in the NS-3 setup
that may affect the end-to-end transmission delay: the transmission delay of each link,
and, the forwarding rate of each device. In this work, the forwarding rate of each device
is set at 100Mbps, which is a common value for devices in cyber-physical systems; and
the transmission delay is set at 1ms/200km, which is also a practical value for the signal
transmission. Then the link delays of different transmission lines with different length are
computed accordingly.

In the real network interface based networking (RIN), the light-weight IP (lwIP) stack
[106] is installed. Through the lwIP application programming interface, users can add
customized networking functions. In this work, the IEC 61850 packet format and data
encapsulation are implemented based on the existing echo server code to achieve the spe-
cific communication patterns of cyber-physical systems. Since the TAN module uses the
resulting end-to-end parameters output by NS-3 and the measurement sampling is also
performed using the system timer, the network simulation actually runs in real-time. By
coordinating with the power system emulation, the real-time co-emulation can be achieved
on the heterogeneous Jetson�-FPGA platform.

7.5 Real-Time Hardware Emulation Results for Communication-
Enabled Global Control

Based on the implementation of the proposed hardware co-emulator, the global control
schemes for the AC/DC test power system is studied and emulated for the two cases:
power overflow and DC fault protection. Since the existing co-simulators are not fully
open-sourced and are implemented on disparate platforms, it is extremely difficult to eval-
uate the test power system using the existing co-simulators for comparison. However, the
emulation results and the proposed ICT-enabled global control scheme are still reasonable
due to the standard test power systems, commonly used power equipment EMT models,
practical fault cases, and realistic control strategies.
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7.5.1 Case Study 1: Power Overflow Protection

(a) Power flow to Bus 36 and Bus 38

(b) PMU phasor measurement of current flow to Bus 36 and Bus 38 
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Figure 7.6: Power overflow case: a) comparison of the power flowing to Bus36 and Bus38
with 55ms, 250ms response delay and without protection; b-c) comparison of phasor mag-
nitude of the current flowing to Bus36 and Bus38 and bus voltages with 55ms and 250ms
response delay.

One major concern of the hybrid AC/DC grid integrated with renewable energies is
to control the generated power by the offshore wind farms to precisely match the onshore
consumption. When the power generated by the wind farms far exceeds the consumption
of the AC side, the extra power can easily cause grid congestion, damage to the power
equipment, and even blackouts. With the help of communication networks, the power
flow at each bus can be monitored in real-time and the system-level control strategies
can be generated to respond to the abnormal conditions quickly. In this case, the original
power generated by each wind farm is 100MW, and total 200MW power flows to the Bus38
and Bus36 of the AC grid. At simulation time of 12s, the power generated by two wind
farms starts to increase to 900MW and 700MW respectively, which causes the power over-
flow on the AC side. After the PMU measurement on the Bus38 and Bus36 are collected by
PDC2 and sent to the system-level controller located on DC Bus Bb-A1, the corresponding
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control commands that instruct the wind farms to decrease the generation are sent to the
two wind farms; and the commands that change the reference values of power flows are
sent to the converter Cb-C2 and Cb-D1.

This process was emulated on the heterogeneous hardware co-emulator, and the results
with 55ms and 250ms response delay and without protection (NoP) are shown in Fig. 7.6.
Note that the response delay is between the time when the PMU phasor magnitude ex-
ceeded the threshold and the time when the corresponding power equipment received the
control command. The 55ms delay was obtained by the real-time co-emulation, which
included the reporting delay (30Hz, about 33ms), transmission delay (13ms), control com-
mand generation delay, and the control taking effect delay. The 250ms delay is chosen to
be compared to the 55ms delay to show the influence of longer response, which can be
regarded as the situation where a communication link fault happens and a larger response
latency is generated due to the latency of data packet re-routing. The waveforms of power
and current phasor magnitude in Fig. 7.6 are all from the view of PMUs and DC-MUs. It
can be observed from Fig. 7.6(a) that without the system-level control, the power overflow
could cause huge increase of the power to Bus38 and Bus36.

For the case with protection, the PDC2 detected the current flow to Bus38 and Bus36,
and the threshold of phasor magnitude (RMS value) is set at 1.2kA, which is 4 times of
that under the normal condition. After the current phasor magnitude of PMU38 at Bus38
exceeded the threshold, the PDC2 detected the abnormal condition after a reporting delay.
In this case, since the 30Hz reporting rate is used, the reporting delay is at most 33ms.
Then the PDC2 generated related data packets and sent to the controller via the communi-
cation network. The total communication delay included the delay from PMU38 to PDC2,
the delay from PDC2 to controller, and from controller to windfarm and converter Cb-
C2/Cb-D1, which was about 13ms resulting from the NS-3 simulator. The system-level
controller held a global view of the system topology and made a decision that shut down
some turbines of the wind farms to reduce the generated power to 100MW and reduces
the reference values of the converters. From Fig. 7.6(b)(c) it can be observed that when the
power generated by the wind farms increased quickly, the impact of difference of response
delay was amplified on the resulting current and voltage. Therefore, a small communica-
tion delay can benefit the global stability. Besides, it can be also seen that after the control
command took effect, there was still a short increase of the current, because it took time to
release the power stored in the capacitors of MMC submodules.

7.5.2 Case Study 2: DC Fault Protection

The DC line ground fault is an important type of faults that can cause inreversible damages
to the converters and should be protected against prior to the commissioning of HVDC
grid. DC circuit breakers can be installed on the two ends of the DC lines, and they can
isolate the fault when it is detected. The fast transient signal detection scheme [124] can be



Chapter 7. Heterogeneous Real-Time Co-Emulation for Communication-Enabled Global Control
of AC/DC Grid Integrated with Renewable Energy 114

(a) Power flow with subsequent protection

(b) Power flow without subsequent protection

6 7 8 9 10 11 12 13 14 15/s

6 7 8 9 10 11 12 13 14 15/s
-200

0

200

400

600

800

(d) Bus voltage without subsequent protection

(c) Bus voltage with subsequent protection

-200

0

200

400

600

800

0 5 10 15/s

/MW

/MW

0 5 10 15/s
-1000

-500

0

500

1000

1500

/kV

V+

V-

Vdc

400kv

Bb-C2

6 7 8 15/s
-600

-400

-200

0

200

400

600

/kV

9 10 11 12 13 14

Power_to-Bus36
Power_to-Bus38
Power_to-Bb-C2

100MW

200MW

0MW

-100MW

100MW

Bb-A1 Bb-C2

V+

V-

Vdc

-100MW

Vdc

Bb-A1

Delay between 
falut and CB 

operation≈20m
s 

Delay between fault and 
normal condition≈2.7s 

 Between CB 
operation 

and control 
≈21ms 

Fault

CB
Operation

-400

-200

0

200

400

600

/kV
Bb-A1

400kv

V+

V-

Vdc

Figure 7.7: DC fault protection case: (a-b) power flowing to different buses with and with-
out subsequent protection; (c-d) positive, negative pole voltage and DC voltage of con-
verter Bb-A1 and Bb-C2 with and without subsequent protection.

applied in this process. However, after a circuit breaker cuts the corresponding DC line,
the original power flowing along the DC line requires to be redirected to reduce the impact
on the other DC power equipment. In this case, the DC line ground fault occurred on the
line connecting the bus Bb-A1 and Bb-C2; then the DC circuit breakers at the two ends
turned off to cut the line down when detecting the fault (20ms detection and action delay
is assumed). After the line was isolated, the corresponding fault messages were sent to the
controller, and the control command to change the reference power of the converters was
generated to redirect the power flow. To demonstrate the effect of power flow redirection,
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the line between bus Bb-C2 and Bb-D1 was open at the beginning, and it was closed when
the controller sent command to bus Bb-C2 and Bb-D1 after the DC fault.

The process was emulated on the hardware co-emulator and the results are presented
in Fig. 7.7. It can be observed from Fig. 7.7(a)(b) that with system-level control, the original
100MW power flowing on the DC line between Bb-A1 and Bb-C2 was redirected to DC bus
Bb-D1, and thus the power flowing to Bus36 increased to 200MW; although it took about
2.7s to return to the normal condition. Without the system-level control, the extra power
could cause instability of the converter Cb-C2. From the DC voltages shown in Fig. 7.7(c),
it can be seen that after the CB operation, there is a 21ms of transmission and control
computation delay before the control command took effect. The power redirection did not
cause a big perturbation to the Vdc, which indicates the global control strategy is reasonable
to reduce the system instability compared to purely cutting off the line without subsequent
protection operations.

7.6 Summary

To study the ICT-enabled global control for AC/DC grids integrated with renewable en-
ergy, the co-simulation platform is required to evaluate the interaction between the power
system and communication network. In this chapter, a heterogeneous hardware real-time
co-emulator is proposed and built on the multiple Jetson�-FPGA platform. The EMT-
based power system simulation is executed on FPGA boards to provide a continuous mea-
surement to the phasor measurement unit (PMU) and DC merging unit (DC-MU); the
MMC converter control functions and communication modules run on the Jetson� em-
bedded platform to perform fast and flexible computational tasks; and the interaction be-
tween the two domains are simulated through the read and write operations via the PCIe
connector. The multi-board scheme is applied to extend the computational capabilities and
resources to accommodate large-scale systems. The hybrid AC/DC grid with wind farms
is emulated on the FPGA-Jeston based co-emulator, and the ICT-enabled global control
schemes are investigated for the two case studies: power overflow and DC fault. The pro-
posed heterogeneous co-emulator can be applied in fast emulation of practical large-scale
cyber-physical power systems, and the investigated global control schemes can be applied
to improve the system stability and controllability.



8
Conclusions and Future Work

With the development of AC power equipment, AC/DC power electronic converters, ICT-
based smart meters, and controllable devices in modern power systems, fast and paral-
lel hardware based simulation techniques are increasingly needed to deal with the large-
scale complex power systems. The challenges in the EMT simulation area come from both
computational methods and implementation architectures: in the computation level, new
power equipment models are to be derived and applied for higher accuracy, and new
computing methods are to be studied for faster matrix equation solutions; in the imple-
mentation level, the advancements in the integrated circuit (IC) technology and computing
science should be leveraged to accommodate large systems and accelerate the simulation
process.

In this thesis, three computational methods (multi-rate scheme, variable time-step-ping
scheme and domain decomposition) and hardware (FPGA, MPSoC and GPU) based im-
plementation architectures for fast and parallel power system EMT simulation are studied
and improved. For the multi-rate scheme, an extended multi-rate mixed-solver (MRMS)
hardware architecture is first proposed for real-time EMT simulation of hybrid AC/DC
networks. For the variable time-stepping scheme, the new mathematical computational
processes of the universal line model (ULM) and universal machine (UM) model are pro-
posed to improve the stability. For the domain decomposition, a novel linking-domain ex-
traction (LDE) decomposition method is proposed to solve the matrix equation in parallel.
The hierarchical LDE method is further proposed to fully improve the LDE method. For
the hardware based co-simulation architecture, the novel real-time co-emulation frame-
works of the EMT-based power system and communication networks are proposed and
conducted on the FPGA-MPSoC platform and Jetson�-FPGA platform respectively to ac-
celerate the co-simulation for cyber-physical power systems.

116
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The proposed computational methods and implementation architectures can be ap-
plied in different aspects of the current EMT simulation research, and also benefit the
development of the software or hardware based simulation tools. However, more work
is required to be conducted in the future to follow the path of the completed works and
extend the corresponding research. The specific and detailed contributions of this thesis,
corresponding applications, and the directions of future work are described in this chapter.

8.1 Contributions of This Thesis

The main contributions of this thesis are summarized as follows:

• Computation-Level Contributions
(1) Variable Time-Stepping Universal Line and Machine Models. The proposed “process-
reverse” computational procedure and equivalent circuit for the ULM model and
exciter of UM model can perform a stable computation no matter how the time-step
changes, which greatly improve the stability of the traditional ULM and UM models
for VTS simulation.

(2) Linking-Domain Extraction (LDE) Based Domain Decomposition Method. The pro-
posed LDE method can find the general formula of the matrix inversion to compute
the matrix inverse in parallel, which is a new mathematical approach. The LDE
method can not only be used in computing matrix inversion in parallel, but can also
used in solving matrix equations after decomposing the system into subsystems.

(3) Hierarchical LDE (H-LDE) Decomposition Method. The proposed H-LDE method
eliminates the necessity of computing the entire conductance matrix and can fur-
ther decompose the decomposed subsystems into sub-subsystems to accelerate the
process of inverting the decomposed block matrices, which can achieve much lower
storage costs and computation latencies than the original LDE method.

• Implementation-Level Contributions
(1) Real-Time Multi-Rate Mixed-Solver Emulation Architecture on FPGA-MPSoC Plat-
form. The multi-rate mixed-solver emulation architecture is proposed to simulate
the AC/DC power systems in real-time. By integrating the ARM� based processor
system and FPGA based parallel computing, the proposed emulation architecture
can combine AC and DC power systems simulation together with hybrid linear and
nonlinear solvers.

(2) Faster-than-Real-Time Emulation Architecture on FPGA and 4-Level Parallel Simulation
Architecture on GPU for VTS Simulation. The FPGA-based and GPU-based parallel
simulation architectures are proposed for VTS simulation. Through elaborate con-
figuration to the time-step sizes of different subsystems, the “faster-than-real-time”
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mode is achieved on FPGA; using the dynamic parallelism features and hierarchical
decomposition, the massively parallel VTS simulation is achieved on GPU.

(3) Co-Emulation Hardware Architecture for Cyber-Physical Systems. The proposed real-
time co-emulation (RTCE) framework is the first FPGA/MPSoC based emulation ar-
chitecture to accelerate the co-emulation process of the EMT based power system and
communication networks. The Jetson�-FPGA based heterogeneous co-emulation
platform is also proposed to practically study the communication enabled global
control of hybrid AC/DC grids.

8.2 Applications of the Proposed Works

This section describes the potential applications of the proposed computation and imple-
mentation techniques:

• The proposed multi-rate mixed-solver emulation architecture can be applied in the
EMT simulation of large-scale AC/DC networks: the system decomposition and
time-step coordination, the multi-board solution, and collaboration between soft-
processors and programmable logics can be utilized in various FPGA and embedded
architectures.

• The proposed VTS based universal line and machine models can be applied in the
VTS power system simulation combining with other existing power equipment mod-
els. The proposed “faster-than-real-time” simulation architecture on FPGA and 4-
level hierarchically parallel simulation architecture on GPU can be applied in differ-
ent platforms to conduct fast VTS-based EMT simulation.

• The proposed linking-domain decomposition method is a matrix-based decomposi-
tion method, which can be applied in cases where the latency-based decomposition
methods cannot be used. The (hierarchical) LDE method can also be applied in tran-
sient stability or power flow simulation within a certain power system scale.

• The proposed real-time co-emulation framework can be applied in emulating the
modern cyber-physical power systems on programmable hardware platforms such
as FPGA and MPSoC, or the heterogeneous platforms such as the Jetson�-FPGA
platform, which can benefit the design, planning, and testing of the system level
control schemes or new communication techniques in cyber-physical power systems.

8.3 Directions for Future Work

The following topics are proposed for future work:
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• In the multi-rate simulation, different subsystems use different time-step sizes. How
to decompose a given power system into different subsystems automatically and
how to determine proper time-step sizes for the decomposed subsystems to guaran-
tee reasonable accuracies remain to be investigated for the complete application of
the multi-rate scheme.

• Similar to the automatic time-step configuration for multi-rate simulation, the vari-
able time-stepping simulation also faces the problem of assigning proper time-step
sizes during the hardware based simulation. Although the LTE-based time-step con-
trol schemes have been studied, how to determine the candidate time-step set prior
to the simulation remains to be investigated.

• The automation problems also exit in the proposed LDE/H-LDE method. Although
there are already some topology partition algorithms available, they require to be
integrated with the LDE computation procedure. Besides, when the LDE decompo-
sition comes to multi-levels, finding the automatic multi-level partition is required
to make the H-LDE method really usable to users.

• The LDE method not only can be used in EMT simulation, but can also be used in the
transient stability and power flow simulation, which is the future application work.
Besides, the application of the LDE method in finite element based power equipment
simulation also needs to be further exploited.

• Since the proposed real-time co-emulators for the power system and communication
network are implemented on hardware, the configuration for a test power system is
not as flexible as the software-based co-simulators, thus more programming effort
needs to be invested to provide an interface similar to what users use in practice.

• The conventional centralized power system structure is transforming into a more
distributed and autonomous pattern, which proposes new scenarios and challenges
in co-simulating the cyber-physical systems such as ICT-enhanced microgrids and
power distribution systems. The corresponding co-simulation architectures require
to be designed and implemented.
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