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ABSTRACT

The three studies contained within this document represent the thesis
requirement for the degree of Doctor of Finance at the University of
Alberta. All three studies relate to the application of option pricing
theory to valuation and empirical study.

The first study titled "An Application of Contingent Claims
Analysis to Quasi-option Value", applies ootion pricing theory to the
environmental resource issue of quasi-option value. An option pricing
formula is developed for valuing the option implicitly associated with
delaying irreversible development of a natural resource and a solution
is provided for the critical asset ratio value at which development
should take place.

Recently, the documenting of several calendar seasonalities in
returns have cast doubt upon the hypothesis of market efficiency. A
possible explanation for these anomalous high returns is the presence
of a corresponding seasonality in risk. The second study in the series
titled "A Test of Calendar Seasonalities in Stock Market Risk Iwmplied
from Options Markets” employvs implied volatilities from options on
Standard and Poor’'s 500 index futures and options on the Toronto Stock
Exchange 300 and 35 indices to examine seasonality in market risk. In
particular a test of calendar seasonalities in the time series of
implied volatilities is performed utilizing multiple input
intervention analysis. In general it is concluded that seasonalities
in ex-ante market risk do mnot, as has been postulated, explain the
observed return seasonalities.

The third study contributes to the growing literature on
the effect of options and futures related trading on the underlying
asset market at the time of expiration. "The Effect of Expiring Index
Futures and Options on the Toronto Stock Exchange 35 Index" documents
the presence of anomalous price changes in the level of the Toronto
Stock Exchange 35 1index, at the time of options and futures
expiration. These observed prices changes occur despite settlement

procedures designed to mitigate such effects.
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CHAPTER I: INTRODUCTION

Most researchers of financial economics would currently suggest
that the development of mod:rn option pricing theory ranks as one of
the landmarks cf the field, alongside the advent of Markowitz's
portfolio theory, the capital asset pricing model of Sharpe and
Lintner, and the contribution of Modigliani and Miller to the question
of capital structure and dividend policy. Since Black and Scholes’
seminal article on option pricing in 1973, the number of researchers
and consequent endeavors committed to the study of options and option
pricing theory has grown at an immense rate. Mirroring this growth in
research has been a similar growth in the extent and importance of
markets for derivative securities in the economy. As well, the
application of option pricing theory or more generally contingent
claims analysis, has revolutionized the way in which problems deemed
to be the realm of corporate finance are framed. Indeed the option
pricing framework can be credited with the development in recent
years, of a much needed internal consistency to the area of corporate
finance.

In general, research in the area of option pricing or contingent

claims analysis can be roughly classified into the following three
categories:

1) The continued improvement in the theoretical pricing of
options on various market traded assets including advances in
the empirical testing of option pricing models, as well as
related tests of market efficiency.

2) The growing area of empirical research into the impact of
options markets on the markets for underlying assets and other
derivative securities such as futures.

3) The application of the technology of option pricing to
valuation problems in corporate finance and other financial and
real markets.

The three research papers included in this document, which
collectively represent the thesis requirement for the designation of
Doctorate in Business Management at the University =~f Alberta, can be
categorized as contributions to the above area of option pricing and
contingent claims analysis. Indeed each paper can be clearly
identified with one of the three aforementioned categories of options
research.

Paper No. 1, entitled "An Application of Cuntingent Claims
Analysis to Quasi-Option Value" exemplifies the research in category
three above, of the application of option pricing theory to valuation
and decision making problems involving real assets. This paper
represents a contribution to the recent but growing set of literature
which applies contingent <claims analysis to the question of
irreversible investment.

Paper No. 2, "A Test of Calendar Seasonalities in Stock Market



Risk Implied from Options Markets"”, characterizes some of the recent
research involved in the first category. Here volatilities implied by
an option pricing model are examined for calendar seasonalities, as a
possible explanation for various return anomalies which have in recent
years cast doubt on the general hypothesis of market efficiency.

Finally Paper No. 3, "Effect of Expiring Index Options and
Futures on the Toronto Stock Exchange 35 Index", examines the impact
of options and fu:tures trading on the market for underlying
instruments in the case of the Toronto Stock Exchange 35 index. The
contribution of this paper to the second category above follows in the
vein of recent research concerned with the short term impact of
options and futures trading at the time of their expiration, upon that
of the underlying asset.



CHAPTER I1I: AN APPLICATION OF CONTINGENT C...»r~ AN&LYSIS TO
QUASI-OPTION VALUE.

I. INTRODUCTION

The purpose of this paper is to apply the theory of contingent
claims analysis (CCA), developed in the past two decades in the
financial economics 1literature, to the resource and environmental
economics concept of quasi-option value.

The concepts of option value and quas!-option value have been a
gsource of considerable debate in the environmental economics
literature, and although we will concentrate specifically on the
problem o©f quasi-option wvalue, confusion as to their exact
relationship warrants the brief exposition of both concepts, presented
in section II. In section III a general introduction to the theory of
CCA and its recent applications to topics in economics and capital
budgeting will be presented. In Section IV a contingent claims model
of quasi-option wvalue is developed by relating the concept rto
Margrabe’s (1978) financial option to exchange one risky asset for
another. Unlike the European option pricing model develcped by
Margrabe however, quasi-option is inherently American in nature, with
the potential for early exercise. Given that a closed form solution
for this class of problems has noc to date been identified, an
approximate solution for the American option to exchange one risky
asset for another is derived emploving the quadratic apprecach of
MacMillan (1986) and Barone-Adesi and Whaley (1987). The comparative
statics of the model 1is then explored in terms of the explicit
variables required for its solution.

It will be argued that the valuation formula specified by the
model is clearly an advantage compared to current methodologies such
as contingent valuation, involving survey techniques. In addition the
valuation formula involves the specification of a decision rule in the
form of a critical asset ratio value indicating the optimal time for
the development of a natural environment. A summary of results is
provided in Sectien V.



II. QUASI-OPTION AND OPTION VALUE

A major concern of the field of resource economics 1s the
efficient allocation of mnatural resources and enviromments. If
accomplished properly, cost-benefit analysis will correctly identify
such an allocatien and hence is undoubtedly one of the most important
quantitative tools providing guidance to decision makers concerned
with this endeavor. In many circumstances however the tool of
cost-benefit analysis, or more generally the approach of discounted
net benefits, is subject to severe limitations. It is the recognition
of these shortcomings that gave rise to the environmental and resource
economics concepts of quasi-option and option value.

These two concepts refer in a very broad sense to benefits that
accrue to society and which are not accounted for in the traditional
c¢ .t-benefit analysis framework. Although the purpose of this paper is
to apply the theory of contingent claims analysis in +wvaluing
quasi-option wvalue, the debates concerning quasi-option and the
related concept of option value are highly intertwined and hence a
brief review of both is in order. We will begin first by examining the
literature concerning the relatively more bLasic concept of option
value.

A. Willingness to Pay

In general cost-benefit analysis is a method of measuring welfare
changes, when evaluating the impact of public policies, and hence it
requires the identification of the total net benefits accruing to
society from a particular decision concerning a good or asset(s). The
measure of these benefits, that accrue from a good or asset, is
theoretically the willingness of the consumer to pay for the good.

The accepted measure of this willingness to pay, in today’s
prices, is attained through measuring equivalent variation which uses
status quo prices as the base case and asks what is the income change
at current prices that would be equivalent to the proposed change. In
practice, this is wusually measured by expected consumers’ surplus
which is the difference between the maximum amount the consumer is
willing to pay and the amount he or she actually pays. Expected
consumers’ surplus is, in many cases, an appropriate measure of the
net benefits accruing to society from a particular asset with the
standard procedure involving the estimation of current demand for the
good and then projecting this estimate into the future.

It has long been recognized, however, beginning with Weisbrod
(1964) and Krutilla (1967), that in some circumstances consumers’
surplus 1is not an accurate measure of consumers’ willingness to pay.
In particular, significant benefits classed as "non-user”" may be
overlooked by this approach.

B. Non-User Benefits

In general, total benefits accruing to society include not only
user benefits, which refer to benefits directly associated with the

4



actual use of an asset, but alse to a class of benefits termed
non-user. Weisbrod (1964) and Krutilla (1967) first identified the
concepts of non-user benefits when examining the decision as to the
development, or alternative use of a natural em ronment.

These benefits, associated with the preservation of the natural
environment or park, and which are not captured by consumers’ surplus
include: a) existence benefits; which represent the amount consumers
are willing to pay for the knowledge that a natural environment is
protected by wilderness designation, even though no recreational use
is contemplated, b) bequest benefits; measured by the willingness to
pay for the satisfaction derived from endowing future generations with
the wilderness resource, and c¢) the bernefits associated with the
concept of option value, first identified by Weisbrod (1964).

Essentially Weisbrod argues that where consumers are uncertain
about their future demand for a good, there may be value in retaining
the option to consume the good in the future. Weisbrod developed this
concept in response to Friedman (1962) who advocated the closing down
of a national park if the commercial value of its lumber or minerals
exceeded the willingness to pay, on the part of consumers, for the
recreational benefits obtained from the park. Friedman argued that any
park or wilderness area should be closed, and its resources allocated
to other uses, when benefits to recreation users fall short of
opportunity costs. Expected consumers’ surplus in such circumstances
would be calculated by estimating the current demand for the park.

Weisbrod proposed that the willingness to pay on the part of
recreational wusers of the park understates its value to society
because of the existence of individuals who expect that they may
possibly visit the park in the future and who would consequently be
willing to pay for an option that would guarantee tneir future access.
He argues that the amount consumers are willing to pay to preserve
this option is a magnitude distinct from traditional consumers’
surplus, but which should be included in any social benefit-cost
analysis which involves the irreversible destruction of the park.

Since its inception, the concept of option wvalue has been
embroiled in considerable debate as to its precise definition and
measurement. Bishop (1982) and Smith (1983) provide relatively recent
syntheses of this debate as well as con-ributions of their own. In
general the issues of concern have centered around 1) the appropriate
measure and use of option value 2) the relationship of this measure to
that of expected consumers’ surplus, and 3) the nature of the
unceltainty that results in option value'’s existence.

Much of this debate as to the precise definition and measurement
of the concept of option wval:z can be attributed to the rather
informal manner by which Weisbrod developed his argument (Hanemann
(1989)). Indeed Weisbrod used the term option value to refer to what
is now in the prevailing terminology deemed "option price". This
terminolecgy, which distinguishes between option price and option value
was first developed by Krutilla et al (1972). In terms of this
framework, option price can be roughly defined as measuring both the
value of retaining an option to consume a good and the expected value
of actual consumption. Expected consumers’ surplus alternatively



measures only the latter. The difference between option price and
expected consumers’' surplus is what is termed option value (Plummer
and Hartman (1986)).

C. Theoretical Interpretation and Sign of Option Value

The most dominant interpretation of the concept of option value
is that of a form of risk premium. This interpretation was first
developed by Cicchetti and Freeman (1971) and refined by, among
others, Schmalensee (1972), Bohm (1975) and Graham (1981). Although
some debate has centered around the appropriate definition of risk
aversion (Smith (1983)) it is generally agreed that this risk premium
arises due to the uncertainty as to the potential future value of the
park if it is preserved.

Related to this interpretation of option wvalue in a utility
theoretic framework is the debate concerning the sign of option value.
In general this discussion has centered around; 1) wunder what
conditions or assumptions concerning preferences is the sign of option
value positive (Freeman III (1984)), and 2) the resulting extent and
direction of bias in using consumers’ surplus as a measure of net
benefits. In addition some authors have argued that the debate
concerning the sign of option value is superfluous and that the most
important consideration is whether option value or option price is the
appropriate measure for researchers to attempt to value when
considering alternative risky projects (Graham (1981), Smith (1987),
Cory and Saliba (1987)).

D. Nature and Source of Uncertainty

A number of authors have examined the effect of the nature of the
uncertainty concerning the future benefits of a park on the concept of
option wvalue (Plummer and Hartman (1986)). For example, demand
uncertainty may arise due to 1) income uncertainty; having enough
income to visit the park in the future, 2) quality uncertainty;
uncertainty as to the quality of wvisits to the park, due perhaps to
crowding, or weather, and 3) uncertainty concerning preferences. In
general these analyses are concerned with the effect, if any, of the
source of uncertainty on the sign of option value.

In addition to framing the concept in terms of the uncertainty of
demand for the park faced by consumers, some authors have examined the
nature of option value when uncertainty of supply is an issue (Bishop
(1982), Freeman III (1985), Plummer (1986), and Segerson (1987)). In
this framework the consumer is certain of demanding the services of an
environmental asset in the future, but wuncertain about its future
availability. Bishop (1982), for example considers the scenario where
a project under consideration involves the discharging of a known
carcinogen into the Great Lakes water way. It is unknown whether this
carcinogen will undergo a bioconcentration process but if so
recreationally caught fish will be unfit for human consumption and the
fishery will have to be closed indefinitely. Bishop argues that
expected user benefits alone would be an underestimate of how much



anglers would be willing to pay in order to aveid the risk to the
fishery. He argues that anglers would be willing to pay an amount to
retain the option to continue fishing in the Great Lakes.

In general the literature to date would suggest that the concept
of option value exists under conditions of uncertainty as to either
future demand and/or supply. (Walsh, Loomis. and Giliman (1984)) .

E. Quasi-Option Value

Related to the concept of option value, and the issue upon which
we will concentrate, is that of quasi-option value. First introduced
by Arrow and Fisher (1974), and Henry (1974), quasi-option value is
essentially defined as the positive benefit derived from delaying the
development of a natural resource when there is uncertainty as to
future benefits and costs, and development irreversibility. The
concept of quasi-option value is usually couched in a time-sequenced
framework where greater information about future berefits and costs is
revealed in later periods.

Essentially the argument made by Arrow and Fisher is that the
expected benefits of delaying irreversible development should include
the benefit due to the retention of an option to nct develop in the
following period. This benefit, also classed as non-user in nature, is
positive in value. In general, quasi-option value represents the
adjustment that should be made to expected benefits to reflect the
loss of options in situations where an irreversible decision is made
and where the future «ill reveal additional relevant information
(Plummer and Hartman (1986)). Given the significance of their work it
is appropriate to present a brief review of Arrow and Fisher’s initial
example concerning quasi-option value.

F. The Arrow and Fisher Example

Arrow and Fisher (AF) focus on the decision as to how far, if at
all, to proceed with the commercial development of an unspoiled
natural area that yields benefits in its preserved state. The basic
question asked is whether the introduction of uncertainty, as to the
costs or benefits of a proposed development, has any effect eon the
formulated investment c¢riterion beyond the replacement of known values
with their expectations. They conclude that the expected benefits of
an irreversible investment should be adjusted to reflect the loss of
options it entails. Assuming risk neutrality in their model they find
that quasi-option value is positive in sign and unlike in the theory
of option value, does not depend upon an assumption of risk aversion.

Explicitly, AF consider the choice, at each moment in time,
between preserving a virgin redwood forest for wilderness recreation,
or opening it up to clear-cut logging. Although this transformation is
technically reversible they argue that the length of time required for
forest regeneration is so great that given a positive rate of time
preference, it is effectively irreversible.

In their model the development of an area takes place over a
two-period time horizon consisting of a first period followed by all



future intervals compressed into a single second period. They assume
no time discounting, for simplicity, and that development entails
investment costs but preservation does not. The real difference
between the alternatives of preservation or development, in their
model, is that the former is assumed to be reversible and the latter
not. Some amount of development is planned at the start of the first
period, but the plan can be revised at the start of the second period,
based upon information that has accumulated concerning benefits in the
first period. lLastly, they assume that there are constant returns to
any level of development or preservation, resulting in all benefits
and costs specified as coefficients multiplied by the area developed.

The decision maker has expectations over the various benefits and
costs in the two periods, and AF adopt a Bayesian information
structure and a decision framework that allows deferral of the second
period development decision until the beginning of period two. Hence,
expected benefits in period two are conditional on what occurs in
period one. If at the beginning of period two the expected net
development benefits are greater (less) than expected preservation
benefits, the remaining potential development will (will not) occur.
What AF desired is a decision criterion for deciding on the amount of
development to undertake in period one. In this framework information
about the future consequences of development would arrive with time,
independent of the development decision itself. AF show that when this
possibility of acquiring information is recognized, there 1is a
stronger case for postponing irreversible development than when no
such possibility exists. They refer to the wvalue associated with
delaying development, as gquasi-option.

G. Relationship of Quasi-Option and Option Value

The exact relationship between the concepts of quasi-option and
option value has been frequently debated in the literature and, as of
yet, 1is unresolved. Again part of the confusion 1is due to a
disagreement concerning terminology. Unfortunately Henry (1974) who
simultaneously developed the concept of quasi-option value along with
Arrow and Fisher (1974), referred in his work to option value, what is
generally now accepted as quasi-option value. This interchange of
nomenclature, however, continues tc appear in the 1literature.
(Hanemann (1989))

Some authors (Hanemann (19893}) view the differance betweer these
two concepts as being simply two broad interpretatiens ef Weisbrod’s
(1964) original option value concept, whereas others interpret it as
largely the difference between a "timeless", and "time-sejuen.ed”
modeling framework (Smith (1983)). Still others (Miller {1981)) have
suggested that there is little in common between the two concepts.

Conrad (1980) remains the most significant article to attempt a
reconciliation between option value and quasi-option value. He frames
the question in terms of the theory of the value of information, and
sugpests that whereas option value can be viewed as the expected value
of perfect information, quasi-option value is the expected value of
information derived with the delay of development. A problem arises



however, in that his model is set in a two period inter-generational
framework which clouds the issue by introducing the existence of
nonuser bequest benefits.

H. Sign of Quasi-Option Value and Dependent Learning

As in the case of option value, a substantial literature has been
devoted to determining the sign of quasi-option value. The debate
however has been significantly more one-sided, as it is generally
agreed that quasi-option is non-negative in value.

The debate concerning sign has been intricately related to
extensions of the traditional analysis of quasi-option value. In the
traditional analysis, information concerning the future consequences
of development arrives independently. Several authors however have
relaxed this assumption and considered the case where information
arrival is not independent of development, and the resulting effect on
the size and sign of quasi-option value (Miller and Lad (1984),
Freeman (1984), Fisher and Hanemann (1987), Crabbé (1987)). This
assumption allows for the possibility of acquiring information
concerning the consequences of development from carrying out an
initial small amount, and is referred to as "dependent learning"
(Fisher and Hanemann (1987)). 1In general, it has been determined
(Fisher and Hanemann (1987)) that if the major s u.rce of uncertainty
pertains to the benefit of preservation, then the case for
preservation 1is further strengthened wunder dependent learning.
Alternatively if the uncertainty concerns the benefits of development,
then the case for development is enhanced.

Somewhat related to the studies of dependent learning is that of
Viscusi (1988) who examines the case where later expansion of
development is more costly than carrying out large scale development
initially. Understandably this results in greater initial development
in order to avoid "upward adjustment" costs.



III. CONTINGENT CLAIMS ANALYSIS AND ITS APPLICATIONS
A. Contingent Claims Analysis

Recently the Journal of Economic Perspectives included an article
by Mark Rubinstein (19£7), a major contributor to the theory of
contingent claims analysis, which outlined some of the basic concepts
of the area, and its growing contribution to the fields of finance and
economics. This paper marks the growth of contingent claims analysis,
which has its roots in the early work of Arrow (1964) but which for
the most part began with the seminal work of Black and Scholes (1973).

Essentially contingent claims analysis (CCA) 1is a general
methodology for determining the price of an asset whose payoff depends
upon the prices of one or more other assets. The technique is fairly
flexible and its applications wide-ranging. It has been used ¢to
determine the value of a number of complex financial instruments or
securities, and has recently been extended to the valuation of real
assets. The foundation of CCA lies in the recognition of various
assets as combinations of simple option contracts, and although this
technique is independent of the option pricing model used, it is
generally associated with option pricing in the Black Scholes
framework.

Although models of option pricing were developed early in the
century, the significance of the Black and Scholes model is that it is
conceived entirely in theory and has had an immediate and significant
impact on financial markets. In addition the Black Scholes model is
relatively easy to use and has been substantially validated by
empirical research. In general, Black and Scholes derive a partial
equilibriuwm model of option pricing that avoids the restrictive
assumptions on individual risk preferences and market equilibrium
price formation that have been the main drawbacks of previous models.

In its basic form the Black Scholes framework relies on the
following assumptions:

Al) Markets are frictionless in that there are no transaction costs or
differential taxes. Trading takes place continuously in time.
Borrowing and lending are unrestricted and the borrowing rate equals
the lending rate. Short sales are unrestricted with full use of
proceeds.

A2) the riskless short term rate r(t) is known over time.

A3) The dynamics for the underlying asset value, upon which a
contingent claim depends, can be described by a diffusion type
stochastic process.

Given these assumptions, Black and Scholes (1973) and Merton
(1973) demonstrated that in terms of corporate securities a dynamic
portfolio strategy can be derived that involves mixing positions in
the firm (the underlying risky asset) with a risk-free asset to
produce patterns of return that can exactly replicate the return to
any corporate 1liability of the firm. This replicating portfolio is
continuously adjusted (rebalanced) in response to changes in the value
of the wunderlying asset and the passage of time. The continuous
application of this replication argument results in a fundamental
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partial differential equation that must be satisfied by the prices of
all of the firm’'s 1liabilities. The solution of this partial
differential equation (PDE) subject to boundary conditions pertaining
to the particular 1liability of interest results in an explicit
valuation formula. The key factor in the Black Scholes framework is
that the resulting PDE does not depend on the expected rate of return
on the underlying asset, and hence does not require any assumptions
about investors’ risk preferences.

In the particular case of simple European options (options that
can only be exercised at the maturity date of the option contract) as
dealt with by Black and Scholes a closed form solution to the PDE
subject to the appropriate boundary conditions exists. In other more
complex cases including certain American options (where the option can
be exercised at any time up to and including maturity) and options
involving several underlying assets, a closed form solution may not
exist. In such circumstances however, much work has been done in terms
of approximating solutjions through the use of such techniques as
numerical analysis. Thesc avenues of research have all been
evolutionary in the development of the theory, and the basic structure
of contingent claims analysis has remained intact. Even in complex
cases when numerical solutions are not available, an options-based
framework can offer significant payoffs in terms of qualitative
understanding.

This basic analytical framewerk of Black Scholes has been
extended in many ways and applied to many problems in finance and
ecoriomics. Although many of these extensions and applications have
invelved the relaxation of the various basic assumptions the
robustness of the theory has been encouraging.

B. Application to Valuation of Real Assets.

As we have noted, at first the theory of CCA and Black Scholes
option pricing was applied with remarkable success to the valuation of
financial options as well as other derivative financial securities.
Recently however, significant extensions have been made in the area o§
applying contingent claims analysis to the valuation of real assets.
Examples of the diversity of these applications include Brennan and
Schwartz (1985) on the valuation of a mine, Abowd and Manaster (1983)
on valuing employment contracts, and Dothan and Williams'’ (1981)
valuation of education as an option.

Applications in the area of capital budgeting have arose largely
due to the shortcomings of traditional net present value analysis.
These shortcomings are analogous to those associated with cost-benefit
analysis. As with the tool of cost-benefit analysis, managers of
corporations are dissatisfied with the current state of capital
budgeting or net present value analysis because of its inability to
recognize the additional value in projects resulting from "operating

1Mason. and Merton (1983) and Rubinstein (1987) pProvide reviews of
these applications.
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flexibility". This "operating flexibility" associated with a project
results from manangement's operating options or ability to revise =
project at some future time, and the "strategic value" of a project
resulting from its interdependencies with follow-up investments.
(Trigeorgis (1988)).

Traditional NPV analysis makes implicit assumptions concerning an
"expected scenario” of cash flows and presumes that decision makers
irrevocably commit to a certain "operating strategy". Typically, the
expected pattern of cash flows over a prespecified life is discounted
at a risk-adjusted rate to arrive at the project’s NPV. In the absence
of managerial flexibilicy or real options, static NPV analysis would
be correct. In the real world of uncertainty, however, the realization
of cash flows will meost 1likely differ from the decision maker's
expectations. Over time new information arrives and uncertainty about
future cash flows is gradually resolved; hence flexibility to revise
the operating strategy c¢riginally anticipated has wvalue. Recent work
in the area of capital budgeting has centered around attempts to
bridge this gap betweerni traditional financial theory and strategic
planning thrcugh the use =f option valuation techniques or contingent
claims analysis.

EssentialLiy the decision maker’s flexibility to adapt future
actions to the future environment skews the probability distribution
of NPV, relative to initial expectations, by improving the upside
potential while 1limiting down side losses. As Trigeorgis (1988)
indicates, this necessitates the use of an expanded NPV framework
which includes a premium for the flexibility inherent in a project’'s
operating options as well as the traditional static NPV of direct cash
flows:

Expanded NPV = Static NPV + Option Premium.

Other approachies to overcome the problems of static NPV analysis
such as simulation and decision tree analysis basically stumble on
determining the appropriate discount rate with which to discount
future cash flows (Ritchken and Rabinowitz (1988)). In a Black Scholes
option pricing framework however the no-arbitrage hedge attainable
under continuous trading allows a solution that is independent of risk
attitudes and therefore may be conveniently obtained in a world of
risk neutrality, circumventing the discount rate issue.

C. Reasonableness of Underlying Assumptions

All models abstract from the complexity of reality. The art of
model building is to choose those abstractions which make the model
tractable while capturing the essence of the real world environment in
which it is to be applied. The basic Black Scholes model is certainly
tractable, and in the case of financial assets which are traded on
markets, the assumptions are fairly realistic. Understandably these
assumptions are subject to criticism in the cases of real assets and
financial assets not traded on public markets. This is certainly true
in the application to quasi-option value postulated here. As with
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applications to corporate finance, this lack of public trading mnot
only casts doubt on the assumption of the formation of a riskless
arbitrage portfolio, but relates as well to the major drawbacks of CCA
which have been the unobservabi- of the price of the underlying
asset and the consequent probler estimating the variance of the
rate of return on the asset. In somc cases however the argument can be
made for the existence of an alternative traded asset whose return
closely follows that of the unobservable asset and from which an
estimate of return variance can be made.

Current methodologies for measuring option and quasi-option
values however, referred to in the environmental literature as
“"contingent valuation", ask the consumer to assume markets exist for
the benefit to be measured and then ask them to price the option value
of interest. Consequently contingent claims analysis does not involve
any more restrictive a set of assumptions than these current
methodologies of practical valuation.
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IV. A CCA MODEL OF QUASI-OPTION VALUE
A. Related Studies

A number of contributors to the literature of quasi-option value
have recognized its potential relationship to the financial options
literature but to date an explicit valuation employing CCA has not
been attempted.

Crabbé (1985) in a discussion of the concepts of option value and
quasi-option value relates the asymmetry in quasi-option value to that
of financial options. This asymmetry exists, as Crabbé indicates, in
the sense that only one tail of the probability distribution of the
underlying variables affects the value. Although he recognizes the
similarities in quasi-option value and financial options, he does not
deal explicitly with CCA.

Hanemann (1989) makes a more accurate analysis of the
relationship of . nasi-option value and financial option theory. In a
two period framcwork where development can take place in either
period, he states that when development is not undertaken in the first
period the result is the preservation of an option to develop in the
future. However he incorrectly relates the value of a financial option
to the total benefits of a decision not to invest in the first period.

Studies in a CCA framework which relate to a quasi-option
application do exist, and are largely found in the emerging finance
literature on irreversible investment. Recently Pindyck (1991)
provides a concise review of this literature including a number of
applications specifically in the contingent claims framework. Two such
works include Majd and Pindyck (1987) and McDonald and Siegel
(1986). Traditionally, discounted cash flow methods which treat the
pattern of investment as fixed ignore the fact that the rate at which
construction proceeds is flexible. The focus of Majd and Pindyck
(1987) is consequently on a series of expenditures that must be made
sequentially but which cannut exceed some maximum rate. They
concenctaste on the determination of optimal investment rules and
maximum construction rates for a project, and model the problem as a
series of compound options in which each unit of investment buys an
option on the next unit.

As Majd and Pindyck note, this option is distinct and separate
from the concept of quasi-option value. As opposed to the option a
firm has in making sequential investments, quasi-option value relates
to the option associated with a choice of projects that 1is foregone
once the expenditure has been made. Similar to Majd and Pindyck
however, we will address the opportunity cost associated with delaying
the investment in a project, and will consequently develop an optimal
investment rule or critical asset level at which investment will take
place.

Closer in concept 'is the work of McDonald and Siegel (1986). This
study addresses the optimal timing of investment in an irreversible
project where, similar to our framework, the projec - and investment
"cost" follow continuous time stochastic processes. In addition the
case we will consider is similar to McDonald and Siegel's in that
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investment is lumpy in the sense of taking place instantaneously, as
opposed to the sequential framework of Majd and Pindyck. Unlike the
general equilibrium approach, however, used to develop the model in
McDonald and Siegel, the model derived here is based upon a continuous
hedging argument employed in option gricing theory. As well, we
consider the case of finite-lived options as opposed to the infinitely
lived option to invest that McDonald and Siegel consider. Consequently
we are able to obtain a closed form approximate solution to the option
valuation problem, whereas McDonald and Siegel do not.

The major drawback of the pgeneral equilibrium approach employed
by McDonald and Siegel ,is that it requires a complete specification of
an underlying model of capital equilibrium whose parameters are known.
(See for example the framework developed by Cox, Ingersoll, and Ross
(1985).) Hence a pgeneral limitation of this approach is that it is
difficult to obtain refined estimates of the market model parameters.

Alternatively we adopt the approach of a continuous hedging
argument described below, and which relies on the assumption of
complete markets and continuous trading in assets. In particular this
approach 1is based wupon the formation of a risk free portfolio,
requiring that one can trade in assets such as a mine or a national
park.

Obviously this assumption is very strong and unrealistic, however
the analysis still holds if we assume that there at least exists some
other asset or portfolio of assets which is traded and whose price is
perfectly correlated with the price of the mine or park. If the mine
can be considered a simple function of a mineral or commodity price
such as gold, this assumption is not unrealistic. In terms of the
value of a national park, which depends upon society’s consumption
preferences we may perhaps assume that a portfolio of common stock of
firms involved in the production or provision of recreational goods
and services such as motor homes and camping equipment, may perhaps
span the risk associated with a national park's value.

B. The Model

To be specific, let us consider the case of a natural environment
or wilderness area which the government must decide whether to
preserve as a mnational park or to allow development, say of a
hydro-electric dam, mine, or other resource based project. Hence, the
preservation and development decisions are mutually exclusive. Let us
assume as well, that the project would be operated by the government
and would yield benefits to society equivalent in monetary terms to
those that would accrue to a private owner. In addition, for
simplicity and in order to focus solely on the value of the option to
delay investment, we will assume that investment in the construction
of the facility takes place all at one time and that the net cash
flows that arise from the facility begin immediately. Hence, as in
Hanemann (1989) development is indivisible and irreversible.

Let M be equal to the present value at time t of the expected
future net cash flows conditional on undertaking the project. This
present value represents the appropriately discounted expected net
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cash flows, including initial investment, given all information
available at time t. Hence M represents the market value of <the
completed project, which is the market value of a claim on the stream
of net cash flows that arise from installing the facility at time t.
We will make the assumption similar to Majd and Pindyck (1987) and
McDonald and Siegel (1986) that the value M of the completed project
is given exogenously and follows a particular stochastic process
through time, that of gevumetric Brownian motion:

d1 = (a - D/M; Mdt + o MdZ . (1)
7 MM

where dZM is the increment of a standard Wiener process. The central

feature of this assumption is that M fluctuates stochastically over
time, reflecting the arrival of new information concerning the future
cash flows. The last term in equation (1) represents the unexpected
component of changes in M. The parameter o, is assumed constant and

represents the expected rate of return on the project. This expacted
rate of return is the equilibrium rate established by the capital
market.

The parameter D represents the opportunity cost of not investing
in the project. Specifically, D represents the net cash flows from
operating the completed facility, and is a deterministic function of
the value of the project and time. These cash flows are net of any
future investments required to maintain the productivity of the
project and are not received unless the project is undertaken. They
are analogous to the wages forgone by a student in school as in the
Dothan and Williams (1981) option model of education,

A more elaborate model such as that of Brennan and Schwartz
(1985) invelving assumptions concerning the dynamics of output prices,
operating costs, and the output rate of the project, could be
d2>veloped. These assumptions would indeed outline a more complete
model but would involve greatly increased complexity.

Recent works in the area of capital budgeting have focused on the
various operating options available to managers once a project is
undertaken. Equation (1) is not consistent with the existence of such
entions, as including their value will generally affect the dynamics
of M. In particular M would not follow a lognormal process in their
presence (Majd and Pindyck (1987)). Although it is possible to carry
out the analysis with the presence cf these implicit options assumed,
this would again greatly increase the complexity of the model and
would derract from our purpose of concentrating on the value of the
option to delay the construction of the project.

The above assumption for the steochastic process of the project
value can be seen to be analogous to the usual assumption, in the case
of financial option valuation concerning the stochastic process for

*Mason and Baldwin (1988) provide an example detailing how these
operating options would affect valuation.
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the value of a common stock which payvs dividends. Indeed if the
project was undertaken by a firm financed solely by equity where the
project was its only asset and if cash flows from the project were
paid out to shareholders as dividends, the value of the equity of the
firm would follow the above process given in (1).

Now let us consider the benefits that accrue to society from
preserving the park. In particular let P equal the present value at
time t of the future benefits of preserving the park given all
information available at time t. As in the case of the project these
benefits are discounted at the appropriate discount rate as in the
standard cost-benefit analysis framework. Future benefits associated
with the preservation of the park are of course uncertain and hence

the present value of the benefits is assumed to follow the stochastic
process:

dP = a Pdt + o PdZ (2)
P P 3

where a, Trepresents the instantaneous expected growth rate of the
present value of park benefits, and %p the instantaneous variance of

the relative change in the present value of park benefits. Again, dZP
is the increment of a standard Weiner process.

Analogous to the case of the mine value, this assumption rests
upon the idea that the value of the park fluctuates stochastically
over time reflecting the arrival of new information concerning the
benefits of the park to society. This process through time is captured
by equation (2) with the first term aPPdt representing the expected

change in the park value over a unit of time, and the second term
aPPdZP representing the unexpected portion of the change in P. 1In

addition let pr be the instantaneous correlation coefficient between

dZ and dZ . Consequently dZ dZ = p dt, where p is assumed constant
P M M P MP MP
through time.

Given the above assumptions of stochastic processes for the
underlying variables, we are implicitly considering the case where
future information is independent of development. Hence we do not
consider the possibility of dependent learning where a 1little
development generates information about the future consequences of
further development.

In this framework the problem the policy maker faces is
simultaneously analogous to holding a call option on the present value
of the project, where the exercise price is the present value of the
park benefits and is stochastic, and a put option on the value of the
park with a stochastic exercise price equal to the value of the
projzct. Hence this option q(M,P,T) is a function of the project
value, the value of the park benefits, and the time to maturity T of
the option. As in Crabbé (1985) we can postulate a scenrario where the
option to develop exists for a finite length eof time. In particular
the example Crabbé considers is the diversion of the Kootenay River in
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British Columbia for the purposes of hydroelectric power generation.
The option to do so existed or was held by the Canadian government
for a fixed period of time as set out by treaty agreement with the
United States.

Given certain assumptions and the theory of contingent claims
analysis we can value the option gq. As has been indicated the
derivation of the partial differential equation (PDE) which g must
satisfy, relies crucially on the assumption of continuous trading of
the underlying assets of the contingent clain in question. It is
appropriate to again address the validity of this assumption as in the
case outlined above, trading in financial markets 1is questionable
particularly in terms of the present value of park benefits. The
theory of CCA however, will still be valid as long as the capital
market is sufficiently complete that the existence of the assets of
concern does not change the opportunity set available to investors.
For example, undertaking a large scale project that would change the
future price of o0il changes the opportunity set and consequently CCA
cannot be employed as the project’s value would be ambiguous. It would
have one value given present prices and another value given prices
that would prevail if the project were undertaken. Given the
assumption of market completeness there always exists a portfolio of
risky securities possessing returns perfectly correlated with the
returns of the underlying assets.

In addition it should be noted that all capital budgeting
procedures have as an objective the estimation of the wvalue of a
project which would be reflected in its price if it were traded in an
efficient market. In this sense the CCA technique has the same
limitation as any financial valuation method. 1f undertaking the
project changes the opportunity set available to capital market
investors then using either standard discounted cash flow techniques
or contingent claim techniques will lead to an error in valuation. It
should also be noted that projects with measurable impacts on prices
and, therefore, the marke* opportunity set, are rare (Mason and
Baldwin (1988)).

Employing conventional option pricing arguments it is possible to
derive a partial differential equation (PDE) for the price of the
option q. The derivation (given in Appendix (1)) is similar to that of
previous derivations (Stulz (1982), Schwartz (1982)) for wvaluing
contingent claims based on several underlying assets. The argument
relies on no-arbitrage considerations and the use of Ito’s Lemma. If
the payout of an option can be perfectly replicated by a portfolio of
traded securities, then by the law of one price the option price would
be unambiguously determined by the current value of the replicating
portfolio. Basically, a self-financing portfolio (one which does not
require or produce cash payments until maturity) is constructed. Given
that at maturity the value of this portfolio is precisely equal to
that of the contingent claim, then to eliminate arbitrage profits the
value of the portfolio must be equal to the option value at all points
in time between mow and the maturity date, if arbitrage profits are to
be eliminated.

The PDE satisfied by q is:
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2.2 2.2 )
(1/2)aHM qugf (1/2)aPP Q.+ pMPaMaPMPqMP+ (rM-D)qH+ quP-qT-lq - 0 (3)

and 1is appropriate for any contingent claim dependent on the same
underlying assets of the project and the park. In general this PDE
represents a restriction on the partial derivatives of the option
value q and specifies the relationship of q to M, P, and T, that must
hold given that the payoff structure of q can be replicated by a
portfolio that involves investing in M, P, and the risk free asset.
Alternatively the above partial differential equation could be
derived in a general equilibrium framework such as that of Cox,
Ingersoll, and Ross (1985) with appropriate assumptions concerning
preferences and technologies.Specifically, the assumption would have
to be made that either consumers were risk neutral, or the expected
growth rates of P and M were equivalent to the return on the risk free
asset. In other words it would have to be that a, = Y, and (aM - D/M)

= r. Either of these assumptions would be extremely restrictive and
surely not as palatable as the assumption of complete markets and
continuous trading required for the derivation above.

C. European Option Value

Given the above partial differential equation the problem remains
to solve for the value of the option, q, subject to certain terminal
and boundary conditions dependent upon the nature of the option in
question. These terminal and boundary conditions serve to give a
unique representation to each contingent claim. For example both the
European and American call option values are described by the PDE
given by equation (3). For simplicity let us first consider the case
of the European call option.

A European call option gives its owner the right, at the maturity
date of the option and not before, to purchase a quantity of an asset
at a prespecified price referred to as the exercise price. For example
the holder of a European call option on a corporation’s stock with an
exercise price of $50.00 and a time to maturity of three months has
the right, in three months time, to acquire a share in the
corporation’s stock, no matter what its wvalue, at a price, or in
exchange for, $50.00. This is analogous to the situation faced by the
policy maker in that he holds a call option to invest in the project,
and receive the net present value of its benefits in exchange for or
at the cost of the present value of park benefits. Similar to the
stock option holder forgoing the $50.00 in order to acquire a share in
the corporation, the decision maker acquires the net present value of
the project in exchange for the present value of the benefits
associated with the park. The only difference being that the exercise
price for the decision maker is stochastic in nature whereas it is a
fixed value for the holder on the option on common stock. If we
assume, for now, that he can exercise this right only at the time of
maturity and not before, then the option he holds is European in
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nature.

Alternatively an American option is one that gives its holder the
right to exercise the option at any time up to and including the final
maturity date. An American option then, gives the holder the
additional benefit of being able to exercise the option "early"”, if he
so chooses. It can be shown (Merton (1973)) however, that in the case
of an American call option on an asset that does not pay a "dividend”,
it is never optimal to exercise the option before the final maturity
date and hence the American call can be valued as a European one.

If we assume that the option which the decision maker holds is
European in nature, then the boundary condition at maturity that must
be satisfied by the value of the option q is given by:

q(M,P,T = 0) =max [ M - P, 0 ] (4)

This boundary condition specifies that at maturity (T = 0) the value
of the option is equal to the maximum of the value of the project less
the value of the park, or 0. This reflects the fact that exercising
the option is a right and not an obligation. At maturity cthe decision
maker will exercise the option and acquire the project for the wvalue
of the park only if the value of the project is greater than that of
the park, at that time. Otherwise he will not exercise the option and
its value is O.

In general the PDE given by equation (3), subject to the boundary
condition given by (4) will not have a closed form solution unless we
assume that the cash flows received from the project are proportional
to its value. In particular we will assume:

D = &M

where &M is the instantaneous rate of cash flow from operating the
project and & is assumed constant. This 1is not an unreasonable
assumption as we would expect that the higher the cash flows from the
project, the higher ‘its market value. The partial differential
equation, given this assumption is then:

2.2 2,2
(1/z)aMM q.t (1/2)aPP Q.+ pupanapMPqu+ (r—b‘)MqM+ quP-qT-rq = 0. (5)

The solution of a PDE similar to that of equation (5), and
subject to the boundary condition given by (4), for the value of the
contingent claim q, has been developed by Margrabe (1978). He
considered the problem of developing a valuation formula for the
option to exchange one risky asset for another where there are no cash
outflows or "dividends" from the assets. Among various problems he
applies this solution to corporate share exchange offers, and the
analvsis of margin accounts. In the option we consider the decision
mak.. - can exchange the park for the project, however the project pays
a "dividend", represented by its cash flows. Because of these cash
flows it may be optimal for the option holder to exercise his option
early in order to receive the cash flows from the underlying asset. We
will consider for the moment that the option held by the decision
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maker is restricted to be Eurcpean in nature. Consequently even though
the project pays a "dividend" the decision maker cannot exercise the
option until maturity. Analogous to Margrabe’s solution, then, the

value for q that satisfies (5) subject to the boundary condition (4)
is given by:

qM, P, T) = e 9T MN(d)) - PN(d,) , where (6)

d; = In(M/ P) + (C1r2)0% - §)T
o VT

d2 = dl - aJﬁi

N(-) is the cumulative standard normal density function and

2 2 2 \
o = aM+ oP- ZpMPaMaP. (7)

This solution differs from Margrabe’'s (1978) only by the term §, as
Margrabe does not consider the case of an opportunity cost associated
with one of the asgets, represented by a cash flow or dividend.

The term e MN(dl) represents, in a risk neutral world, the

present value of the expected mine wvalue M, at maturity, conditional
on M being larger in value than P, times the probability that M will
be greater than P. In other words, it represents the present value of
the expected “benefit" of exercising the option in a risk neutral
world, where the benefit derived is the receipt of the mine.

Alternatively the term PN(dz) represents, in a risk neutral

world, the present value of the expected park value P, conditional on
P being less than M at maturity, times the probability that M will be
greater than P. In this sense PN(d2) represents the present value of

the expected "cost" of exercising the option at maturity, in a risk
neutral world, where this cost is due to the fact that the decison
maker must give up the park if he exercises the option.

D. American Option Value

Given Margrabe’'s solution of the European option to exchange one
asset for another, what is required is an extension of the analysis
to an approximate solution that incorporates the possibility of early
exercise.

As Merton (1973) has shown, in the case of a call option on an
underlying asset that does not pay a cash "dividend"”, both the
American and European option have the same value as it will not be
optimal to exercise the option "early" relative to the final maturity
date. This is due to the fact that no matter how much the value of the
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underlying asset exceeds the exercise price, there will always be a
positive probability thar the asset value will be higher in the
future. Hence, the value 7 the option unexercised will be worth more
than the proceeds obtainea from exercising immediately. Consequently,
the ability to exercise the option before maturity, associated with
the American option, is worthless.

When the underlying asset pays a "dividend" as in the case
considered here, there is an opportunity cost however, to not
exercising the American option. This opportunity must be weighed
against the expected benefit of not exercising. Given the assumption
of a cash flow proportional to the asset value, then at any point in
time there exists a value of the underlying asset for which immediate
exercise would be optimal. Given this existence of a positive
probability associated with early exercise the American option cannot
be valued simply as a European option because the ability to exercise
early will have value and hence the American option value will exceed
that of the European by an "early exercise premium”. The problem
exists in determining the value of this early exercise premium.

As Margrabe indicates, the option to exchange one asset (the
Park, P) for that of another (the project asset M) can also be viewed
as a function of a call option on the ratio of the two assets with an
exercise value of unity. This result is due to the fact that the
option value, as proven by Merton (1973), is linearly homogeneous in
the underlying asset value and the exercise price. Consequently the
value of the call option C(M,P,T) that we wish to consider can be
expressed as:

C{H,1,T}] =(1/P)C(M,P,T) (8)

where H = M/P (9)

This result allows us to develop an approximate solution for the
option C{H,1,T], which is considerably simpler than for the case of
C(M,P,T) directly. The value of C(M,P,T) 1is then proportional to
C[H,1,T} by a factor P.

Consider now the call option C[H,1,T] on the ratio, H, of the two
assets M and P. In order to develop an approximate solution to the
American option value for such an option we must first consider the
partial differential equation that governs the option value through
time. Given the general PDE in equation (5) for a contingent claim
q(M,P,T), involving the two assets M and P, the PDE governing a
contingent claim f(H,T) on the ratio of the two assets can be
determined by substituting in equation (5) the relationship:

q(M,P,T) = PE(H,T). (10)

The resulting PDE as derived in Appendix 2 is given by:
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(u2)02H2fHH- 6HfH - fT= 0. (1)

We will now present an analysis incorporating this PDE and based
upon that of Barone-Adesi and Whaley (1987) and MacMillan (1986) for
the development of an approximate solution to American option values.

The PDE represented by equation (l1) governs the behavior of both
the American and European value of an option on the ratio, H,of the
two assets, M and P. Consequently, as BAW (1987) show, the wvalue of
the early exercise premium E, which represents the amount by which the
American option value exceeds that of the European due to the
additional benefit of being able to exercise early, must also be
governed by equation (ll) as:

C(H,T) = c(H,T) + E (12)

where C(H,T) represents the American call option value and c(H,T) that
of the European. As a result:

2.2
(1/2)0 H EHH- 6HEH - ET~ 0. (13)

For simplification let us first multiply (13) by 2/02 giving:

H2E - BHE - JE= 0, (14)
HH H T

where B = 26/02 and J = 2/02.

Let us now define the early exercise premium as E(K,T) = K(T)g(H,K).

Consequently EH = Kga, I:‘.HH - KgHH, and E'r - KTg + ergx' Substituting

these partial derivatives into (14) and factoring K yields:

H'g,, - BHg, - Jgl(K/ K) + (Kg/ g)] = 0 (15)
Choosing K(T) = 1 - eﬂﬂ, substituting into (15) and s=implifying
results in

Hzgmi— BHgH - [Jx(l - K)/ Klg - Jr(1 - K)g = O (16)

As in the BAW (1987) and MacMillan (1986) derivations, the analysis
performed up to this point has been exact. Consider now the last term
in equation (16). As T approaches 0, K approaches O and so
gKapproaches 0 and consequently the term (1 - K)gK approaches 0.

Alternatively as T approaches infinity, K approaches 1, and again the
term (1 - K)gK approaches 0. As an approximation then, to the partial

differential equation (16), we can assume this last term to be equal
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to zero, resulting in the second order ordinary differential equation;

Hzgmi~ BHg, - [Jr(l - K)/ Klg = 0 (17)

This is a reasonable appproximation given that in most cases the
option we are considering will have a reasonably long maturity,
measured in years, relative to financial options having a typical
maturity of less than one year. In addition tests of this
approximation (BAW (1987)) in valuing these shorter maturity financial
options have indicated insignificant error values.

As has been indicated by BAW and MacMillan, the general soulution
to differential equations of the type represented by (17) is given by:

Y1
g(H) = alH + aZH (18)
By substituting g = aH” into (17):

at? [ y2 - (1 + B)y- Jr(l - K)/K ] = 0 (19)

where y, and y, are the roots of equation (19), given by:

y. ¥, = (L+B)+ V(1+B)¥+4Jx-K/K
2

Note that as Jr(l-K)/ K > O, > 0 and < 0. Consequently if a_ =
Y, y, q y 2

0, the function g(H) approaches = as the asset price H approaches 0.
As the early exercise premium of an American call becomes worthless

when the underlying asset price approaches O, this result is

unacceptable. Consequently we will impose the constraint that a = o,
y

and hence f(H) = aJi 1. As a result the approximate value of the

American call option on H is, from (12), given by:

1

C(H,T) = c(H,T) + KaIH - (20)

. - . . . . . -
What remains is the determination of the critical asset ratio H above

which the option would be exercised, and the appropriate constraint on
a .

Given that there exists, at any given point in time, a level of
H, denoted by H , for which it would be optimal to, exercise the option
early then we know that at levels of H below H , the wvalue of the
option would be represented by equation (20), which is an increasing
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"
function of H, assuming a is positive. At levels of H above H the

value of the option would be equal to the exercisable proceeds of the
option, H - 1, as the option would be exercised. Therefore at the
exact value of H it must be that;

] * *yl
H - 1= c¢(H,T) + KaIH - (21)

In addition, in order that the solution for the American call option
value is not discontinuous in nature it must also hold that at H the
slope of (20) must be equal to the slope of the line represented by
the exercisable proceeds. Consequently we have, at H :

T - *yl-l
N(d (H)) + Ky aH (22)

Now from (22) we can solve for aﬁ

l = e-s

- . AR
a =[1-e STN(dl(H )1 /Ry W (23)

and subsituting (23) into (21) results in the equation:
" " -6T " "
H - 1 =c@H T) + [ 1-e " NN} H/y (24)

from which H can be solved for iteratively. Efficient algorithms
based on the Newton-Raphson technique have been developed for similar
problems; see for example BAW (1987).

With H determined, and the wvalue of a1 provided by (23), the

value of the American option is given by:

l-y y

H 'y y, when H < H  (25)
= H - 1 when H = H

C(H,T) = c(H,T) + [ 1 - e-'STN(dx(H"))] oo

From equation (8) the value of the American option to exchange P for M
is given by

. Ly y .
C(M,P,T) = ¢(M,P,T) + A(HP) M ! when H < H (26)

*”

=M - P when H =2 H
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where A -~ [ 1 - e-&T N(dl(H"))] / Y,

and ¢c(M,P,T) = q(M,P,T).

Given this formulation of the decision to exchange the park for
the project as being analogous to holding a contingent claim, the
expression representing quasi-option value is simply the value of the
above contingent claim, less the net benefits of exchanging the park
for the project. Consequently the quasi-option value Q(M,P,T) is given
by:

Q(M,P,T) = C(M,P,T) + P - M when H < H' (27)

*

= 0 when H = H

As it can be shown that the value of an American option is greater
than that of its exercisable proceeds for values of the underlying
asset less than the critical value (see Merton 1973), it holds that:

QM,P,T) = 0

consistent with the  wutility theoretic framework findings, that
quasi-option value is non negative.

E. Comparative Statics

quasi-option value, given by gquatgon (27) 1is a function of

several wvariables, in particular T, Oy v Pup M, P, r, 6§, and T.

Consequently it is insightful to examine the comparative statics of
the model with respect to these variables. Results required for the
derivation of these comparative statics are given in Appendix 3.

. . . . 2 2
i. Comparative Statics with respect to aP, aM , and pMP

Differentiation with respect to the variance parameters is given

by:
2 .
_QQ_Z - —69-2-?—0—2 wherex-a:,az,p .
ax do ax " HE
and
8Q _ s8¢

2 2’
do do
It can be shown that the derivative of C with respect to o’ is given
by:
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-6T - y -1
8C _ Me VT [ niiay - (HmY
2 20 1
do
LYyl
+ (H/H)

N’ (d (H))]
MA [ In(H/H') + y:(1/202~1) ] (ayl/aaz) >0, for H<H
where

(ayl/aaz) = - (1/ 20°)[ B+ (1/2V%)(2(1+B)B + r(1-K)/ K)]< O.
¥ = (1 + B)?2 + JrK/ (1-K)

and N'(.) 1is the normal density function. As in the standard*option
result this derivative has a positive value for values of H < H
Since the derivative of ¢~ with respect to oP is 1 - (pmyp/ aM),
this implies that quasi-option value is an increasing function of ¢ °
if o > o_.
M P )
Similarly the derivative of quasi-option value with respect to o, is
. 2 2
ositive 1if o_ > o since do do =1 - o/ o).
P P M / ] (pMP M P)

The sign of the derivative of quasi-option value with respect to the
correlation coefficient Pyp’ is, on the other hand negative. as the

derivative of o with respect to Prp is given by —20M0P. This indicates

that quasi-option value decreases as the park and project value
increase in correlation. This is understandable as we would expect an
option to exchange one asset for another to be of less value if the
two assets are highly correlated. Under such circumstances of highly
correlated asset values when one asset is low in value so would be the
other and hence the benefit derived from exchanging one for the other
is relatively small.

This result has an interesting economic interpretation, however,
specifically in the case of the option to exchange a park for a
project. Consider the case where the prcject involves the clear cut
logging of the park area for its timber resources, and assume that the
value of the project increases as the value of timber increases. It
can be argued that empirically an increase in scarcity of timber
resources globally has correspended with an increase in the scarcity
of natural environments. Consequently, an interesting result is that
quasi-option value is comparatively reduced under such circumstances,
and the incentive for development increased.

ii. Comparative Statics with respect to M and P.

The derivative of quasi-option value with respect to the value of the
project M is:
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y,-1

29 _9€ 3 L eThqay) + 11-e TNea )] i T -1 <0,

aM M
for H < H .

The negative value of this derivative is explained by that fact
that as M increases the critical exercise asset ratio H is approached
and hence the value of the call option C(M,P,T) approaches the wvalue
of the exercisable proceeds M - P. Correspondingly Q(M,P,T) decreases,
in value.

A similar explanation holds for the positive value of the partial
derivative of the quasi-option value with respect to the value of the
park P:

3Q  ac AL «
S =24+ 1 = 1-N(d ) + (M/P)A(1-y )(H/H) > 0, for H < H.
ap P 2 1
As P increases, H decreases, moving away from H", and hence an

increase in quasi-option value.
iii. Comparative Statics with respect to T and r.
In terms of time to maturity T, and the risk free rate r, the

derivatives of quasi-option value are ambiguous in sign. The
derivative with respect to T is:

g%- - Me’ST[aN'(dl)/ 2VT - 6N(d )]
+ (H/ H')y‘-lm { Aln(H/ H")(ayl/ aT) -yl'lse’STN'[dl(H")]
se”®TNpa (W 1(y, 7T 1 S0, for H <,
where

(8y,/8T) = - (.25JrK/ RV$)(1 + (rK/ K)) < 0.

The derivative with respect to r is:

EYe NS . -2 -§T . "
5 = (H/H ) M { Aln(H/ H )+y1 (1 - e N[dl(H Y1) (H -1))(ay1/ar)
50, for H<H .
where ce'rT ot
(ayl/ ar) = — (l-e -rT) >0
4 Vi K

iv. Comparative Statics with respect to 6.

With respect to the rate of net cash flows 6§ derived from the project,
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the derivative of quasi-option value is again ambiguous in sign:

LY. -1 N . . .
S5 =G/ BT M [ a1 (ay,/ 65)+Te S TIa (0 ) (1eyTH )
; TMe’STN[dl] S0, for H < H",
where

(3y,/ 38) = (1/ a%)(1 + (1+B)/ V§) > 0.
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V. CONCLUSION

As in Hanemann (1989), we have shown that given that development
is both irreversible and indivisible, a decision maker who ignores the
retention of options associated with preservation can underestimate
the benefits of preservation to some degree and tilts the balance in
favor of development. This is due to the fact that irreversibilicty
creates an asymmetry which has value. If the decision maker decides to
preserve in the current period, the decision maker can always develop
later if subsequent information warrants it; but if the decision to
develop is made, it cannot be reversed regardless of what future
information reveals. In the first case there is flexibility with
respect to future decisions, and the information has some potential
value; in the second case there is no flexibility and the information
has no economic value. Thus, when future 1learning 1is taken into
consideration, there 1is an extra component to the benefits associated
with preservation. This extra component is termed quasi-option value
and the purpose of this paper has been to develop an expliclt
valuation formula for quasi-option in a contingent claims framework.

Even in the presence of what may be objectionable assumptions
concerning the trading of assets and the observability of the variance
of their return, contingent claims analysis still provides a feasible
alternative to the wutility theoretic framework for quasi-option
valuation. This 1is particularly true when we consider the accepted
valuation technique of "contingent valuation", where surveys are
carried out questioning individuals as to the price they would pay for
certain "options" if markets for these contingent claims existed.
Recent work (Boyle (1989)) indicates that such methods are subject to
errors in that wvaluation by individuals is highly dependent on the
description of the commodity in question.

Contingent claims analysis provides a robust theoretical model
from which a relatively tractable explicit wvaluation equation can be
obtained. In addition a decision rule of optimal investment in terms
of a critical asset price ratio is specified by the CCA framework
given that there is an opportunity cost in delaying development.
Comparative static analysis reveals that quasi-option value can
increase or decrease with &an increase in uncertainty of either the
benefits of development or preservation and 1is dependent on the
relative uncertainty of the respective benefits. quasi-option wvalue
decreases however, the more positively correlated are the benefits of
developmer:t and preservation.

Further work in this area would include the application of CCA to
the concept of option value. In a sense option value, described as the
option to visit the park in the future is distinct from the concept of
quasi-option value defined as the option to exchange cne risky asset
for another. Although both concepts involve the benefits from the park
as an underlying risky asset, for the purposes of wvaluing
quasi-option, option value itself is a benefit associated with the
pa‘k and is implicit in the value of P. In this sense option value has
similarities to the operating options identified in applications of
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CCA to capital budgeting. The application of CCA to the concept of
option wvalue and quasi-option wvalue in a model of irreversible
investment therefore holds promise in explaining the relationship
between the two concepts.

In addition the wvaluation formila and critical exercise ratio

developed are easily extendable to ¢ her investment decisions of an
irreversible nature. Many such investment decisions exist in the arena
of capital budgeting and the investment decision of firms. Any

investment expenditure that could potentially be a sunk cost is
essentially irreversible. Such expenditures would be investments in
assets that are industry or firm specific such as marketing and
advertising. In addition, strategic considerations such as the risk of
entry into the market by other firms may resuit in a time limit or
time to maturity for which the option to invest exists.

A direct application of the analysis presented here would be in
the case of a firm currently involved in the production of a
particular good and which 1is considering making an irreversible
investment to its production line in order to produce an alternative
good. Again the decision can be characterized as an American option rto
exchange one risky asset for another. An added complexity of course is
that continuous cash flows or dividends emanate from both assets.

W
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CHAPTER IXI. A TEST OF CALE?DAR SEASONALITIES IN STOCK MARKET RISK
IMPLIED FROM OPTIONS MARKETS.

I. INTRODUCTION

Previous literature on stock returns documents the presence of
significant seasonal patterns, with a majority of the focus on the
finding of higher returns in January than in the remainder of the
year. This January or, as first termed by Roll (1983),
turn-of-the-year effect appears to be concentrated among smaller firms
and strongest early in the month. Studies attesting to the existence
of this effect include, among others, Rozeff and Kinney (1976), Keim
(1983), Roll (1983), Chan (1986), Debondt and Thaler (1985), (1987),
Ritter (1988) and Lakonishok and Smidt (1988).

Evidence in foreign markets is provided by Brown et al.(1983),
Kato and Schalleim (1985), Tinic, Barone-Adesi, and West (1986) and
Tinic and Barone-Adesi 1987), in the case of Australian, Japanese, and
Canadian markets respectively.2 As well, the presence of a January
effect in the pricing of derivative securities is documented by Keim
and Smirlock (1989) for stock index futures, and Dickinson and
Peterson (1989) for options on common stocks.

Additional seasonalities in stock returns include 1) a monthly
effect, documented by Ariel (1987) and Lakonishok and Smidt (1988),
who find that returns are consistently higher in the early part of a
month as opposed to the later part, and 2) a quarterly effect, as
noted by Penman (1987) whose results show that returns are, on
average, significantly higher early inacalendar quarters two through
four than in the remainder of the year.” As well, a number of authors
have indicated the presence of a day-of-the-week effect with Monday
returns generally lower than those of alternative weekdays.

Explanations of the existence of these seasonalities vary, and in
general resulting tests have been inconclusive. They include, in the
case of the January effect, tax-loss selling, insider trading, omitted
risk factors and institutional constraints.‘ While no explanations

a portion of this chapter, co-authored with G. Barone-Adesi, has been
published in Administrative Sciences Association of Canada 1991
Conference Proceedings, Finance Division, Ed. G. Sick, under the
title, "A Test of Calendar Seasonalities in the Implied Volatilities
of Canadian Stock Indices".

2Jog (1988) presents a concise review of the evidence of stock return
anomalies in the Canadian market. Higher returns in January have been
noted in the TSE 300 as well as the Laval equally weighted and value
weighted indices.

’Evidence of a monthly effect in the returns of the TSE 300 has been
documented by Jog (1988).

“See Thaler (1987), Ritter (1988) and Haugen and Lakonishok (1988) for
reviews of this literature.
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have as yet been offered for the recently documented monthly effect,
potential explanations of the quarterly effect in stock returns have
centered on the arrival of earnings information throughout the year
(Penmann (1987) and Peterson (1990)). Theories concerning the
day-of-the-week effect have, alternatively, been expressed mainly in
terms of insider trading and institutional factors.

An additional potential explanation of these seasonalities,
explored by several authors, most notably in the case of the January
effect, is the possible existence of seasonality in risk. Rozeff and
Kinney (1976) found that the slope coefficients in the Fama and
Macbeth (1973) study exhibited a significant January seasonality.
Tinic and West (1984), while exploring Rozeff and Kinney's results
more fully, found that the return to riskier stocks occurs exclusively
in January, with these riskier stocks not earning higher returns in
all other momnths., In addition, Smidt and Stewart (1984) found that the
risk premium in January for an equally weighted index is significantly
larger than for other months of the year.

Rogalski and Tinic’'s (1986) findings indicate that the daily
return variances for 20 firm-size portfolios and an equally weighted
index are significantly different across months. They found that
January exhibits a significantly larger daily return variance than
other months, in the case of small firm-size portfolios, and the third
largest average daily return variance, following May and November, for
the equally weighted index. In addition, tests of the equality of
systematic and non-systematic risks across months indicated
significant differences. Finally, Maloney and Rogalski (1989), in a
study of volatilities implied from options on common stocks document
an increase in the 1level of implied volatilities over year end
periods.

The purpose of this paper is to test, simultaneously, for the
existence of seasonality in total market risk corresponding to the
January, monthly, and quarterly seasonalities observed in returns.
Differing however, from the majority of past studies that have
examined nonstationarity in risk employing the variance of historical
returns, this study, like that of Maloney and Rogalski (1989) in the
case of the January effect and Morse (1991) for day of the week
effect, examines the expectations concerning risk using implied
volatilities. Specifically, the presence of the observed return
seasonalities, in implied volatilities derived from options on the S&P
300 index futures, is tested for, employing multiple-intervention
time-series analysis. In addition, the test is extended to the
Canadian market by examining implied volatilities from options on the
TSE 35 and TSE 300 common stock indices.

Section II briefly outlines the option pricing models and data
used to derive a time series of implied volatilities which proxy for
expectations of total market risk. Section IIT describes the
methodology of multiple-input intervention analysis, used to
specifically test for the presence of January, monthly, and quarterly
seasonalities in these expectations. Section IV presents the empirical
results and implications for both the American and Canadian data, as
well as suggesting some avenues of further research. Conclusions and a

37



summary of the paper are provided in Section V.

38



II. OPTION PRICING MODELS AND DATA
A. Implied Volatilities from Options on Index Futures

A criticism common to the majority of studies to date, which have
tested for the presence of seasonality of risk in the market, is the
use of data which is ex-post in nature, in the sense of being based
upon historical returns. The assumption made is that expectations on
average are realized and that the sample size is large enough for
these averages to be meaningful. In theory however, the riskiness of
securities is an ex-ante measure and any ex-post measure is at best an
unbiased proxy.

Latane and Rendleman (1976) were the first to indicate that the
choice of an option pricing model leads to a measure of asset variance
which is implied in the market prices of options. In this sense it is
possible to derive an ex-ante measure of an underlying asset return
variance which can be used to test hypotheses of risk expectations. In
particular the appearance of options on stock index futures, in the
past several years, provides instruments from which can be derived the
implied expectations of the riskiness of market indices which pProxy
for the overall risk of the market recturn.

Consider the basic assumptions underlying the contingent claims
approach to futures option valuation as first developed by Black
(1975). The assumptions required to develop the standard partial
differential equation describing the dynamics of the futures option
price through time are:

Al) There exist no transaction costs in the options, futures, and bond
markets.

A2) There exist no costless arbitrage opportunities.

A3) The short term riskless rate of interest is constant through time.

A4) The instantaneous futures price change relative can be described

by the stochastic differential equation:

dF/F = p dt + o dz

where u 1is the expected instantaneous price change relative of the
futures contract, o is the instantaneous standard deviation, and z is
a standard Wiener process.

It can be shown, (Whaley (1986)) given the assumption of a
constant continuous riskless rate of interest r, and a constant (or
nonconstant but deterministic function of time) continuous,
proportional rate of receipt d for holding the underlying spot
commodity, that assumption (A4) is consistent with the assumption that
the price of the underlying spot commodity follows the stochastic
differential equation:

dS/S = o dt + o dt.

Where o is the expected relative spot price change, gy = a - (r - d )
and ¢ is the instantaneous standard deviation equivalent to that for
the futures price change. This can be shown by applying Ito’s lemma to
the cost-of-carry relationship:
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-(r-d)T
SC Fce .

where T is the time left to the maturity of the futures contract.

Consequently, implied volatilities derived from market prices of
futures options give a measure of the volatility of the return on the
spot itself while circumventing the difficulty involved in estimating
the cost of carry, required in the case of options on the underlying
commodity. All that is required is the choice of an option pricing
model for pricing options on index futures.

B. Barone-Adesil and Whaley (1987) Option Pricing Model

For the purposes of this paper, implied volatilities are derived
using the Barone-Adesi and Whaley (1987) (BAW) model for approximating
the value of American options on futures.

Unlike the European option case, there is no known closed form
solution to the partial differential equation, derived by Black,
subject to the boundary conditions for an American call option on a
futures contract. Models of American futures options have hence
centered on approximation methods to solve for the option value. An
alternative to the computationally expensive finite difference
approximation methods of Ramaswamy and Sundaresan (1984), Brenner,
Courtadon, and Subrahmanyam (1984) and the compound option method of
Geske and Johnson (1984) adapted by Whaley (1984), is provided by the
analytical approximation approach of BAW. This approach utilizes a
quadratic approximation method first employed by MacMillan (1986) for
the problem of valuing the American put option on common stock.

Black has shown that by forming a riskless hedge between the
futures option and the underlying futures contract, the partial
differential equation describing the movement of the futures option
price V through time is:

1/2 02F2V - rV + V. =0,
FF t

The complexity involved in valuing an American call option on a
futures contract versus that of the European call is due to the fact
that there will always exist a value of the futures price above which
it will be optimal to exercise the call early. Given this potential
for early exercise, the partial differential equation must be solved
subject to the boundary conditions:

C(F,T,X) = max [0, F-X], T =0,

*
C(F,T,X) = max [C (F,T,X), F-X], 0<¢t<T

where CK(F,T,X) is the value of the call option with T periods left to
maturity given that the option is not exercised at time ¢t. The
exercise price associated with the option is represented by X. BAW
show that using the quadratic approximation approach, the value of the
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American call option on a futures contract can be expressed as:

M9 -
C(F,T,X) = c(F,T,X) + A2[ ] for F < F, and

*
C(F,T,X) = F-X for F > F,

where

¢(F,T,X) = the value of the European call option.

-rT * Fr
Ay = {l-e N{d, (F )]} g,

.
The critical futures price F above which the American futures call

option will be exercised can be determined by solving iteratively for
F from

-
F -X = c(F ,T,X) +{1-e'rT N[dl(F“)]} F
95

C. Implied Volatilities from Options on Index Futures

S&P 500 futures options contracts first began trading on the
Chicago Mercantile Exchange in January of 1983, and are the most
widely held of the index futures options. This makes them an obvious
choice for the purpose of deriving implied v-‘atilities which proxy
for the riskiness of the market return. Consequently, weekly
settlement prices for the S&P 500 futures contracts and weekly closing
prices of call options on futures were obtained from the Wall Street
Journal for the period June 1, 1984 to February 23, 1390, effectively
giving over six and one half years of weekly data encompassing six
turn-of-the-year periods. By excluding the 1983 data, any mispricing
due to the infancy of the market was effectively avoided.

Weekly estimates of implied volatilities (ISbs) were calculated
using a program developed at the University of Alberta. This program
utilizes a Newton-Raphson technique to solve for the critical early

41



exercise futures price F~ and then solves for the standard deviation
of the futures price relative which equates the BAW model to the
observed market price by way of an iterative procedure. The resulting
series of weekly implied volatilities represented 299 observationms.

As a proxy for the riskless rate of interest, the yield on the
U.S. Treasury bill with a maturity most closely matching that of the
options contract observed was utilized. These yields were computed
using the average of the bid and ask discounts of the T-bills reported
in The Wall Street Journal.

Weekly data was employed to derive a time series of implied
volatilities because of the difficulties involved in using daily data.
For the purposes of time series analysis, which underlies the testing
methodology applied in this study, it is relatively important that the
data represents a continuous series through time. The presence of
market closures in either the futures and options, or treasury bill
markets, results in missing observations for the purpose of a time
series of implied volatilities.

Although there are a wide range of methods for dealing with
missing data in time series (Dunsmuir (1981)), in general these
procedures require the prediction of missing values from the available
data set. For example, Abraham (1981) suggests that the missing
observations be interpolated from an ARIMA (autoregressive integrated
moving average) model fitted only on the observations occurring before
the missing data period and the back cast of a model fitted on the
observations occurring after. The relative frequency of missing data
values in a series of daily ISD estimates, however, precludes the use
of this methodology. In fact, the required resulting forecasts and
back casts would be based on an average of only 14 observations if
daily data were employed. ARIMA models identified on such short
lengths of consecutive observations, particularly in the presence of
any time series outliers, would be extremely variable and hence,
result in questionable estimates for the missing values. The use of
weekly closing data, although resulting in some loss of power in the
test, circumvents this missing data problem.

The particular options employed to estimate the implied
volatilities were call options closest to the money as these are the
options for which trading is most frequent. At-the-money options are
also more sensitive to changes in volatility than are in-the-money or
out-of-the-money options (Cox and Rubinstein (1985)) and in this sense
convey the most information about the expectatinrns of the options
market concerning future volatility.

Theoretically, futures option pricing models require, as an
input, the futures price at the instant the option is traded. Indeed,
infrequent trading of the underlying asset can result in serious
errors in implied wvolatilities based on closing data. The use of
closing prices on at-the-money calls however, closely approximates the

s
See also Harvey and Whaley (1991) for =a concise proof that

at-the-money options exhibit maximum sensitivity to wvolatility
changes.
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use of synchronous data as volume tends to be concentrated in these
options. Any lack of synchronization between the closing futures and
options prices is further minimized simply due to the extensive
trading activity in both the futures and corresponding options markets
for the S&P 500 index. In fact, three years after its introduction the
S&P 500 futures contract was the second most active contract market in
the U.S. futures industry and by 1987 the daily trading volume was
comparable to the daily volume on the New York Stock Exchange (Gammill
and Marsh (1988)). In addition, Whaley (1986), in a study of S&P 500
futures options contracts using transactions data for the year of
1983, observed that the average time between futures and futures
options transactions was only 21 seconds, somewhat alleviating the
concerns of non-synchronous trading, at the close of the day. This is
true particularly when we consider the relative infancy of the market
at that period in time. In addition, Harvey and Whaley (1991), in
recent tests of various implied volatility estimation procedures, show
that infrequent trading of the underlying asset is not an issue for
options on indices, perhaps due to the fact that stocks in indices are
traded relatively frequently at the end of the day.

Implied wvolatilities were calculated on options having the
shortest times remaining to maturity to a minimum of three weeks.
Consequently, options maturing in the month of observation were
avoided due to the observed volatile options and futures price
movements near expiration dates (Stoll and Whaley (1986) and
(1987)) .In general however, the use of relatively short term options
allows for a better test of seasonality in risk as a temporary
increase in volatility will have a greater effect on short maturity
options than on long term ones. This is due to the fact that if
implied volatility represents an average over the time to maturity of
the instantaneous volatility, then a temporary increase in volatility
causes a larger change in the average volatility to maturity the
shorter is the time to maturity.

Although oprion contracts exist during much of the period in
question, having maturity months differing from the regular quarterly
maturity cycle, observations based on these irregular option contracts
were avoided due to the nonsynchronous expiration date of the
underlying futures contracts. In addition, utilizing options maturing
only during the regular March June September and December cycle, along
with the above time to maturity restrictions, results in a systematic
pattern of time to maturity upon which the implied volatility
estimates are based. Within a calendar year, this pattern of time of
observation to time of maturity is shown below.
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month of obsecrvation

option maturity month

January March
February March
March June
April June

May June

June September
July September
August September
September December
October December
November December
December March

I.. summary, the options employed had an average time to maturity of 63
days with a minimum and maximum of 21 and 112 days respectively.

Figure 1I1-1 shows the plot of the resulting weekly 1ISD’'s
calzulated from the above options on S&P 500 index futures. It is
important to note, that this series of ISD's does not represent a
homogeneous time series of observations, as the nature of the maturity
of the options from which the ISD’s are calculated changes in the
above noted systematic manner through time. Consequently, given the
overlapping nature of the time periods that the weekly ISD
observations pertain to, significant serial correlation is to be
expected in the series. As evidence of this serial correlation, Table
I11-1 presents the results of times-series analysis carried out on the
total series of data. As Table I1I-1 indicates the time series model
identified for the data as a result of the standard Box-Jenkins (1970)
analysis is an auto regressive model of order rthree (AR(3)). This
model best describes the behavior of the ISD’'s through time.

As noted however, undoubtedly much of the observed aucoregressive
nature of the series is due to the overlapping periods to which the
implied volatilities apply. Hence, an interpretation of this series in
terms of the exact time process of the market’s instantaneous
expectations concerning risk cannot be made. The purpose of this
analysis, however, is simply to test for and indicate the presence of
autocorrelation in the ISD series, whatever its source and not to make
conclusions as te the exact generating process of the market'’'s
expected volatility. As will be shown in section III the presence of
this autocorrelation, however, must be taken into account when
measuring the significance of any seasonality variable on the 1ISD
estimates.

It is interesting to note however, that Schwert (1990) in a study
of the persistence of volatility shocks in the market, estimates that
volatilities of the S&P 500 index return derived from daily data are
best described by an autoregressive model consisting of twenty-two
lagged volatilities. This gives further evidence of the estimated
three week autoregressive pattern of volatilities observed here.

In order to test for stationarity of the time series model that
best describes the ISD series, Box-Jenkins analysis was also performed
on subsections of the series corresponding approximately to one year
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lengths. The resulting models, for each of the subperiods examined,
are also shown i1. Table 1. These models provide some indication of
nonstationarity in terms of time series models, as thev range from an
AR(1) for the period June 6, 1986 to May 29, 1987 to an AR(3) for the
period June 7, 1985 to May 30, 1986. Most likely, this nonstationarirty
in the process describing the behavior of the 1SDs through time is due
to significant time series outliers present in the data, in the form
of temporary level shifts and trends. The implication is that any test
of seasonality in the ISD’'s should perhaps be performed on the shorter
subperiods of the series, and not simply on the series as a whole.

D. Implied Volatilities for the Canadian Market

In order to test for the presence of risk seasonalities in the
Canadian stock market, options on indices themselves must be
considered as options on index futures are not, at this time, in
existence. Consequently, it is not possible to avoid the estimation of
a dividend yield associated with the :nderlying index as with the case
of options on index futures.

Two series of data exist which are of interest to us in deriving
implied volatilities. The first of these is provided by options on the
TSE 300 index which first began :-:dirg in 1984 and which were later
discontinued in 1987. Ths secor. .< provided by the relatively more
successful options on the TSE 35 :incax. These options first began
trading in 1987 and having proved o be more popular than those
written on the TSE 300, continue : -ading -oday.

In order to test for seasonalities in the implied volatilities
for options on the TSE 300, weekly option prices and closing levels of
the index were obtained from the Globe and ™ail tor the period July,
20, 1984 to October 6, 1987, representing uslmost all of the published
data available on these contracts. This resulted in a time series of
170 implied volatility estimates.

The last three weekly observations in October 1987, although
available, were excluded from the analysis as these observations
coincide with the observed crash in the U.S. and Canadian stock
markets at that time. As options on the TSE 300 ceased trading after
October 1987, the exclusion of these three observations does not
significantly shorten the series, whereas their inclusion would only
reduce the power of a test of seasonality due to the noise they
entail. Figure III-2 shows the plot of the series of weekly ISUs
implied by options on the TSE 300 and includes the 1last three
observations in October 1987. The significance of these three
"outliers" is apparent from the plot.

Again, only call options closest to the money, and having the
shortest time to maturity to a minimum of three weeks, were employed
to estimate implied volatilities. Consequently, these options had a
minimum and meximum time to maturity of only 21 and 49 days
respectively. The average time to maturity of only 33 days, associated
with these options, is significantly shorter than that of the
contracts wutilized in the case of options on the S&P 500 index
futures, basically because the calendar cycle of the options on the
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TSE 300 is a menthly one. This calendar cycle of monthly maturity and
the above time to maturity restrictions results in the following
calendar pattern of observed options to month of maturity.

month of observation option maturity month
January February
February March
March April
April May
May June
June July
July August
August September
September October
October November
November December
December January

As these options are American in nature, the model utilized to
estimate implied volatilities was basically Merton’'s continuous
dividend yield option pricing model, modified to take into account the
possibility of early exercise. This modified continuous dividend yield
model is provided by Barone-Adesi and Whaley (1987), and again is
based upon the quadratic approximation.

Continuous dividend yields, required for the option pricing
model, and applying to the time left to maturity for each option
observed, were estimated from monthly dividend yield forecasts
reported in the Toronto Stock Exchange monthly publication The Review.
Although many studies use actual dividends to estimate a dividend
yield wunder the assumption that expectations are fulfilled, the
availability of The Review forecasts allows for the use of a true
measure of expected dividends. Indeed traders 1in Canadian index
futures and options regularly employ the TSE dividend yield forecasts
in their pricing models. For each option observation, these monthly
dividend yield forecasts were combined as weighted averages pertaining
to the proportion of time each respective month represented out of the
total time to maturity remaining for the option. This mitigates to
some extent the criticism of Harvey and Whaley (1991) that the
assumption of a constant dividend yield can induce large pricing
errors which are transmitted to implied volatility estimations. This
is true when the dividend yield is estimated over a long period of
time and assumed constant over many implied volatility estimations. In
the above procedure the dividend yield is assumed constant only over
the life of the particular option, and is updated for each implied
volatility observation. The riskless rate of interest was proxied for
by the estimated continuous yearly return on 3-month Government of
Canada Treasury bills, observed on a weekly basis.

Table 1II-2 contains the results of Box-Jenkins time series
analysis performed on the resulting ISDs. As indicated, the most
appropriate time series model, identified for the total series of TSE
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300 ISD estimates, is an AR (2). Most likely, chis autoregressive
model of order two, as opposed to order three for the S&P 500 ISD
data, 1is due to the shorter overlapping time periods that the
individual TSE 300 ISD’s pertain to. In addition, time series analysis
was performed on the subperiods of July 20, 1984 to May 5, 1985, June
7, 1985 to May 30, 1986, and June 6, 1986 to October 16, 1987
indicating time series models of AR(1l), AR(2), and AR(2) respectively.
Again, as in the S&P 500 data, nonstationarity of the basic underlying
time series process is indicated by these results.

Options on the TSE 35 first began trading in 1987 and essentially
replaced the TSE 300 option contracts due to the unpopularity of the
latter with institutional investors. The TSE 35 index was essentially
designed to replicate the behavior of the TSE 300 and in fact exhibits
a correlation of approximately 0.99 with the TSE 300.(Faseruk and
Johnson (1989)). The smaller group of stocks involved in the 35 index
proved however, to be more appealing to investers.

Weekly closing prices for options on the TSE 35 and the closing
level of the index were compiled from the Globe and Mail for the
period of July 10, 1987 to March 30, 1990, giving a time series of 143
weekly implied volatility estimates. As a proxy for the risk free
rate, the observed yield on Government of Canada 3-month Treasury
bills was wutilized and again estimates of the continuous yield
pertaining to the time to maturity of each option observed, were made
from the monthly dividend yield forecasts available in the Toronto
Stock Exchange Review publication The same restrictions noted
previously, as to moneyness and time to maturity of the options from
which ISDs were estimated, applied as well to the options utilized in
the case of the TSE 35. Again, the calendar cvcle of maturity of these
options is, as in the case of the TSE 300, a monthly one, resulting in
an average time to maturity of 33 days and a systematic calendar
relationship of month of observation to month of maturity as gi.:
above for the TSE 300 options.

Unlike options on the TSE 300 index, however, options on tt -

35 are European in nature, hence the option pPricing model 1'1.=a :
estimate implied volatilities was Merton’s continuous divide:r- r:. id
model for European options.

Figure III-3 displays the plot of the resulting weekly TSE : 5D
estimates and Table III-3 shows the results of time seriesx analysis
performed on the estimates for the total period of July 10, 1987 to
March 30, 1990. As .ndicated, the total series is best described by an
AR(2) time series model .Again, to test the stationarity of the model,
Box-Jenkins analysis was also performed for the subperiods of July 10,
1987 to June 30, 1988, July 8, 1988 to June 30, 1989, and July 7, 1989
to March 30, 1990. The results, also reported in Table I1I-3, again
inaicate some nonstationarity with optimal ARIMA models of AR(2),
AR(2), and AR(1l) respectively.
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III. METHODOLOGY OF MULTIPLE INPUT INTERVENTION ANALYSIS
A. Autocorrelation in ISD Estimates and Regression Residuals

Given the presence of significant autocorrelation in the 1ISD
estimates, as indicated by the above time series analyses, tests of
the effect of variables coded to capture various seasonalities in the
data, based upon ordinary least squares regression are in general
inappropriate.

These tests involving regression analysis are of <course
conditional upon the assumptions of the general linear model. 1In
particular, the assumption of lack of serial correlation in the error
terms is made. If this assumption does not hold, then the resulting
ordinary least squares regression coefficients, while still unbiased,
may be quite inefficient. Consequently, tests of the significance of
explanatory variables using the t-distribution are no longer strictly
applicable.

Significant autocorrelation in the dependent variable can often
be the the cause of residual autocorrelation, due to the existence of
a "missing variables" problem if the explanatory variables in the
regression do not significantly explain the movement through time of
the dependent wvariable. It 1is highly wunlikely that explanatory
variables representing January, monthly, and quarterly seasonalities
will, by themselves, specify a linear model sufficiently complete to
fully explain the serial correlation observed in the 1ISD estimates.
Indeed, residuals from preliminary regressions of the ISD estimates on
these seasonal variables exhibited significant serial correlation.
Given the presence of significant autocorrelation in the 1ISD
estimates, a more appropriate test of the hypothesis of seasonality of
market risk can be carried out through -z time series procedure of
intervention analysis.

Intervention or impact analysis, as first developed by Box and
Tiao (1975), is used to test the hypothesis that a postulated event
causes & change in a variable that is measured as a time series. The
primary advantage of this methodology, as noted by Larcker, Gordon,
and Pinches (1980), is the ability to specifically test for a shift in
a series, given the presence of significant autocorrelation.

B. Basic Methodology of Intervention Analysis

In intervention analysis, the ARIMA model describing the
stochastic behavior of a time series process is comprised of what is
referred to as the noise component of the model, and an intervention
component. The intervention model for a time series wvariable Y, can

therefore be expressed as:
Yo = f (Ic) + Nc
where Nt denotes the noise component, and f (Ic) the intervention

component. The intervention component describes the deterministic
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relationship between the event wvariable, It' and the time series

variable, while the noise component is essentially the ARIMA process
representing the stochastic portion of the time series variable not
explained by its relationship to the event variable. In actuality,
intervention analysis is transfer function modeling with a stochastic
output series and a deterministic input variable.

The simplest forms of intervention components are those of the
pulse and step functions where:

f (It) = ont
and

It= 0 prior to an event

1 for all periods after the event

in the case of the step function, and

It= 0 for all periods not equal to the event time

1 for the event period

in the case of the pulse function.
For the purposes of testing for seasonality in the ISD estimates
however, more complex variables must be employed.

C. January, Monthly, and Quarterly Seasonal Intervention Variables

In usual circumstances, the modeling of an intervention variable
to capture the effect of a change in level in a times series would
invoive a step function form. For example, in the case of a January
sezsonality a step function modeling of the event structure would
imply an abrupt increase in the process level of the ISD estimates in
December followed by an abrupt return in level in the month of
January. Although appropriate if an instantaneous volatility were
observable, this particular structure is questionable in the case of
ISDs due to <the overlapping time periods for which the weekly
estimates apply.

Merton (1973) has shown that if the instantaneous variance rate
is nonconstant and can be expressed as a deterministic function of
time, o7(r), then the wvariance implied by a constant variance
assumption model, aZ(T), can be more generally defined as the average
variance rate per unit time from the valuation date toc the time of the
options expiration:

®patell and Wolfson (1981) deal with a similar problem in a study of
the effect of quarterly earnings announcements on implied
volatilities.
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o%(T) = T} Iaz(c)d:.

0

Continuing with our example, to measure the average variance
corresponding solely to say the month of January, ¢ (J), that 1is
implied by options with times to maturity that include the January
period, we would theoretically have to integrate implied variance over
time where the bounds of integration would be the periods represented
by the beginning Jb and end Je of the month of January:

J
e

o(J) = TJ'l I o2 (e)de.

b

This would, of course, necessitate the assumption of a functional form
for the relationship of instantaneous variance to time.

Given that the assumed constant volatilities implied by options
represent an average of the market’s expectations of volatility, over
the time to the options maturity, the expected volatility
corresponding to the month of January vreceives a weighting
proportional to its representation of the time left to maturity.

Consider now the time series of ISD estimates derived £from
options on S&P 500 index futures and their aforementioned calendar
pattern of observation time to maturity month. Beginning in the month
of December, as implied volatilities from options maturing in March
are observed, the proportion of time left to maturity that the month
of January represents is nonzero, and in fact increases with each
consecutive weekly observation in December. The proportion
representing January reaches a maximum with the last weekly
observation in December, then decreases throughout the month of
January to a value of zero with the first observation in February.
Consequently, if the month of January is associated with a higher
expected volatility than that of other months, the effect will be a
gradual increase in the level of weekly implied volatility estimates
throughout December, followed by a decrease throughout the month of
January.

Hence, in order to test for the possibility of this impact
structure, an intervention variable was coded for each ISD observation
which effectively represents the proportion of the time 1left to
maturity of the option observed that the month of January comprised.
For all options where the month of January did not represent a portion
of the time remaining to maturity, the variable was given a value of
zero. The effect of this particular modeling of the turn-of-the-year
event is to approximate the integration of the implied volatility over
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the January time period. Similarly, January effect intervention
variables were coded for the time series of ISD estimates based on the
options on the TSE 300 and TSE 35 indices.

In the same manner, variables can be coded to measure the effect
of a monthly and quarterly seasonality in the ISD estimates given
their overlapping nature. In the case of monthly seasonality an
intervention variable was coded, for all three time series, as the
proportion of time remzining to maturity represented by the last
trading day and first eight trading days of any month. This is
consistent with Ariel’s (1987) findings of significantly higher
returns in the first 9 trading days of a month, with a trading month
extending from, and including the 1last trading day of the preceding
calendar month up to but not including the last trading day of the
current calendar month.

In the case of quarterly seasonality, intervention variables were
coded, for all three time series as the proportion of time remaining
to maturity represented by any part of the first two weeks of the
months of March, June, and September. This is consistent with Penman's
(1987) findings of higher returns associated with the first twc weeks
of the calendar quarters two through four.

D. Time to Maturity and October 87 Crasn Intervention Variables

Along with the seasonality variables described above two other
variables were identified as being appropriate to include in the
intervention tests. These consisted ¢! an intervention variable coded
to correspond with the October 1987 stock market crash, and a variable
representing the time to maturity of the options employed.

Preliminary observations of the time series of ISD estimates
based on the S&P 500 index futures options and TSE 35 index options
indicate a significont intervention in the ISD series coinciding with
the OCT 1987 stock market crash. On October 19, 1987 the S&P 500 index
exhibited the 1largest one-day drop in the history of major stock
indices (Schwert 1990). As can be seen in Figures I1I-1 and I1I-3 the
ISD estimates for these two time series exhibit a significant increase
in level corresponding with this event, which then decays in effect
ocver a period of approximately one year. The presence of such an
obvious outlier in the time series of ISD estimates can result in
significant identification errors in the process of specifying the
model form for the noise component of the series.

The source of this aberrant observation is simply a
non-repetitive exogenous intervention, the cause of which |is
irrelevant for our purposes. Several authors have however, studied the
contaminating effects of such outliers on the sample autocorrelation
function (SACF) and sample partial autocorrelation function (SPACF) of
a sei"ies. Miller (1980) Chang and Tiao (1983) and Tsay and Tiao (1984)
have shown that the the presence of such outliers can cause
substantial biases in these statistics and hence jeopardize their use
as identification tools. Depending upon their form, the existence of
such ocutliers can also lead to erroneous transformations and
ditf-rencing of the time series examined due to the apparent
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heteroskedasticity and nonstationarity they may instill.

The overall effect of this event, then, is to add noise to the
I1SD estimates for the purpose of testing for calendar seasonalities in
jinstantaneous volatilities. In order to control for this additional
noise in the ISD estimates due to the crash, an intervention variable
was coded as a value of zero for all observations before the crash.
The variable was given a maximum value of one, corresponding with the
weekly ISD estimate that included the date of the crash, and cthen was
coded to exponentially decay in value to approximately zero over a
period of 52 observations. Although Schwert (1990) in a test of the
effect of the crash on stock return volatility estimates that such
volatility returned to normal levels by March of 1988, estimates of
the coefficient of a dummy variable coded to decay over a 6-month
period were insignificantly different from the one year decay variable
employed.

An additional concern, given the constant variance option pricing
models employed here to derive the ISD estimates, is the systematic
biases that would be present in the ISDs if the assumption of constant
variance is incorrect. Unfortunately, although a number of authors
have examined option pricing models under the assumption of stochastic
volatility, (for examples see Hull and White (1987) and Wiggins
(1987)) these models have either been intractable or quite cumbersome.

Although Wiggins (1987) suggests that the use of at-the-money
options would minimize any stochastic volatility biases, Hull and
White (1987) have shown that 1f volatility 1is stochastic and
uncorrelated with the security price then, relative to a stochastic
volatility option pricing model, at-the-money options will have a
tendency to be overpriced by a model assuming constant volatility. The
effect of this is that if the assumption of constant variance over the
life of the option is not true, then implied wvolatilities estimated
from a constant variance model will be negatively correlated with time
to maturity. Indeed this negative association between implied
volatility and time to maturity has been observed by Rubinstein (1985)
and Martin and French (1987) for options on common stock.

In order to contrel for the presence of any mispricing due to the
assumption of constant volatility, an intervention variable was
included in the analysis, coded simply as the fraction of a year that
the time to maturity, associated with the option observed, represents.

E. Multiple-input Intervention Analysis

In order to simultaneously test the significance of the three
seasonality, October 1987 crash, and time to maturity intervention
variables, a multiple-input intervention or transfer function approach
is required. This approach has been applied with success to similar
problems such as the identification of time series models in the
presence of calendar variation (Hillmer, Bell, and Tiao (1981) and Liu
(1986)) and trading day effects (Hillmer {(1982) and Liu(1986)). As in
the present analysis involving several variables, calendar wvariation
and trading day effect variables were included in these studies, in a
transfer function approach as multiple deterministic (intervention)
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inputs.

These multiple-input intervention models are a subset of a larger
class of multi-equation transfer function models that include vector
ARIMA models (see Tiao (1985) for a brief review). As indicated by Liu
(1987), they are natural extensions of "classical" regression models
and the simultaneous equations systems used in econometrics. The
primary difference is that the residuals for classical regression and
econometrics models are assumed to be white noise while the transfer
function models allow the noise to follow time series processes.

The major difficulty in multiple input transfer function models
is the identification of the form or the ARIMA model for the noise
component, in the presence of the deterministic inputs. In an
intervention analysis of the form originally dealt with by Box and
Tiao, the time series model of the noise component would be determined
by fitting a model to the data preceding the postulated intervention
period (see McCleary and Hay (1980)). The rationale behind this is
that estimating the model over data where the intervention is present
can result 1in serious identification problems, similar to those
discussed in the case of outliers. This is not always possible however
in the case of multiple intervention modeling as pre-event data may
not be available. Alternatively, Lui and Hanssens (1982) have
developed a methodology of identifying the noise component that is
designed to handle this identification problem. For multiple-input
transfer function models the first step in this identification process
is to identify an ARIMA model for the output series alone, which in
the present case, is the series of 1SD estimates. Each series is then
prewhitened or "filtered"” by the AR/MA factors of the first common one
among them and the stationary factors from their own univariate model.
The impulse response weights are then estimated using least squares.
The residuals from this estimation are then examined to determine
whether a second common filter is required. If so each series is
filtered again by this second common filter. The impulse response
weights are again estimated. These weights are then applied to the
original series and the residuals are then the estimated noise series
from which a preliminary noise model is identified. The parameters of
the full model including those of the preliminary noise model are then
estimated simultaneously using non-linear least squares based on the
Marquardt algorithm and backcasting as discussed by Box and Jenkins
(1970) . From there, insignificant parameters are dropped in the usual
Box-Jenkins identification-estimation and validity approach. In the
case of multiple input intervention models these filters are applied
only to the output series.

53



IV. EMPIRICAL RESULTS

To test the significance of the seasonality, crash, and maturity
variables, multiple-input intervention analysis using the Lui-Hannsen
common filtering technique was performed on the ISD estimates for the
three series of data. In addition the technique was performed on sub
periods of each of the three series, corresponding to roughly one year
lengths.

A. Results for S&P 500 ISDs

The results of the above multiple-input intervention analysis in
the case of the ISD estimates derived from optiomns on S&P 500 index
futures are shown in Table III-4. For the total period of observation,
and each sub period examined, this table gives the estimated
intervention variable coefficients and corresponding t-statistics
either just before excluding the respective variable in the modeling
process, 1in the case of insignificance, or its wvalue in a final
estimated model. In addition the table shows the identified and
estimated noise parameters included in the final model.

In terms of the January seasonality variable, denoted JAN,
results of the analysis performed on the complete time seri.s of S&P
500 ISDs indicate that this variable has a negative (-.0059) although
insignificant effect on the ISD estimates. Tests carried out on sub
periods of data indicate that only for the 86/87 and 89/90 periods is
the January intervention variable significant. These results however
are not consistent as the effect of the January wvariable is negative
(-.0721) for the former sub period and positive (.2013) in the case of
the latter. Overall three of the six sub periods of S&P 500 ISDs
exhibited a negative coefficient for the January seasonal variable and
three exhibited a positive coefficient.

In general, we would have to conclude that a January seasonality
in risk is at most transitory over the total period of 1984 to 1990
and overall not significant. The analysis was also carried out
employing an alternative turn-of-the-year variable which was coded to
capture the proportion of time to maturity represented by the last
trading day of the year, and the first four trading days of the
consecutive year. The results however were similar.

Results in the case of a monthly seasonality denoted by the
variable MON indicate that for the overall period there is not a
significant monthly seasonality in risk as measured by S&P 500 implied
volatilities. Sub period results indicate that for three of the six
sub periods the monthly seasonality variable exhibited a positive
coefficient and a negative coefficient for the other three sub
periods. Only three of the six sub periods, 84/85, 86,/87, and 89/90
exhibited significant monthly seasonality with negative coefficients
for the 84/85 and 86/87 sub periods and a positive coefficient for the
89/90 sub period. Again the results indicate weak evidence of a
monthly seasonality pattern to risk, and at best an intermittent one.

Similarly the test for a quarterly seasonality in risk does not
in general indicate significant results. The variable QUART, coded to
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capture this seasonality has a negative coefficient value of -.0271 in
the case of the analysis on the complete series, however it is
insignificant at a t-statistic level of -1.22. Sub period results
indicate that this variable has a negative coefficient for four of the
six sub periods and a positive one for the other two. Only two of the
sub period results, 86/87 and 88/89 indicated a significant quarterly
seasonality and in both cases the sign of the coefficient was
negative. The implications are that contrary to the seasonality
observed in the case of stock returns, when significant, instantaneous
volatilities have a tendency to be lower in the beginning of quarters
two through four, than in the rest of the year.

Although the intervention variable coded for the October 1987
market crash (denoted CRASH in table 1) is strongly significant, the
time to maturity variable MAT is not. For the overall period the
coefficient for the time to maturity is negative, but insignificant.
In only one sub period, 88/89 was the time to maturity variable
significant, with again, a negative coefficient value. It should be
noted however that four of the six sub periods, including that of
88/89, exhibited negative coefficient values while two of the sub
periods exhibited positive ones. This result of a predominantly
negative coefficient value indicates that a stochastic variance model
may be more appropriate for pricing options on S&P 500 index futures.

B. TSE 300 ISD Results.

Table 1III1-5 contains the results of multiple intervention
analysis carried out on the ISD’s derived from options on the TSE 300
index. Again this table gives the estimated coefficient and
corresponding t-statistic values for the January, monthly, and
quarterly seasonality variables as well as the time to maturity
variable. Table III-5 also provides the estimated parameters of the
ARIMA process identified for the noise series portion of the
intervention model. The table provides the results of a multiple
intervention model identified and estimated for the total series, as
well as the three sub periods of a) July 7, 1984 to May 31, 1985
(84/85), b) June 7, 1985 to May 30, 1986 (85/86) and c) June 6, 1986
to June 10, 1987 (86/87).

The results in the case of the January effect intervention
variable give mixed evidence as to the significance of a January
seasonality. In terms of the total series the coefficient of the
January intervention variable is negative in value, but insignificant.
For two of the three sub periods the January variable coefficient is
positive in value whereas for the 86/87 period the value is negative.
However, two of the three sub periods, 85/86 and 86/87 exhibit a
significant January variable coefficient with a positive value
associated with the 85/86 period and a negative value associated with
the 86/87 period. Again the data indicates that a January seasonality
in market risk is at most transitory.

In general the results for the TSE 300 1ISD’'s indicate that a
monthly seasonality in risk is nonexistent. The monthly seasonality
variable 1is insignificant in the case of the total period data and
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exhibits significance in only one of the three sub periods, 85/86,
analyzed. The coefficient value is negative in the case of the total
series and as well has a negative wvalue for two of the three sub
periods, including that of 85/86. This would appear to indicate that
even when a monthly seasonality is present 1in the instantaneous
volatility of the Canadian stock market, risk is on average lower
during the beginning of trading months.

Results in the case of a quarterly seasc—ulity in TSE 300 ISD’s
are very similar to that of the monthly seascnality. The coefficient
for the quarterly seasonality variable is insignificant in the case of
the whole series and is significant only for the 85/86 sub period.
Again the predominant sign of the coefficient including that of the
85/86 sub period is negative in wvalue.

As the time period of this data does not include the October 1987
crash the only additional variable, aside from the seasonal ones,
included in the multiple intervention analysis, was the time to
maturity. It 1is interesting to note that the coefficient of this
variable was negative in value and significant in the case of the
analysis carried out on the series as a whole, as well as for the
three sub periods. This provides fairly strong evidence that a
stochastic variance model may be more appropriate for pricing options
on Canadian stock indices.

C. TSE 35 ISD Results

Table II1-6 provides the results of the multiple-intervention
analysis carried o't <~ the time series of ISD's derived from options
on the TSE 35 i:dex. Again this table provides the estimated
coefficients and associated t-statistics for the seasonal, crash, and
time to maturity variable included i~ <he multiple-intervention
analysis. Results are provided for the t¢'... :i2ries as a whole as well
as for the sub periods of a) July 10, 1%:7 vo June 30, 1988 (87/88),
b) July 8, 1988 to June 30, 1989, (88/89) and <) July 7, 1989 to March
30, 1990 (89/90).

As in the case of the S&P 500 and TSE 300 above, results for the
January seasonal variable indicate that such a seasonality in TSE 35
instantaneous volatilities is largely nonexistent. The estimated
coefficient for the variable JAN is insignificant for the series a
whole and is significant in only one of the three sub periods (87/88)
examined. The sign of the coefficient in this sub period is positive
and negative in the other two sub periods.

Although the estimated coefficient is predominantly negative in
sign, with only one of the three sub periods (89/90) exhibiting a
positive coefficient wvalue, the monthly seasonal variable was not
significant for the total period, nor for any of the sub periods.
Similarly, the quarterly seasonality variable, having a predominantly
negative estimated coefficient, is significant in only the 89/90 sub
period of the series. The sign of this significant coefficient is
negative in value implying that if a quarterly seasonality exist,
volatility is lower during the first two weeks of quarters two through
four.
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The crash variable is predictably significant for the TSE 35
volatility series with a positive coefficient value. The time to
maturity variable, however, exhibits somewhat different results than
in the case of the S&P 500 and TSE 300 ISD series. The estimated
coefficient for this variable is positive in value and predominantly
significant with only the 89/90 sub period exhibiting an insignificant
coefficient. This is contrary to Hull and White’'s (1987) predicted
negative association between the 1ISD’s derived from a constant
volatility model and the time to maturity, for at-the-money options.
Even in the presence of correlation, positive or negative, between
volatility and the index level, Hull and White show that cthe
assumption of constant volatility would still result in the
overpricing of at-the-money options and hence a negative association
between ISD and time to maturity. Consequently, their results cannot
explain the positive association noted here. The need for further

research into the pricing of options on the TSE 35 is indicated by
these results.

D. Implications of Maloney and Rogalski's (1989) Study

Recently, Maloney and Rogalski (1989) in a similar study,
examined implied volatilities from options on commory stocks for
evidence of January and monthly calendar seasonalities. Contrary to
the results presented here, they find evidence of a January
seasonality in implied volatilities and hence a discussion of their

methodology, results and the implications for the present study is
appropriate.

i. Differences in Methodology

Several questions must be addressed in an attempt to reconcile
the seemingly conflicting evidence of the Maloney and Rogalski study,
anc¢ cthe results presented unere for options on indices and index
furures. First, let us examine the differences in testing methodology
employed in these two studies.

The methodology Maloney and Rogalski use, to test ftor a
turn-of-the-year seasonality in the regression residuals, is similay
to that employed by Patell and Wolfson (1981) in examining the effect
of earnings announcements on 1ISDs. Basically, this approach involves
comparing the average implied volatility between different observation
dates to determine whether o1 not a significant difference in average
ISD exists. In tha case of Malcney and Rogalski, they examine
volatilities implied from call options on common stock for the
calendar year end perieds of 1973 to 1984 inclusive. In particular,
they employed options ¢n the common stock of 29 different firms, where

"The present study was well under way when Maloney and Rogalski'’s work
was published.
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the time to maturity of the oprtions spanned year end periods.

Using all the available call options for each particular firm,
they calculated implied volatilities based on the call option pricing
model of Black (1976), for five different trading days around year end
periods. Similar to the present study, they attempted to control for
any biases in the data due to the choice of an option pricing model by
regressing the calculated ISDs on a firm specific constant, the
natural log of the stock price to exercise price ratio, and the time
to maturity of the options employed. The intended effect of this
regression was to ‘“purge" the data of any time-to-maturity, or
moneyness biases.

The Patell and Wolfson test was then conducted on the residuals
from this regression by examining the mean residuals for cthe
observation times of t = -30, -10, -2, +2, and + 10, where t 1is the
number of trading days relative to a turn-of-the year. In summary,
they found a significant average increase in ISDs between the trading
days of -30 and -10, an insignificant decrease between trading days
-10 and -2, and significant decreases between trading days -2 and +2,
and between +2 and +10. In general this evidence gives some support of
a January effect, with implied volatilities on common stocks tending
to increase between mid-November and mid-December, and then
subsequently declining during the turn of the year.

In terms of the specific methodology employed to derive a measure
of implied volatility, the issues invelved in the differences of
approach between the Maloney and Rogalski study and the present case
are of relatively little importance. Malonev and Rogalski effectively
incorporate implied volatilities from all call prices available on the
observation days of interest, regardless of moneyness, as opposed to
the single observation of an at-the-money call option employed here.

The issue however, concerning the optimal measure of 1implied
volatility, in terms of a weighting of option contracts employed, is
still relatively unresolved in the options 1literature. Various

weighting schemes have been employed by different authors; however no
direct comparison of these approaches has been made except in the case
of Wilson and Fung (1991). Employing options on grain futures Wilson
and Fung compared the implied wvolatilites estimated with four
different weighting schemes:

1) The simple use of an at-the-money option

2) an equal weighted average of ISDs from options of all degrees of
moneyness

3) the Chiras and Manaster (1978) weighted average where ISDs are
weighted by the relative price elasticity of their optiaon with respect
to volatility .?

) the Chiras (.J77) weighted average where weights are simply based
on the price sensitivity of the option with respect to volatility.
They fir? that ISDs are not significantly different across the four
weighting schemes.

In addition Brenner and Gaiai (1984), in a study of 1ISDs
estimated from transaction data for options on common stock suggest
that the average ISD during the day is a more reliable estimate of the
risk of common stocks than estimates based on last daily observations.
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They find though, that the dirierence between the dailv average and
that based on the last observation is minimized with well traded
options. As well, they find that the existence of nonsymmetric
deviations of ISDs based on the last daily observation from that based
on the daily average implies that averaging ISDs across option classes
does not avoid the problems associated with ISDs based on last trade
prices. Given this evidence, and the relativelv large trading volume
involved in options on indices and index futures, it is unlikely there
would be significant differences in the use of a single near-the-money
option to calculate ISDs and the approach of averaging acress multiple
option classes employed by Maloney and Rogalski. If the difference in
approach to ISD estimation is significant, it is again unlikely that
it would result in any svstematic differences in the ISD estimates
which would have implications for a test of seasonality, other than a
loss of power.

More importantly however is the fact that Maloney and Rogalski
employ <closing prices of options on common stocks to estimate
volatility. As the options market closes 15 minutes after the stock
market Harvey and Whaley (1991) document that ISDs estimated in this
manner will exhibit negative serial correlation in their changes. The
use of options on the S&P 500 index futures avoids this estimation
problem as both the options and futures market close at the same time
daily.

Both studies attempt to correct for any pricing biases though,
due to the choice of an option pricing model. This is done by way of a

two-stage "filteri.og” In the case of Malouey aud Rogalski, and
simultaneous estimation in the present study. More importantly

however, is how potential serial correlation, present in the data is
dealt with. By not addressing this issue in their methodology, Maloney
and Rogalski face the risks associated with emploving inefficient
t-statistics to test their data.

Alrthough a specific test for the presence of auto correlation in
the mean residuals associated with varying trading days is not
mentioned in ctheir paper, the evidence of auto correlation in ISDs
found in the present study and others (see for example Schwert (1990))
indicates that this could be a factor in their data. The question
arises as to whether or not averaging across different time periods
eliminates any rerial correlation in the ISD residuals, given the
averaging across years that their methodology employs. To explore this
possibility, the following test was carried out on the ISD estimates
derived from the options on the S&P 500 index futures.

Similar to Maloney and Rogalski, the weekly ISD’'s derived from
options on S&P 500 index futures were first "purged" of any influences
due to 1) the degree of moneyness, and 2) the time to maturity, by
regressing the ISDs on the natural log of the ratio of futures price
to exercise price, and the time to maturity as a fraction of a year.
The results of this regression are given below:



Variable Coefficient t statistic

Constant 0.179 15.179
1n(F/ X) 0.418 0.841
Time to Maturity -0.037 -0.583
rR? - .003

F = 443

N = 312

Durbin Wat: . . statistic = .500

There are some interesting differences in the above regression
results and those of the similar regression carried out by Maloney and
Rogalski for options on common stoc%f, which should be noted. First,
Maloney and Rogalski report an R of .9162 in <terms of their
regression, indicating that along with a constant, the time to
maturity and degree of moneyness explain the majority of the variance
ir the implied volatility estimates. Alternatively, the R™ reported
here for implied volatilities from options on index futures 1is oniy
.003 indicating that very little of the variance in index futures ISDs
is explained by the above variables. There may be several reasons for
this difference. First, Maloney and Rogalski employ all classes of
options to calculate implied volatilities, whereas the options
employed for the S&P 500 index futures were those closest
to-the-money. Hence, the degree of moneyness of the options employed
to calculate index futures ISDs is to some extent already controlled
for, possibly explaining the insignificance of this wvariable in the
regression. )

Second, the choice of an option pricing model may significantly
alter the regression results. The option pricing model employed for
the options on index futures takes in to account, more fully, the
possibility of early exercise, than does the Black (1976) model used
by Maloney and Rogalski. This factor could result in enhanced pricing
biases showing up in the I1ISDs derived form options on common stocks
which would be significantly explained by the time to maturity and
degree of moneyness variables. Indeed Harvey and Whaley (1991) stress
the danger of estimating implied volatilities froc.u a European option
pricing model when the true nature of the options are American.

It should also be noted, from the above regression results, that
consistent with the previous multiple input intervention analysis, the
relationship of 1ISD to time to maturity is a negative one, as proposed
by Hull and White in the case of stochastic wvolatility. This is
contrary to the results of Maloney and Rogalski who find that in the
case of common stocks, and similar to the above findings for the
options on Canadian stock indices, higher implied volatilities were
associated with longer times to maturity. This again may simply be due
to pricing biases associated with the particular option pricing model
employed, or more importantly, may perhaps be due to fundamental
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differences in the return generating processes for commoen stocks and
that for index futures. The need for further research is indicated by
these results.

With a Durbin Watson statistic of .500 the presence of at least
first o “ier auto correlation in the residuals of the regression is
indicated. Indeed, when Box-Jenkins analysis is carried out on the
residrals it is found that the time series model that best describes
the behavior of the residuals through time, is an AR(l1) with a
coefficient walue of 0.4568 and a corresponding t statistic of 3.60
This indicates that even after averaging across years, significant
auto correlation exists in the ISD's after "filtering" out any effects
due to time to maturity and degree of moneyness.

ii. Implications of Contradictory Results

It is important to note that these results, concerning the
possible contaminating effects of auto correlation do not cast doubt
on Maloney and Rogalski’s findings of a significant January
seasonality. If auto correlation is present in the common stock ISDs
and the regression residuals that they employ, then their test of the
equality of mean ISDs across trading days spanning the
turn-or-the-year is simply inefficient, but not biased. What these
results do indicate however, is that a test specifically controlling
for the time series properties of ISDs. such as that of multiple inpu:
intervention analysis employed in the present study, is a more
appropriate one. In this sense the evidence provided here, conflicting
with that of Maloney and Rogalski as to the significance of a
turn-of-the-year seasonality in 1SDs, 1is not simply due to a
difference in testing methodology.

The conflict in evidence 1is however of particular interesrt,
especially when we note cthat the 29 firms Maloney and Rogalski
consider in their study, are all relatively large in size. This is
understandable as very few relatively small firms have active options
contracts trading on their common stock. In this sense however, the
average 1SDs employed by Maloney and Rogalski are not characteristic
of the risk of the market as a whole.

The S&P 500 index however, although also comprised of mainly
large firms, is intrinsically more indicative of the total market.

Consequently, the presence of a significant iSD rurn-of - the-year
seasonality in Maloney and Rogalski’'s collection of large firms as
opposed to :i.3t of the S&P 500 indicates that this seasonality may be

predominantly a large firm effecrt.

This is especially interesting when we consider the evidence of
some authors that the turn-of-the-year seasonality in returns can be
largely attributed to small firms. Obviously, further research is
required to reconcile the differences in the results presented here,
and those of Maloney and Rogalski, and to test the above hypothesis.
In particular, where possible, a detailed examination of the behavior
of 1SDs for common stocks of firms comprising the S&P 500, including
any employed in the Maloney and Rogalski set, is warranted. It would
also be worthwhile, as much as data permits, to eraminie the behavior
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of 1SD's from options on stocks of relatively small firms, as weli as
that of the Value Line index which gives a proportionally greater
weighting to small firm returns.

An alternative explanation to the conflict in results is that
perhaps a January effect in market risk is transitory in nature and in
particular is no longer present in the market in recent years. The
Maloney and Rogalski study examines ISDs over the period of 1973 to
1984, while the present study, due to data limitations, only examines
the period of 1984 to the present. Indeed Maberly and Maris (1991)
have recently noted that while the January effect has not altogether
been eliminated, arbitrage opportunities in the S&P 500, due to the
effect have been substantially reduced since the advent of derivative
security markets in 1982 and 1983. Further research to determine the
extent of a turn-of-the-year seasonality in implied volatilities over
different time periods is hence also required.



V. CONCLUSION

In general, given the above empirical results, we have to
conclude that calendar seasonalities corresponding to those documented
in returns, are not present in the expectations of total risk of the
market, and hence do not provide an explanation for the corresponding
return seasonalities. There are, however, several potential reasons as
to why the above test may fail to capture such seasonalities in risk.

Recently, Stein (1990) in a study of the "term structure" of
implied volatilities derived from index options finds that longer term
maturity options tend to "overreact" to changes in implied
volatilities of shorter maturity options. This is effectively a test
of Merton’s hypothesis that the implied volatility represents an
average over time of the instantaneous volatilicty. If incorrect, as
Stein’s results appear to suggest, then seasonality intervention
variables based simply upon a time to maturity weighting, as employed
in this paper, would be inappropriate. In terms of an intervention
variable designed to capture a January effect, for example, the weight
corresponding to the January period would have to be greater than the
proportion of time to maturity that January represents, for relatively
longer term options. Consequently, the presence of this overreaction
phenomena in the index and index futures options market would reduce
the significance of a January intervention variable coded simply as
the proportion of time to maturity that January represents.

In addition it should be noted that the implied volatilities
derived for the study apply to stock indices. Obviously we make the
assumption, when testing for seasonality in total market risk, that
these indices are unbiased proxies of the true optimal portfolio
consisting of all risky assets in proportion to their outstanding
values. If this assumption does not hold and assets are priced
according to the capital asset pricing model, then it is possible that
the observed seasonsl returns are due to nonstationarity in the
systematic risk of the particular stock indices employed. If total
risk does not increases with systematic risk, such nonstationarities
would escape detection in the present testing methodology.

However, given the above caveats, it is also worth noting that a
test of seasonality in ISD consists of & joint test of a) the option
pricing model cmployed and b) the ef{iciency of the options market .
Given the documented evidence of seasonality in risk variables based
on historical returns, the lack of any seasonality in implied
volatilities would suggest the rejection of this join" hypothesis.
This would not be inconsistent with other findings such as that of
Sheikh (1989) who observes that post-stock split increases 1in
volatility of common stocks is not reflected in implied volatilities
spanning the split announcement dates.

Aside from the above lack of significant seasonalities in the
implied volatilities, this paper does, however, present a rigorous
testing procedure based upon time series analysis which can be
employed in any test of nonstationarity of ISDs given their wusual
overlapping nature and resulting autocorrelation. In addition, the
empirical results presented here for the implied volatilities from
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options on S&P 500 index futures, indicating a lack of
turn-of-the-year seasonality, are fairly suggestive, given previous
evidence of such a seasonality in the ISDs derived from options on
relatively large firm stocks. Further research in to the nature and
extent of the turn-of-the-yesr seascnality in implied volatilities 1is
indicated by these results.
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Figure I11-1
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Figure I1I-2
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Fieure I11-3
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Table II1-1:

Time-series Models Identified
Estimated from Options om S&P

for Weekly Implied Volatilities
500 Index Futures

ARIMA Parameters
Period Model Mean ¢1 ¢2 ¢3
Total Period
01/06/84 - 30/02/90 (3,0,0) .1309 .5161 . 2549 .1301
( 2.51) ( 8.86) 3.98) ( 2.23)
Subperiods
01/06/84 - 31/05/85 (2,0,0) .1299 .2406 .2372
(29.08) ( 1.70) 1.66)
07,/06/85 - 30/05/86 (3,0,0) L2744 . 3490 .6165
( 2.62) (1.76) ( 3.16)
06/06/86 - 29/05/87 (1,0,0) .1815 .6460
(19.78) ( 5.97)
05/06/87 - 26/05/88 (2,0,0) .2870 .4950 .2105
( 5.74) ( 3.44) 1.46)
03/06/88 - 25/05/89 (2,0,0) L1725 .4588 .2286
(16.06) ( 4.39) 2.19)

(Numbers in parentheses are t-statistics)
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Table III-2: Time-series Models lIdentified for
Estimated from Options on the TSE 300 Index

Weekly Implied Volatilities

ARIMA Parameters
Period Model Mean ¢1 ¢2 ¢3
Total Period
20/07/84 - 16/10/87 (2,0,0) .1261 .514 .2381
(13.60) ( 6.81) 3.17)
Subperiods
20/07/84 - 31/05/85 (1,0,0) L1172 .6772
( 9.08) ( 6.40)
07/06/85 - 30/05/86 (2,0,0) .1264 .4280 .1934
(14.83) ( 3.09) 1.49)
06,/06/86 - 16,/10/87 (2,0,0) .1310 .5104 .2846
( 6.44) ( 4.36) 2.43)

(Numbers in parentheses are t-statistics)
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Table III- 3: Time-series Models Identified for
Estimated from Options on TSE 35 Index

Weekly Implied Volatilities

ARIMA Parameters
Period Model Mean ¢1 ¢2 ¢3
Total Period
10,07/87 - 30/03/90 (2,0,0) .1611 .5748 .2814
( 7.29) ( 7.01) ( 3.44)
Subperiods
10,07/87 - 30/06/88 (2,0,0) .2216 .5515 .2306
( 6.54) ( 3.89) ( 1.65)
08,07/88 - 30/06/89 (2,0,0) L1324 .2657
(27.55) ( 1.83)
07,07/89 - 30/03/90 (1,0,0) .1253 .4627
(21.31) ( 3.66)

(Numbers in parentheses are t-statistics)
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Table III1-4: Estimated Multiple-input Intervention Model fov Implied
Volatility Estimates from Options orn S&P 500 Index Futures.

—————— Intervention Inputs p Noise Model?_“___uj
Period JAN MONTH QUART CRASH MAT Constant ¢1 ¢2 d:,s

Total Period

01/06/84 -.0059 .0147  -.0271 .5631% -.0621 L1711 .5374  .2582
30/02/90 (- .14) ( .39) (-1.22) (16.32) (-1.42) (17.13) (9.52) (4.60)

Subperiods

01/06/84 .0027 -.0725* 0192 NA -.0729 .1586 .4199

31/G65/85 (  .09) (41.56) ( .&5) (-1.51) (20.64) (2.75)

07/06/85 -.0210 .0027 .0093 NA .0265 .5297 3655 .6257
30/05/86 (- .51) (¢ .04) ( .34) ¢ .75) ( .21) (1.92) (3.30)
06/06/86 -.0721*% -,2891x - 1132% NA .0814 .2703

29/05/87 (-2.75) (-6.99) (-4.00) ( 1.61) (20.31)

05/06/87 .1325 .0463 -.0812 .6615% -.0423 b
26/05/88 ( 1.14) ( .52) ( -.72) (26.10) (-1.40)

03/06/88 -.0115 -.0021 -.1845% NA -.1963x 2124 .8252

25/05/89 ( -.17) ( -.04) (-12.34) (-12.27) (23.88) (16.96)

02/06/89 .2013% . 3198=% - . 0646 NA -.0895 .0825 .6478 .
30/02/90 ( 2.73) ( 4.48) ( -1.39) ( - .69) ( 5.58) ( 4.62)

(Numbers in parentheses are t-statistics)

* significant at the 95% confidence level

a . .
?,; refers to an autoregressive parameter of order i, and 6i refers to a
moving average parameter of order i

b . . . . -
The series in this model has been differenced and the noise component
consists of a moving everage parameter 6§, = .9690

Lo 4 54y

“The noise model included a moving average parameter 07 = .9269
(52.49)
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Table 111-5: Estimaced Multiple-input Intervention Model for Implied
Volatilicy Estimates from Options on the TSE 300 Index.

—————— Intervention Inputs e Noise Model®
Period JAN MONTH QUART CRASH MAT Constant ¢1 ¢2 67
Total Period
20/07/84 -.0D061 - €27 -.0028 NA -.1474% (1410 4929 2537 -.2153
16,106,787 (- .28y (-1.05; (- .14) (-2.19) (11.36) (6.51) (3.35)(-2.71)

Subperiods

Y0/07 /84 1333 L0004 - 0206 NA -.2473% (1421
31/05/85%  ( 0y ( .003)  -.47) (-1.92) ( 7.32)
07/06/85 L0677% - .1409% - 056¢% NA -.6213% 2304
30/05/86  ( 4.36) (-5.34) (-4.62) (-9.14) (24.97)
06/06 /86 -01320% - 0034 .03038 NA -.1466% 1480
16/16/87 ( -3.67) (- .12y ( 1.81) C-6.28) (29.42)

L7479
(7.51)

. 3465
(2.45)

.3819 -.9144
(2.74)(-7.88)

.6642 -.7056
(6.38)(-7.64)

{(Numbers in parentheses are tT-statistics)

* significant at the 95t confidence level
i

moving average parameter of order 1
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—————— Intervention Inputs ———— . ———— Noise Model™-
Period JAN MONTH QUART CRASH MAT Constant al N v,
Total Period
10/07/87 .0195 -.0269 -.0073 .2633%  _2408% 1290 .5123 .3195
30/03/90  ( .82) ( .57) (- .31) ( 9.42) ( 3.07) ( 8.09) (6.30) (3.42)
Subperiod
10/07/87 .1543% - .0169 .0131 .2315% . 2937% 1636 2835
306/06/88 ( 4.97) (- .33) ( .47) ( 4.78) ( 4.26) (10.11) (1.66)
08,07/88 -.0086 -.0659 -.0183 NA .4567% L0912 ARV ISR
30/06/8¢ (- .42y (-1.14) ( -.83) ( &6.74) ( 8.75) (1.8/7)C-3.70)
07,G7/89 -.0132 0772 -.0630% NA .1249 21304 04788
30/03/90 (- .51) ( 1.07) (-2.14) ( 1.14) (21.05) (3.68>

(Numbers in parentheses are t-statistics)

* significant at the 95% confidence level

a

¢. refers to an autoregressive parameter of order i, and Gi refers Lo o
moving average parameter of order i
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CHAPTER IV. EFFECT OF EXPIRING INDEX OPTIONS AND FUTURES ON THE
TORONTO STOCK EXCHANGE 35 INDEX

I. INTRODUCTION

Recently. several authors have examined the effects of expiring
options and futures on the price of underlying assets. With few
exceptions these studies have concentrated on American markets with an
emphasis on cemuiorn stocks and stock indices.

In the present paper we examine these effects with respect to the
relatively new Toronto Stock Exchange 35 index (TSE 35). Options and
futures on the TSE 35 began trading in 1987 and with extensive growth
have developed to be the predominant markets for index arbitrage
activities in Canada. Consequently, the probabilﬁpy of price effects
due to expiring options and futures is high. This 1is tempered
somewhat by the fact that although the TSE 35 based contracts have
effectively revolutionized derivative security trading in Canada,
there still appears to be some reluctance in their use on the part of
institutional investors (Gagnon (1990)). As well, settlement
procedures for the TSE 35 differ from those pertaining to American
markets studied in earlier papers, and were specifically designed to
minimize expiration day effects.

In addition U.S. indices such as the S&P 500 have differing
cycles of expiration with regards to futures and options contracts. As
a result previous authors studying the expiration effects of these
contracts have been able to determine the relative importance of
opcions versus futures in the arbitrage related effects. Options and
futures on Canadian indices however, expire on the same monthly
calendar cycle and hence it is unclear from existing studies which
derivative security predominates in the determination of expiration
effects.

Consequently, the goals of this study are two-fold. The first is
to determine the extent of price effects in *the TSE 35 market in
gereral, particularly in light of settlement procedures designed to
mitipate such effects. Second is the identification of determinants
whic' lead to expiration day effects on the Canadian market.

ln addition, the possibility that Canadian expiration effects are
related to U.S markets is explored, as well as the impact of trading
in Tocronto 35 Index Participation Units (WI®s). The introduction of
these units of a portfolio replicating the TSE 35 is believed to have
led to an increase in index arbitrage related trading in Canada
(Gagnon (1990)) and hence a potential increase in expiration day
effects.

1The impetus for this study was Sopher (1991), who noted significant
expiration day effects in the TSE 35 in an exploratory study of the
period of Sept. 1989 to August 1990. The exploratory study was
performed under the guidance of this author as requirement for Mr.
Sopher’'s undergraduate honors degree.
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Section II will briefly review some of the previous literature
concerning expiration day effects in U.S. and Canadian markets.
Section III will describe the data and tests carried out to explore
for the presence of these effects in the TSE 35, and to identify the
relative importance of various determinants of the effects. Section 1V
concludes and suggests the potential of future research endeavors.
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II. PREVIOUS LITERATURE ON THE EFFECTS OF EXPIRING INDEX OPTIONS «ND
FUTURES.

Although several studies (Klemkowsky (1978), Officer and
Trennepohl (1981), and Klein (1986)) have noted the effect of expiring
options on underlying common stocks, Stoll and Whaley (1986 and 1987)
were the first to document significant price effects in stock indices,
on the expiry dates of index options and futures.

Upon expiration, index options and futures specify cash
settlement rather .han delivery of the underlying portfolio of stocks.
If the number of open positions to be unwound in the cash market 1s
large, abnormally high trading volumes in the stocks comprising the
index are expected, along with corresponding price effects.

Stoll and Whaley coined the phrase "triple witching hour" in
reference to the last hour of trading on gquarterly expiration days on
which index futures, .ndex options, and individual stock options
expire simultaneously, and in which significant volume and price
effects appear to exist. In general, they found that index volume 1is
nearly doubled in the last hour of expiration Friday trading versus
that of non-expiration day Fridays.

As well, price effects on the expiration Friday and in particular
in the last hour of trading were noted. Although the effect of
unwinding of arbitrage positions could have a negative or positive
effect on stock prices, depending on net positions, the price effects
recorded by Stoll and Whaley took the form of an average lower return
during these periods with a tendency to reverse in the first half hour
of the next dav trading. In general, they found that the effects were
mainly associated with the expiration of index futures contracts as
only minor volume and price effects were noted on days when option
contracts expired sol<:ly.

Although the relative size of expiration day price effects is
small, their presence has attracted much attention from the various
securities regulatory bodies. In June cof 1987 the Chicago Mercantile
Exchange, the New York Stock Exchange, and the New York Putures
Exchange changed the settlement of the S&P 500 and NYSE index futures
and options contracts from the close of trading on the expiry day to
the opening price, with trading ending on the Thursday before the
Friday expiry. This change was made in consideration of the documented
expiration day effects noted above.

Although several alternative settlement procedures were suggested
by the SEC in the debate concerning expiration day effects it was
believed that settlement at the open was optimal largely because it
would give the specialist time to attempt %o match any large
imbalances in orders due to the unwinding of arbitrage positions.

Recently Stoll and Whaley (1991) have reexamined the expiration
day issue in light of these settlement changes, and have fs>und that

’See Kling (1987) and Stoll (1988) for interesting discussions of
alternative settlement procedures.
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expiration day effects, although mitigated somewhat, still exist. They
document a decline in price effects at the close of Fridays and an
increase in opening price effects after the June 1987 change in
settlement procedures. Although the resulting price effects at the
open are somewhat smaller th-n they were when settlement occurred at
the close, Stoll and Whalev suggest this is due to expiration day
trading being split between open and close, as futures and ogtions on
the Major Market Index, the S&P 100 and the Value Line Index continue
to settle at the Friday close.

The concern of regulators in Canada has also been noted with the
design of options and futures on the TSE 35 also based on a Friday
opening settlement. Likewise administrators of the Toronto Stock
Exchange have noted the possible presence of excess volatility and

price effects due to expiring TSE 35 options and futures. (See Dancer
(1991))

A. Canadian Evidence of Expiration Day "ffects on Stock Indices

Although expiration day effects in U.S. markets, as noted by
Stoll and Jhaley, have been known for some time now, there is a
sparsity of documentation of the effects in alternative markets
although derivative securities markets in other countries have existed
for a reasonable length of time. One notable exception is that of
Chamberlain, Cheung, and Kwan (1989) who examined expiration day
effects on the TSE 300 index.

Options and futures on the TSE 300 began trading in January 1984
and were leter discontinued in favor of the contracts on the TSE 35.
Volume activity w: . . great in the TSE 300 derivative securities
markets relative c. of the TSE 35, and it has been suggested that
the American mnatu:. .. the TSE 300 optiuvns contracts and large
portfolio of stocks required for arbitrage activities were not popular
with institutional investors.

Options and futures on the TSE 200 had a monthly cycle of
maturity and like the original index options and futures contracts on
the U.S indices the TSE 300 contracts settled at the close of the
third Friday of the expiry month. One advantage of the monthly
maturity cycle, for studies of expiration day effects, 1is the
availability of a larger number of expiry day observations in a given
period, as opposed to the U.S. markets where expirations are largely
quarterly in nature.

Chamberlain, Cheung, and Kwan examined time sctamped Friday and
Monday data for the TSE 300 for the roughly one and one hilf year
period of November 1985 to May 1987.° In generai, they did not find
significant differences in the average level or standard deviation of
voiume between expiration and non-expiration Fridays. They did however
find significantly higher returns and return volatility in the last
half hour of trading on expiration Fridays versus that of

3Unfort:unately the time stamped data on the TSE 300, required for
their study, was not available until the 1985 period.
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non-expirations.

One possible explanation which the authors suggest for the higher
expiration day returns is that of a "spill-over" from the expiration
day effect observed in the American m:. -ets. In a test of this
hypothesis they removed the expiration Friuays that correspond to the
U.S. quarterly expirations from their data set and found that the
remaining expiration days were no longer significantly different from
non-expiration Friday returns. Volatility however, remained
significantly different.
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IXIY. DATA AND EMPIRICAL RESULTS

A. Data

Daily open, high, low, and close prices as w1l as trading volume
for the TSE 35 for the period of May 19¢ , when calculation of the

index commenced, until June of 1991, was wided for this study by
the Toronto Stock Exchange.

As noted previously, although optin: . ' futures on the TSE 35
only commenced trading in May of 19¢ 1eir calendar cycle of
maturity is a monthly one as opposed ro rn: quarteriy maturities of
some of the American index derivative = . .ties. As a result, the TSE
35 data supplies three times the numbier - expiration day observations
as does the American data for a givei. wrriod. Th~ original Stoll and
Whaley (1986) study involved only 7 ewpiration days in which both
futures and options expired and an .!iitional 17 days of option-only
expirations. Although Chamberlain, tueung, and Kwan also dealt with

monthly expiring contracts the time period of their study provided
only 31 options and futures expiration dates. Alternatively this study
involves a total of 50 expiration day observations.

B. Empirical Tests

Tests of expiration day effects have for the most part
concentrated on several issues: 1) Whether there is a difference in
volume of trading due to the expiry of options and futures. 2) The
presence of price effects in the sense of significant differences in
average return and volatility for expiration versus non-expiration
periods. 3) The extent of reversal of any price effects, and finally
4) the predictability and determinants of the effects. In this section
we will examine these issue in turn for the TSE 35.

Through«ut the analysis we will also concentrate on the
stationarity of the effects through time by examining the data in one
year periods tc determine whether expiration effects are concentrated
in the early or later portion of the period of study. Due to the lack
of volume in the fledgling Canadian derivative securities markets ic
is conceivabie the the effects may not be present early in tue period
of study. Arguments against finding the effect later in the period are
based largely on the assumption of efficient markets. Indeed informzl
converrations with Toronto Steck Exchange orificials indicate that they

believe a number of traders attempt to profit from the effects in the
Canadian market,

i. Expiration-Day Volume Effects

Arbitrage positions involving TSE 35 derivative securities would
typicaliy be unwound at or near the close of trading on expiration
Thursdays. Hence, the most appropriate data of study would be volume
during the last half hour of trading on the expiration Thursdays, as
well as the trades at the opening price on the expiration Friday
mornings. Unfortunately this data was mnot available. As an
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alternative, and with some loss of power, we will examine daily wvolume
statistics for Thursdays and Fridays.

Table IV-1 lists the average® and standard deviation of the daily
volume figures for expiry Thursdays and Fridays versus non-expiry
Thursdays and Fridays. Results are reported for separate years and for
the period in total. As well, the t-statistic for the hypothesis of
equality of means and the F-statistic for c¢-juality of variances
between expiration and non-expiration days are reported.

Although average volumes appear to be higher on expiration
Thursdays, the increase is not significant at reasonable levels either
for the period as a whole, or for individual years. The hypothesis of
equal variance of volume cannot however be accepted, for the overall
period, with a significant increase in volume volatiliity on expiration
days. This result is largely consistent with the data on a yearly
basis although years later in the period show no significant
difference between expiration and non-expiration days.

There does however appear to be an overall significant increase
in daily volume for expiration Fridays versus non-expiration days.
These results vary however when volume is examined across one year
periods with the majority of the years, excluding 1990, indicating no
significant difference in volume average. These results are in general
contrary to the findings of Chamberlain, Cheung, and Kwan (1989) of no
significant volume effects due to expiration in the case of the TSE
300.

Results in terms of the variance of volume are mixed however with
the first three years (1987-89) indicating significant differences in
variances although no significant difference for the overall period.

iji.Expiration-Day Price Effects

The examination of expiration day price effects in previous
studies, where settlement of options and futures was based upon the
closing level of the index on expiration Fridays, centered on the
Friday returns with particular focus on the returns corresponding to
the last half hour of expiration day trading. In the case of options
and futures on the TSE 35, where trading stops on the close of
Thursday and settlement is based on the Friday open, it is appropriate
to examine the returns for both expiration Thursdays and Fridays as
some unwinding of positions may be carried out late in the day on the
expiration Thursdays. Consequently, Table 1V-2 lists the average and
standard deviation of continuous returns for expiration and
non-expiration Thursdays, Fridays, and the returns over the period of
Thursday close to Friday open.

As indicated in the table, although it would appear that lower
daily returns are associated with expiration Thursdays the effect is
not significant either for the overall period or for individual years.
As well, although the volatility of returns appears to be, on average,
higher on expiration Thursdays the effect 1is again not significant
except in the 1991 period. Further study may be indicated however as

the F-statistic for equality of variances 1is reasonably high in some
cases.
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The results for daily returns corresponding to Fridays would
appear to indicate higher returns overall on expiration days although
none of the results are significant except for the 1988 period.
Indeed, in some years the average daily Friday return appears to be
lower on expiration days. 0Oddly enough, the volatility of daily
returns appears to be significantly lower on expiration Fridays than
those of non-expiration days, with the effect concentrated mainly in
the 1988 and 1989 period. Again this may indicate the need for
additional study into changes in volatility due to expiration of
options and futures.

it is reasonable to assume that given the settlement procedures
for the TSE 35 options and futures, any expiration day price effects
would tend to be concentrated at the time of the close on the
Thursday, to the open on the Friday and any subsequent reversals to
take place throughout the day on Friday. Consequently, Table IV-2 also
provides the results for returns extending from the close on Thursday
to the Friday open. It would appear that when returns are measured
from the Thursday close to Friday open, that indeed significant price
effects are indicated with higher returns associated with expiration
for the whole period of study as well as for the individual years of
1988 and 1990. As well, a significant increase in volatility of the
close-to-open returns is indicated for the overall period,
concentrated in the years of 1988, 1989, and 1991.

iii. Estimates of Intraday Variance

As noted above, the results for daily return volatility for
expiration Thursdays and Fridays would appear to indicate the need for
further study. Although no significant difference in return volatility
for expiration Thursdays was indicated, the sparsity of data suggests
alternative measures.

Parkinson (1980) and Garman and Klass (1980), have noted that
the classical approach to the estimation of volatility, based on
close-to-close prices does not consider other readily available
information that may improve the estimator efficiency, such as the
opening value and daily maximum and minimum prices. To take advantage
of this readily available daily price data, several estimators have
been developed by these authors based upon daily open, high and low
prices, which improve cn the efficiency of the standard close-to-close
price based estimators. Intuitively these estimators are superior due
to the incorporation of the range of prices observed over the entire
day. We will examine two of these estimators for significant
differences in expiratieon day price variances. Both estimators assume
that prices follow Brownian motion with zero drift over both trading
and non-trading periods.

The first such estimator examined is that of Parkinson (1980),
modified by Garman and Klass (1980) to take into account the
availability of open and close prices, and is given by:
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2

7 . - -
VARL _ 0.17 (ant 1nCt_1) . (1 0.17)(1nHt -nLt)
t f (1-f) 4 1In2
where:
Ot = opening price for day t
Ct-l = closing price for day t-1
Ht = daily high for day t
Lt = daily low for day t
£ = fraction ot the day during which trading does not
take place.
Garman and Klass show that 1if trading 1is continuous, this

estimator has an estimation variance 6.2 times lower than that of the
usual estimator based on closing prices. As a result, for a given
level of accuracy in the standard return variance estimator, about 84%
less data is required for this extreme value measure.

The second estimator examined is that of Garman and Klass (1980)
which &also incorporates opening prices as well as the minimum and
maximum values during the day. This estimator has an estimation

variance 8.4 times lower than the classical price variance estimator,
and is given by:

2

VAR2 = 0.12 (InO, - InC_ ,) +'(1-o.12)[ o2 ]
T (1-6)
0? = {0.511(u - d)® - 0.019[c(u+d)-2ud] - 0.383c” )

where u = 1nHt - 1n0t
d = InL_ - 1n0t
c = 1nCt - ant

Investigations into the actual performance of these extreme value
estimators has been relatively sparse. Marsh and Rosenfeld (1986) in a
simulation study compare the above estimators to the standard
close-to-close estimator under the assumption of discrete trading and
find that discrete trading cen induce a downward bias and reduce their
efficiency. Garman and Klass (1980) recognized this potential for
downward bias when transactions are infrequent (less than 500
transactions on a daily basis). In general however, this bias is not

of concern in the present application given the volume of trading in
the stocks of the TSE 35.
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Beckers (1983), in a test of the ability of the extreme-vaiue
escimators to predict future volatilities finds that despite the
theoretical biases and efficiency losses associated with discrete
trading, these estimators outperform=. the close-to-close measure.

Recently however, Wiggins (1991) in a thorough test of the
empirical performance of these estimators, finds that recording errors
in high or low prices can result in poor performance on the part of
the extreme-value estimators. When outliers are controlled for in the
data, however the extreme value measures clearly outperform the
close-to-close estimator. Fortunately the potential for outliers due
to errsneous recordings of high or low prices in individual stocks is
substantially reduced in the case of the indices as the individual
values make up only a portion of the index level.

Table 1IV-3 and Table 1IV-4 provide mean values and standard
deviations of these daily estimators for expiration and non-expiration
Thursdays and Fridays. As well. results of the nonparametric
Mann-Whitney-Wilcoxon test for equality cf distribution between
expiration and non-expiration days are given. Although the sign of the
z-score associated with the Mann-Whitney-Wilcoxon test of equality of
distribution may at times appear to be at odds with the average values
reported in the table, it must be noted that the Mann-Whitney-Wilcoxon
test is a rank order test, and does not involve the standard average
value calculation.

From these tables the higher efficiency of the Garman and Klass
estimator over the Parkinson estimator is apparent with a higher
number of significant differences in daily price variance indicated by
VAR2 than with VAR1.

Although differences in terms of the year by year data are
indicated, the basic results of the Garman and Klass variance analysis
are consistent with the findings of the standard variance estimator in
the case of Thursdays. Thursday expiration days do not appear to have
significantly different daily return variances from non-expiration
Thursdays except for the years 1988 and 1989 which give conflicting
resulcts.

Contrary to the results of the standard variance estimator
however, the Garman and Klass estimator indicates that expiration
Fridays have significantly higher daily price variances than do
non-expiration Fridays. Although this result may be largely due to the
inclusion of Friday opening prices in the Garman and Klass estimator,
the standard Parkinson estimator (not shown here) which does not
incorporate opening prices also indicated a higher rank average in the
case of expiration days. The z score is however not significant at
reasonable levels.

iv. Spill Over Effect of U.S. Markets

in their study of expiration day effects on the TSE 300 index,
Chamberlain, Cheung, and Kwan (1989) explore the hypothesis that the
expiration day price effects noted are due to a "spill over" from the
U.S markets where expiration dates for the U.S. index futures,
options, and futures options occur on a quarterly basis. When they
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removed the observations from their sample which corresponded to the
quarterly U.S expirations they found that the remaining Friday
expiration returns for the TSE 300 were no longer significantly higher
than non-expiration Fridays.

In a similar process the expiration Friday observations which
corresponded with expirations in the months of March, June, September,
and December, were separated from the non-quarterly expiration
observations, for the TSE 35. Table IV-5 reports the mean and standard
deviations for non-expiration Fridays, non-quarterly expiration
Fridays, and quarterly expiration Fridays close-to-close and
close-to-open returns and daily volume. As well t-statistics for
equality of means and F-statistics for equality of wvariances are
reported.

Table 1IV-5 indicates that although volumes on quarterly
expiration Fridays appear to be on average higher than non-quarterly
expiration days, the difference 1is not significant. While a
significant difference in the close-to-close returns between quarterly
and non-quarterly expiration days is not indicated it is interesting
to note that the average close-to-open return is significantly lower
on quarterly expirations than on non-quarterly expirations. A test ot
equality of means and variances indicates that quarterly expiration
close-to-open returns are not significantly different from
non-expiration days while those of non-quarterly expirations are
significantly higher.

These results indicate that contrary to the findings of
Chamberlain, Cheung, and Kwan (1989) the expiration day effects noted
in Canadian markets are not simply a spill over effect due to the
expiration of U.S derivative index securities. In fact, expiration day
effects appear to be reduced on the quarterly expirations when
Canadian and U.S contracts expire simultaneously. A more detailed
analysis of the impact of U.S markets would have to involve an
examination of whether quarterly expirations are on average associated

with net 1long arbitrage positions outstanding at the time of
expiration.

v. Price Reversals

To a large extent the literature on expiration day price effects
has concentrated on the extent of price "reversal" that takes place
after settlement of the underlying futures and options contracts. The
basic hypothesis is that if unwinding of arbitrage positions at
expiration drives stock prices temporarily out of equilibrium, then
prices should rebound in the opposite direction after expiration.

Traditionally the study of these price reversals has concentrated
on the returns based upon the half hour after expiration. There is
however mo evidence to support the proposition that specialists will
necessarily unwind positions within 30 minutes of the open of the
market. This point has been made by Stoll and Whaley (1991) and indeed
they find no qualitative difference in the results of their study
where reversals were measured based upon the return corresponding to
the Friday open to close. As a result we will measure price reversal
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as:

-R, if R__; 20

where REVlt = reversal fcr ex;iration day t and

Rt - ln(Ct/Ot)

R__, = 1n(0_/C_ )

t-1 1

With the above formulation the index reversal measure is negative
in value when stock price movement after expiration continues in the
same direction as before, and positive if the index reverses in
direction between Friday open and close.

Table 1V-6 reports the average and standard deviation as well as
the relevant t and F statistics for quarterly expiration,
non-quarterly expiration and non-expiration Friday price reversals. As
indicated, returns tend to reverse on expiration days, with on average
a positive value for quarterly and non-guarterly price reversals
whereas prices tend not to reverse on non-expiration days.

Tests of equality of means indicate that average price reversals
on non-quarterly expirations are significantly different from
non-expiration Fridays whereas quarterly expiration price reversals
are not. No significant differences in the volatility of price
reversals are indicated.

In order to control for the possibility that the measure of
reversal above may be biased in terms of the size of return calculated
from the open to the close of the expiration day, table IV-6 also
presents the results for the measure of reversal as:

R, if Rt < 0
—Rt_1 if Rt >0

This measure is alternatively based upon the Thursday close to
Friday open return and assumes that the price movements are exactly
reversed in the cases of reversal. No qualitative difference in
results is indicated for reversals measured as REV2.

vi. Effects of the Introduction of TIPS trading.

A recent innovation of the Toronto Stock Exchange has been the
introduction of Toronto Index Participation Units or TIPs. A TIP is
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essentially a unit of a trust operated by the Toronto Stock Exchange
which holds a basket of the stocks of the TSE 35. These units are
redeemable and pay dividends on a gquarterly basis, equal to the
aggregate dividends paid by the composite stocks during the quarter.
TIPS first became listed on the exchange in March 1990.

The advantage of the units is to enable investors to participate
easily in the 35 basket of stocks and facilitates hedging and
arbitrage activities involving the TSE 35 options and {futures
contracts. TIPS prices are quoted on the Toronto Stock Exchange and
literature from the Exchange concerning TIPS indicates that the unit
price may, at times, differ from the underlying TSE 35 for several
reasons, including simple supply and demand.

An interesting question arises as to whether or mnot the
introduction of TIPS has altered expiration day price effects in any
way. Gagnon (1990) suggests that the introduction of TIPS would lead
to an increase in stock index arbitrage activities particularly in
trading strategies designed to arbitrage between the index futures and
spot. Since previous literature attributes much of the expiration day
effects to the unwinding of futures arbitrage positions the
introduction of TIPS may be associated with an increase in such
activities and subsequent expiration effects.

Alternatively arbitrage trading involving TIPS may result in the
migration of expiration day effects to the price of the wunits
themselves, with a resuvltant "wedge" driven between the unit price and
that of the index, at expiration.

In order to test for the possibility that TIPS trading has
altered expiration day effects, the expiration day Friday
close-to-open returns were subdivided into the period before and after
the introduction of TIPS. Table IV-7 provides the mean and standard
deviation of the expiration day Friday volumes close-to-open returns,
and reversals for the periods previous and subsequent to TIPS trading.
As well, the average and standard deviation of daily wvolumes,
close-to-open returns and reversals in proportion to the corresponding
values for the second Friday of the month are reported, to control
somewhat tor the growth in volume, or differences in returns over
time.

The results of t and F tests are also provided in Table IV-7 and
in general indicate no significant difference in mean levels between
the two periods in volume, close-to-open return, or reversal measured
in absolute terms or as a relative measure. Consequently it would
appear that the introduction of TIPS has not led to a significant
increase in arbitrage activities or alternatively any additional
expiration day effects due to increased volumes. It 1is possible
however that expiration day effects are occurring in the value of the
TIPs units themselves. A detailed exploration of the latter hypothesis
involves examining the deviations of the price of TIPS units from that
of the TSE 35, and is the subject of future study.

vii. Determinants of Expiration Day Effects

In general, the accepted explanation of expiration day effects is
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that of arbitrage program trading. Program traders essentially take
opposite positions in the cash stock, and the stock index futures and
options markets to earn profits on perceived mispricings. These
positions are then closed out, or unwound at the time of futures or
options expiration in order to earn arbitrage profits. This is
accomplished with market orders placed at the exact moment thatc the
derivative security expires. It is argued that this congestion or
build up of market orders gives rise to the potentially anomalous
price effects in the underlying securities.

An interesting question in the case of expiration day effects on
the TSE 35, is the extent to which these effects can be attributed to
the unwinding of trading strategies in index futures or in index
options. Previous literature documents that a large part of expiration
price effects are due to the unwinding of futures positions and not
that of options. Stoll and Whaley (1986) in their seminal study of
expiration day effects on the U.S 1indices find price effects
associated with futures contracts expiration but little if any with
the expiration of options contracts. In related studies, Stoll and
Whaley (1987, and 1990) find that the individual stocks comprising the
S&P 500 do not exhibit price effects upon options expiration.

Similar studies of the expiration effects of options on
individual stocks include Officer and Trennepohl (1981), Ferris,
Chance, and Wolf (1989) and Pettengill (198%) as cited in Hancock
(1991). Their results suggest that price effects due to options
expiration tend to be at best minor in magnitude. Studies involving
other underlying securities include Bhattacharya (1987) who finds no
evidence of option expiration price effects on treasury-bond futures
and Hancock (1991) who finds no significant price effects in the case
of S&P 500 futures due to the expiration of the corresponding index
futures options.

To a large degree these findings simply document the fact that
arbitrage trading may less frequently involve options than futures
contracts. Indeed Stoll and Whaley (1986) document that conversations
with market participants suggest that index options arbitrage
activities are less frequent and of lesser magnitude than arbitrage in
index futures. This may be due in part to the early exercise feature
of the U.S. index options, which are American in nature. This early
exercise feature creates uncertainty for arbitrageurs in terms of the
life expectancy of an option contract.

Alternatively the options on the TSE 35 are European in nature
and hence we would expect that index options arbitrage may play a
relatively higher role in the Canadian market than the U.S.
Unfortunately as the futures and options on the TSE 35 expire
simultaneously on the third Friday of every month, it is not possible
to examine expiration days where only futures or options expire.

Previous studies which have concentrated mainly on the
predictability of expiration day price effects of course make
assumptions concerning the underlying determinants. Understandably,
given the above results the majority of the focus has been on
arbitrage trading in the futures market, and resulting measures to
predict expiration effects. The general approach has been to identify
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some measure of the net positions of arbitrageurs prior to contract
expiration days. The most common measure examined has been the number
of days for which futures contracts are mispriced relative to the
theoretical net cost of carry model .

In general, the net overpricing measure 1is based on the
assumption that a contract which has been overpriced more days than it
has been underpriced will be associated with an accumulation of net
long caszh positions by arbitrageurs. These long cash position
derdiral sy ions must be sold at the expiration day unwinding and thus
rnet  overpricing will predict a stock price drop at  expirotion.
Corvexsvly net daily uwadsrirswing of the futures would predict program
traders to have accumulaéie=a & -0 short position in stocks which must
be covered by stock purctiases at expiration. Thus net underpricing
would predict a stock price rise at expiration.

In general, it 1is recognized that this measure of potential
cengestion 1is an approximation in that it assumes known future
dividends, no pricing of the marked-to-market risk inherent in futures
prices, and mno transaction costs. (See Merrick (1989) for detail
concerning these costs.)

Merrick (1989) also argues that a measure based simply on "net
days over or under priced" does not recognize the possibility of early
and delayed (contract rollovers) unwindings. Rollovers 1involve
replacing the initial futures position with a similar position in the
subsequent expiring futures contract while keeping the cash side of
the initial arbitrage position intact. This may occur if at expiration
day the next maturing contract is mispriced as well.

Early unwindings may occur if prior to expiration a mispricing of
the futures contract opposite to that leading to the initial position,
occurs. In such circumstances it may be profitable to unwind and earn
a larger return than that of holding until maturity.

Merrick’s work raises the question as to whether arbitrage
activity is at the crux oi the expiration day effects. In a study of
16 expiration days, Merrick determines a net arbitrageur position,
prior to expiration day, based upon some simple unwinding and rollover
rules incorporating transaction costs, through out the trading life of
the expiring contract. Although this measure of net arbitrageur
position appears to perform significantly better in predicting the
sign of expiration day effects for the last half of trading, than the
net days overpriced measure, onlw 7 of the 16 contracts involved a
prediction of expiration day unwindings.

By using daily data his test is subject to the criticism that it
ignores intraday arbitrage activities (as is the net days overprice
measure), however his study does cast doubt on the role of arbitrage
activities in expiration day effects, and the efficiency of the
market.

In the present study we explore the potential of alternative
measures of potential congestion associated with the unwinding of

‘see for example Stoll and Whaley (1986) and Chamberlain, Cheung, and
Kwan (1989).
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arbitrage trading in the futures and in options contracts, with the
main purpose of determining the relative importance of the two with
respect to expiration day effects in the TSE 35. The variables we will
utilize will be based upon open interest levels in the futures and
options contracts at the time of expiration.

1f open interest is not large on expiration days, no potential
for large stock market volumes arising from the unwindings of futures
and options positions would exist. As Stoll and Whaley note however
the 1implication of open interest for stock market trading 1is
relatively unclear.

In terms of the futures market, it must first be noted that not
all the open interest in existence at the time of expiration will
result in stock market trading. A portion of the open interest may be
rolled over into the next maturing contract as noted by the results of
Merrick (1989) above. Secondly, it is possible that if both long and
short arbitrage opportunities arose during the life of the contract
and were held to expiration, then the net unwinding of these positions
may not imply an imbalance in trading in the stock market.
Nevertheless, a large open interest on 2xpiration day could portend a
large unwinding of arbitrage positions in the stock market.

The ambiguity in terms of the relationship of options open
interest at expiration and the subsequent effects of arbitrage
position unwinding is greater still. As in the case of futures,
options positions may be rolled over into more distant maturities, and
arbitruage positions taken over the time to maturity may net out. In
addition Stoll and Whaley state that some holders of options may have
long term positions in the underlying stock which they have ne
intention of changing. Institutional option writers may for example
sell stock options to earn additional income but may have no intention
of selling the underlying shares.

The measures we will explore in identifying the determinants of
expiration day effects on the TSE 35 make the following simplified
assumptions. First we will assume that a majority or substantial
amount of trading in the TSE 35 options and futures markets is done by
institutional investors involved in hedging and arbitrage trading
strategies. Previous studies suggest that this is not an unreasonable
assumption. Stoll and Whaley (1986) quote the Commodity Futures
Trading Commission report of "Commitments of Traders" which indicates
that 50% to 60% of the open interest in S&P 500 index futures 1s held
by institutional investor or broker-dealer firms.

Somewhat related observations are given by Mandron (1988b) who
finds that the Canadian stock option market 1is dominated by
institutions and market makers. It should be noted however that
Mandron (1988a) also finds substantial arbitrage opportunities in the
market prices of options which would lead us to believe that little
arbitrage trading takes place. Mandron’s study though, involves a
relatively early period (1977-1980) of Canadian option trading and
therefore her observations may not be relevant today.

Secondly, we will make the broad assumption that during the life
of options and futures contracts, opportunities arise leading to the
formation of arbitrage portfolios which result in a net increase in
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the level of open interest in futures and options contracts. The
overall level of open interest in these contracts, on the Thursday
before expirations would hence provide a measure of the extent of
positions te be unwound and the subsequent expiration day effects. As
well, the change in the level of open interest in the next expiring
contract would provide some measure of the number of strategies which
are rolled over at expiration and hence would not add to expiration
day effects.

The daily level of Thursday and Friday open interest for all
contracts expiring in the current month and those expiring in the
subsequent inonth reported in the Globe and Mail, was collected,
corresponding to the period of study.

In general, we would expect that volumes and price effects on
expiration days would be a function of several open interest
variables. A positive association would be expected between expiration
day effect measures and 1) the level of open interest in the expiring
call options on the Thursday before expiration, 2) the level of open
interest in the expiring put options on the Thursday before expiration
and 3) the level of open interest in the expiring futures contracts on
the Thursday before expiration.

As well, due to the possibility of rollovers we would expect to
find, given our assumptions above, a negative relationship between the
expiration day effect measures and the variables defined as the change
in open interest between the expiry Thursday and Fridays for the next
month expiring 4) call, 5) put, and 6) futures contracts. The basic
premise here is that if a large amount of the open interest in
expiring contracts 1is rolled over, indicated by an increase in open
interest in the next expirin;; contracts, then the expiration day
effects will be lessened.

Tables 1IV-8 and IV-9 provide the results of multiple regressions
of various expiration effect measures on the open interest measures
denoted above. Table 1IV-8 presents the results in the case of
expiration periods whereas Table 1IV-9 provides the corresponding
regression results for non-expiration periods.

When expiration Friday volumes are regressed upon the open
interest variables we find some predicted results and some not
foreseen. As predicted, and consistent with the findings of previous
studies the level of open interest in the expiring futures contracts
on the Thursday before expiry 1is a significant and positive
determinant of the level of volume in the TSE 35. Although the sign of
the coefficient for the change in open interest in the nex! expiring
futures contract has the predicted negative value, the t-.-statistic
indicates that the variable is not a significant determinant.

Interestingly the open interest in expiring call options
immediately before expiration appears to have a negative association
with the level of expiration day cash volume. As well, the coefficient
for the change in open interest in subsequent expiring calls, although
insignificant, is contrary to that predicted, as it is positive in
sign. 0Oddly enough the similar regression for non-expiration Fridays
indicates the same if not stronger, negative relationship between the
level of open interest in the current month call options and the
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subsequent day volume in the TSE 35. As well, the change in open
interest for the following month expiring contracts has a significant
and positive relationship with the cash volume level. 0Oddly enough we
will see that the previous day level of open interest in the current
month expiring call options will have a significant and negative
association with the following Friday daily return in the case of
non-expiration days.

Although the results are not reported here, an F-test for
equality of regressions for expiration and non-expiration periods was
performed and indicated that the two regressions were significantly
different. As well univariate regressions showed no change in
coefficient sign for significant independent variables, in either the
expiration or non-expiration case.

Measures of put open interest were not significant in the case of
expiration periods but were so in the case of non-expiration. It
appears that nmnon-expiration Friday volumes are significantly and
positively related to the preceding day level of current month put
open interest, and the change in open interest in following month
expiring contracts.

We can conclude from these results that in pgeneral Friday cash
volumes are impacted by the preceding day levels of option open
interest. This relationship is obscured however in the case of
expirations when the open interest outstanding in expiring futures has
a significant impact on the expiration day cash volumes. This
indicates that futures arbitrage activities appear to play the
dominant role in expiration day volume effects.

In addition, although not shown here, when quarterly expirations
were removed from the expiration data set the significance of the
previous Thursday levels of call options and futures open interest
increased. An F-test for equality of regressions however indicates no
significant difference between the regressions for non-quarterly
expirations and those of quarterly expirations.

The price effect variables examined in terms of identifying
expiration day effect determinants were the daily returns on Fridays,
both the returns and absolute value of returns from the Thursday close
to the Friday open, and the two measures of reversal previously
examined. Again table 1IV-8 provides the results of multiple
regressions of these variables on open interest measures in the case
of expiration periods and table IV-9 for non-expirations.

Similar to the results for volume, we see from table IV-9 that
the previous day level of open interest in the current month expiring
options contracts has some significance in terms of returnms. For daily
returns the Thursday level of call open iaterest appears to have a
significant positive association with the next day return. As well the
change 1in open interest in the next expiring month call option
contracts has a negative impact on the day’s return.

Although the results for the regression of daily returns on the
open interest variables appear to be different for expiration days as
given in table IV-8, an F-test of equality of regressions indicates no
significant difference. This is consistent somewhat with our findings
that the daily return on expiration Fridays was not significantly



higher than non-expiration days. Given no significant difference in
regression.', the expiration and non-expiration data were pooled and
the multiple regression results (not reported) indicate a significant
positive relationship between daily Friday returns and the preceding
day level of call open interest as well as the change in open interest
for next month expiring futures contracts. The preceding day level of
open interest in the expiring futures contracts was significantly and
negatively associated with the next day return as was the change in
call option open interest for contracts expiring in the following
month.

These results are interesting in terms of their implications for
market efficiency particularly if the above relationship of daily
returns to preceding day open interest holds for other days of the
week as well. Preliminary results (Sopher (1991)) for the 89-90 period
indicate that this may_be the case in terms of the preceding day level
of call open interest.

Recently, a number of studies have documented lead-lag
relationships between various markets, particularly the options and
spot, in terms of <volumes and prices. Most of these studies

concentrate_however on intraday data with lead and lag times measured
in minutes.

Anthony (1988), however, documents that volume in call options
markets appears to lead trading in the underlying shares with a one
day lag. To the extent that open interest proxies for volume, we may
be observing, in the Canadian market, evidence of such a lead-lag
relationship between the options market and the underlying stocks
comprising the index. Similarly Chance (1989) provides some evidence
that the ratio of put option volume to call option volume has some
predictive power in terms of market dirertion in the case of the S&P
100 index. Although few studies have involved open interest, Schachter
(1988) in a study of 95 firms and their corresponding stock options
provides evidence that call option open interest is significantly
lower than normal for several days prior to earnings announcement
dates. The mneed for further study into the interrelationship of
options and cash markets in Canada is evidenced by these results.

In terms of Thursday close to Friday open returns, an F-test for
equality of regressions for expiration and non-expiration periods
indicates no significant difference. A resulting pooled multiple
regression of the data indicates (although mnot reported here) a
significant negative association of close-to-open returns with the
preceding day level of futures open interest, and a positive
association with the change in open interest for the follewing month
expiring futures contracts.

5In the data set examined by Sopher (1991) which included other days
of the week a regression of daily returns on previous day level of
call open interest showed a positive and significant relationship.

6Examples of such studies include Anthony (1988), Stephan and Whaley
(1990), and Chan, Chan, and Karolyi (1990).

98



Although the average close-to-open return is significancly higher
on expiration days than that of non-expiration, the level of open
interest in futures or options has no fundamental relationship to
actual return, in the sense that the preceding day 1levels do not
indicate net potential long or short positions to be unwound in the
cash market. Only an expiration day price effect, either positive or
negative, is potentially indicated.

Consequently tables IV-8 and 1IV-9 present multiple regression
results for the absolute value of close-to-open returns in the case of
expiration and non-expiration periods respectively. The two
regressions would appear to give varying results and indeed an F-test
of equality of regressions indicates that they are significantly
different. While the non-expiration data appears to 1indicate
significant relationships between absolute returns and 1) open
interest levele in the current expiring calls, anc 2) the changes 1in
open interest levels for following month expiring calls, this is not
the case for the expriratrion period data. None of the open interest
variables appear to be significant in the case of expiration
close-to-open absolute returns. The implications for expiration day
effects are similar to those of Merrick's (1989) study in that it
casts doubt on the hypothesis that the effects are due mainly to
arbitrage trading strategies.

The most accepted measure of expiration day price effects is that
of price reversal. Table IV-8 and IV-9 again present the multiple
regression results for expiration and non-expiration data for the two
measures of price reversal previously explored.

The results for REV1 which employs the Friday open to close
return as the magnitude of reversal indicate that the expiration and
non-expiration regressions are significantly different. In both cases
the chanires in open interest of the next expiring call and put option
contrac:s are significant with the difference being the sign of the
coefficient of change in put open interest. In the case of
non-expiration periods, reversalrs are negatively associated with the
put open interest change, whereas tiie association is a positive one in
the case of expirations. The z:sociation between the change in call
open interest and REV1 is rnegative in both cases. At best these
results indicate some role of put option arbitrage on expiration day
price effects.

Contrary to the results for REV1, those for REV2 which employs
the Thursday close to Friday open return as the magnitude of price
reversal, indicate no significant difference in regressions. When
pooled, the data implies a significant and mnegative association
between price reversal and the change in the open interest of
following month expiring calls, and a positive association with the
change in the level of futures open interest.

In general the results are relatively perplexing in the case of
expiratinn day price effects and at most levels of open interest as
proxies for arbitrage unwinding congestion indicate that futures and
perhars put option arbitrage are the relatively more important
determinants of the effects.

Qur overall conclusion however, when combined with the results
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for expiration day volume, would be that futures arbitrage actrivities
are most likely the relatively more important determinant in
expiration day effects on the TSE 35 when compared to options
arbitrage. If we accept the measure of open interest as a proxy for
potential congestion however, it appears that the explanatory power of
arbitrage activities in gemneral is relatively low. The expiration day
volume regression had an R" of 37.4% whereas for the REV] regression
the R° was only 19.25%
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IV. CONCLUSIONS

Although the possibility of expiration effects have been noted by
Toronto tock Exchange officials the literature has to date not
documented their existence in the Toronto Stock Exchange index of 35
stocks. The main purpose of this paper has been to examine the
behavior of the index at the monthly expiration of index options and
futures for the presence of these effects, particularly in light of
contract settlement procedures specifically designed to mitigate them.

In general we find that although there appears to be no
significant increase in stock trading volumes on the TSE 35 on the
Thursdays immediately preceding settlement there is some indication of
higher variance of volume on these days particularly in the earlier
years of the index history. Significantly higher volumes are noted
however on expiration Fridays, possibly due to arbitrage portfolio
unwindings involving cash market trades occurring at the Friday
opening price.

Although there appears to be no significant price effects
occurring in average daily returns on expiration Thursdays and
Fridays, volatility of returns appears to differ on expiration versus
non-expiration Fridays. The classical variance estimator would
indicate that expiration Friday returns are significantly less
volatile than non-expiration days whereas other more efficient
estimators of daily price volatility incorporating opening, high and
low prices would appear to indicate a higher wvolatility of return on
expiration Fridays. Further study 1is indicated by these results,
perhaps incorporating volatilities implied from option prices such as
in the case of Day and Lewis (1988).

More importantly, results show that returns measured from
Thursday close to Friday open are on average higher, and are
associated with significantly higher volatility, on expiration days.
This would tend to suggest that on average, a net short spot position
involved in arbitrage trading of derivative securities, is outstanding
at the time of expiration.

The evidence of significant price effects in the TSE 35 1is
further substantiated by the examination of price reversal measures,
indicating significant reversals in price level during the remainder
of the day on expiration Fridays, after settlement of options and
futures contracts at the opening price.

In general we can conclude there are significant price effects on
the open of the TSE 35 stock: which obviously transmit to the index
calculation, on the expiry days of index options and futures. These
expiration day price effects appear to occur even early in the life of
the TSE 35, in contradiction to the relatively low volumes in the
index options and futures at that time. No significant changes in the
effects appear to be associated with the introductica of TIPS trading,
and contrary to previous Canadian market evidence, the effects do not
appear to be due to a spill over from the U.S. market. Although not
significant there 1is some indication that quarterly expirations
corresponding to those of the U.S. are associated with a mitigation of
expiration day effects in the TSE 35.
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In addition, we have attempted to identify the most important
determinants of expiration day effects, in terms of futures or options
arbitrage trading activities for the TSE 35. In order to do this we
have incorporated open interest variables at the time of expiration in
an attempt to proxy for the potential congestion associated with the
arbitrage portfolio unwindings. It appears as if, consistent with
previous studies, the main determinant of expiration day effects is
that of index futures trading. However, the explanatory power of all
measures of potential congestion employed 1is fairly low, and casts
some doubt on the to date, accepted role of arbitrage trading in
derivative securities as the main determinant of expiration day
effects. In examining the relative importance of these derivative
securities we note some evidence that open interest in index call
options leads daily returns in the index regardless of expiration
date. The need for further research is indicated by this finding.

Further research into expiration effects in the Canadian index
market would most likelvy follow the lines of Stoll and Whaley (1987
and 1990) in the examination of the behavior of the individual stocks
comprising the TSE 35 on expiration days. In addition, examination of
the pricing of the relatively new TIPS units in relation to the index
level itself may prove to be fruitful in identifying whether arbitrage
traders are beginning to incorporate this security in their portfolios
with a subsequent migration of expiration day effects to the TIPS unit
Price.

Obviously the adoption of Friday opening settlement for the TSE
35 derivative contracts has not disseminated the congestion in orders
due to arbitrage strategy unwindings. Stoll and Whaley (1991) refer to
several suggestions made by the Securities Exchange Commission in the
U.S, in 1986, when addressing the expiration day effect issue. Perhaps
some of these suggestions as to trading procedures should be
reexamined by the Toronto Stock Exchange and Trans Canada Options.
Among the proposed solutions was the disclosure of market-to-close
orders prior to ci»se. This would be similar to the procedure of
disclosing non-infurmational based sunshine trading in order to
mitigate sudden price swings. In addition, the suggestion of a trading
halt before the close, was made, with the objective of giving the
market time to respend to order imbalances. In fact, the NYSE as noted
by Stoll and Whaley has adopted special <closing procedures for
expiration days which involve the requirement that all market-on-close
orders must be received one and a half hours before closing. Extreme
order imbalances (in excess of 50,000 shares) are then disseminated to
off-floor mmarket participants.
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Table IV-1. TSE 35 Volume on Expiration and Non-Expiration Thursdays and

Fridays1
1987 1988 1989 1990 1991 TOTAL
Thursdays
EXP:Average | 6035631| 8493472| 7981703| 7084801|10044158| | 7846377
std. Dev.| 1101288| 8839888| 1607667| 2978889| 4142592|| 4849355
Obs. 7 12 12 13 6 50
N-EXP:Average | 6312352| 6090780| 7763012| 6711669| 7835558|| 6887063
std. Dev.| 3027309| 1727990| 3617577| 2720748| 3413779|| 2961125
Obs. 25 40 40 39 19 163
t-statistic’ -.89, .94, .20, .42 1.32 1.33,
F-statistic 7.56 | 26.17 4.94 1.20 1.47 2.68
Fridays
T EXP:Average | 7429752| 6991960| 7821788| 8250062| 8919209)| 7801821
std. Dev.| 2915707 3493885| 1635317| 2586540| 3775976|| 2807480
Obs . 7 12 12 12 6 49
N-EXP:Average | 5529058| 5977821| 7456415| 5952930| 7504634 |} 6448238
Std. Dev.| 1687742| 2256107| 2466613| 2244495| 2263892)| 2345066
Obs . 23 38 39 39 18 157
t-statistic’ 1.64, .94 59 | 2.997| 1.12 3.36
F-statistic 2.98 2.39 2.28 1.32 2.78 1.43

'EXP and N-EXP refer to expiration period and non-expiration period
Thursdays and Fridays respectively.
2Standard t-test for equality of mean values between expiry
non-expiry days. Where the equality of wvariances between expiry
non-expiry days could not be accepted the t-statistic reported
been adjusted for unequal variances.

and
and
has

’standard F-test for

non-expiry days.

equality of variances between expiry and

Indicates significance at the 5% level.
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Table IV-2.

TSE 35 Thursday and Friday Close to Close Returns and Thursday

close to Friday Open Returns for Expiration and Non-Expiration Periods.

1987 1988 1989 1990 1991 TOTAL
Thursdays:cl-c
EXP:Average |-0.00414{-0.00165|-0.00133|-0.00165|-0.00119||-0.00158
| Std. Dev.| 0.01023| 0.00763| 0.00642| 0.00843| 0.01004|| 0.00802
Obs. 7 12 12 13 6 50
N-EXP:Average 0.00005{-0.00119| 0.00173|-0.00169| 0.00212}}-0.00002
Std. Dev.| 0.01435| 0.00605| 0.00533{ 0.00624| 0.00504|| 0.00778
Obs. 25 40 40 39 19 163
t-statistic? -0.69 -0.21 -1.01 0.02 -0.78 -1.23
F-statistic 1.97 1.59 1.45 1.82 3.97 1.06
Fridays: cl-cl
EXP:Average 0.00139| 0.00528|-0.00015|-0.00092|-0.00252|| 0.00092
Std. Dev.! 0.01237| 0.00359! 0.00496! 0.00638! 0.00622!| 0.00696
Obs . 7 12 12 12 6 49
N-EXP:Average 0.00209|-0.00015{ G.00090}|-0.00155| 0.00049|| 0.00016
T std. Dev.| 0.01242| 0.01100| 0.00941] 0.00673] 0.00491|| 0.00933
Obs . 23 38 39 39 18 157
c-statistic’ -0.13 2.63.| -0.50 | 0.29 | -1.22 61
F-statistic .99 9.41 3.60 1.11 1.60 1.80
Fridays: cl-op
EXP:Average |-0.00159| 0.00482| 0.00201| 0.00529| 0.00013|| 0.00276
B Std. Dev.| 0.00596| 0.00733| 0.00559| 0.00412{ 0.00751|| 0.00633
Obs. 7 12 12 12 6 49
N-EXP:Average 0.00098|-0.00095|-0.00004|-0.00041|-0.00060{|-0.00027
Std. Dev.| 0.00887| 0.00309| 0.00312| 0.00570| 0.00196|| 0.00494
Obs. 23 38 39 39 18 157
t-statistic? -0.71 2.657| 1.21 | 3.21° .23, 3.06°
F-statistic 2.21 5.63 3.22 1.91 14.65 1.64

'EXP and N-EXP refer to expiration period and non-expiration period

Thursdays and Fridays respectively.Cl-cl refers

to returns based on

the previous day close to the present day close. Cl-op refers to
returns based on the Thursday close to Friday open.

2 R .
Standard t-test for equality of mean values between expiry and
non-expiry days. Where the equality of variances between expiry and
non-expiry days could not be accepted the t-statistic reported has
been adjusted for unequal variances.

3 . . .
Standard F-test for equality of ~variances between expiry and

non-expiry days.

*
Indicates significance at the 5% level.
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Table IV-3. Results of Parkinson (VAR 1) and Garman-Klass (VAR 2? Daily Return
Variance Estimation for Expiration and Non-Expiration Thursdays.

Thursdays 1987 1988 1989 1990 1991 TOTAL
VAR 1
EXP:Average .00021 |0.00013 |0.00011 |0.00012 |0.00013 |!0.00013
——std. Dev. |0.00021 |0.00015 |0.00007 {0.00013 |0.00013 ||0.00014
Obs.
N-EXP:Average _00062 |0.00016 |0.00008 [0.00011 |0.00009 ||0.00019
~— std. Dev. |0.00115 |0.00018 |0.00008 |0.00012 |0.00008 ||0.00054
Obs.
’M-W-W Test (z) 11 -0.50 1.74 .26 -0.13 .79
VAR 2
EXP:Average .00009 |0.00001 |0.00004 |{0.00002 |0.00001 ||0.00003
std. Dev. |0.00017 |0.00007 |0.00003 {0.00002 |0.00001 ||0.00007
Obs.
|N-EXP:Average .00023 |0.00004 {0.00001 [0.00001 {0.000G3 ||0.00006
"Std. Dev. |0.00045 |0.00012 |0.00003 {0.00003 |0.00011 |}{0.00022
Obs.
’M-W-W Test (z) -.52 -2.02" 2.63 1.74 45 |1 .71

'EXP and N-EXP refer to expiration period and non-expiration period
Thursdays and Fridays respectively.

2Mann—Whi.tney-Wilcoxon for
distribution.

nonparametric ‘test equality of

-
Indicates significance at the 5% level.
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Table IV-4. Results of Parkinson (VAR 1) and Garman-Klass (VAR 2) Daily Return
Variance Estimation for Expiration and Non-Expiration Fridays.1

Fridays 1987 1988 1989 1990 1991 TOTAL
VAR 1
EXP:Average 0.00034 |0.00015 |[0.00011 {0.00016 |0.00012 ||0.00017
Std. Dev. |0.00037 |0.00021 |0.00008 |0.00023 |0.00005 ||0.00022
Obs.
N-EXP:Average 0.00033 [0.00022 |0.00014 |0.00013 |0.00009 |{0.00018
Std. Dev. |0.00064 |0.00056 |0.00036 {0.00011 |0.00006 ||0.00042
Obs.
’M-W-W Test (z) 42 48 1.31 -0.13 1.27 1.32
VAR 2
EXP:Average 0.00005 {0.00014 10 00008 l0.00019 {0.00010 !!0.00012
Std. Dev. (0.00008 |0.00033 |0.00009 |0.00028 |0.00012 ||0.00022
Obs.
N-EXP:Average 0.00006 |0.00007 |0.000062 |0.00012 {0.00003 ||0.00006
Std. Dev. |0.00011 |0.00029 |0.00007 |0.00058 {0.00004 ||0.00033
Obs.
M-W-W Test (2) - .47 1.04 2.91° 3.46 1.67 3.94

'EXP and N-EXP refer to expiration period and non-expiration period
Thursdays and Fridays respectively.

2 . .
Mann-Whitney-Wilcoxon
distribution.

nonparametric test for equality of

"Indicates significance at the 5% level.
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Table IV-5. Non-Expiration, Quarterly Expiration, and Non-Quarterly Expiration
Close to Close and Close to Open Friday Returns, and Volumes for the 1987-1991
Period.

Cl-Cl1 Cl-Op Volume

Fridays
N-EXP: Average 0.00016|-0.00265) 6448240
Std. Dev| 0.00934] 0.00494| 2345066
Obs. 157 157 157
Q-EXP: Average 0.00090| 0.00086| 8292345
Std. Dev| 0.00716§ 0.00534| 3287634
Obs. 17 17 17
NQ-EXP: Average 0.00093| 0.00377| 7541230
Std. Dev| 0.00697| 0.00666| 2534492

Obs. 32 32 32
Q Vs. N 2 %
t-statistic3 .39* .88 2.25*
F-statistic 1.70 1.17 1.97
NQ Vs. N R * .
t-statistic3 .53_ 3.25* 2.37
F-statistic 1.79 1.81 1.16
NQ Vs. Q 2
t-statistic3 -0.01 -1.55 0.88
F-statistic 1.05 1.55 1.68

! N-EXP, Q-EXP, and NQ-EXP refer to non-expiration periods, quarterly

expliration periods and non-quarterly expiration periods
respectively.Cl-cl refers to returns based on the previous day close
to the present day close, and Cl-op refers to returns based on the
Thursday close to Friday open.

’Standard t-test for equality of mean values between expiry and
non-expiry days. Where the equality of variances between expiry and
non-expiry days could not be accepted the t-statistic reported has
been adjusted for unequal variances.

3 . . .
Standard F-test for equality of variances between expiry and
non-expiry days.

"Indicates significance at the 5% level.
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Table IV-6. Price Reversals for Non-Expiration Fridays, Quarterly Expiration

Fridays, and Non-Quarterly Expiration Fridays.

REV1?Z REV2®

Fridays
N-EXP: Average |-0.00012| 0.00028
Std. Dev| 0.00819| 0.00493
Obs. 157 157
Q-EXP: Average 0.00155] 0.00142
Std. Dev} 0.00676| 0.00521
Obs. 17 17
NQ-EXP: Average 0.00389| 0.00427
Std. Dev| 0.00760| 0.00634

Obs. 32 32

Q Vs. N R
t-statistic“ 0.81 0.90
F-statistic 1.46 0.89
NQ Vs. N 3 . .
t-statistic‘ 2.55 3.96
F-statistic 1.16 0.61

Q Vs. NQ 5
t—statistic4 -1.06 -1.59
F-statistic 1.26 1.48

! N-EXP., Q-EXP, and NQ-EXP refer to non-expiration periods, quarterly

expiration periods and non-quarterly expiration periods
respectively.Cl-cl refers to returns based on the previous day close
to the present day close, and Cl-op refers to returns based on the
Thursday close to Friday open.

2 - : .

REV]1 represents reversal calculations employing return magnitudes
over the period of Friday open to Friday close. REV2 represents
reversal calculations employing return magnitudes over the period of
Thursday close to Friday open.

*standard t-test for equality of mean values between expiry and
non-expiry days. Where the equality of variances between expiry and
non-expiry days could not be accepted the t-statistic reported has
been aajusted for unequal variances.

“Standard F-test for equality of wvariances between expiry and
non-expiry days.

"Indicates significance at the 5% level.
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Table IV-7. Results for Period Previous and Subsequent to TIPS
Trading.1

Volume Cl-0Op REV1 Vr/vF-1 CF/CF-I RF/RF-I

Fridays
NT-EXP. Average | 7482820 0.00250| 0.00240) 1.13797|-2.61851 -1.46648
~ " ged. Dev| 2644526| 0.00652| .00753| 0.54869{18.56850| 8.16264

‘ Obs. 33 33 33 33 33 33

T-EXP: Average | 8459761| 0.00330| 0.00449| 1.42697!-4.13617| 0.31897
"""  3¢d. Dev| 3101145| 0.00611] 0.00693| 0.59196|18.89524}26.15162
Chs. 16 16 16 16 16 16

Q Vs. N L
t-statistic, 1.15 .41 0.93 1.69 -0.27 0.27,
F-statistic 1.38 0.88 0.85 1.16 1.04 10.26

! NT-EXP and T-EXP refer to expiration periods prior and subsequent to

TIPS trading respectively. Cl-op refers to returns based on the
X v .

Thursday close to Friday open r/qu' CF/CP1’ and R.I__/RI___1 refer to

Friday expiration volume, close to open return, and reversal as ratios

of second Friday of the month values.

2REV1 represents reversal calculations employing return magnitudes
over the period of Friday open to Friday close.

’Standard t-test for equality of mean values between expiry and
non-expiry days. Where the equality of variances between expiry and
non-expiry days could not be accepted the t-statistic reported has
been adjusted for unequal variances.

4 . . .
Standard F-test for equality of variances between expiry and
non-expiry days.

"Indicates significance at the 5% level.
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Table IV-8. Expiration Fridays Regression Results for Various Expirati?n
Effect Variabler Regressed upon Potential Expiration Day Determinants.

Dependent Variables®
Independegt
Variables Volume Cl-Cl Cl-Op 1C1-0p} REV1 REV2
Th-CCOI -908.82 | 8.991E-07|-1.015E-06|-7.246E-07[-5.587E-07|-7.732E-07
(-1.925) ( 0.725) (-0.856) |(-0.814 ) (-0.399) (-0.698)
Th-CPO1 30.44 -3.446E-07|-2.071E-09}-6.660E-07!-6.347E-07}-7.930E-07
( 0.123) (-0.531) (-0.003) j(-1.432 ) (-0.867) (-1.370)
Th-CFOI 4333.24 |-6.053E-06}-1.810E-06| 2.615E-06| 2.032E-06| 4.038E-06
( 3.902) (-2.074) (-0.649) | ( 1.248 ) ( 0.617) ( 1.550)
Ch-NCOI 907 .44 -5.500E-06{-1.514E-06|-1.841E-06|-5.213E-06|-3.053E-06
( 1.198) (-2.761) (-0.796) {(-1.289 ) (-2.319) (-1.717)
Ch-NPOI 924 .37 1.769E-06) 8.362E-07| 2.304E-06| 4.619E-06| 2.883E-06
( 1.025) ( 0.746) ( 0.369) |( 1.355) ( 1.727) { 1.363)
Ch-NFOI -645.74 1.366E-05| 1.605E-05| 6.482E-06| 7.783E-06| 9.830E-06
(-0.282) ( 2.272) ( 2.794) j( 1.502 ) ( 1.146) ( 1.831)
Constant 6740557 | 1.976E-03|{3.161E-03 5.03CE-03| 3.301E-03| 2.644E-03
( 6.757) ( 0.754) ( 1.262) | ( 2.673 ) ( 1.115) ( 1.130)

1 . s s . .
Values in the table represent coefficient estimates for a multiple
regression of each dependent variable on the six independent variables

identified.

Values

in parentheses

respective coefficient estimates.

represent

t-statistics

for

the

?Cl-cl refers to returns based vnn the Thursday day close to the Friday

close,

Friday open.
close to Friday open return.

employing
close.

REV2

lel-op]

represents

reversal

employing

magnitudes cover the period of Thursday close to Friday open.

and cl-op refers to returns based on the Thursday close to
represents the absclute value of the Thursday
REV1 represents reversal
return magnitudes over the period of Friday open to Friday
calculations

calculations

return

3TH—CCOI, TH-CPOI and TH-CFOI represent the level of open interest in
the current month expiring call and put options and futures contracts,
respectively, at the close of trading on Thursday. CH-NCOI, CH-NPOI,
and CH-NFOI represent the change in level of open interest between
Thursday to Friday of the «call and put options and futures contracts
respectively, which expire in the following month.

"Indicates significance at the 5% level.
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Table IV-9. Non-Expiration Fridays Regression Results for Various Expiration
Effect Variables Regressed upon Potential Expiration Day Determinants.

Dependent Variables
Independent ABS:
Variables Volume Cl-Cl1 Rtn |{Cl-Op Rtn Cl-0Op Rtn REV1 REV2
Th-CCOI -394.61 | 1.731E-06 4.924E-07| 6.769E-07| 3.477E-07 -4 .003E-07
(-2.192) ( 2.363) ( 1.242)f(C 2.153 ) ( 0.543) (-1.020)
Th-CPOlL 360.98 -5.771E-07|-4.232E-07|{-4.042E-07| 4.057E-07| 2.026E-07
( 2.072) (-0.861) (-1.167){(-1.406 ) ( 0.693) ( 0.564)
Th-CFOI 797.85 -2.547E-06|-2.114E-06|-9.947E-07 -8.720E-07| 2.720E-07
( 1.456) (-1.142)| (-1.752) ((-1.039 ) (-0.447) ( 0.228):
Ch-NCOI 673.51 _|-5.069E-06 -1.151E-06| 1.626E-06 -4 .404E-06 -2.584E-06
( 2.453) (-2.674) (-1 122){( 1.999 ) (-2.658) (-2.545)
Ch-NPOI 1030.60 _|-1.408E-06|-1.728E-07 -1.409E-06|-3.342E-06 -4 .841E-07
( 2.453) (-0.823) (-0.187)((-1.919 ) (-2.235) (-0.530)
Ch-NFOI 351.35 7 .429E-06|-1.054E-07}-4.041E-06|-8.301E-06]-1.221E-06
( 0.115) ( 0.598) (-0.016)|(-0.758 ) (-0.765) (-0.184)
Constant 5775209. |-7.223E-04 1.076E-03| 3.004E-03|-1.122E-03| 8.023E-04
(11.250) (-0.346) ( 0.951){( 4.037 ) (-0.614) ( 0.717)

'Yalues in
regression
identified.
respective

the table represent coefficient estimates for a multiple
of each dependent variable on the six independent variables

Values in parentheses represent t-statistics for the
coefficient estimates.

2C1-cl refers to returns based on the Thursday day close to the Friday
close, and cl-op refers to returns based on the Thursday close to
Friday open. |cl-op| represents the absolute value of the Thursday
close to Friday open return. REV1l represents reversal calculations
employing return magnitudes over the period of Friday open to Friday
close. REV2 represents reversal calculations employing return
magnitudes over the period of Thursday close to Friday open.

>TH-CCOI, TH-CPOI and TH-CFOI represent the level of open interest in
the current month expiring call and put options and futures contracts,
respectively, at the close of trading on Thursday. CH-NCOI, CH-NPOI,
and CH-NFOI represent the change in level of open interest between
Thursday to Friday of the «call and put options and futures contracts
respectively, which expire in the following month.

"Indicates significance at the 5% level.
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CHAPTER V: CONCLUSION

This Chapter will briefly summarize the three studies which as
noted in Chapter I, collectively make up the thesis requirement for
the Doctorate of Finance at the University of Alberta. All cthree
endeavors fall within the realm of the relatively recent sub field of
financial economics, commonly referred to as option pricing theory.

Chapter 11 is a study on the application of recent theoretical
developments in the pricing of financial options to a problem of
irreversible investment within the environmental economics field,
commonly referred to as Quasi-option value. This paper outlines how
option pricing theory in financial economics can be utilized to solve
for the value of delaying the conversion of some natural environment
to some alternative commercial use. Although not the first to apply
this technology to the problem of irreversible investment in general,
it is the first attempt to address the specific issue of quasi-option
value. An added advantage of the particular methodclogy employed and
the resulting valuation formula is the specification of an optimal
decision rule for when to invest.

In an world where choices of preservation or development are
increasing in importance, this paper provides a timely and tractable
approach for optimal choices. In addition the framework has the
potential to be asily extended to decisions facing the firm regarding
optimal investme . timing and the valuation of flexibility inherent in
certain projects.

The second study in the series, presented in Chapter 111,
examines volatilities implied from options on S&P 500 index futures
and TSE 300 and 35 index options, for the presence of January, monthly
and quarterly seasonalities. The testing methodology employed is that
of multiple-input, time series intervention analysis which provides a
rigorous test of nonstationarity in implied volatilities given the
presence of serial correlation. Contrary to previous studies, results
indicate the absence of any of the above seasonalities, in ex-ante
market risk. Combined with those of previous authors however the
results are suggestive of the possibility of a large firm effect in
terms of a January seasonality in implied volatilities.

Finally Chapter IV presented the results of a study into the
effects on the Toronto Stock Exchange 35 index, of expiring index
options and futures. In spite of settlement procedures design to
mitigate such effects it is shown that significant price and volume
effects occur on the third friday of every month, when settlement of
the derivative securities takes place. In addition new measures of
potential unwinding of arbitrage positions, and consequent expiration
day effects, are proposed.
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Appendix II-1:

Derivation of Partial Differential Equation for a Generic Contingent
Claim F on the Value of Two Assets M and P Having Constant
Proportional Dividend Yields

Given the stochastic differential equations describing the
movement through time of the values of the assets M and P:

dM = (aM - DM/M)Mdt + oMMdZM (A. 1)
dP = (aP - DP/P)Pdt + adeZp (A.2)
where dszzP = pMPdt (A.3)

consider the wvalue of the generic contingent claim F(M,P,T). Applying
Ito's lemma to F we have:

dF= F dM + FdP - Fdt + (1/2) ( F dM* + F_dP* + 2F dMdP ). (A.4)
M P T M PP MP

Substituting in the expressions for dM and dP and simplifying gives:

dF/F = aF(M,P,T) dt + ol(M,P,T) dzM + az(M,P,T) dzP (A.5)

where
2 2
ap = FM(aMM-DM)+FP(aPP-DP)- FT+(1/2)(FMMM o,

F

+ F_P°c 242F MPp o o )
PP P MP MP M P

(A.6)

and

al(M,P,T) = FMUMM / F ., OZ(M'P’T) = F}OPP/ F. (A7)

Consider now forming a portfolio Y by investing the amounts XM in the

asset M, XP in the wvalue of the asset P, and X in the contingent

F
claim F. The instantaneous total return on this portfolio, dY, will
then be given by:

dM+DMdt + X dP + Dydt + X dF. (A.8)
M M i P

dy = X
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Substituting A(l), A(2), and A(5) into A(8) and simplifying gives

- I'4 .
dy (XMczM + XPaP + XFaF)dt + \XMGM + XFal)dZM+ (XpoP + XFGZ)dZP (A.9)

Now by choosing XM, XP, and XF such that:
(XMoM + XFa

1) = 0 and (XPaP + XFaz) = 0 (A.10)

then the portfolio return dY is riskless. Assuming no possibility of
arbitrage profits the return on the portfolio must be equal to the
return on the risk free asset and hence we have:

XM(aM- r) + XP(aP- r) + Xq(aq -r) = 0. (A.11)
Note also that from A(10) we have
XM = - XFal/ o, and XP = - XF02/ o, (A.12)

Hence substituting A(12) into A(ll) and simplifying we have

-9 (aM - r) - 02(0P -r) + a F -r = 0 (A.13)

o a
M P

and substituting A(7) into A(13) results in:

_ FMM (aM - ) - F P

(ap-r)+ a. -t =20

P
F F (A.14)

Consequently substituting A(6) into A(l4) and simplifying results in
the partial differential equation:

2.2 2.2
(1/2)0MM Fm+(1,rz)aPP FPP+ pMPaMaPMPFMP+(rM-DM)FM-f-(rP-DP)FP- FT-rF = 0

(A.15)
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Now assuming constant proportional dividend yields:
D =6éMand D_ = 6P
M M P P

and substituting into (A.15) we have:

2 2.2 . -
(1/2)0MM FMM+(U2)0PP F}P+ PMPGM051PFM€+(r—SM)M}M+(r—6P)PFP-FT_rF = 0

(A.16)
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Appendix II-2

Partial Differential Equation Governing the Option f on the Ratio of
Two Risky AssetsH.

STarting with the parctial differential equation for the option F to
exchange P for M, as developed in Appendix 1 and given by equation
(A.16):

2.2 2.2
(1/2)0MM FH4+(1/2)0PP Fp§+ pMPoMaPMPFMé+(r-SM)MFE+(r-6P)PFP-FT-rF = 0

(A.16)

Now given that:

F(M,P,T) = f(H,1,T)P where H = M/P (A.17)

this implies the partial derivatives:

Fef F =f PL F = -f Mp 2
M H M HH MP HH

and F = Pf .
T T

, F= -f MP"1+f, F = f MZP'3,
P H PP HH

Substituting these partial derivatives into (A.16) and simplifying
results in:

(1/2)0 2MPPYE 4(12)0 MPPE - p oo MPE - §MEf- Pf- rPE = O
M HH P HH MP M P HH H T

(A.18)

where § = 6M - 6P.

Factoring out P and substitutiing in for H = M/P:

2.2
(1/2)0’'H fm1- 6HfH - fT -rf =20 (Al9)

which is equation (17) in the text.
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Appendix II-3

Comparative Statics for Q(M,P,T)
A) Comparative Statics of Q(M,P.,T) with respect to 02:

Differentiating C(M,P,T) with repect to 02 gives:

-6T . -y y . 9y -y 'y, .-y .
8Q _ Me VT | ,\in"py W la(M/H'P) —L +(1-yyap M b o
" 2 20 2 1 " 2
co do Jo
. L1y vy
+(H'P) moA
2
do
where it can be shown that
~6T * "
ay e”®'N‘[d (H)] d (H)
dA -6T * -
— = (e °'N{d (H))] -1)y1z ; + - ¢
do do 20
-6T,., * -1
e N'[d (H)]y, aH
- - Py . and
o VT H do
B _ We®Tnr(da )] Qo) VT +y *d Yo '] ¢}
2 1 1 2
do
N PN oy oo 9Y
+ (7N @] - Dy PHT@2e) T L where
do
-§T - -
-6T - © ’ Y1 1N[d1(H )]
¢ = (1L - e N[dl(H )])(1-y1) +
oVT
e 3A aH”
Consequently, substituting in for > and — we have that:
do do
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3Q me ST VT vyt

89 L Me YT [ Nrq@) - (DT NI (D) )

do y -1

+ (H/HY Y MA [ Ln(H/HT) + y;‘(l/zoz-l) ] (Byl/aaz) > 0
where

(ayl/aaz> = - (1/ 20%)[ B+ (1/2V$)(2(1+B)B + r(1-K)/ K)] and

v = (1 + B)? 4+ JrK/ (1-K)

B) Comparative Statics of Q(M,P,T) with respect to M and P.

Differentiating Q{M,P,T) with respect to M:

y,-1 y * y. -1
aqQ -6T * 71 « 71 dH = 71 TOA
W = e N(dl) + Ayl (H/H ) +(1-y1)AP(H/H) —a—E—VM(H/H) ~3M

-8T * -1

where A = (1- e N[dl(H )])y1
However it can be shown that:

aH" 3A

M - 0 and consequently M " 0 as well.
As as result we have that:

- - W * y -1
e Tna) + [1-e Tnca i) @t >0

Similarly the derivative of Q(M,P,T) with respect to P is given by:

A
8 =-N(d )+ (M/PIA(L-y) (H/HD

3P <0

as it can be shown that g%— = 0, and consequently —%ﬁ = 0 as well.

C) Comparative statics of Q(M,P,T) with respect to T:

Differentiating Q(M,P,T) with respect to T:
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-1 v 4 v -1 ayv

v
aQ .71 dA . 71 éH 1 * Tl
T - M(H/H ) FT + (l-}l)AP(H/H ) 3T + AM(H/H ) In(H/H )7?F
where it can be shown that:
-g%— - e Tnpa ) - vy’ 2 Y e Tva vy te (T hen !
1 1 — 1 11
aT
-8T,, Moyomle -1 GH ,
- e N [dx(H )])1 (H oT) 3T and
aH" « -§T - -1 ~ -8T,., ~ .- -1
‘5T'“[5H e 'N{d (H)](y -1)+ He "N (d, (H)]y (6-d (H )(2T) )
+ Hw(e—éTN[dl(H*)] - l)y;: fZ} ] ¢ ', where as before
aT
sT ) e Ty T'Npa ("))
¢ = (1 -e "N[dH)IHA-y) +

VT

Substituting in for these results and simplifying gives:

3Q -8T, .,
g = Me [oN’(d )/ 2VT - §N(d )]
* yl-l " - -&§T *
+ (H/ H) M { Aln(H/ H')(3y / 8T) -y ~“6e " 'N'[d (H)]
-5e'5TN[d1(H')1(y1‘1-1) ) > 0

where

(8y /3T) = - (.25JxK/ KV¥) (1 + (rK/ K))

D) Comparative statics of Q(M,P,T) with respect to r:

Differentiating Q(M,P,T) with respect to r:
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y,-1 y, -1 dy y .
aqQ ~ 71 T3A LRS! * 1 _ «. 71 8H
<= = M(H/HD) S0+ AM(H/HD) In(H/H') —— + (1-y DAP(H/H) 5
where,
3A -8T,., o1, -1 8H
= = - e N'[d (H )]y, (H o VT) 5 » and
gﬁ - H"(e'“N{dl(H')] - Lyt el 5Y; with ¢ defined as above.

Jar

Now substituting in these results and simplifying gives:

- y -1 * - - * *
22 -yt Mo Ay HDvy, P - e *INe, @) (-1)) (3y, /81

where -rT
8y / 8r) = L (1-e TT _rTy
4 vy K
E) Comparative Statics of Q(M,P.T) with respect to §:
Differentiating Q(M,P,T) with respect to § gives:

-1 -1 a
aQ -6T " y1 dA " y1 w yl
3% -TMe N(d1) + M(H/H ) 35 + AM(H/H ) In(H/H ) 35

y -
» 1 G8H
+ (l-yl)AP(H/H ) 3%

where it can be shown that,
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dA -6 2

a6

1

+ Te'5TN[d1(H")]y’ + e T fa W)y WT o™ ang,

dy
», -8T * -2 1 LI
= [ H (e N[dl(H )] - 1)}71 8_6- - H Te

dH é

aé

TNid (W)

+ 1 e TNrpa myy VT o7t ] ¢ !

with ¢ defined as above.
Substituting in these results and simplifying gives:

y,-1
3Q  _, » 71 6Ty . -1
-5 =/ H) N{d (H)](l+y )]
- TMe-aTN[dI]

M [ ln(H/ H")(ayl/ 36)+Te”

where

(8y,/ 88) = (1/ o°)(1 + (1+B)/ V¥)

124

I ICHCID I STk e T I S PO G Ol

1

an’
36




