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Abstract

The tools of atomic physics enable researchers to explore rich quantum
mechanical phenomena by way of light-matter interactions. In some ap-
plications, light is used to manipulate or modify the properties of a ma-
terial medium, for instance, laser-cooling and optical trapping of neutral
atoms and ions; electromagnetically-induced-transparency (EIT); and Bose-
Einstein-Condensation (BEC). Likewise, there are applications where matter
is used to manipulate the properties of light, as for example, non-linear opti-
cal processes; atomic quantum memories; and quantum-information-processing.
This thesis explores two routes towards manipulating light using matter and
vice versa in our lab. The work presented in this thesis falls under two cat-
egories, one is the experimental side where we have designed and built a
laser system to cool a thermal gas of >*’K atoms to sub-Doppler temperatures,
using the ‘Gray Molasses” technique. This work is motivated by the long-
term goal of performing quantum simulation experiments with degenerate
quantum gas of K. The second category is on the theoretical (numerical) side,
where we introduce a novel quantum memory protocol for coherent storage
and processing of broadband light pulses, based on a fundamental physical
process in atomic physics, called the ‘Autler-Townes” effect.

Ultracold quantum gases are one of the most versatile systems in the field
of cold atom physics; these atomic systems can be experimentally controlled
and manipulated with high degree of precision and are thus, widely used to
model the behavior of other complex quantum mechanical systems. Laser-
cooling is the first and indeed a crucial stage towards creating an ultracold
gas of atoms. In this thesis, we describe an optical setup for producing a
laser-cooled and trapped gas of bosonic ¥K atoms, using D1 and D2 atomic
transition-lines. The optical setup is built to generate appropriate laser fre-

quencies for implementing various stages of the experiment: red-detuned
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two and three-dimensional magneto-optical traps (MOT) on the D2-line; a
blue-detuned gray molasses phase on the D1-line; as well as optical pump-
ing, imaging and push beams on the D2-line. We also highlight the underly-
ing physics behind the blue-detuned gray molasses cooling and the advan-
tages it offers in cooling species like K and Li. We also discuss in detail, the
techniques used for frequency locking our lasers, namely, saturated absorp-
tion spectroscopy (SAS) and beatnote locking.

The second part of the thesis describes a new atomic quantum-memory
scheme for storing broadband pulses of light, which we call the ‘Autler-
Townes Splitting (ATS)” protocol. We show the light storage and retrieval op-
eration in three different configurations, via numerical simulation of Maxwell-
Bloch equations. We also discuss the strategies for getting high storage and
retrieval efficiency in the ATS memory in terms of only two phenomenologi-
cal parameters, both of which are experimentally accessible. We have shown
that a near-unity efficiency is achievable for a wideband signal, under mod-
erate values of atomic density and laser powers; this significantly relaxes the
technical requirements of our protocol when compared to other broadband

storage schemes.
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Preface

The design of the optical setup (§. 3.2) was conceptualized by Dr. Lindsay
LeBlanc and later modified by Logan Cooke and me, under the supervision
of Dr. LeBlanc.

The optical-alignment for frequency stabilization of D1 and D2 diode-
lasers (8. 3.4) was done by L. Cooke and myself.

An electronic amplifier cum filter circuit (not described in the thesis) for
removing excessive pump beam modulations from the saturated-probe spec-
trum of our D1-laser was built by me. The estimation of correct polarities of
the PID-controllers (§. 3.4.1) and optimization of the PID-gains (§. 3.4.2) for
frequency locking the D1 and D2-lasers was done by me.

The beat-note locking system (§. 3.5) was originally designed and imple-
mented by Dr. LeBlanc on the Rb-laser setup. On similar lines, a closed-
feedback control circuit was assembled and characterized by me for frequency
stabilizing the 3K trap / cooling laser. I am also thankful to Taras Hru-
shevskyi for helping me troubleshoot this system in the initial stage.

I and Logan worked together on building the optics for exciting vari-
ous transitions on the D1-D2 lines (§. 3.1 and 3.6) namely, cooling; repump;
optical-pumping; push-beam and absorption-imaging. I am thankful to Dr.
Erhan Saglamyurek for his guidance that helped a lot in overcoming some of
the roadblocks we faced while building the setup.

I performed frequency calculations in §. 3.5, 3.6.1 and 3.6.2 based on dis-
cussions with Dr. LeBlanc and L. Cooke.

I designed, constructed and characterized an FPGA-based laser power
servo system (§. 3.8) for intensity control of our lasers. I am grateful to Al-
lan Stummer at UofT (retired) for valuable discussions regarding this sub-
project.

The idea of a light storage scheme based on Autler-Townes absorption
was proposed by Dr. Saglamyurek with feedback from Dr. LeBlanc and Dr. K.
Heshami. The experimental demonstration of this storage (not described in
this thesis) was performed by Dr. Saglamyurek and T. Hrushevskyi. The ini-
tial modeling of the ATS scheme was done by Dr. Heshami with inputs from
Dr. Saglamyurek. I, under the guidance of Dr. Saglamyurek, contributed to-
wards the theoretical understanding of the ATS-protocol by performing nu-
merical simulations of Maxwell-Bloch equations in the ATS-regime and re-
lating the ATS-memory dynamics to certain phenomenological parameters.
I have also done a detailed theoretical comparison (not reported in this the-

sis) of the ATS memory with some of the established memory protocols (EIT



and Raman memories) so as to find optimal regimes suited to each mem-
ory. Finally, the work presented in Chapter. 4 on the ‘ATS light storage pro-
tocol” forms part of the recently submitted manuscript [Saglamyurek et al.
arxiv.org:1710.08902 (2017)] which was accepted for publication in Nature
Photonics on August 25, 2018.
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Chapter 1
Introduction

An ultracold gas is a dilute gas of atoms (10'*/cm?) at temperatures on the
scale of tens of nanokelvin. At such low temperatures, the de Broglie wave-
length of each atom becomes comparable to the interatomic separation such
that the atoms become indistinguishable, with their individual wavefunc-
tions overlapping to form a collective, macroscopic wavefunction. The dis-
tribution of atoms in the energy landscape is governed by either the Bose-
Einstein statistics (eg, 87Rb, 3K and ?*Na) or Fermi-Dirac statistics (eg, 40K
and °Li).

Ultracold Bose and Fermi gases offer great opportunity to experimentally
model many-body interactions that occur in strongly correlated condensed
matter systems [1, 2]. In these systems, one can not only customize / engi-
neer interactions that occur in real solid state systems using experimentally
controllable parameters (laser field intensity, laser-detuning, rf-fields), but
also create many-body order which is not yet known to exist in conventional
solid-state materials [3]. From this perspective, potassium is an important
alkali metal candidate due to the existence of both fermionic and bosonic iso-
topes. Moreover, these isotopes have been studied to reveal broad, magneti-
cally tunable Feshbach resonances in a number of hyperfine states [4]. These
easily accessible resonances, when combined with spin-orbit coupling effects
in an ultracold potassium gas, offer a rich interplay between superfluid and
magnetic phases.

Laser-cooling is the first experimental step towards making an ultracold
atomic gas, and is an elegant illustration of light manipulating matter. Lasers
can be used to slow down atoms from their typical thermal velocities to ve-
locities that could be few orders of recoil limit (recoil velocity of an atom is
a fundamental quantity and is discussed more in the subsequent Chapter).
The work discussed in the first half of this thesis is related to laser-cooling a
gas of bosonic *’K atoms and the associated experimental setup. This work

is a part of a long term experimental goal of creating many body order in
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an ultracold ¥K gas. A major challenge in cooling K lies in the fact that it
has a narrow hyperfine structure in the D2-excited state (the preferred laser
cooling transition), which limits the minimum temperature achievable using
standard laser-cooling techniques, such as those based on gradient of po-
larization of the optical fields. This difficulty is circumvented by using an
additional cooling cycle on the better-resolved D1 line, in a scheme known
as ‘Gray-Molasses” cooling. Enhanced cooling comes from the formation of
long-lived ‘dark states” as a result of quantum coherence between the hy-
perfine ground levels. In Chapter. 2, we present a detailed review of var-
ious laser-cooling mechanisms and also discuss the physics behind ‘Gray-
Molasses’ scheme and its advantages in laser cooling species of potassium (as
well as lithium). Chapter. 3 then gives a detailed description of the laser sys-
tem and associated optical setup that we built, which at a later stage would
be used to laser cool ¥K.

The remaining half of this thesis focuses on a novel quantum memory
protocol that facilitates the storage and manipulation of broadband pulses of
light and hence can be used in the realization of high-speed quantum opti-
cal devices. The light storage is based on the resonant absorption of photons
through dynamic “Autler-Townes’ split lines. Hence we have named the pro-
tocol as the “ATS Protocol’. This protocol can principally be implemented in
any three-level system. As a proof-of-principle, we have stored nanoseconds
long light pulses inside a cold Rb vapour upto a storage time of 1 microsec-
ond [5]. In essence, this serves as a beautiful example of matter manipulating
light. In this thesis, we will only touch upon the basic storage and retrieval
mechanism of the ATS memory. Details of the experimental setup, compari-
son with other established quantum memories, high-speed manipulation of
optical signals, bandwidth scaling, the ability to store single photon pulses,
etc. will be the published in future work. A brief introduction of quantum
memories followed by a detailed description of the ‘ATS-protocol” is pre-
sented in Chapter. 4 of this thesis.

1.1 Structure of the thesis

The thesis is organized as follows:

Chapter. 2 discusses in detail, the theory behind laser cooling. In partic-
ular, we describe the following models: Doppler-cooling; polarization gradi-
ent cooling (also known as sub-Doppler cooling) and the more subtle veloc-
ity selective population trapping. While discussing these models, we move
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from a simple two-level atom picture to one that represents the multi-level
structure of real atoms and their interaction with varying light fields. We
also discuss the difficulty in laser cooling ¥K on the basis of its energy level
diagram. Finally, we describe the (simplified) operation of the recently de-
veloped ‘Gray-Molasses’ based sub-Doppler cooling that we intend to imple-
ment in our setup.

Chapter. 3 contains a detailed description of our laser system. Schemes of
the main blocks of the optical setup are presented: we identify and calculate
the laser frequencies to excite specific atomic transitions in K within one cycle
of the experiment and describe the associated lasers, optics and electronics.
This chapter also includes a detailed account of two useful techniques for the
frequency stabilization of our lasers.

In Chapter. 4, we introduce the ATS memory protocol for storing broad-
band light pulses, which is based on the coherent absorption of signal pho-
tons inside a (storage) medium via dynamically controlled ‘Autler-Townes’
splitting. The chapter begins with an introduction to atomic quantum mem-
ories in general together with a brief overview of some already existing light-
storage protocols. We then describe the light storage and on-demand re-
trieval operations of our “ATS memory’, through the numerical modeling of
light-matter interactions for a three-level atomic system. A detailed analysis
of the factors determining the overall memory efficiency is also presented.

Chapter. 5 concludes this thesis with planned experiments for future stages.



Part 1

Laser Cooling of 3’K atoms
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Chapter 2

Theory: Laser Cooling

2.1 Introduction

In Chapter 1, the importance of quantum degenerate gases in simulating
many body interactions was discussed. The very first phase towards making
an ultracold gas of any atomic species is the laser cooling and trapping of the
atomic ensemble. By carefully tuning the laser frequency, one can exert ve-
locity dependent, dissipative forces to decelerate an atomic beam, resulting
in cooling that leads to an increased phase-space density [6]. This increased
phase-space density is crucial for the future stages of evaporative cooling re-
quired to achieve quantum degeneracy .

Sub-Doppler laser cooling is quite efficient in cooling down alkali atoms
such as 2Na , 133Cs and 8Rb [7, 8, 9, 10]. In these atoms, the cooling cy-
cle is principally implemented on the D2 line that has a broad excited state
hyperfine manifold. However, isotopes of atoms as K and Li have a narrow
hyperfine structure in their D2 excited state due to low values of the corre-
sponding hyperfine splitting coefficients [11, 12]. The relative closeness of the
hyperfine levels in the excited state makes the standard sub-Doppler cooling
inefficient and, thus, an additional cooling cycle on the D1 line is used. The
advantages of the D1 cooling cycle and its subtle differences with regards to
the D2 counterpart are addressed in this Chapter.

This Chapter is organised as follows, first, the cooling force based on the
scattering of photons from a simple two-level atom is described (§. 2.2). This
model exploits the Doppler shift of moving atoms and hence is aptly termed
‘Doppler cooling’. The actual cooling mechanisms (which give sub-Doppler
temperatures) are more subtle and can only be accounted for by extending
the simple two-level atom picture to include both the multiplicity of the
atomic ground state levels and optical pumping processes among the ground
state sublevels induced by the laser fields. Two sub-Doppler cooling models



Chapter 2. Theory: Laser Cooling 7

are discussed based on the gradient of polarisation of the light fields: Sisy-
phus cooling, based on lin L lin polarization of laser beams (§. 2.3.1), and
motion-induced orientation cooling, based on ¢ — ¢~ polarization (§. 2.3.2).
Although both these models result in the same order-of-magnitude of fric-
tion coefficients, the cooling mechanisms are somewhat different [13]. We
then describe another intricate cooling mechanism based on a strong inter-
play between an atom’s internal (spin) and external (centre-of-mass motion)
degrees of freedom, called velocity-selective coherent population trapping
(VSCPT)[14]. VSCPT is discussed in (§. 2.4). We finally show that implement-
ing an additional D1 cooling cycle benefits from both polarization-gradient
cooling and VSCPT, thereby leading to lower temperatures (§. 2.5.3). This
is particularly useful for the case of 3K, ¥°K, ®Li and 7Li, which otherwise
cannot be efficiently cooled using the standard D2 cooling cycle [15, 16, 17].

2.2 Cooling in a Two Level Atom

We consider the picture of an atom having only two states: a ground state
and an excited state, and an external perturbation given by a classical laser
field. The semiclassical Optical Bloch Equations (OBE) describing the time-
evolution of this two level atom in the presence of the near-resonant laser
tield have been described in [6, 18] and those results shall be directly used
here.

The use of light forces to decelerate an atomic beam relies on the mo-
mentum exchange between the atoms and photons resonant with an atomic
transition. Each photon carries a momentum f#ik with it. Let us consider
an atom in the ground state and moving opposite to a photon’s direction of
propagation k. Upon absorption, the atom transits to the excited state and re-
ceives a momentum kick in the direction opposite to that of its motion. Each
‘kick’ reduces the atomic velocity by 7, = 1k /M, known as the recoil veloc-
ity, where M is the mass of the atom. A typical recoil velocity for an atom
is orders of magnitude less than the r.m.s. thermal velocity of an atomic en-
semble. As an example, the r.m.s. velocity of atoms in a potassium vapour
is ~ 560 m/s at 500 K, whereas the recoil velocity is only 13 mm/s. How-
ever, multiple absorption events over a long timescale would result in a large
number of ‘kicks’, thereby reducing the atomic velocity significantly. Note
that each excited atom eventually decays to the ground state through spon-
taneous emission. Each spontaneous decay event changes the atom’s mo-

mentum in a ‘random’ direction and thus many such events result in a zero
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net momentum transfer. Thus, the net effect is slowing down of atoms in the
direction of the laser beam. The force that results from absorption followed
by spontaneous emission is called the scattering force.

A formal expression for the scattering force is obtained using;:
Fscatt = (Momentum exchanged per event) x (No. of events / time)

= hikx (Photon scattering rate)
In steady-state light-atom interaction, the excitation rate equals the decay
rate. Thus, the total scattering rate of photons from the atoms can be given
by:
Tp = ['pece, (2.1)
where pee is the density matrix element corresponding to the excited-state

population and I’ is the natural linewidth of the excited state or the sponta-

neous decay rate. The excited-state population in the steady state is given by

[6]:
50/2

1+s9+ (2((5+wD)/r>2.

Pee = (2.2)

Here ¢ is the laser detuning from the atomic transition, wp is the Doppler

shift seen by the moving atoms, and s is the on-resonance saturation param-

eter, defined as sp = 20%/T?, where Q) is the Rabi frequency defining the

coupling strength between the laser electric field and atomic dipole moment.
Therefore, the scattering force can be written as :

SQF/Z ) (2.3)

Fycatt = hik
scatt (1 + 5o + (2(5 + a)D)/F)Z

Some remarks about this force:

¢ The effective detuning component in the denominator of Eqn. 2.3 in-
cludes the laser detuning as well as the Doppler-shifted frequency seen
by moving atoms. The Doppler shift is given by wp = —k - 0. Hence,
atoms moving in the beam direction would see a smaller laser frequency
(wL — kv), while those moving in the opposite direction would see a
higher laser frequency (wr, + kv). An obvious implementation of laser
cooling would then be to direct a laser beam that is red-detuned with re-
spect to an atomic transition (thatis, § = wp — watom < 0), and counter-
propagating to the atomic beam. In this case, a positive Doppler-shift
will compensate the negative detuning such that the laser is nearly res-
onant (blue shifted) with the atomic transition in the rest frame of the

atoms.
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¢ To maximize the light absorption and hence the scattering rate, the ef-
fective detuning def = 6 + wp must be small. More precisely, e =
o+ (UD‘ < T

At very high intensities we have () > I or equivalently sy > 1. There-

fore,
- Sor/z
TP = 1 50 + (2004/T)2

_ S0 % F/Z
s 1 ()’

T2

~
1+ (%)

~T/2.

We see that the maximum scattering rate is limited to half the sponta-
neous decay rate, which means the scattering force at high intensities
saturates to Fscattmax = 1kI'/2. Thus, the scattering force does not in-
crease indefinitely with increasing laser intensity. Higher intensities
result in increased absorption, however, the stimulated emission also
increases. Absorption followed by stimulated emission does not re-
sult in any net change in the atomic momentum, thereby, saturating the
force to 1ikI' /2. The factor of two occurs because at high intensities, an
atom has a 50 percent probability of being either in the ground or in the
excited state.

2.2.1 Optical Molasses

Let us consider two counter-propagating beams derived from the same laser

and having equal intensity and frequency. In the low-intensity limit, the net

radiative force on an atom can be calculated simply by linearly superim-

posing the scattering forces (equation 2.3) due to the two individual beams.

Moreover, at low intensities, effects such as simultaneous absorption of a

photon from one beam followed by stimulated emission due to the other

beam can be neglected. It is, however, worthwhile to mention that for real

atoms (which have degenerate ground and excited state levels), such effects

give rise to more sophisticated cooling processes, which I will discuss later

(§. 2.4).
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In the 1-D picture considered here, for an atom at rest, the scattering forces
are equal and opposite, and hence balance each other out. However, atoms
moving along the beams experience a net force that is proportional to their
velocity and whose sign depends on the laser detuning. This is the con-
sequence of the Doppler effect. If the laser frequency is red-detuned, the
beam moving opposite to atomic motion is blue-shifted in frequency and
hence gets closer to resonance. Likewise, the beam moving in the direction
of atoms would be red-shifted in frequency and gets further away from res-
onance. Thus, atoms scatter more photons from the beam that is opposite to
their motion, and this differential scattering results in a net damping force
(Fig. 2.1). The resultant damping force can mathematically be expressed as:
Fp = Fscatt (0 — kv) — Fycatt (6 + kv), with the two components being the forces
exerted on the atoms by the laser beams that are parallel and anti-parallel to
the atomic motion respectively. Substituting Eqn. 2.3 for the scattering forces
and considering sp < 1,kv < I', we get the total force as [18]:

2 —
= 8hk=dsyv - (2.4)

T(1+s0 + (26/T)2)°

where the detuning § < 0 so that the friction coefficient B is positive. As
shown in Fig. (2.2), the net force is linear over a certain range of velocities
(= TI'/k) referred to as the capture velocity range. This range sets the limit
on atomic velocities over which the damping is effective. By implementing
three pairs of counter-propagating laser beams (at low intensities and red
detuning) in an orthogonal configuration, one can effectively cool the atoms
in all six directions. This 3-dimensional laser cooling technique was termed
‘Optical Molasses’ [19], by analogy to the viscous forces in fluids.

We next turn to the question of what sets the limit on the minimum achiev-
able temperature in Doppler cooling: each absorption or emission event changes
the atomic momentum by one recoil momentum (hE) We considered the
scattering force as the average force from the absorption of photons. Due
to the discrete nature of photons, the scattering process is not a continuous
one and hence there is always some fluctuation associated with the num-
ber of photons absorbed in a given time interval. Similarly, while we con-
sider a zero average force due to spontaneously emitted photons, there ex-
ists a finite scatter around this zero due to fluctuations in the emission pro-
cesses. Hence, such scattering events cause an atom to undergo a random
walk in momentum space with a step size equal to the recoil momentum.

The net result can be thought of as small oscillations on top of the velocity
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FIGURE 2.1: Optical molasses scheme in one dimension for a two level atom
that has a velocity component v along the z-axis. The two counter-propagating
laser beams are red-detuned from the |g) — |e) transition. Owing to the Doppler
shift, the beam propagating along —z is closer to resonance and hence would
be scattered more than the beam along +z. The apparent frequencies seen by
the atom are shown. Thus, the atom experiences a net force along —z, which
is proportional to the velocity v. This is analogous to viscous forces in fluids.
Each absorption event is followed by a random spontaneous emission (shown
as dashed black arrows). Adapted from [18].

change caused by the average scattering force, thereby increasing the veloc-
ity spread (which is equivalent to heating). For a 3-dimensional optical mo-
lasses, there is a balance between the heating and cooling processes at equi-
librium with the steady-state kinetic energy given by 76/8(2|6|/T +T'/2|4])
[6]. This kinetic energy is minimum at § = —I'/2, and consequently the min-
imum temperature, also called the Doppler temperature, can be obtained
from kgTp = hI'/2. A remarkable point about the Doppler temperature is
that it is solely dependent on the atomic parameter (natural linewidth I') and
is independent of laser intensity. Again, the assumption of low laser power

is implied here.

2.3 Cooling Beyond The Doppler Limit

A careful measurement of the velocity distribution of sodium atoms that
were cooled by 3-dimensional optical molasses revealed temperatures much
lower than the predicted Doppler limit [20]. In fact, the temperature limit
was suggested to be of the order of the recoil limit with the recoil temper-

ature T; given by kgT, = 7%k2/2M. In this section, we discuss two models
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FIGURE 2.2: (Top) Velocity dependent damping force in 1 dimension. The solid
curves are the forces from individual beams while the dashed curve is the sum.
Here § = —TI',sp = 2. (Center) Total scattering force at 6 = —I'/2 and different
laser intensities : sp = 1 (blue), 2 (solid brown) and 4 (dashed brown) respec-
tively. (Bottom) Total Scattering force at fixed intensity (sp = 1) and different
laser detunings corresponding to 6 = —I'/2 (blue) , —I (solid brown) and —2T’
(dashed brown) respectively.
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which describe a more realistic picture of cooling mechanisms that lead to

sub-Doppler temperatures [13]. The salient features of these models include:

Hyperfine levels and magnetic sublevels present in multilevel atoms.

Light-induced energy shifts of the atomic states.

Polarization gradients that cause spatially dependent optical couplings.

The non-adiabatic response of the internal atomic state to the variations

in laser fields that a moving atom ‘sees’.

The spatial dependence of light fields due to polarization gradients is dis-
cussed in the subsequent sections. Here, an internal atomic state refers to
the ground state population among the various Zeeman sublevels. The non-
adiabatic response comes from the fact that this ground state population is
strongly dependent on the position of the atom in the laser fields: as the atom
moves through a spatially varying light-field, the internal state tries to adia-
batically follow the local ground state. It does so by optically pumping the
population among the ground state sublevels. However, in the low-intensity
regime (where laser cooling is generally implemented), these pumping pro-
cesses are weak (i.e. () < I which leads to I';, < I where I}, is the optical
pumping rate). Hence, long pumping times result in a lag between the inter-
nal atomic response and the atomic motion, thereby causing non-adiabatic ef-
fects. We now discuss two cases of polarization gradients in a 1-dimensional

optical molasses:

2.3.1 The Lin L Lin Configuration : Sisyphus Cooling (1-D
Model)

We consider two counter-propagating, plane waves at frequency wr, and
equal electric field amplitudes Ey and orthogonal linear polarizations. We
choose the propagation direction along Z and the transverse polarization vec-
tors along £ and 7. Let k denote the wave vector of the laser beams. The
resultant electric field can then be given by:

E = Eg# cos(wpt — k,z) + Egf cos(wi t + k,z)
= Eo[(® + ) coswpt cosk,z + (X — §) sinwy t sin k,z] (2.5)

The axis of the resultant polarization vector remains fixed, however, its el-
lipticity changes with a periodicity of half the laser wavelength as shown in
Fig. 2.3 (a):
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e Atz = 0,E = Eo(% + ) cos wr t. The electric field is linearly polarized

at an angle of 77/4 with respect to x-axis .

e Atz =A/8,E = Eg(£sin(wrt + m/4) + fcos(wrt + m/4)). Lightis o~
polarized around the z axis.

e Atz = A/4,E = Eo(% — ) sinwyt. The electric field is linearly polar-
ized at an angle of —7/4 with respect to x-axis .

e Atz = 3\/8,E = Eg(£cos(wrt + 71/4) + gsin(wpt + 7w/4)) : Light is
o) polarized around the z axis.

e Atz =A/2,E = —Eo(#+§) coswrt, and the ellipticity repeats.

We consider the simplest case of a ] = 1/2 — Jo = 3/2 transition in an atom
whose ground and excited state Zeeman sublevels are shown in Fig. 2.3 (b).
The shift in the ground state atomic energies due to applied laser fields (in

the low-intensity regime of sp < 1) is given as [6]:

A = 15T

(2.6)
Here Cge’s are the Clebsch-Gordan coefficients that represent the coupling
strength between a ground state sublevel and the external laser field. An im-
portant thing to notice is that the direction of the light-induced energy shifts
depend on the sign of the laser frequency detuning (i.e. the atomic levels are
shifted downwards in energy with respect to the unperturbed levels for § < 0
and upwards for § > 0). As a side note, this is one of the major differences
between the conventional sub-Doppler schemes such as those described here
(6 < 0) and the ‘Gray molasses” scheme (6 > 0) discussed in §. 2.5.3. More-
over, for a given electric field polarization, Cge values are different for differ-
ent transitions (Fig. 2.3 (b)). The m; = 1/2 has a stronger optical coupling
when polarization is ¢ (larger light shift), while the m; = —1/2 couples
more strongly to light when polarization is ¢~ . Both levels are equally shifted
for linear polarization. Thus, when we have a periodic, spatially-varying po-
larization, the light shifts also oscillate in space (Fig. 2.3 (c)) with the same
period (A/2). The gradient of the spatially modulated energies give rise to
the dipole force.

For stationary atoms exposed to such polarization gradients in the steady-
state, the ground state population is also position dependent. As an example,
atoms at z = A/8 would be optically pumped to the mg = —1/2 level since
the polarization is ¢~. This could be explained using Fig. (2.3 (b)): If an
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FIGURE 2.3: Features of a lin L lin configuration. (a) Two counter-propagating
laser beams in orthogonal linear polarization. The polarization vectors, €x and
€y are chosen along the x and y axes respectively. The resultant polarization
vector changes on the sub-wavelength length scale with a periodicity of A/2.
(b) Ground and excited state sublevels for a [, = 1/2 — Jo = 3/2 transition,
along with the transition probabilities given by the squares of Clebsch-Gordan
coefficients. Adapted from [13]. (c) Spatial variation in light shifted ground state
energies for the mgy = —1/2 level (orange) and mg = +1/2 level (blue). Also
shown is the steady state population distribution as a function of position of
stationary atoms in the laser field.
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FIGURE 2.4: Kinetic Energy dissipation via Sisyphus mechanism. The ‘hills and
valleys’ represent the potential energy of the light shifted ground state atomic
levels in space. An atom moving along the z-axis has to travel up and down
these hills and valleys. Kinetic energy is lost during the “uphill motion” and
gained during the ‘downhill motion’. An atom that starts at z = A/8 climbs
up the potential hill corresponding to the mg = —1/2 state till it reaches z =
31 /8 where the polarization changes to ot and it gets optically pumped to the
mg = 1/2 state. It then starts climbing up another hill and the same sequence is
repeated again. The kinetic energy is lost as the atom does more “uphill motion’
than the ;downhill motion’. The process is effective over a range of velocities
given by T = A/4, where Tp iS the pumping time.

atom is initially in the mgy = +1/2 state, it absorbs a ¢~ photon and is ex-
cited to me = —1/2 state. Selection rules allow it to decay to either of the
ground substates, however, the |3, 51) — |3, 5) transition is twice as strong
as the |3, 5t) — |}, 1) transition. Once in my = —1/2 state, it can only be
coupled to the me = —3/2 state shown by the thick line in the figure. A
similar description applies to atoms at z = 3A/8, where they are optically
pumped to the mg; = 1/2 state by virtue of the light polarization being o".
The population transfer between the two ground state sublevels is called op-
tical pumping and plays a crucial role in laser cooling. In this configuration,
since mg = —1/2 has a larger light shift for a ¢~ polarization and vice versa
for mg = +1/2, optical pumping processes end up transferring the atoms to
the lowest energy state. At positions such as z = 0, A/4, A/2, where the light
is linearly polarized, light shifts of the two ground sublevels are equal and
the atoms equally populate the two levels.

Next we consider an atom moving along the positive z-direction with z =
A /8 as the initial position where it is in the mg = —1/2 Zeeman sublevel. As
it moves, it climbs up the potential hill corresponding to the light shift of the
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mg = —1/2 state, at the expense of its kinetic energy. If the atomic velocity
v is such that the atom remains in the same potential hill as it traverses a
distance of A /4 over a time interval T (i.e. T = A/4), then the atom would
reach the top of the hill before being optically pumped to the other sublevel at
z = 31 /8. Here 1, is known as the optical pumping time and we can define
the optical pumping rate as I', = 1/7,. In the optical pumping process,
an atom absorbs a photon of lower frequency and spontaneously emits a
photon of higher frequency with the difference equivalent to the height of the
light-shifted potential. Thus, an atom loses kinetic energy twice: first while
climbing up the potential hill and second due to optical pumping when it
reaches the top of the hill. This process is repeated over multiple cycles until
the atom has a kinetic energy smaller than the height of the potential hill
itself (as shown in Fig. 2.4). This allows a rough estimation of the equilibrium
temperature as [18]:

kgTs ~ Uy x O?/|4]. (2.7)

Here, T; is the final temperature, Uy is the height of the light-shifted poten-
tial hill, and the remaining symbols have their usual meanings. This shows
that low final temperatures can be obtained by reducing the laser intensity
(O? « I) and/or increasing the laser detuning. While this is true upto a cer-
tain extent, the temperature does not decrease indefinitely with I/|01. As
mentioned earlier, for the pumping process to be effective, atoms must be
localized within ~ A /4. This gives them a momentum spread of ~ fik, which
is the single photon recoil momentum. Thus, the lowest sub-Doppler tem-
perature is set by the recoil energy and is indeed, much lower than what was
predicted in initial Doppler cooling.

The time lag or non-adiabaticity (§. 2.3) in the following of internal atomic
state to the changing laser field comes due to long pumping times between
the ground state sublevels. This means that optical pumping occurs at time-
scales much longer than the excited state lifetime; 1/7, = I', < I'. A conse-
quence of the long pumping times is a stronger friction force, whose coeffi-
cient B was derived in [13] as:

5
_ _$12Y
p=—hkC. (2.8)

The result of Eqn. 2.8 was obtained for Q < T, I’y < T'and |6| > T. The max-
imum coefficient of friction for two-level Doppler cooling can be obtained by
applying similar conditions to Eqn. 2.4 and it comes out as fik?/ (%)3 . Thus,
with this new mechanism at work, the damping is higher by a factor of (£)*.
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However, the capture velocity for the sub-Doppler cooling (~ I',/k) is much

smaller than the corresponding Doppler cooling mechanism (~ I'/k).

2.3.2 The ¢ — ¢~ Configuration : Sub-Doppler Cooling by
Motion Induced Orientation (1-D Model)

The authors of [13] described another laser-cooling mechanism based on the
atomic motion in a standing wave formation arising from the superposition
of two counter-propagating laser beams having opposite circular polariza-
tions. Although the physical cooling mechanism in this configuration is dif-
ferent from Sisyphus cooling (sec. 2.3.1), the effective capture velocity and
the equilibrium temperature are of the same order of magnitude.

To start with, it can be shown that in the " — ¢~ configuration, the resul-
tant electric-field polarization rotates as one moves along the standing wave;
however, it maintains its ellipticity in space. Let us consider two counter-
propagating laser beams that have equal amplitudes Ey, frequency wi, and
that the beam travelling along z > 0 is ¢ polarized (and vice versa for the
second beam). As before, £ and 7 are unit vectors along the transverse direc-

tion. The resultant electric field can then be written as:

=

E = Ep[#sin(wrt — kz) — §cos(wrt — kz)]
+ Eo[# sin(wrt + kz) + §cos(wrt + kz)]

= 2Ep sin wy t[% coskz — § sinkz]. (2.9)

Hence, the total electric field is linearly polarized with the unit polarization
vector € = £ cos kz — fj sinkz (Eqn. 2.9). The polarization remains linear, how-
ever, it rotates by an angle § = —kz, as one moves along the standing wave
in the z-direction (see Fig. 2.5), with a periodicity of the laser wavelength A.
Comparing equations (2.9) and (2.5), we see that for a ¢ — 0~ scheme, the
light shift in the ground states remains constant for all z and as such no gra-
dient of potential exists, thereby dismissing any possibility of a Sisyphus like
effect.

We first look at the steady-state population distribution in the ground
state when the atoms are stationary, by considering the following picture: We
consider the J; = 1 — Jo = 2 transition, with ground and excited sublevels
along with their transition probabilities shown in Fig. 2.5 (b). It is convenient
to work in the angular momentum basis such that we chose the quantization
axis along the direction of the local polarization. Then the Zeeman sublevels
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FIGURE 2.5: Features of a 0™ — ¢~ configuration. (a) Two counter-propagating
laser beams in opposite circular polarizations. The resultant electric field is lin-
early polarized, but rotates along z-axis with a pitch A. (b) Ground and excited
state sublevels for the [, = 1 — ], = 2 transition along with the transition proba-
bilities given by the squares of Clebsch Gordan coefficients. Adapted from [13].
(c) Light-shifted ground state sublevels corresponding to J; = 1 state. These
energies do not oscillate in space as the polarization is linear everywhere. The
mg = 0 sublevel has a stronger light shift than the my = +1 sublevels. The quan-
tization axis is chosen along the local polarization axis and thus, the Zeeman
sublevels are the eigenstates of the projection of the total angular momentum |
along the rotating polarization defined by Eqn. (2.9). Also shown are the steady
state atomic distribution at any position z for atoms at rest. Optical pumping
tends to populate the mg = 0 sublevel more than other sublevels. Adapted from
[13].
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are simply the eigenstates of the component of the angular momentum (f)
along the direction of the local polarization. As an example, at z = 0 the
polarization € is along £, implying that the ground and excited states of the
atom at z = 0 are the eigenstates of fx. Since, the polarization and hence, the
quantization axis, rotates along z, the eigenstates change and hence, we have
a wavefunction that varies in space. With atoms at rest, optical pumping with
a 71— polarization populates more atoms in the mg = 0 state than mg = +1
states. This is true for any position z along the laser standing wave and can
be understood using simple probability arguments. The population transfer
from mg = +1 levels to mg = 0 level is more probable (% X % = %) than the
transfer from my = 0 to my = +1 levels which is (% X % = %) (Fig. 2.5 (b)).
Similarly, as the light is coupled more strongly to the m¢ = 0 state than the
mg = =1 states (the Clebsch-Gordan coefficient is higher for mg = 0 state),
the associated light shift for my, = 0 is also higher. As in Sisyphus cooling,
the ground state is shown (Fig. 2.5 (c)) to experience a downward energy shift
due to the red-detuned laser beams.

In the above description, the steady-state-distribution resulted in the fol-
lowing observations: more atoms populate mg = 0 sublevel; and the other
two sublevels mg = +1 have an equal population. Non-adiabaticity arises
when atomic motion causes the atoms to traverse a region of rotation of quan-
tization axis such that the atoms need to be optically pumped so as to have
a steady state distribution in the ground state that is appropriate to the local
electric field. Again at low laser powers when I';, < T, pumping times are
long and hence, there is a time lag between the actual ground state distribu-
tion of atomic population to the expected steady state distribution at a given
point in space. This lag results in a population imbalance between the two
otherwise equally populated my, = +1 states [13]; atoms moving towards
the 0" beam tend to populate the m, = 1 sublevel more than mg = —1
sublevel and vice versa. This effect is known as motion-induced-orientation, in
the sense that ground state alignment of an atom is sensitive to its motion
(whether it is towards the ¢ beam or the ¢~ beam). Moreover, an atom in
the mg = 1 sublevel has a six times higher probability (Fig. 2.5 b) to scatter a
o photon than a ¢~ photon. The spontaneous emission that follows sends
it back to the mg = 1 sublevel (the only allowed transition Fig. 2.5 (b)) and
thus, many scattering cycles can occur, effectively damping its velocity. A
similar description applies for atoms traveling towards the ¢~ beam thereby
populating the m¢ = —1 sublevel.
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It must be reiterated that while the cooling does occur due to the differ-
ential scattering of photons, this differential scattering itself results from the
imbalance in the ground state populations caused by the non-adiabaticity of
the internal atomic state in following the steady state population (appropri-
ate to the local laser field). As such, this is entirely different from Doppler
cooling that occurs due to the differential scattering of photons caused by
the difference in Doppler shift. Further, in practical experiments, the laser
cooling stage is often preceded by a magneto-optical trapping (MOT) stage
(see §. 3.7) that can work only when the counter-propagating beams are in
a 0" — o~ configuration. Since the same MOT beams can be used for sub-
Doppler cooling, the motion-induced-orientation cooling is the mechanism

at work in most of the real experiments involving cold atoms.

2.4 Laser Cooling by Velocity-Selective Coherent
Population Trapping (VSCPT)

So far we have seen two energy scales in the context of laser cooling that de-
fined the lowest achievable temperatures: the Doppler cooling limit (7' /4)
and the recoil limit (#*k?/2M). In this section, we discuss a cooling mech-
anism known as velocity-selective coherent population trapping (VSCPT),
that can surpass the single photon recoil limit via the formation of a veloc-
ity selective dark state into which atoms could remain indefinitely trapped.
These ‘dark” or nearly dark states are characterized by a narrow velocity
spread around v = 0 and the basic idea is to pump a large number of atoms
into such states. Since temperature is defined as the width of velocity /
momentum distribution, atoms accumulated into near zero velocity states
can have sub-recoil temperatures. The first experimental demonstration of
VSCPT was done in [14] where metastable helium was cooled to half of its
recoil temperature.

The term ‘dark state’” requires some clarification; dark states refer to those
atomic states that are not coupled to light, that is, atoms in these states are
invisible to light fields. Some states are trivially dark, that is, they cannot be
excited because the light has either a wrong frequency or the polarization is
such that selection rules do not allow a transition to higher state. Such trivial
dark states, for example, occur on the D1 line in alkali atoms (F — F' = F
and F — F' = F — 1 transitions). However, the more interesting case is
when Dark states are ‘created” as a coherent superposition of states through
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processes like the two-photon Raman coupling. The zero coupling to light
in these states occurs due to destructive interference between the excitation
amplitudes of individual states that make up the superposition. That said,
a distinction must be made between a state that is ‘dark” and a state that is
‘non-coupled”: An atom in a non-coupled state cannot directly absorb light,
however, it can evolve into an absorbing state through motional coupling.
This motional coupling comes from the external momentum of the atom’s
center of mass. Once in the bright state, it can be excited by the laser field.
Therefore, a non-coupled state is not a true trapping state. Dark states, on
the other hand, are characterized by near zero velocities and hence, motional
coupling to other bright states does not exist. Hence, a dark state is a perfect
trapping state in that atoms can stay there indefinitely. In the following sub-
sections, we describe how such states can be created; what causes population

trapping and how that amounts to cooling.

24.1 1-D Model for VSCPT

We consider the three-level A configurationona J; = 1 — Jo = 1 transi-
tion as considered in [14] and [21]: two degenerate ground state sublevels
(g—1 and g1) are coupled to an excited level (ep) by two counter-propagating
beams that are 0™ — ¢~ polarized (Fig. 2.6). The suffix ‘g’ and ‘e’ refer to
ground and excited states while notations g, +1 and eg indicate |g, mg = £1)
, |e,me = 0) respectively. Further, to give a quantum mechanical treatment
to the atomic motion (this becomes necessary at low velocities), the atomic
states are labeled with quantum numbers that specify both internal and ex-
ternal degrees of freedom. As an example, |g1, p) refers to an atom in the
ground state with spin mg = 1 and a momentum with the value p for its
z-component (we set the propagation axis of the laser beams along z). The
change in momentum would only be due to absorption or emission of pho-
tons and hence is specified in terms of fik.

To understand the formation of dark states, we need to know what causes
a coherent superposition among the ground state sublevels. As seen in Fig. 2.6,
the ground and excited magnetic sublevels can be coupled in four different
ways (g1 — €0,90 —> €1: 07,91 — eo,80 —> e_1: 07 ). As go — ¢ is a forbid-
den transition, optical pumping empties the gg level, thereby rendering only
g+1, €0 levels important for the analysis that follows. We chose the direction

of o~ beams along +z. An atom in a ground state |¢_1,p — ik > can be
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FIGURE 2.6: Magnetic sublevels fora J; = 1 — J. = 1 transition. The atomic
states are labeled using two quantum numbers: magnetic quantum number that
specifies the internal spin and the z component of the external momentum. Two-
photon Raman transitions induced by the ¢+ — ¢~ beams couple the two ground
levels |g11, p £ fik) using the excited level |ey, p) thereby creating a closed mo-
mentum family of three states (see text). As the mg = 0 — me = 0 transition
is forbidden, the gy sublevel is quickly emptied by optical pumping and thus, is
not included in the cooling process.

transferred to another ground state | g7, p + fik > via two-photon Raman pro-
cesses that involve simultaneous absorption from one beam (in this case ¢ ")
followed by emission stimulated by the other beam (¢~ for this case). This
transfer occurs through the intermediate excited level |ep, p >. Thus, for each
value of p, a closed momentum family F(p) can be defined that includes the
three states coupled by absorption-stimulated emission cycles [14, 21]. For

the case discussed above, we have:

F(p) ={lg-1,p —1k), leo, p), 11, p + Tik) } (2.10)

The coupling between the two ground states via an excited state results in for-
mation of new states that are linear combinations of |g1, p + fik) and g1, p —
fik) (Eqns. 2.16 and 2.17). One of these combinations yields a state that has a
finite dipole moment with the excited state and hence is coupled to light. The
other combination yields a state with a zero dipole moment and hence is non-
coupled. The non-coupled state can be a true dark state when its components

are characterized by a certain momenta and hence, is velocity-selective.
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2.4.2 Coherent superposition of ground states and popula-
tion trapping

Considering a classical description for the counter-propagating laser fields,
the total electric field vector E(z,t) is given by:

E = Ege <exp (i(kz — wit)) + c.c.> + Ege— (exp(—i(kz + wrt)) + c.c.)
(2.11)
where €4 represent o * circular polarizations along +z direction respectively.
The laser beams are of same frequency wy, and amplitude Ey. The Hamilto-

nian for the atom-light system can be written as:
H = Hp + Hiin + Hint (2.12)

In the above equation, Ha represents the bare atomic Hamiltonian and gives
the internal atomic energies. Assuming the ground spin states |g1) and |g_1)
have the same energy and choosing this energy as zero for convenience,
Ha = hwoleg)(eo|, where wy is the resonant frequency between |g+1) and
leg). The term Hy;, = P?/2M is the kinetic energy operator that describes
the atom’s center-of-mass motion. Hiy is the interaction term describing the

atom-laser coupling and the associated light shifts:

A

Hipe = —D - E(z,1) (2.13)

where D is the electric dipole moment operator that connects |g-1) and |eg).
The coupling strengths are expressed in terms of Rabi frequencies ()1 given

by:

0. = — <60|€if|gi1> (2.14)

Since the Clebsch-Gordan coefficients for c* beams are equal, we have ()1 =

(). The final expression for the interaction Hamiltonian including the exter-

nal degree of freedom (momentum P) is given by [21]:
- Q)
A = =~ 2 (leo P) (g1, = Bk| + leo,p) (o, p + 3K ) + Hee. (219)
P

Here the summation operates over the z component values of external mo-
mentum operator(P). The atom-laser coupling term includes only those tran-

sitions that occur within a closed momentum family of states, as given by
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equation (2.10). The superposition states resulting from the coupling be-
tween ground states of a particular momentum family F(p) can be written
as:

Fe(p) = 2 llg-1,p = k) +[g1,p + k) @16
¥nelp) = sllg-1,p 1K) = g1, p -+ ) 217)

Eqn. (2.16) describes an absorbing state that has a non-zero coupling to the

excited state via laser photon: (eq, p|Hint|¥c(p)) = hj% exp(—iwrt) whereas
equation (2.17) describes a state that cannot be coupled to light since (e, p|Hint|¥ne) =
0. The excitation vanishes for the non-coupled state due to the destruc-

tive interference between the transition amplitudes of the component states.

To examine the situation when a non-coupled state becomes a perfect dark

state, we first consider the time evolution of an atom that was initially in a
|¥ne(p)) state. Denoting p as the density matrix operator, (¥nc(p) o] ¥ne(p))
represents the population in the state |[¥nc(p). The time-dependence of the
population can be obtained following the equation of motion ih% = [p, H]

and is given as [21]:

L nc(ploEnc(p)) = —b(¥xc(p)lpl¥e(p)) +ee.  (218)

We see that an atom in [¥nc(p)) state can couple into an absorbing state
|¥c(p)) with coupling strength proportional to kp/M. This motional cou-
pling is the result of evolution of free atomic Hamiltonian (Ha + Hy;,). Hence,
although |¥nc(p)) does not directly couple to an excited state, it can evolve
into an absorbing state at a rate proportional to its velocity and is thus not
a stationary state. However, for p = 0, the motional coupling vanishes and
atoms prepared in |¥nc(0)) remain in this state. In other words, [¥nc(0))
represents the true dark state. Another way to look at it is that the com-
ponents |g+1, +hk) of [¥nc(0)) have the same internal and kinetic energies
and thus, |[¥nc(0)) is the stationary state of Hamiltonian H. On the other
hand, the kinetic energies of |g41, p &£ fik) that make up [¥nc(p)) differ by
2hkp/ M, and hence, this is not a stationary state and it can evolve in time. In
nut shell, an atom in state |¥nc(p)) would oscillate between [¥yc(p)) and
|¥c(p)) at the frequency 2kp/M. This suggests that smaller the value of p,
the more decoupled |¥nc(p)) is and more is the time an atom would spent in
this state. Hence by accumulating atoms into non-absorbing states that have
narrow momentum distribution (£6p around p = 0), we achieve velocity-

selective atom trapping. The final temperature is dependent on the width
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of momentum distribution, which, itself depends upon how much time an
atom spends in a non-coupled state and thus, the single photon recoil-limit

is not the fundamental limit in this process.

2.4.3 Populating Atoms into near zero velocity non-coupled

states

The factor responsible for accumulating atoms into non-coupled states with
near zero velocity is spontaneous emission. A series of spontaneous emission
events can lead to distribution of atoms among different momentum families
by random walks in momentum space. These random walks continue until
atoms are pumped into such states that are strongly or completely decou-
pled to light, where they remain trapped. An example of an atom jumping
from one momentum family F(p) to another F(p’) is as follows: consider
an atom in |eg, p) state. In these notations, p refers to the eigenvalue of z-
component of momentum operator. Upon spontaneous decay, let us assume
that atomic momentum along z direction changes by an amount p’ such that
p’ lies within the range (—k, fik). Therefore, the atom would end up being
either in |g1,p — p’) orin |g_1,p — p’) state. Both the ground states belong
to different momentum families: |g1, p — p’) is a part of F(p — p’ — lik) while
|g_1,p — p’) belongs to F(p — p’ + k) (see Eqn. 2.10). Spontaneous emis-
sion can thus shift atoms from a family F(p) to F(p’) such that p — ik <
p’ < p + hk. The diffusion in momentum space over sufficiently long times,
would, in theory, distribute atoms into states belonging to F(p = 0), where
the optical excitation ceases. In that case, the final momentum distribution
along z would show two resolved peaks at £k showing the signature of a
coherent dark state trapping [14]. The time an atom spends in a non-coupled
state is inversely proportional to the decay rate of that state. Higher the inter-
action time, larger will be the height of momentum distribution and narrower
the width (6p). For dp < ik at large interaction times (> T'~!), sub-recoil

temperature can be obtained.

2.5 Sub Doppler Laser cooling of K

One of the long term goals in our lab is to create and explore many-body
order in a gas of ultracold *K atoms. A fully functional apparatus for pro-
ducing BEC of Rb atoms is already in place [22] and incorporating a BEC of
K atoms in the same apparatus would provide an opportunity to study the
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phase space of a two-species BEC. This can be done by using tunable interac-
tions provided by established techniques of Feshbach resonances and spin-
orbit coupling [23]. Laser Cooling would be the first step towards making a
quantum degenerate 3K gas. However, the hyperfine energy level structure
in K makes it difficult to laser cool using conventional sub-Doppler schemes.
To understand this, we first look at the hyperfine structure of alkali atoms in

general from the purview of laser cooling.

2.5.1 Hyperfine Structure of Alkali Atoms and Laser Cooling

The electronic configuration of an alkali atom can be written as: (1s)?(2s)?(2p)°
....(ns)!, where n is the principal quantum number for the outermost shell.
Since the outermost shell of an alkali atom has one valance electron, the con-
tribution to orbital and spin angular momentum of the atom (I. , $) comes
only from the momenta of this valance electron (', §). The total angular
momentum of the atom (f = L + §) is then the same as that of the valance
electron (j = [+ 3). The L - $ coupling splits the energy states giving rise
to the fine structure in an atom. In Russel - Saunders notation, an electronic
state can be represented by n?>T1L; where the value of ] varies from |L — S| to
|L + S| in integer steps. It is noted that without the hat notation, the symbols
J,L,S etc. represent the eigen values of their respective momentum oper-
ators. The interaction of the angular momentum | with the nuclear spin [
turther lifts the degeneracy in atomic states giving rise to the hyperfine en-
ergy structure, with the total angular momentum F now given as f + [. As
before, F can take eigenvalues between |J — I| to |]J + I| in integer steps. The
electronic state is now designated as [n?51L;, F). A schematic energy dia-
gram showing the coarse, fine and hyperfine levels for an atom with I = 3/2
is shown in Fig. 2.7.

To laser cool a thermal gas of some alkali atoms, a cooling transition be-
tween a ground and an excited hyperfine level must be established. Whether
or not an external laser field can induce some coherence between such levels
is dictated by the selection rules: as an example, for electric dipole transi-
tions, selection rules for both excitation and spontaneous emission are given
by: AF = 0,+£1 [6]. Hence, the choice of a cooling transition is limited by se-
lection rules. Effective cooling requires a large number of photon scattering
events and thus, the coupling strength between the two chosen levels must

be high. Further, the spontaneous decay from the excited level must be to
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FIGURE 2.7: Conceptual schematic showing coarse, fine and hyperfine energy
levels in an atom with I = 3/2. The fine structure is attributed to the spin-orbit
interaction while hyperfine splitting occurs due to the interaction between total
angular momentum and nuclear spin. Also shown are the typical cooling and
repump transitions on the D2 line. The arrangement of cooling-repump beams
ensure that atoms remain in the cooling cycle.

the level that is coupled by light so that an atom remains in the cooling cy-
cle. In view of these considerations, the cooling transition in an alkali atom is
chosen between the highest ground and excited levels on the D2 line. From
a technical standpoint, lasers corresponding to D2-wavelengths are available
for a variety of atoms. An example is shown in Fig. 2.7, with 25, /2 — 2P, /2
as the cooling transition. In this case, the radiative decay from F. = 3 can
only occur at F; = 2 and thus, atoms always stay within the cooling cycle.
There is, however, a finite off-resonant excitation probability for an Fg=2to
F. = 2 transition '. Atoms that are excited to F. = 2 then have a good chance
to decay to F; = 1 state and would hence, be lost from the cooling cycle.
Thus, almost all laser cooling schemes use an additional ‘repump’ laser beam
(which in the shown figure couples F; = 1 and F. = 2 levels). The use of a
repump transition ensures that escaped atoms return back the cooling cycle.
Most practical experiments implementing laser-cooling in three dimensions,
use three orthogonal pairs, each consisting of counter-propagating cooling
beams (an extension of the 1-D optical molasses scheme) and at least one

pair of the repump beam.

IThe probability for such excitation to occur is related to the detuning with respect to the
off-resonant excited level. Greater the detuning, lesser is the transition probability.
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2.5.2 Difficulty In Laser Cooling K

Historically, among the popular alkali atoms that have been laser cooled,
such as 2Na, 133Cs and %Rb, cooling is usually implemented on the D2
line with the cooling transition being an F — F’ = F + 1 (Fig. 2.7). One
of the advantages of implementing laser cooling on the D2 line is that the
same F — F + 1 transition can also be used in the implementation of the
Magneto-Optical-Trapping (MOT) stage. The capture velocity in a MOT is
significantly higher than in the sub-Doppler techniques and therefore, load-
ing warm atoms first into a MOT followed by sub-Doppler cooling enhances
both the atom number and phase space density. Practical experiments there-
fore implement a D2 line MOT which is followed by the sub-Doppler cool-
ing on the same line. Such an arrangement is less technologically demanding
since the cooling and repump transitions in both the stages are the same with
the corresponding beams differing only in their intensity and detuning: pa-
rameters that can be easily tuned.

The reason why conventional sub-Doppler cooling on the D2 line works
so well in the aforementioned species has to do with the wide energy sepa-
ration among the hyperfine levels in the D2 excited manifold. This makes it
possible to isolate the cooling and repump transitions such that the cooling
cycles are not affected due to the presence of other levels. Thermal energies
of atoms are dissipated via either Sisyphus effects or motion induced orien-
tation effects. However, alkali isotopes of both K and Li have closely spaced
hyperfine levels in their D2 excited state. Looking at the energy levels in ¥K
(Fig. 2.8), the D2 manifold has narrowly spaced energy levels such that the
frequency separation between two consecutive levels is of the order of natu-
ral linewidth in ¥K (I'/27r =~ 6 MHz). In such cases, it is rather difficult to
resolve a single cooling transition: (1) As the levels are so closely spaced, it is
not possible to have a cooling transition detuned from just one level. Since,
sub-Doppler cooling requires large detunings (see equation 2.7), the cooling
laser gets effectively detuned from the entire manifold instead of the single
F’ = 3 level. (2) Off-resonant excitation to other levels increase the effective
linewidth of the cooling transition. This is equivalent to increasing the min-
imum temperature (in analogy with the Doppler limit which is proportional
to the transition linewidth. Precise tuning of D2 lasers close to resonance
have achieved temperatures around 25 - 35 1K in 3°K [24, 25]. Similarly, op-
erating an additional MOT stage on a transition with a smaller linewidth has
achieved temperatures close to 33 #K and 63 uK for °Li and K respectively
[26, 27].
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A new sub-Doppler cooling scheme, called Gray Molasses has recently
been uncovered that involves cooling and repump transitions blue-detuned
to the D1 line. Such transitions are shown for *K in Fig. 2.8 whereby the
cooling transition is between 25, npnEF=2— 2p, /2 F =2 and the repump be-
tween 25, pF=1— ’p, s2 F =2. The excited levels are well separated (if one
compares the same among D2 levels) and so off-resonant excitations are less
probable. Experimental demonstrations have shown that this D1 line cooling
scheme is well suited for atomic species such as IK, 40K, 6Liand “Li [15, 16,
28, 29] that have a relatively close-packed D2 excited state. A general cool-
ing strategy for these atoms would then involve a D2 MOT stage followed
by some combination of red-detuned D2 molasses and blue-detuned D1 mo-
lasses. Next, we discuss how cooling using D1 line incorporates the effects
of a Sisyphus like cooling as well as those that arise due to the formation of

velocity-selective dark states leading to population trapping.

2.5.3 The Gray Molasses Cooling Scheme

A Gray molasses scheme operating on the D1 line involves either an F — F
or an F — F — 1 transition. As shown in Fig. 2.9, for any polarization of
the incident field, such transitions involve one or two dark states that are
not coupled to the light field. This kind of a situation does not arise for an
F — F 41 transition. Here non-coupling to light is only due to the wrong
polarization and as such, these dark states are trivial. More interesting ones
are those that can be created as a coherent superposition of |F, mg) Zeeman
sublevels. One such superposition was discussed in sec. 2.4, whereby two
counter-propagating laser beams in opposite circular polarizations, led to co-
herent Raman coupling between degenerate Zeeman sublevels of a ground
state. Yet, a more complicated mechanism underlying the formation of non-
coupled states arises on the D1-line cooling: (1) Unlike the previous section
involving a single laser field that acted on a | — ] = | transition, here
we have bi-chromatic fields (cooling and repump) that couple two different
ground hyperfine levels (F — 1 and F) to a common excited level (F'). (2)
In a complete picture, all possible dipole transitions among the ground and
excited hyperfine levels (|F, mg) — |F/,mp)) are to be considered. (3) Dark
states are formed due to the superposition involving both F and F — 1 levels
[17] when the special Raman resonance condition is met (discussed later in

the text). As the intensity of repump beam is weaker than that of cooling, a
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FIGURE 2.8: D1 and D2 hyperfine levels in 9K [15]. The D2 manifold has a
width of ~ 33.8 MHz such that the spacing between two consecutive levels is of
the order of the natural linewidth (I'/27r =~ 6 MHz). D1 manifold on the other
hand is relatively better resolved with the spacing between the two levels ~ 56
MHz. Also shown are the cooling and repump transitions on the D1 and D2
lines. The D2 line cooling and repump beams are red-detuned from resonance
by dpc and drr respectively. The corresponding D1 lasers are blue-detuned by
d1c and 1R respectively. The relative strengths of cooling and repump beams
are indicated by the line thickness. Also shown is the relative detuning between
D1 cooling and repump beams with respect to the F’ = 2 level, indicated by A.
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FIGURE 2.9: Transition strengths of various mg levels for (a) 7t and (b) o polar-
izations respectively, on a D1 line for PK (I =3/2). It is evident that there exists
one (two) trivial dark state for F — F (F — F — 1) transition regardless of the in-
coming polarization. Transition strengths taken from [6]. ¢: Schematic of a 1-D
Gray Molasses cooling [16]. As the lasers are blue-detuned, the bright states
(Y¢) have positive light-shifts with respect to the non-coupled (Ync) states.
Here we assume a periodic spatial modulation in light shifts similar to Sisy-
phus mechanism. State ¥nc can evolve into ¢ via motional coupling. Once
in Y, atoms can loose kinetic energy by climbing up the potential hill and then
getting pumped to a non-coupled state. This process can continue till atoms are
pumped into near zero velocity states where they remain trapped.

dark state possesses more of F — 1 ground level character (as corresponding
sublevels are weakly coupled due to low repump power) than the F level.
In a simplified picture, we consider a three-level, A-type system formed
using [2S1/5, F = 1), |?S1,o, F = 2) and |?P; 5, F = 2) levels (see Fig. 2.8),
driven by a strong cooling and a weak repump field. Both beams are con-
sidered to be blue-detuned with respect to the excited level F/ = 2. The in-
teraction of bi-chromatic fields with this system forms new eigenstates, two
of which are coupled to the light field (bright states) and one is non-coupled
[30, 29]. Using the familiar notations ¥ and ¥y for absorbing and non-
absorbing states, ¥ ¢’'s would be light-shifted upwards in energy with respect
to the unperturbed Yy state, as the detuning is positive (see Eqn. 2.6). De-
pending on the polarization arrangement of the beams, atoms in ¥ would
see either a spatially varying polarization or a rotating linear polarization.
The former being simpler to visualize is considered in Fig. 2.9, showing one
bright state and the non-coupled state: Spatial gradient of polarization re-
sults in spatially varying light-shifted energy in Y, the gradient of which
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is the dipole force. Kinetic energy is then dissipated through the usual Sisy-
phus effect: atoms climb up the potential hill and get optically pumped to ei-
ther a bright state with lower light shift or to a non-coupled state. ¥ state
can evolve into Y¢ via evolution of the free atomic Hamiltonian (equation
2.18). This simple 1-D picture therefore combines the cooling effects of both
polarization-gradients and VSCPT. The probability of transfer from ¥y to
Y is maximum when the energy difference between the states is minimum.
The cooling cycles continue until atoms get pumped into near zero-velocity
dark states such that evolution into a bright state is not possible. When in
such states, they are strongly decoupled to light which can be experimen-
tally detected by reduced fluorescence (hence the name,’Gray Molasses’).

A more rigorous picture would involve considering the dipole interaction
among the entire 16 hyperfine levels spanning the ground and excited states
of the D1 manifold in K. The authors of [17] considered the position depen-
dent light- shifts among the hyperfine levels of the complete Hamiltonian
that are ‘dressed’ by cooling and repump fields. Essential features included:
(1) They found a robust correlation between the light-shifts and the decay
rates of the corresponding dressed states. Dressed states that experience low
light-shifts have long decay times. Hence, slowly moving atoms tend to ac-
cumulate in states with low light-shifts as departure rates of these states is
small. The F = 1 levels are weakly dressed by the low intensity repump
beam and hence dominate the contribution to a non-absorbing / weakly-
coupled state. (2) An important parameter while implementing Gray mo-
lasses is the relative detuning A between the repump and the cooling beams
with respect to the common excited level. As shown in Fig. 2.8, A = 1r — d1c.
It has been shown both theoretically as well as experimentally that, low tem-
peratures are obtained over a certain range of negative values of A, however,
minimum temperature corresponds to the case when A = 0: this condition
is called the ‘Raman-resonance condition’. A possible explanation is as fol-
lows: for A < 0, weakly coupled states are formed due to coherence among
the mp sublevels that belong to the same F level. When A = 0, ground hyper-
tine levels F = 1 and F = 2 split into bright and (nearly) dark manifolds. The
dark manifold involves superposition between the mp sublevels belonging to
the two F = 1 and F = 2 states, that is to say, coherence is induced between
the sublevels of different ground hyperfine levels. The coupling strength of
this nearly dark manifold is much weaker than those that are formed by in-
dividual cooling and repump couplings when A < 0. Atoms thus tend to ac-

cumulate in this manifold. The Raman resonance condition, thus, enhances
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the sub-Doppler cooling effects. (3) As the Raman resonance requires super-
position between F = 1,2 levels, there must be a fixed phase between the
cooling and repump laser beams. In our experiment, we achieve this by gen-
erating both the D1 beams using the same laser source. The repump beam is
generated as a first order sideband of the cooling beam via an electro-optic-

modulator (see Chapter. 3).
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Chapter 3
Experimental Setup

This Chapter describes the laser and optics system needed to cool ¥K. It is
important to mention at this point that while we have designed and built the
complete setup and characterized the various subsystems, laser cooling se-
quences using this optical setup are yet to be implemented. This is because
we have not yet introduced the K-source inside the vacuum of our exper-
imental chambers. Since the actual cooling has not been performed at the
time of writing this thesis, follow-up measurements at the end of the cool-
ing stage which give information on the atomic cloud temperature; atomic
density; and phase-space-density could not be taken as well. Therefore, in
this chapter we mainly give the details of the various optical and electronic
components of our setup that we built keeping in mind the different stages
of our experiment, which are briefly discussed in §. 3.1.

As discussed in Chapter. 2, it is not possible to directly implement the
sub-Doppler schemes on a gas of thermal atoms due to the low capture ve-
locity range. To enhance the atom number and density, a typical cooling cy-
cle begins with loading warm atoms onto a magneto-optical-trapping (MOT)
stage followed by a molasses stage. A typical MOT stage (8. 3.7) consists of
tirst collecting atoms into a two-dimensional MOT (2D-MOT) wherein atoms
are slowed down in two directions and move freely along the third. This
produces a flux of collimated atomic beam. The collimated atoms are then
transferred into a three-dimensional MOT (3D-MOT) generally operated un-
der an ultra-high vacuum environment, wherein cooling occurs in all three
directions. After the 3D-MOT stage, the magnetic fields are switched off and
atoms are further cooled in the molasses phase. During this phase, the cool-
ing and repump intensities are ramped down while the detunings are in-
creased (Eqn. 2.7). For ¥K: we will implement the 2D - 3D MOT on the D2-
line. The gray molasses will be implemented on the D1-line and enhanced

cooling is expected under the Raman resonance condition.
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FIGURE 3.1: Energy level Diagram of *K with marked transitions over a com-
plete cooling sequence for achieving quantum degeneracy. The MOT, optical
pumping and imaging stages are implemented by generating the required fre-
quencies using transitions on the D2 line. D1 line transitions are required to
achieve enhanced laser-cooling via Gray Molasses. The optimum detunings as-
sociated with each transition would have to be estimated experimentally.

3.1 Atomic Transitions Needed In Our Experiment

In Fig. 3.1, we show the energy level scheme of *K, with marked transitions
on the D2 (767 nm) and D1 (770 nm) lines that are needed during a com-
plete cooling cycle. A complete cycle would include not only the laser cool-
ing stage but also stages that lead to quantum degeneracy such as confining
atoms into magnetic or optical dipole traps followed by evaporative cooling
in each trap. Magnetic trapping (MT) and Optical dipole trapping (ODT) are
done after the atoms have been laser-cooled and as such the optical setup for
loading cold potassium atoms into these traps is the same as that described in
[22] for 8Rb atoms and hence, can be directly used. Here, we focus primarily
on the optics required for implementing the laser-cooling phase.

The 2D and 3D MOT cooling and repump beams are generated on the
D2-line and are both red-detuned from F =2 - F/ =3and F=1— F =2
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transitions respectively. However, due to the narrow spacing among the ex-
cited hyperfine levels, it is not possible to be precisely detuned from a single
level and hence in a practical setting, the beams are effectively red-detuned
from the entire excited manifold. The standard MOT beam configuration of
ot — o~ will be used. To transfer the collimated atoms from the 2D-MOT
chamber to the 3D-MOT chamber, a “push-beam’, blue-detuned to the F = 2
— F/ = 3 transition will be used. At the end of 3D-MOT stage, a sub-Doppler
molasses phase on the D2 line can be implemented using the same cooling
and repump beams albeit with different intensities and detunings. To reduce
the temperature further from here, the D2 beams can be turned off and the D1
beams turned on thereby implementing a pure Gray molasses phase on the
D1 line. Here, the cooling and repump beams are blue-detuned from F = 2
— F' =2and F =1 — F' = 2 transitions respectively. To estimate the num-
ber of trapped atoms in the atomic cloud during the MOT or the molasses
phase, an absorption imaging technique will be used. The imaging beam in
our case should be nearly resonant to the F = 2 — F’ = 3 transition on the D2
line and a precise value would need to be determined experimentally. The
same imaging technique would also be used to estimate the temperature of
the atomic cloud using time-of-flight measurements. Completion of D1 mo-
lasses would mark the end of the laser-cooling phase, after which, the atoms
would have to be transferred to the magnetically trappable F = 2, mp = 2
state. This can be achieved by optical pumping, using a ¢~ beam nearly
resonant to F = 2 — F/ = 2 transition. Again, the level structure makes it
difficult to isolate a single excited level, hence, the effective detuning can be

optimized only when the actual cooling sequence is carried out.

3.2 Overview of Optical Setup

The layout of our laser system for cooling ¥K is shown in Fig. 3.2. An
overview is presented here and further details are given in Sections. 3.3, 3.4,
3.5 and 3.6. Our optical setup has three lasers: two diode lasers (TOPTICA:
DL100) at operating wavelengths of 767 and 770 nm, one tapered-amplified
laser at 767 nm wavelength (TOPTICA: TA PRO). With each laser comes the
associated control circuitry (TOPTICA DLC PRO) for scanning the piezo-
transducer, driving the injection current and maintaining the temperature of
the laser diode chips. The output power measured from the diode lasers is
at 75 mW while that from TA PRO is 1.7 W. These values refer to power af-
ter the isolator stage. Repump beams for the 2D and 3D MOT stages on the
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FIGURE 3.2: Schematic of our Optical Setup (Courtesy : Logan Cooke). Red
lines indicate 767 nm (D2) beams while the blue lines indicate 770 nm (D1
beams). The shaded green regions indicate the optics for saturated-absorption-
spectroscopy technique for frequency locking the two diode lasers. Detailed
information about the different optical paths are referenced in the main text.
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D2 line are generated from the corresponding diode laser (hereafter, referred
to as D2-repump). The TA PRO laser is used for generating cooling beams
for 2D and 3D MOT as well as other transitions on the D2 line: push beam,
imaging and optical pumping (hereafter, referred to as D2- cooling). Both
the cooling and repump beams on the D1 line are generated from a single
DL 100 laser (herefater, referred to as D1-laser) with the frequency separa-
tion obtained using an electro-optic modulator (QUBIG:EO-K39M3-NIR).
The diode lasers are frequency stabilized using saturated absorption spec-
troscopy (§. 3.3.1) and the TA PRO laser is frequency stabilized using beat
note locking, where the beat frequency is calculated between the two 767 nm
lasers (§. 3.5). Additional optical paths are provided for wavelength monitor-
ing and Fabry-Perot Interferrometry. In order to have sufficient power, beams
from the two diode lasers are first amplified using a tapered amplifier chip
(TOPTICA: BOOSTA) before each of them is frequency shifted for generat-
ing the required transitions (shown in Fig. 3.1). This is done by combining
the two wavelengths at the input stage of the BOOSTA using an interference
filter (SEMROCK: LD01-785/10-12.5). The amplified output then consists of
both the wavelengths, which can be separated using another such filter. We
use interference filters at several other points in our setup to combine two
different wavelengths, as for example, D1-D2 cooling and repump beams;
push-beams at 767 nm (*K) and 780 nm (¥’Rb). The two push beams need
to be combined since both Rb and K would share the same "science cham-
ber” [22]. Frequency shifts for various transitions (Fig. 3.1) is done using
acousto-optic modulators (IntraAction Corp : ATM-801A2) in either a single
or double-pass AOM configurations. To improve the coupling efficiencies
of laser beams with fiber-couplers, AOM’s etc, beam waists are collimated

using telescopic arrangements.

3.3 Frequency Stabilization of our Diode Lasers

As in any experiment in atomic physics, locking lasers to a well-defined fre-
quency and minimizing the frequency jitter is crucial to our experiments.
Our diode lasers are frequency stabilized using saturated absorption spec-
troscopy technique (SAS). The absolute frequency reference in each case is
chosen from one of the atomic transitions between the hyperfine levels. In
the following subsection, a general description of the SAS technique along

with its utility in laser frequency stabilization is presented. We illustrate this
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technique by presenting the experimentally measured saturated spectrum of
both D1 and D2 lines in 3°K.

3.3.1 Saturated Absorption Spectroscopy

We consider a gas of atoms inside a vapour cell, which is heated above room
temperature (for our experiment, the K vapour cell temperature is ~ 62°C).
These warm atoms follow the Maxwell-Boltzmann velocity distribution. If
we consider a laser beam propagating along the +z axis, then an atom that
has a non-zero velocity component v, in the z direction would effectively
absorb radiation of frequency wy, given by:

Wi = W (1 n %) (3.1)

where wy is the resonant absorption frequency for an atom at rest and c is
the speed of light. Since the positive z-axis points along the direction of laser
propagation, we see that atoms moving towards the laser (v, < 0) will res-
onantly absorb radiation frequency wy < wyp. Thus, wy, is blue-shifted to wy
due to Doppler effect. Likewise, atoms moving away from the laser beam
see the frequency red-shifted. If we scan the laser frequency across an atomic
resonance, a wide range of laser frequencies will be absorbed due to the ran-
dom motion of the ensemble of thermal atoms. This effect, which tends to
mask the more subtle features of an absorption spectrum (such as hyperfine
transitions) is known as Doppler broadening (Fig. 3.4a).

Saturation spectroscopy [31, 18] is a high-resolution spectroscopy to cir-
cumvent Doppler broadening. The optical setup implemented in our exper-
iment is shown in Fig. 3.3. Two counter-propagating laser beams derived
from a single source are sent through a K-vapour cell. One of the beams is of
high intensity, known as the "pump” beam while the other low intensity beam
is called the "probe’ beam. The probe spectrum is measured using a photo-
detector. In our experiment, we used a probe beam five to ten times less in-
tense than the pump beam. The frequency of pump beam is shifted using an
acousto-optic-modulator (AOM) in a double-pass configuration. The same
AOM is also used to dither the frequency of the pump beam, while scanning
the laser frequency, so as to obtain 'derivatives’ of spectral features that are
being scanned. These derivatives contain information about the deviation
of laser frequency from resonance and are discussed in §. 3.3.4. To first un-
derstand the principle of SAS, we assume for simplicity that both probe and
pump beams have the same frequency i.e. the pump beam can be thought
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FIGURE 3.3: Schematic of our saturated absorption spectroscopy setup, used to
frequency stabilize our D2 repump laser. A similar setup is used for D1 laser
(Fig. 3.2). The weak probe and strong pump beams are aligned so as to have
maximum overlap inside the vapour cell. The angle between the two beams is
exaggerated in this figure. Pump beam is frequency shifted using a double-pass
AOM scheme. The same AOM is used to frequency modulate the pump so as
to generate derivatives of spectral features while scanning the laser frequency.
This derivative signal is electronically processed to generate feedback correction
signals for laser frequency.

of as 0" order of the AOM. If the laser is off resonant, then both the counter-
propagating probe and pump beams get absorbed by atoms of different ve-
locity classes. However, when the laser is on resonance, they shall interact
with the class of atoms whose velocity component along the axis of beams
is zero (eg: v, = 0). This is the heart of saturation spectroscopy: when the
laser is on resonance with the v, = 0 class of atoms, there is a sharp decrease
in absorption of probe beam (seen as a sharp increase in the signal intensity
transmitted to the detector). This happens because many of the atoms in the
common velocity class are pumped out of the ground state by the intense
pump beam, and hence, do not absorb any photons from the resonant probe
beam. Note that this only happens because the pump and probe are inter-
acting with the same velocity class of atoms: in this case those with v, =
0. If the laser is off resonance, this feature is not present, and the spectrum
will not contain sub-Doppler features. If we slowly scan the laser frequency

across the atomic resonance, then we expect to see at the detector, a Doppler
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broadened probe absorption with sharp peaks riding on top of the signal cor-
responding to hyperfine transitions (see figure. 3.4 (b,c)). This is the saturated

spectrum !

3.3.2 Ground and Excited Crossover Transitions in saturated

spectroscopy

Crossover dips are an important feature of a saturated absorption spectrum.
Excited state crossovers occur when two excited levels (say |e1) and |ez))
share a common ground level (|g)) and the separation between those excited
levels is less than the Doppler linewidth. Let the transition frequencies from
|g) to |e1) and |ez) be wq and w; respectively. For a laser with frequency wr,
such that w; < wp, < wy, there will be atoms with velocity v,; for which the
pump frequency is red-shifted to w; and atoms with velocity —v,, for which
it is blue-shifted to w,. Similarly, the probe beam would interact with atoms
with velocities —v,; and +wv,, with probe frequency red-shifted and blue-
shifted to wj and w; respectively. Hence, each of the probe and pump beams
shall interact with two different classes of atoms at the same time. Clearly,
there will be some laser frequency wc for which the same group of atoms
are resonant at w; with the probe and w; with the pump. There would be
another class of atoms resonant at w; with the pump and w; with the probe.
In both the cases, the intense pump beam depletes the atoms in the ground
state thereby leading to dip in the probe absorption. The crossover frequency
wc can be shown to be equal to (w1 + wy) /2.

Alkali atoms like Rb, Cs and Na have have multiple crossover dips in
their saturated absorption spectrum with each feature occurring at a crossover
frequency lying midway between two excited levels. In these atoms, the
ground hyperfine levels lie outside the Doppler linewidth (eg:- In Rb, room
temperature Doppler width is 561 MHz whereas the ground hyperfine lev-
els are 6.83 GHz apart). In contrast, isotopes of K and Li have ground state
splitting smaller than their Doppler linewidths (eg:- *K has a Doppler width
of ~ 800 MHz at room temperature while the ground state levels are sepa-
rated by 461 MHz). As shown in figures. 3.4 (b,c), the D2 and D1 spectra of
3K exhibit spectral features lying midway between the absorption features
that correspond to excited state transitions of the two hyperfine levels. These
features are inverted i.e. show an increased absorption of probe beam in the
presence of pump. Such spectral features correspond to crossover transitions
between ground states: they occur when two ground states share a common
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excited state and the ground states separation lies within the Doppler width.
For ¥K, the crossover frequency in the ground state wcg can be given as
(w1 + wy) /2 where w; » are the transition frequencies from F = 1 and F = 2
to a common excited level. An explanation for increased probe absorption at
this frequency is as follows: at wi, = wcg, there would be a common velocity
class resonant at w; with the pump and w; with the probe. The pump beam
being at higher intensity, optically pumps this class of atoms from the F =1
to F = 2 ground state. At F = 2, the atoms interact with the resonant probe
and hence there is more absorption. There would be another class of atoms
resonant at w; with probe and w, with pump. These atoms are optically
pumped to F = 1 ground state where they again interact with probe, leading

to absorption.

3.3.3 Saturated Spectrum for D1 and D2 lines in ¥K

Possible transitions in the saturated absorption spectrum of °K are shown in
table 3.1. Based on Fig. 3.1, transitions connecting F = 1 — F’ can be used
for generating a repump beam while those connecting F = 2 — F’ can be
used for generating a cooling beam.

Transitions of the form 2 — 12,1 — 12 etc. are the excited state crossovers
and, if properly resolved, appear as peaks in the probe transmission spec-
trum on the corresponding cooling and repump lines. On the other hand,
transitions of the form 12 — 1, 12 — 2 indicate ground state crossovers and
appear as dips in the probe transmitted intensity. It is worthwhile mention-
ing that due to narrow hyperfine splitting in the excited states (*P3,, and
2P, /), not all peaks shown in the table are resolved using spectroscopy tech-
niques. As shown in Fig. 3.4, our measured D2 spectrum shows two single
unresolved peak features corresponding to 425, /0, F=2— 42Pp; /2 (cooling
line), 42S; /5, F = 1 — 42P;, (repump line) and one unresolved dip that cor-
responds to a ground state crossover at 425, /5, F = 12 — 42P; , transition.
The individual peaks / dips in each of these features are masked due to nar-
row separation among various transitions (see table 3.1). This further supports
our claim that individual F — F’ transitions are difficult to isolate on the D2 line.
D1 spectrum is better resolved when compared to D2: all three dips of the
ground state crossover feature are visible; a strong transition is also observed
at F = 2 — F/ = 12 excited state crossover on the cooling feature. The re-
pump feature, however, is not well-resolved and appears as a single peak in
the spectrum.
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D2-line transitions
F—-F Detuning (MHz)
21 -189.1
2172 -184.45
D1-line transitions 22 -179.8
F—>F Detuning (MHz) 2 —2'3 -169.3
21 -207.9 23 -158.8
2172 -180.1 12 =071 40.15
22 -152.3 121 41.75
121 22.95 12— 02 44.8
12— 172 50.75 12 —-172 46.4
12 -2 78.55 12 -2 51.05
1->1 253.8 12 —-173 56.9
1—-172 281.6 12 - 2'3 61.55
1—-2 309.4 1—-0 269.4
1—-01 271
1—=1 272.6
1—-172 277.25
1—-2 281.9

TABLE 3.1: Calculated transitions on D1 and D2 lines of ¥K, expected in a sat-
urated absorption spectroscopy. Adapted from [32]. The levels denoted with ’
refer to excited states. Left: D1-line transitions (425 /2 — 42p /2)- The detuning
values are with respect to center frequency wy at 770.108 nm. Right: D2-line
transitions (42S1 /o — 42P;,), where detunings are with respect to wy at 766.701
nm. As evident, the separation between various hyperfine transitions on the
cooling, repump or ground crossover is of the order of natural linewidth and as
such quite challenging to individually resolve using SAS.
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FIGURE 3.4: Measured D2 and D1 spectrum using SAS.(a) Doppler-broadened
probe absorption. (b) Saturated absorption features on the D2 line. Although,
cooling, ground crossover and the repump features are visible in the otherwise
broadened spectrum, those features by themselves are not resolved into individ-
ual peaks and dips. (c) Saturated absorption features on the D1 line. D1 features
are somewhat better resolved compared to their D2 counterparts: On the cool-
ing feature, the excited crossover transition is clearly visible; All three ground
crossover transitions are resolved. The repump transitions remain unresolved.
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3.3.4 Using SAS for laser frequency locking

1. Shifting the Pump frequency: In our SAS setup’s, the pump beam
passes through a double-pass AOM stage such that it is up-shifted in
frequency by an amount equal to twice the AOM frequency. We set our
AOM'’s at carrier frequency of 80 MHz for both our SAS setup’s. There-
fore, our probe frequency wprgpe is set at laser frequency wi, while the
pump frequency wpump is up-shifted to wy, + 2waom. In the laboratory
frame, there would be some velocity class of atoms that would be res-
onant to both the pump and probe frequencies, in that, one of them is
red-shifted while the other is blue-shifted. With reference to Fig. 3.5,

the laser frequency for such a velocity class can be derived as:

Assuming the velocity to be along positive z direction, probe beam
would be resonant if:

Wo = Wprobe + kv

= wy + kv

where wy is an atomic transition frequency and kv is the Doppler blue-
shift. Similarly, the pump beam would be resonant to the same velocity
class if :

= wr +2waopm — kv

This gives the laser frequency as:

WL, = Wy — WAOM (3.2)

Hence, in our saturated spectroscopy setup, diode lasers when “locked’
to a particular transition (wp), are red-detuned from resonance by an
amount equal to the AOM carrier frequency, which is 80 MHz in our

case.

2. Modulation of Probe Signal: Besides frequency shifting,the same AOM
can also be used to add a frequency dither to the pump beam. This is
achieved by frequency modulating the carrier signal of the AOM, with
a modulation frequency much smaller than that of the carrier. In our

setup, a modulating signal with frequency wp between 15-25 kHz is
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FIGURE 3.5: Conceptual schematic for laser frequency absorbed by a velocity
class of atoms that see both probe and a shifted pump beam.

applied on the 80 MHz carrier frequency. This in turn causes a vari-
ation in the frequency of the pump beam. The frequency deviation is
proportional to the amplitude of modulating signal. Modulation of the
pump also changes which velocity class of atoms shall resonantly inter-
act with both the probe and the pump beams. That means, the probe
frequency 'resonantly” seen by the atoms also changes, depending on
which velocity class is being pumped, and this change occurs at the
same rate as wp. In other words, modulations imposed on the pump,

are mapped to the probe spectrum as well.

If we now slowly scan the laser frequency across resonance and moni-
tor the probe absorption on a photo-detector, we would observe the ab-
sorption signal to be frequency modulated as well. This is illustrated in
Fig. 3.6, whereby a saturated-spectroscopy feature is shown as a func-
tion of laser frequency sweep, with a fast modulation superimposed
on it. In our experiment, the scan signal is a slowly varying triangular
signal (typical frequency: 0.5 Hz) that is applied to the piezo input of
the laser. The modulating signal on the other hand is a sinusoid with
frequency wp of the order KHz. Thus, the probe frequency oscillates
around a given laser frequency (which is set by the scan voltage), such
that the frequency deviation from the laser frequency is proportional to
the amplitude of modulating signal while the rate at which it oscillates
around this laser frequency is given by the modulation frequency. Now,
as absorption of the probe beam is a function of probe frequency, what
we observe on the detector is a modulated probe intensity. The ampli-
tude of this intensity modulation depends on how much the absorp-
tion changes as a function of probe frequency and thus, is proportional
to the slope of the spectroscopic feature. In other words, the envelope
of modulated probe signal is the derivative of the spectroscopic feature. This
derivative contains two important pieces of information: (1) The sign

of the derivative signal indicates which side the laser frequency is with
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respect to resonance. A positive value indicates a rising slope of absorp-
tion curve, implying laser frequency to be on the left side of wy, that is
below resonance. A negative value would indicate a falling slope, im-
plying laser is above resonance'. This is also evident from Fig. 3.6, that
the modulations in probe amplitude are 180 degrees out of phase on ei-
ther side of resonant frequency. (2) The magnitude of derivative signal
is a measure of the deviation from resonant frequency. At wy = wy,
the derivative equals zero and the modulations in probe intensity are
absent. When the laser deviates from resonance, the derivative has a fi-
nite value. Far from resonance, the spectroscopic feature itself is absent
and thus, the derivative is again zero. Both the sign and magnitude of
the derivative can hence be used in locking the laser to a particular fre-
quency of interest. The important part is to be able to extract this signal
from the modulated probe signal, which is done electronically.

The key points of the above discussion, in a nut shell are: Modulating
the pump frequency using AOM also induces modulations in probe
frequency. The envelope of the frequency modulated probe signal is the
derivative of the spectroscopic features. By electronically extracting this
derivative signal from the modulated probe spectrum, one can generate
teedback control signals to get the laser locked onto the frequency of
interest. We next describe how, well known techniques such as lock-in
detection [33] can be used for this very purpose.

3. Demodulation of Probe signal using Lock-In Detection: Lock-in de-
tection involves demodulation of the probe spectrum so as to extract
the amplitude as well as phase of the envelope of the modulated probe
signal. The extracted signal is the derivative of the spectroscopic feature
which, as discussed before, can be used in laser frequency stabilization.
Demodulation is done using a ‘lock-in amplifier’, also called a phase-
sensitive detector. This amplifier primarily comprises of an internal
oscillator / signal generator, a mixer circuit and a low pass filter circuit.
The internal oscillator generates the modulation signal to dither the car-
rier frequency of the AOM (the same AOM that shifts the frequency of
the pump beam). The atomic response to this dither is in the form of a
modulated probe signal, which is one of the inputs to the mixer circuit.
The second input applied to the mixer circuit is a phase-shifted version

IThese interpretations are valid for features that give ‘peaks’ in the saturated spectrum.
For ground state crossover transitions, a positive slope shall imply that laser is on right side
of resonance and vice versa for negative slope.
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FIGURE 3.6: A conceptual scheme showing modulation of probe signal by fre-
quency dithering the pump beam, in a saturated absorption setup. The blue
trace is a theoretical curve corresponding to some spectroscopic feature of the
probe and obtained by a slow frequency scan. The black traces correspond to
fast modulations in the probe that occur around a given laser frequency. As
the probe frequency oscillates up and down around a given frequency, so does
the probe intensity, resulting in a frequency modulated probe signal. These are
shown by the brown trace. The amplitude of oscillations are proportional to the
slope of the spectroscopic feature. As shown, the modulations on either side
of the resonant frequency wy are 180 degrees out of phase. At the resonant fre-
quency, the slope of the absorption line is zero and hence the modulations are
also absent.

of the same AOM modulation signal. The second input is called the
‘reference signal’. The reference and the modulated probe signal get
multiplied in the mixer and the output is passed through the low pass
filter such that only the DC component remains. The filtered output is
the derivative signal of interest. A block diagram for lock-in detection is
shown in Fig. 3.7. With reference to this figure, the modulated carrier

frequency of the AOM is given by:
waoM = wc + BAMm sin(th)

Here wc is the unmodulated carrier frequency (80 MHz in our setup)
and B is the modulation index. The modulating sine wave is generated

in the lock-in amplifier unit, with amplitude and frequency given by
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Anm and wp respectively. These modulations appear in the probe ab-
sorption spectrum as well, with the frequency-dependent, transmitted
probe intensity X(w) given by:

X(w) = X (wL + BAM sin(wpt))
= X(wr) + X' (wr) BAwm sin(wpt)

where first order Taylor expansion was done on X (w) by using the fact
that |wp | > BAm. This signal is then multiplied (mixed) with the ref-
erence signal. For coherent detection, the reference signal must have
the same frequency as the modulating signal. Denoting the reference
signal amplitude as Ar and the phase difference between the reference

and modulating signals as ®, the mixer output M is:

M = X(w) x Agsin(wpt)
= <X(a)L) + X/(C(JL)‘BAM sin(th)> X AR sin(th + CD)
= ARX(CU) sin(th + (I)) + ‘BAMARX/(C(JL) Sil’l(th) Sil’l(th + qD)

= ArX(w) sin(wpt + P) + %[SARAMX'(wL) (cos(CI)) + cos(2wpt + <I>)>

The mixer output contains a DC component and two high-frequency
components. Higher terms are filtered out through the low pass filter
stage (filter cut-off frequency < wp). The DC portion that remains,
corresponds to the component in the probe spectrum at the modulation

frequency, and is given by:
Y = %IBARAMX/(CUL) cos(®) (3.3)

The final output of the lock-in detection, as seen from Eqn. 3.3, is pro-
portional to the derivative of the absorption feature. Zero crossings of
this signal correspond to resonant frequencies. By properly adjusting
the laser scan, one can zoom in on a spectral feature that is of interest
and observe the corresponding lock-in amplifier output. In the context
of electronic control systems, this lock-in output is popularly called an
‘error signal’, in that it corresponds to the deviation of laser frequency
from resonance. The error signal is then taken by electronic controllers
to generate appropriate feedback for mechanical (eg: diffraction grat-
ing) and / or electrical (eg: current) components of the laser to keep the

laser frequency constant.
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FIGURE 3.7: Demodulation of probe signal to extract the derivative / error sig-
nal. Not shown in the figure is the frequency shifting of pump beam, done using
an AOM in a double-pass configuration (see Fig. 3.3). The frequency dither of
this AOM-carrier frequency is achieved by applying an external signal as an
input to the frequency modulation (FM) unit of the RF-driver that controls the
AOM. Consequently, this results in the intensity modulation of the saturated
features in the probe spectrum, with modulations occurring at the frequency
of the external (modulating) signal. By multiplying the modulated probe with
a reference signal (which is the phase-shifted version of the modulating signal
and has the same frequency as the modulating signal), followed by suitable fil-
tering, we can extract the derivative of spectroscopic features. The derivative is
proportional to both the amplitude of modulating signal as well as the phase dif-
ference between modulating and the reference signal. Further, the modulating
and the reference signals are generated from the same oscillator, hence the de-
tection is coherent. The extracted derivative signal, also called the “error signal’,
can be used by active PID based servo controllers to lock the laser frequency
onto a chosen spectroscopic feature. Typical frequency control requires both fast
and slow correction to the laser frequency. These corrections are applied to laser
current and piezo respectively. In this way, a closed feedback loop scheme is
achieved.
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4. Active Feedback Frequency Control: Our D1 and D2 lasers are semi-
conductor based extended cavity diode lasers (ECDL), with their op-
erating wavelengths set by: (1) the position of the diffraction grating
that determines the length of the external cavity. Which longitudinal
frequency-modes would be excited inside the cavity, depends upon the
length of the cavity itself. The grating position and hence the cavity
length can be modified by applying an electrical signal to the piezo-
electric transducer (that is attached to the grating), thereby changing
the laser frequency. (2) Injection current that flows through the active
region (gain medium) of the laser diode. Changing the injection current
changes the gain-profile of the active medium. Since the frequency-
modes that are sustained inside the laser cavity are the convolution of
the gain profile of the laser-current, the external-cavity and the internal-
cavity of the laser diode, the laser frequency changes upon change in in-
jection current.” An “active frequency stabilization”, therefore, refers to
sending appropriate electronic feedback to both the piezo and the cur-
rent components of the laser so as to maintain the frequency to the de-
sired value (more precisely, keeping jitter around the center frequency
as low as possible). The basic idea behind any electronic controller is
this: to minimize the deviation of a physical variable, which is the out-
put of the system (temperature, intensity, frequency, displacement.....etc.)
with respect to the desired output value (‘reference’) by modifying the
actuator (process) that drives the output. In the context of laser fre-
quency stabilization via saturated spectroscopy, the desired output laser
frequency (reference) corresponds to the spectroscopic features due to
the hyperfine transitions (Fig. 3.4); the lock-in output signal obtained
in Eqn. 3.3 is the measure of deviation from the reference frequency;
the piezo voltage / current act as actuating signals. The feedback con-
trollers used in our experiment are the ubiquitous proportional-integral-
derivative (PID) type [34]. The PID loop generates correction signals in
such a way so as to keep the error signal zero or near-zero (the zero
crossing corresponds to resonant frequency). The correction to laser
frequency using a mechanical piezoelectric transducer is a slow correc-
tion (as the piezo has some inertia), while that due to current is a fast
correction. Hence, two PID controllers of different bandwidths, one for
piezo (slow PID) and the other for current (fast PID) are employed.

2The operating wavelength is also dependent on the temperature of the laser diode and
for stable operations, this temperature must be stabilized.
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3.4 Locking the D1 and D2 diode lasers

To observe the saturated-absorption features on the D1 and D2 lines, we first
set the wavelengths of the two diode lasers close to the corresponding D2 and
D1 transition wavelengths. This is done by adjusting both the laser-diode
injection-current as well as the DC voltage applied to the piezoelectric trans-
ducer, while monitoring the laser wavelength on the wavelength-meter. As
mentioned earlier, the former changes the gain-profile of the active medium
in the semiconductor diode while the latter changes the length of external
cavity. Our wave-meter (Bristol Instruments) is precise to one-thousandth
of a nanometer. The measured wavelengths and the corresponding current
and piezo-voltages are given in tables 3.2 and 3.3. The laser frequency can
be ‘scanned’ by applying a triangular ramp signal on top of the DC offset
voltage that drives the laser piezo. We measured the frequency to voltage
sensitivity of our Toptica lasers to be approximately 400 MHz / V,ie. a1V
ramp signal would scan the laser frequency by about 400 MHz around the
center frequency that was set by the DC offset voltage.

The optical setup for implementing SAS technique is shown in Fig. 3.3.
If we block the pump beam and monitor the absorption of the probe after
passing through the vapour-cell by scanning the laser frequency, we see a
Doppler-broadened probe absorption, as shown in Fig. 3.4(a). The depth of
absorption is related to the density of K atomic vapour which is controlled via
the temperature of the vapour-cell, while the linewidth is dictated mainly by
the Doppler-broadening. In the presence of the pump beam (having a high
intensity relative to the probe beam), SAS features occur on the otherwise
Doppler-broadened spectrum. The probe-pump powers optimised for our
setups are given in the tables. If the probe power is high, the spectrum can
get power-broadened leading to poorly resolved SAS features. Figures 3.8
(a,c) show the measured SAS features on the D1 and D2 lines of K along
with the error / derivative signals for each feature.

In order to lock the laser frequency to the feature of interest, we can adjust
the DC offset (also called ‘scan offset’) and the scan amplitude values such
that only the desired feature is centered within the scan (Fig. 3.8 (b,d)). At
this point, the scan is disabled while the PID loops are engaged. The PID
controllers force the error signal to zero volts (+ few tenths of mV around
0) and try to maintain this value. The zero error signal corresponds to the
resonant frequency of the lock feature and hence, laser is ‘locked’ to this res-

onance.
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We lock our D2-repump diode laser to the feature that corresponds to
2S1,5,F =1) — |?P3/,) transition. Similarly, the D1 laser is locked to the
251/, F = 2) — |?Py s, F' = 12) transition which is the excited state crossover
feature. The frequencies of the D2-repump and D1 lasers locked to such
atomic transitions can be calculated in the following way:

Let wR? denote the frequency of the |F =1) — |F =2) transition (re-
pump) on the D2 line. From the table 3.1:

wR? = w? +281.9 MHz (3.4)

Here w(l))2 is the center frequency of the D2 line (391 THz) that corre-

sponds to A = 766.701 nm. Denoting the locked D2-repump laser frequency

D2
R, laser

by w and using equations 3.9 and 3.2, we can write:

D2 _
wR,laser = WyrR — WAOM

= wh? +281.9 MHz — 80 MHz
= wy? 4+ 201.9 MHz (3.5)

where we have setup the AOM carrier frequency at 80 MHz. Eqn. 3.5 implies
that the D2 repump laser is locked 80 MHz below the repump transition.
However, as the individual hyperfine transition peaks are not resolved in
the D2-SAS (Fig. 3.4(b)), our laser is not precisely locked with respect to the
repump transition, rather to the excited D2 manifold (|?Ps/,)) as a whole.

Therefore, a detuning parameter § must also be added to w%as o Which can
be experimentally determined. In other words,
WRGaser = WG +201.9 MHz — § (3.6)

D1
laser)

We apply the same reasoning to the frequency of the D1 laser (w
which is locked to excited crossover transition |F =2 — F/ = 12) on the D1
line:

WPl = WPt —180.1 MHz (3.7)

where w];iﬂ,z, is the excited crossover frequency, wy! is the center frequency
of the D1 line (389 THz) that corresponds to A = 770.109 nm.
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D1
Wiaser — W12/ — WAOM

= wy'! —180.1 MHz — 80 MHz
= wP —260.1 MHz (3.8)

It is to be noted that this crossover transition is well-resolved and hence
wPl is precisely red-detuned by 80 MHz (AOM carrier frequency) with re-

spect to the resonant crossover frequency.

3.4.1 PID Controllers: Polarity Selection

As mentioned before, in order to lock our laser frequency to the desired tran-
sition, we use a slow-PID that sends feedback to laser piezo and a fast-PID
that feedbacks to the laser current. ‘Slow” and ‘fast’ refer to the bandnwidth
of the PID controller loops, that is, the range of frequencies over which the
controller’s action is effective. In case of laser frequency stabilization, the po-
larity of a PID controller (positive or negative) refers to the action of the con-
troller on the laser frequency with respect to the direction of the scan [35]. As
stated in §. 3.4, we scan our laser frequency via the piezoelectric transducer.
Applying a positive (negative) scan signal to the DC-offset voltage increases
(decreases) the laser frequency. The correct polarity of a controller is one
where an increased controller output acts in the same direction as the direc-
tion of the scan. Since, our slow PID also acts on the same piezo transducer,
its polarity setting should by default be set to positive. For the case of diode
injection-current, an increasing (decreasing) current results in decreasing (in-
creasing) laser frequency (we observed this using the wavelength-meter).
This suggests that the current PID polarity should be set to negative. Setting
the correct polarity of both the PIDs is crucial to laser locking. The quality of
a lock depends upon the slope of the error signal: the more gradual (steeper)
the slope is, the easier (difficult) it is for the controller to ‘pin’ the error signal
to zero. An incorrect controller polarity distorts both the spectral features
and the associated error signals, in that the features get narrower as the error
signals get steeper.

To determine the polarity of each controller, we compared the signals that
are obtained during the regular scan (PID controller is off) with the signals
obtained when the controller is on. This was done for both the controllers. In

each case, only the proportional component (P) and the overall gain (G) of the
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controller were given a finite value while the integral (I) and the derivative
(D) contributions were set to zero. Figure 3.9 shows the effect of polarities
of our current and piezo PID on the shape of the spectral feature and the
corresponding error signal. The spectral and the error signals correspond to
the excited crossover peak on the cooling feature of the D1 line. As can be
seen from Fig. 3.9 (a), with the current-PID controller enabled, the saturated-
absorption feature gets wider (narrower) with respect to the regular scan fea-
ture when the polarity is negative (positive). Correspondingly, the error sig-
nal Fig. 3.9 (b), becomes flatter (steeper). This verifies that the correct polarity
of the current-PID is negative. Similar approach was followed for the slow
PID (Fig. 3.9 (c,d)) whose polarity is determined to be positive.
Alternatively, the polarity of a controller can also be understood in terms
of the direction of the controller’s output as the error-signal deviates from
zero. As an example, we consider the undistorted error- signal of Fig. 3.9(b),
around the resonant feature of Fig. 3.9(a). The zero error value corresponds to
laser frequency locked to the resonant frequency. If this error-signal becomes
greater than zero, the laser frequency falls below resonance and hence the
correction signal of the current-PID should be such that it increases the laser
frequency. This means the injection current must be decreased. If the error-
signal falls below zero, the laser frequency goes to the right of resonance and
the applied current correction must decrease the laser frequency, thereby the
injection current should increase. In other words, the current correction sig-
nal follows the direction opposite to that of the error feature and hence, the
current-PID polarity is negative for the considered saturated-feature. Simi-
larly, we can argue that the piezo-PID should have a positive polarity for the
same feature. It is also important to remember that the correct polarity is a func-
tion of the spectroscopic-feature to which we intend to lock our laser to. Had we
considered locking to the ground crossover transitions on the D1 or D2 lines,
we would have to set our current controller to positive polarity and the piezo

controller to negative polarity.

3.4.2 Choosing PID Parameters

In addition to the slope of the error-signal, the lock performance of a PID-
controller also depends upon the gain settings of the proportional (P), inte-
gral (I), derivative (D) and the overall gain (G) parameters. A good quality

lock is obtained by iteratively increasing these gains up to the point where
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we see no oscillations appearing in the error-signal and thus, in the corre-
sponding modulated-probe signal. The idea behind this is the fact that an
error-signal is essentially a DC signal. Oscillations at higher frequencies due
to strong correction signals will appear as noise on the slowly varying enve-
lope of this signal, thereby leading to fluctuations in the laser frequency. For
our laser locking setups, the lock quality (‘good” or ‘bad’) is mainly affected
by the parameter settings of the fast current-PID controller. The slow-PID
has a bandwidth of the order 1 KHz [35] and thus the control action is lim-
ited in terms of speed: we simply set this PID to moderate parameter gains,
that are given in tables. 3.2 and 3.3. The current controller, on the other hand
has bandwidth of the order 25 KHz (typical of most fast PID’s) and responds
quickly to any change in its polarity or gain settings. To optimize the lock
parameters of the current-PID, we monitored the error-signal both in time
and frequency domain using the digital oscilloscope functionality provided
in Toptica DLC PRO software. Here it is important to mention that using
the frequency response of the error-signal is a more reliable way to optimize
PID gains than using the frequency response of the modulated-probe signal
itself. The reason lies in the fact that the modulated-probe contains frequency
components at the the modulation frequency as well as the harmonics, which
are generally higher than the controller bandwidth. Since, we are mainly in-
terested in monitoring oscillations that occur within the bandwidth of the
current-PID, sampling the modulated-probe signal at frequencies below the
Nyquist frequency leads to aliasing effects: hence, we see signals that are ac-
tually at other frequencies. To avoid this confusion, it is appropriate to mon-
itor the frequency components of the error-signal, which being a DC signal,
is immune to aliasing.

The PID gains should be high enough to compensate for any change in
laser frequency due to external disturbances but not so high so as to in-
troduce oscillations in the error-signal. For our D2-repump laser, the opti-
mized parameters for locking to the feature of Fig. 3.8(b) are listed in table
3.2 with the frequency response of the corresponding error-signal shown in
Fig. 3.10(a). At this setting, only the DC component is present with no oscil-
lations at high frequencies. To get these optimized values, we started with
all parameters being set to unity. Next, the P and G values were gradually
increased, in no particular order, till higher frequency components appeared.
At this point, we can reduce either P or G till oscillations stop or are signifi-
cantly diminished. To be able to increase the P and G values further without

letting oscillations to appear, we now increase the I and D gains. The integral
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and derivative components improve the system’s response at low and high
frequencies respectively. After increasing I and D, we can again increase P
and G values till we see oscillations. Alternatively, we can set the system into
oscillation by using a high P or G value, and then increase I or D gains so
that the oscillations can stop. By iterating between the two approaches, we
zeroed in on the parameter values listed in the table.

For the D1-laser, the PID gains for locking to the feature of Fig. 3.8(d) are
listed in table 3.3 with the frequency response of the corresponding error-
signal shown in fig. 3.11(a). The frequency responses shown in the figure
are different from their D2 counterparts in two aspects: (1) A low frequency
component of around 2.8 kHz is present, the peak of which increases at high
P and G values. (2) Higher frequencies do get excited at high gain settings,
however, their amplitudes are significantly smaller than the 2.8 kHz signal.
For the D1-laser SAS setup, the modulated-probe signal from the photodi-
ode is not directly fed into the lock-in amplifier unit of the DLC Pro laser
controller. Rather it first passes through an external signal-conditioning cir-
cuit that includes an amplifier and a low-pass filter stage. The output of this
conditioning circuit then goes to the lock-in amplifier input. The 2.8 kHz
happens to be the cut-off frequency of the external low-pass filter.

3.5 Beat Frequency Stabilization of the Tapered-
Amplifier Laser

As shown in Fig. 3.2, we use a tapered-amplifier laser (TA PRO) to generate
the cooling beam on the D2-line. In addition, beams for absorption-imaging
(to determine the number of trapped atoms in the cloud as well as the tem-
perature); optical-pumping (to pump the atoms into magnetically trapable
2515, F = 2, mp = 2) state); and pushing the collimated-beam from the 2D-
MOT to 3D-MOT chamber are all generated from this TA PRO laser. These
transitions are shown in Fig. 3.1.

The laser consists of two main components: a seed laser, which is an ex-
tended cavity type diode laser, and a tapered amplifier unit. The seed laser
beam goes to the input of the amplifier and the amplified beam is then the
final laser output. The optics for directing the seed beam to the amplifier
input is all internal. Since the seed laser is the standard diode laser, we ad-
just its wavelength via the diode injection current as well as the DC volt-
age that is applied to the piezo-transducer. We stabilize the frequency of
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Laser Parameters

Piezo Voltage * 39.127312'V
Set Current 312.32619 mA
Set Temperature ” 20.000000 °C
Measured Wavelength 766.701 nm
Optical Setup

Vapour-cell temperature 62°C

Probe power 0.028 mW
Pump power 0.200 mW
AOM-carrier frequency 80 MHz
Single-pass AOM-diffraction

efficiency 0.7

Scan Parameters

Scan Frequency 0.4 Hz

Scan Offset 39.127312V
Scan Amplitude 1.880022 V
Lock-in detection parameters

Modulation Frequency (wp) 25000 Hz
Modulation Amplitude (Ayp) 03V p-p
Phase Difference (®) 150 °
Peak-Noise Tolerance 0.01398 V
Current-PID Settings

Gain 3.0

P 45mA/V

I 10.0mA /V / ms
D 10.5mA /V x us
Polarity Negative
Piezo-PID Settings

Gain 0.7

P 14V /V

1 20V /V /ms
D 10V /V x s
Polarity Positive

TABLE 3.2: Details of D2-line spectroscopy setup

"Laser wavelength can shift occasionally due to variations in the surrounding temper-
ature, humidity, stray magnetic fields...etc. and thus, when this happens, the current and
piezo settings need to be changed to get the desired wavelength back. Thus, the piezo-
voltage and current values listed in the table are not permanent and can change when re-

quired.

"Fine adjustment of laser-wavelength can also be done by increasing or decreasing the

temperature of laser diode chip by £0.1 — 0.4° [35], however, to date, it has not been needed

for any of our three lasers.
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Laser Parameters

Piezo Voltage 63.464779 V
Set Current 309.20485 mA
Set Temperature 20.00000 ° C
Measured Wavelength 770.108 nm
Optical Setup

Vapour-cell temperature 62°C

Probe power 0.035 mW
Pump power 0.260 mW
AOM-carrier frequency 80 MHz
Single-pass AOM-diffraction

efficiency 0.7

Scan Parameters

Scan Frequency 0.15Hz

Scan Offset 63.464779 V
Scan Amplitude 1.453803 V
Lock-in detection parameters

Modulation Frequency (wp) 18000 Hz
Modulation Amplitude (Anm) 02Vpp
Phase Difference (®) 150 °©
Peak-Noise Tolerance 015V
Current-PID Settings

Gain 0.5

P 20mA /V

I 10.0mA /V / ms
D 10.0mA / V xpus
Polarity Negative
Piezo-PID Settings

Gain 0.4

P 07V/V

1 30V /V /ms
D 04V /V xus
Polarity Positive

TABLE 3.3: Details of D1-line spectroscopy setup
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FIGURE 3.8: (a): Measured saturated spectrum on the D2 line (blue) and deriva-
tive / error-signals (red) corresponding to each of the three features. The
saturated features from left to right correspond to |>Sy,5, F =2) — |*P3),)
(cooling), |2S1/5, F =12) — |?P3/,) (ground-crossover) and |?S;/,, F =1) —
2P3,,) (repump) respectively. (b): The scan offset and scan amplitude ap-
plied to the laser piezo are adjusted so as to ‘zoom in’ on the repump fea-
ture (rightmost in (a)). At this point, the scan is disabled and the PID-
controller loops are enabled so that the derivative of the feature gets ‘pinned’
to zero, thereby locking the laser frequency to the repump transition. (c):
Measured saturated spectrum features on the D1 line (blue) with the corre-
sponding derivative signals (red). The two resolved transitions on the left
are |2Sy5, F =2) — |?P;5, F' = {1,12}) ; the center feature shows ground-
crossover peaks at |2S;,5, F = 12) — |2P; 5, F' = {1,12,2}); the feature on the
right corresponds to [2S;,, F = 1) — |2Py,,) transition with individual peaks
that are not so well-resolved and hence are difficult to be identified explicitly.
(d): The scan signal adjusted so as to zoom in on the excited crossover transition
at |2Sy /5, F = 2) — |?>Py 5, F' = 1'2'). Our D1 laser is locked to this transition.

Error Signal(normalised)

Error Signal(normalised)
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FIGURE 3.9: Determining the correct polarity of our PID controllers: (a,b): Dis-
tortion of saturated-absorption feature as well as the error-signal as a function
of the current-PID polarity. The signals obtained via regular scan (solid black)
serve as reference signals. With respect to them, the saturated feature gets
broader and the slope of the error-signal gets flatter (both shown in dotted red)
when the polarity is negative. Conversely, for positive polarity, the saturated
feature gets narrower and the error-signal steeper (shown in dashed green) in-
dicating the correct polarity is negative. (c-d): Effect of polarity of the piezo
PID on the shape of the saturated feature and the corresponding error signal.
The correct polarity is positive with the corresponding signals shown in dashed
green. Coloring scheme similar to (a) and (b) is chosen.
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FIGURE 3.10: (a)-(c): Fourier transform of the derivative signal of Fig. 3.8 (b)
as a function of the PID settings of the current controller. (a): Only DC compo-
nent is present for the optimized parameter values listed in table 3.2. We can
observe a similar response at lower PID values, however, that could correspond
to a ‘weak’ lock. (b): Upon increasing the P value to ~ 7.5 mA / V and keep-
ing all others the same as in (a), oscillations can be seen around 4 and 9 KHz.
(0): Keeping I and D same as in (a) and setting G = 6.5, P = 5.5 mA / V, the
oscillations get stronger and could not be stopped by further increasing I or D
values. (d): Time response of the error-signal for PID settings of ((a): blue), ((b):
red) and ((c): green) respectively. Note the correspondence of the green curve
with the corresponding frequency curve in (c). Due to the presence of multiple
frequencies, the time-based error signal is in the form of a wavepacket.
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FIGURE 3.11: (a)-(c): Fourier transform of the derivative signal of Fig. 3.8 (d) as
a function of PID gain settings of the current controller. (a): A low frequency
component of around 2.8 kHz is visible for the parameters listed in table 3.3.
This corresponds to the cut-off frequency of the external low-pass filter circuit
that is used for signal conditioning the modulated-probe intensity. (b): Keep-
ing all other parameters same, the P gain was increased to 4 mA / V resulting
in the onset of oscillations at 15 and 22 KHz. Also, the low frequency compo-
nent increased. (c): At P =4 mA / V, G = 1.5, the low frequency component
gets stronger while small components at other frequencies are also induced. (d):
Time response of the error-signal for PID settings of ((a): blue), ((b): red) and
((c): green) respectively.
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our TA Pro laser in the following way: the D2-repump laser is locked to
the |>S;,5, F = 1) — |*P5,,) line using saturated-spectroscopy. Treating the
repump laser as the reference / master laser and the TA Pro as the slave
laser, we mix the beams from the two lasers so as to get a ‘beat-signal’,
which is the difference in frequency between the two lasers. By keeping the
beat-frequency constant (using dedicated electronics), we can stabilize the
frequency difference between the master and the slave lasers and since the
master-laser is already frequency-locked, the slave-laser also gets locked at a
constant frequency offset with respect to the master !! We now calculate the
desired beat-frequency:

The atomic repump and cooling transition frequencies on the D2-line are

given (using table 3.1), respectively, as:
wR? = wh? 4 281.9 MHz (3.9)

w? = wh? — 158.8 MHz (3.10)

We calculated the locked frequency of the repump laser in Eqn. 3.6 as:
WRaser = WG~ +201.9 MHz — 672 (3.11)

where the factor 62 accounts for the fact that the repump-laser is locked to
the entire D2-manifold as opposed to any individual level.

The generation of cooling beams requires some considerations: cooling
beams are generated for MOT and molasses stage with the resulting atomic
temperatures being the function of both laser power and detuning (Eqn. 2.7).
To have a flexible control over both laser power and frequency, we will use
AOMs in a double-pass configuration, and take the positive order of the sec-
ond pass as the cooling beam. Thus, the cooling beam will be up-shifted
in frequency by an amount equal to twice the AOM carrier frequency. We
typically set the AOM frequency at 80 MHz and thus, the cooling frequency
would be up-shifted by 160 MHz with respect to the cooling-laser frequency.
To compensate for this shift, we must lock the cooling-laser 160 MHz below
resonance. Moreover, D2-cooling requires the beam to be red-shifted by some
factor 627, the optimal value of which needs to be characterized experimen-

tally. We can thus, write the cooling-laser frequency as:

WP or = W2 — 158.8 MHz — 160 MHz — 627
= wy? — 318.8 MHz — 622 (3.12)
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D2 D2

R laser CL)C,laser can be cal-

Thus, the beat frequency wypear Which is equal to w
culated as:

Wheat = ( (wh? +201.9 MHz — 6R?) — (wf? - 318.8 MHz — 622) )
= 520.7 MHz + (622 — 6%?) (3.13)

It must be emphasized here that in Eqn. 3.13, the factor 687 is due to the re-
pump laser not precisely locked to the |F = 1) — |F = 2) D2-line transition.
The factor 5ch on the other hand, can be tuned externally by simply changing
the beat frequency. The beat frequency can be varied by changing the refer-
ence frequency, which is a part of the electronics stabilization circuit and is
discussed next.

The cooling laser has two outputs: the main amplified output beam with
~ 1.7 W power and a small fraction of the seed laser beam with ~ 2.5 mW
power. We split the output from the seed laser into two: one part is used for
wavelength-monitoring while the other part is mixed with the beam from the
repump laser, in order to generate the beat-signal (see Fig. 3.12). The beat-
signal is detected using a fast, 1 GHz bandwidth, Si-amplified photo-detector
(New Focus: 1601FC-AC, Courtesy: Dr. Davis lab). The detector-output
goes through a 5 V amplifier (Minicircuits: ZX60103PL-N+) and then to a
phase-locked loop (PLL) evaluation-board. The PLL board (Analog Devices:
EVAL4007EBZ1) consists of some internal frequency dividers and a phase-
frequency detector IC (Analog Devices: EVAL4007). The board receives two
inputs; the detected beat-frequency signal, which is applied at the RFyy in-
put and a reference signal (comes from Novatech 409B) which is applied at
the REFy input (see Fig. 3.12). The two frequencies: wpe,t Of the beating
signal and wyes of the reference signal, are internally divided by 8 and 2 re-
spectively. Both the frequency-divided signals are the inputs to the internal
phase-frequency detector circuit which generates at the output (CP_OUT), a
signal proportional to the difference in phase and frequency of the two in-
puts. This output is zero when the input signals have the same frequency
and phase. For the two signal inputs to the internal PLL chip to have the
same frequency:

5 X Wheat = 75 X Wref

= Wpeat = 4 % Wref (314)
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FIGURE 3.12: Optical and electronic setup for stabilizing the beat frequency be-
tween the two 767 nm lasers. The beat signal is generated by mixing the cooling
and repump laser beams and detected using a high speed photo-detector that
has a bandwidth of 1 GHz. The detector-signal is then amplified and goes to
the RFy input of the phase-locked loop (PLL) circuit, where it is compared with
a reference signal. The output of the PLL is proportional to the phase and fre-
quency difference between the two signals. The reference signal is the (scaled)
beat-frequency of interest and is generated using a computer-controlled signal-
generator, and applied at the REFyy input. The PLL-output is the error-signal in-
put for the PID-controller. The output of the PID-controller is then used to exter-
nally scan the cooling-laser such that the desired beat frequency is maintained.
In order to properly locate the locking-point, a low frequency sweep/scan sig-
nal, whose offset and amplitude can be adjusted, is added to the controller’s
output. We use an analog function-generator to generate this sweep signal. The
error-signal is monitored using an oscilloscope with the scope being triggered
using the same sweep signal. The images of various equipment are taken from
their manuals.
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The desired beat-frequency was calculated in Eqn. 3.13 and thus, the refer-
ence frequency should be 130.175 MHz +A, where A = 1 x (622 — 622).
By changing this reference frequency, we change the beat-frequency between
the two lasers and thus, the frequency of the TA Pro laser itself. As the MOT
cooling beams are derived from this laser (§. 3.6.1), the detuning of the cool-
ing beams with respect to the |F = 2) — |F/ = 3) transition can be changed
simply by varying the reference frequency. The Novatech generator has a 0.1
Hz resolution and hence, precise detunings can be achieved. This highlights
the power and flexibility of beatnote locking method: we can change the detuning of
the cooling beams on the scale of few tens of MHz without having to change any of
the associated double-pass AOM carrier frequencies (Fig. 3.2). This is quite essential
in the initial stages of implementing the 3D-MOT and molasses: by varying the de-
tuning of the cooling beams, we can characterize the number density of the trapped
atomic cloud.

The output from the PLL board is passed through a simple RC filter (R
=1 kO, C = 0.1 puF) and then goes as an input to a PID-controller (New
Focus: LB1005). It is logical to think of the PLL-output as an error-signal
since it is a function of the frequency (and phase) difference between the two
inputs and hence by maintaining it around 0, we make our beat-frequency
to satisfy the Eqn. 3.14. In this way, we frequency and phase lock our D2-
cooling and repump lasers. Lastly, to close the feedback-loop, the output of
the PID-controller is directed to the piezo-channel of the cooling laser. This
is done by keeping the internal scan disabled and enabling the ‘analog re-
mote control” option in the DLC-PRO interface. This allows to scan the cool-
ing laser externally via the servo controller output. We also use an analog
function generator (Dynascan Corporation 3020) to add a sweep signal (of
about 10 Hz) to the PID-output.When the PID loop is disabled, the output
of the controller is only the sweep signal which then scans the cooling laser
and we can monitor the error-signal as a function of the cooling-laser fre-
quency. Our PID-controller also has the capability to shift the sweep center
or to increase/decrease the sweep amplitude.This allows to locate the lock-
point of interest. Upon enabling the PID-loop, the correction signal adds to
the sweep signal in such a way so as to keep the relevant error-signal to zero.
The locked beat-frequency is monitored by applying the MUX_OUT signal
of the PLL board, as an input to a frequency counter. Since the MUX output
is weak, it needs to be pre-amplified (Minicircuits: ZFL-500-BNC) before it
can be detected using the frequency counter (STARTEK: ATH70).
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3.6 Optical Setup Revisited

This part is a logical continuation of Sections. 3.1 and 3.2 : here we calculate
the frequencies for exciting the transitions shown in Fig. 3.1, and describe the
stages in our optical setup that generates the laser beams with these frequen-
cies. The complete optical setup is shown in Fig. 3.2.

3.6.1 Generation of D2-beams

The atomic repump transition frequency on the D2-line (Eqn. 3.9) is:
wWR? = w? +281.9 MHz
and the corresponding parent diode laser is locked to the frequency (Eqn. 3.6):
WR hser = WG~ +201.9 MHz — 05r

The repump transition is chosen from |F = 1) — |F’ = 2). Our repump-laser
is red-detuned to this transition by ~ 80 MHz. To generate the repump beams
for the 2D and 3D-MOT, we compensate this detuning by up-shifting the
wg}as o frequency using an acousto-optic-modulator that is set at the carrier
frequency of 80 MHz. These repump beams are derived from a single diode
laser which is limited to 75 mW of power. To ensure sufficient power in these
beams inside the 2D and 3D-MOT chambers, we amplify the parent laser
beam using Toptica’s external BoosTA tapered amplifier. The same kind of
amplifier unit is present inside the TA PRO cooling laser. We use BOOSTA
to simultaneously amplify both the D2 as well as the D1 diode laser beams,
before we opto-electronically manipulate their frequencies to generate the
necessary transitions. As the amplifier can receive a maximum optical input
of 40 mW, we send about 15 mW of D2 and 25 mW of D1 diode laser power.
As shown in Fig. 3.2, these beams are spatially combined using an interference-
tilter (with 90 % efficiency) before they are amplified. A typical tapered am-
plifier (TA) amplifies a single polarization state and if the incoming beam po-
larization is misaligned, it leads to reduced power and a poor spatial beam
profile at the output. Hence, at the input stage of the BOOSTA, a half wave-
plate is placed to align the polarization of the incoming beams with that of the
TA. The amplified beam at the BOOSTA output consists of both the D1 and
D2 wavelengths, which must be spatially separated. This is done using an-
other interference filter. Having spatially separated, this D2-beam is passed



Chapter 3. Experimental Setup 70

through an acousto-optic modulator (AOM) operating at 80 MHz carrier fre-
quency, that is aligned to get a higher efficiency in the positive first order.
This in turn brings it closer to resonance with the repump transition. The
up-shifted beam is then split into two parts using a polarizing beam-splitter:
they are then fiber-coupled to 2D and 3D-MOT chambers. The AOM diffrac-
tion and the fiber coupling efficiency in this case are around 65-67 %.

We next describe the optical paths associated with the D2-cooling laser:
these include generating cooling beams for the 2D and 3D-MOT, beams for
optical-pumping, absorption-imaging and also the push-beam. The ampli-
tied output beam of the cooling laser has an elliptical profile and diverges
along the vertical axis in the far-field while remains collimated along the hor-
izontal direction. To keep the beam collimated, we use a telescopic arrange-
ment of one plano-convex and another plano concave lens of focal lengths
100 and -50 mm respectively. The telescope acts as a beam reducer and keeps
the vertical waist of the beam collimated while not significantly affecting the
horizontal waist. The far-field measurement gave the beam waist as 1.3 ym
and 1.9 ym, along the x and y axis respectively. Moreover, unlike the repump
beams, we generate the cooling beams for 2D and 3D-MOT independently.
This gives the flexibility to individually control the power as well as detun-
ing of the cooling beam in the two MOT stages. To do this, the main out-
put power is split into two paths: along one path, we generate the 2D-MOT,
optical-pumping and the push beams; while along the second path, are gen-
erated the 3D-MOT and imaging beam.

First the 2D-MOT path is discussed: the cooling transition is chosen from
|F =2) — |F' = 3) with the resonant frequency (Eqn. 3.10) of:

wR? = w§? —158.8 MHz
and our cooling laser is locked to the frequency (Eqn. 3.12):
W o = W2 — 318.8 MHz — 522

It can be seen that the parent laser beam is 160 + 62> MHz red-detuned with
respect to the said transition. To generate the cooling beam, a part of the
parent beam is passed through a double-pass AOM configuration with the
positive order of the second pass to be used as the 2D-MOT beam. Currently,
the AOM is set at 80 MHz. This means the cooling beam is up-shifted by
2x80 = 160 MHz at the end of the second pass. This leaves the cooling beam
red-detuned by 62 with respect to the cooling transition. Recall that this
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detuning factor can be chosen via selecting the beat-frequency in Eqn. 3.13.
Typically, it is chosen to lie between 3I" to 6I" [22], where I" = 5.956 MHz is
the natural linewidth of *K. Further, the zeroth order of the second pass
is up-shifted by only 80 MHz with respect to the parent beam. We use this
zeroth order for generating the optical-pumping beam. The zeroth order is
passed through another AOM (single-pass) such that the positive order of
this stage is taken for optical pumping. The carrier frequency of this single-
pass AOM is chosen by considering the resonant frequency for |F =2) —
|F' = 2) transition (from table. 3.1):

Wope = wp> —179.8 MHz

Thus, the concerned zeroth order is 59 + 622 below resonance. If we chose,
62% =3I =17.868 MHz, we can set the AOM at 76.868 MHz carrier-frequency.

Next, the push beam is generated by passing some portion of the parent
beam through another double-pass AOM configuration, and taking the pos-
itive order of the second pass. To choose the carrier frequency of this AOM,
we note that the push-beam must be blue-detuned with respect to the cool-
ing transition. Denoting the AOM-carrier frequency by “’Z%M' the condition

for positive detuning requires:

2 x Bt > 160 MHz + 522

1
= wWhow > 80 MHz + 62

Similar to the 2D-MOT beam, the cooling beam for the 3D-MOT chamber is
taken as the positive order of the second pass, generated through another
double-pass AOM configuration. By changing the factor 522, we simultane-
ously change the detuning of the two MOT beams with respect to the cooling
transition. To change their detunings individually, we simply change the car-
rier frequencies of the respective AOMs, and this is where the advantage of
using AOMs in a double-pass arrangement comes in: as seen in fig, 3.2, each
double-pass configuration uses a plano-convex lens (focal length either 75
mm or 100 mm), placed in between the AOM and the retro-reflecting mir-
ror. The spacing between the AOM and the lens as well as the lens and
the mirror equals the focal length of the lens. Such an arrangement forms
a ‘cat-eye’ reflector [36] and drastically improves the frequency-tuning range
(bandwidth) of the double-pass configuration. This allows to span the AOM
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carrier frequency over a broad range without significantly loosing the opti-
cal alignment. The range of detuning that can be achieved in this way is then
twice the AOM-span range.

The absorption-imaging beam is generated by taking the zeroth order
of the second pass from the 3D-MOT AOM and passing it through another
AOM (single-pass). The resultant positive order can then be used for imaging
the |F = 2) — |F' = 3) transition.

3.6.2 Generation of D1-beams

To implement ‘Gray-Molasses’ cooling, we generate laser beams that are blue-
detuned with respect to the F” = 2 excited level on the D1 line. Unlike the
D2 case, both the cooling and repump beams for the D1-transitions are de-
rived from a single diode laser. This preserves the phase-coherence between
the cooling and repump beams, which is essential to achieve the Raman-
resonance condition during Gray-Molasses. The source laser is locked at 80
MHz below |25y /5, F = 2) — |2Py s, F/ = 12) transition using saturated spec-
troscopy. The locked laser frequency (Eqn. 3.8) is:

wPl = wf! —260.1 MHz

The cooling and repump transitions are chosen to be from |F = 2) — |F/ = 2)

and |F = 1) — |F’ = 2) respectively having transition frequencies of:
w2 = wi! —152.3 MHz (Cooling) (3.15)
wR! = wP! +309.4 MHz (Repump) (3.16)

This implies our source laser is 107.8 MHz and 569.5 MHz below the cooling
and repump resonance respectively.

As discussed earlier, in order to have sufficient cooling and repump power,
the D1 laser beam is amplified in conjunction with the D2 repump laser via
BOOSTA, and then spatially separated by means of an interference filter. By
using a telescopic arrangement consisting of a plano-convex (f = 100 mm) and
a plano-concave (f = - 50 mm) lens, we measured in the far-field, the beam
width to be 1.6 ym and 2.1 um respectively along the x and y axis. Next,
the amplified D1 beam goes through an electro-optic modulator (EOM). The

output beam from the EOM contains three frequency components: the (un-

D1 D1

laser’ laser + WEOM and

shifted) center frequency at w an upper sideband at w
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a lower sideband at wg;er — wgoMm, Where wgoy is the resonant driving fre-
quency of the EOM crystal, which is mechanically tunable. Using the Fabry-
Perot interferrometer, the sidebands were measured to have approximately
(1/6)™ the power contained in the center frequency. It must be emphasized
that these frequencies are not spatially separated. We further shift these fre-
quencies using AOMs such that the center frequency can be used for cooling
transition and the upper sideband for repump. As both the cooling and re-
pump frequencies are present in one beam, the associated optics are simpler
compared to the D2 setup.

As shown in Fig. 3.2, the D1 beam after passing through the EOM stage
goes through an AOM (AOM1) in a double-pass configuration: the positive
order of the second pass is taken to be used for cooling in the 3D-MOT cham-
ber® while the zeroth order of the second pass goes through another AOM
(AOM2) in a single-pass such that the positive diffracted order is taken to
be used in the 2D-MOT chamber. We can write expressions for each of the
cooling and repump frequencies for both the 2D and 3D-MOT cases:

D1 DI
WE 3D-MOT = Wiaser T 2WAOM1
DI DI
wC,ZD—MOT = Wiser + waom1 + waom2
D1 DI
WR 3D-MOT = Wiaser T WEOM 1 20WA0OM1

D1 D1
WR2D-MOT = Wiager T WEOM T+ WAOM1 T WAOM2

Here wgowm is the driving radio-frequency of the EOM, waom1 and waome
refer to the AOM carrier frequencies for the double and single-pass stage re-
spectively. As discussed in Chapter 2, the lowest temperature is obtained
when both the cooling and repump are blue-detuned equally with respect to
the F” = 2 level. We ensure this condition by choosing wgonm = 461.7 MHz,
which is the ground hyperfine splitting in %K. This leaves both the un-
shifted frequency (cooling) and the upper-sideband frequency (repump) to
be 107.8 MHz from F' = 2. By operating the AOMs around 60 MHz, the
beams get blue-detuned. The ‘cat-eye” arrangement in the double-pass AOM
case allows to span the carrier frequency range, making it possible to have
wide detuning range for the D1 beams during the 3D-MOT stage and pure
D1-molasses phase.

31t must be remembered that the MOT stages are implemented using D2-beams on the
|F =2) — |F' = 3) transition. Following [15], we plan to shine D1-beams during the 2D and
3D MOT stages as this is intended to lead additional cooling cycles during the MOT stage
itself. This would be followed by a pure D1-molasses with the D2 beams off.
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The frequencies discussed in this section are summarized in table. 3.4.
We must emphasize again that while talking about generation of D1-cooling
and repump frequencies for the 2D and 3D-MOT, we do not mean that we
are implementing a MOT stage on the D1-line. Both 2D and 3D-MOT stages
in our experiment are implemented on the D2-line, and the presence of D1
cooling beams during these stages shall lead to additional cooling cycles, as
reported in [15].

3.7 Magneto-Optical Traps

The sub-Doppler cooling schemes discussed in Chapter 2, rely on velocity-
dependent damping forces to slow down atomic beams, by using 3 orthog-
onal pairs of counter-propagating laser beams. However, the 3D optical-
molasses region created at the intersection of these laser beams has a nar-
row capture velocity range. Therefore, loading thermal atoms “directly” into
the molasses region gives inefficient cooling: most of the high velocity atoms
in the Maxwellian distribution diffuse out of the molasses and hence cannot
be cooled. Magneto-optical traps (MOT) use a combination of optical and
magnetic fields to create a position-dependent force (‘trap’) in addition to
the damping force. By choosing a proper polarization of the molasses beams
and adding a magnetic field gradient to the system, we introduce a restor-
ing force that always pushes the atoms towards the trap minimum. While
an optical-molasses can be created using both linear and circular polarized
beams (§. 2.3), a MOT requires counter-propagating beams of opposite circu-
lar polarizations (¢ — ¢~). MOTs have higher capture velocities compared
to the molasses technique and therefore, are usually loaded directly with
warm atomic vapours. It must, however, be mentioned that both the cool-
ing and trapping forces in a MOT come from radiation. While the magnetic
tield in a MOT is too weak to confine the atoms by itself, it creates position
dependent Zeeman shifts in atoms, which in turn cause an imbalance in the
scattering force of the laser beams.

In practical experiments with cold atoms, MOTs are used in the first stage
of atom collection and cooling. It begins by loading hot atoms into a 2D-
MOT, wherein, atoms are trapped and cooled radially, with no force along
the transverse axis. This produces a collimated flux of atomic beam in the
transverse direction. The 2D-MOT stage is followed by the 3D-MOT wherein
atoms experience cooling and trapping in all six directions. The molasses-
phase proceeds the 3D-MOT stage. In most of the alkali atoms, the same
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cooling and repump beams are used to implement both the MOT and mo-
lasses phases, differing only in their detunings and intensities. For cooling
39K, the MOT beams are generated on the D2-line, as described in §. 3.6.1.
The position-dependent component of the optical force arises due to the
magnetic field gradient, which is generally created by passing current in op-
posite directions in a pair of coils. The coils are then said to be in an ‘anti-
Helmholtz’ configuration, and produce a quadrupole-magnetic field. At the
center of the two coils, the magnetic fields are equal and opposite and hence
cancel out. At small distances away from the center, there is a uniform gra-
dient of the magnetic-field. In the presence of the magnetic-field, the 2F+1
fold degeneracy of the hyperfine levels is lifted and the energy-shift for each

level, to first order perturbation, can be written as*:

AE = }leFgFB (3.17)

Here the magnetic moment of the atom is /i = — ”‘%ﬁﬁ ; F is the total angular
momentum operator; yp is the Bohr-magneton; g is the Lande g-factor and
mgh is the eigenvalue of the F, operator which is the projection of F in the
direction of the applied magnetic-field.

We next illustrate the working principle of a MOT by considering the
atomic motion in one-dimension only.This can be easily extended to two and

three dimensions.

3.7.1 Operating Principle: One-Dimensional Model

We consider two counter-propagating laser beams in a ¢ — ¢~ configura-
tion, as shown in Fig. 3.13, that are red-detuned by ¢ with respect to the
|F =0) — |F/ =1) transition (chosen for simplicity). These lasers are red-
detuned to give damping by the usual optical-molasses mechanism. The
anti-Helmholtz configuration of the MOT coils result in zero magnetic-field
at the center, that is, B = 0 at z = 0. At small displacements from z = 0,
the field increases linearly and can be written as: B(z) = Bpz, where By is
a scalar and, without the loss of generality, can be assumed positive. The
applied B(z) lifts the degeneracy of the ground and excited hyperfine levels:
there is one Zeeman sublevel mp = 0 in the ground state and three sublevels
in the excited state: mp = 0, = 1. As a function of atomic position along
z, the mp = 1 sublevel is shifted upward (downward) in energy for z > 0

(z < 0), and vice versa for the mp = -1 sublevel. For atoms moving along

4This is justified since the magnetic fields inside a MOT are weak.
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FIGURE 3.13: Operation of a MOT in 1-dimension for a hypothetical |F = 0) —
|F' = 1) transition. Adapted from [18]. The restoring force that pushes the atoms
towards the center arises due to the imbalance in the scattering forces from the
two laser beams that have opposite circular polarizations. The imbalance occurs
due to the unequal Zeeman energy-shifts for the two beams. The magnetic-field
is zero at the trap center. At small displacements from the center, the field varies
linearly with position. Thus, the Zeeman splitting of the excited mp = + 1
sublevels also vary with position of the atom with respect to the trap center. Two
arbitrary positions right and left of the center are shown at z; and z, respectively.
Atoms moving towards the right are more resonant with ¢~ beam and thus,
experience a net scattering force towards the left. Similarly, atoms that move
towards z < 0 are pushed towards the right as they are more resonant with o.
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z > 0, the mp = -1 gets closer to resonance while mp =1 is further detuned
from resonance. Hence, an atom in the ground mp = 0 state is more likely
to get excited to the mp = -1 level by absorbing the counter-propagating o~
beam, and are hence pushed towards z = 0. Similarly, atoms moving along
z < 0 see the mp = 1 level closer to resonance and thus absorb more from the
counter-propagating ¢ beam, thereby getting pushed towards the center.
As an example, we can calculate the effective detunings for the two laser
beams, seen by an atom that is at some displacement z from the MOT cen-
ter. In general, the effective resonant frequency due to Zeeman shift, can be

written as:
WRes = wo + (gpmp — geme) pB(z) /1 (3.18)

where gg, mp are for ground state while g/, mp for excited state sublevels; wy
is the resonant frequency in the absence of the magnetic field when the levels
are degenerate. In our specific example, mp = 0 and mp = £ 1, and thus:

Wi, = wo & gpupB(z) /1 (3.19)
where + indicates o. Further, we denote the effective detunings of the o=
beams as %. Consider an atom with velocity +ov towards the positive z-axis.
The Doppler-shift is taken as -k.7, with k being the wave-vector of the laser

beam. Then, the atom ‘sees’ the ¢ beam at the detuning;:

6T = wr — kv — wi,
(N . 8eHBB(Z)
= (wr —wp) — ko -
—5—kv— grppB(z) (3.20)

h

Here, wy, is the laser-frequency and § = wy, — wy is the detuning from reso-
nance in the absence of Zeeman splitting; for the same atom, ¢~ appears to
be detuned at:

5~ =d+kot %B(z) (3.21)

Asd < 0, we see that 6+ gets more negative and hence ot is further detuned
from resonance. On the other hand, ~ becomes less negative implying that
o~ shifts closer to resonance. The atoms therefore absorb more from o—,
experiencing a net scattering force towards the left. Similar arguments can

be made for atoms that move towards z < 0.
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3.7.2 Getting the cooling beams into the MOT chambers

In our quantum-simulation setup, the MOT stages in two and three dimen-
sions, are implemented in two separate chambers referred to as the ‘load-
ing” and ‘science’ chambers respectively. The loading / 2D-MOT chamber
is maintained under high vacuum with pressure varying between 108 to
10719 Torr. Collection of atomic flux from warm atomic-vapour is done in
this chamber. The science chamber is to be used for all other stages of the
experiment, namely, 3D-MOT; D2-D1 molasses; magnetic and optical-dipole
trapping; evaporative-cooling; customizing interactions via spin-orbit cou-
pling and feshbach resonance etc. The chamber is maintained under ultra-
high vacuum with pressure < 10712 torr. Differential pumping between the
loading and science chamber helps in maintaining the two at different pres-
sures. Our setup is designed to work with dual atomic species of 5Rb and
%K and a description of the UHV system; construction of 2D and 3D-MOT
chambers; design of MOT coils; magnetic-field and current control for the
MOT coils as well as the laser system for Rb, is done in [22].

Having discussed the lasers and optics for cooling ¥K, we now briefly
discuss how the D1 and D2 cooling (and repump) beams for ¥K as well as
the corresponding beams for 8Rb are introduced into the MOT chambers.
For this purpose, customized fiber-beam splitters (Evanescent Optics) of 4
by 4 and 4 by 6 are used for 2D and 3D-MOT respectively, as shown in fig-
ures. 3.14 and 3.15. The fiber-splitters are polarization maintaining, intensity
splitters type. Each splitter has four inputs: two for rubidium beams and 2
for potassium beams. For each species, there is one ‘master” input for cooling
(trap) beam and another input for repump beam. As laser-cooling K using
gray-molasses requires cooling beams on both D2 and D1 lines, these beams
are first combined in free space using interference filters (Fig. 3.2) before they
are fiber-coupled. Moreover, as described in §. 3.6.2, the D1-cooling and re-
pump frequencies are not spatially separated. Thus, the master-input for K
consists of D2-cooling and D1 cooling + repump frequencies. The K-repump
input, however, contains only the D2 repump frequencies since the corre-
sponding D1 component is already present in the master input.

From each input, 0.5 % of the optical power is used for monitoring via
separate fiber outputs. The monitored intensity can be used in conjunction
with an electronic servo to maintain constant power in the cooling beams,
as discussed in §. 3.8. The master input is equally divided into 4 and 6 out-
puts for the 2D and 3D-MOT respectively. The repump input in each case,
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FIGURE 3.14: 4 by 4 fiber-beam-splitter for 2D-MOT. Image reproduced from
[22]. The fibers are polarization-maintaining, normal beam-splitter fibers. They
are customized to support both K and Rb experiments. Inputs labeled A and
B contain cooling and repump frequencies respectively for D2 line (780 nm) in
87Rb. Input labeled C contains cooling frequencies for both D2 and D1 (767 and
770 nm) lines in K. The D1-repump frequency is also present. The D-input
contains D2 repump frequency for K. The intensity split ratios are indicated.
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FIGURE 3.15: 4 by 6 beam-splitter for 3D-MOT. Image reproduced from [22].
The fibers are polarization-maintaining, normal beam-splitter fibers. They are
customized to support both K and Rb experiments. Inputs labeled A and B
contain cooling and repump frequencies respectively for D2 line (780 nm) in
87Rb. Input labeled C contains cooling frequencies for both D2 and D1 (767 and
770 nm) lines in K. The D1-repump frequency is also present. The D-input
contains D2 repump frequency for K. The intensity split ratios are indicated.

is equally divided into two outputs. The four output beams, for the 2D-
MOT, enter the loading glass chamber through four directions that are la-
beled as “Top’,'Bottom’,’North’,’South” in our setup. The six output beams,
for the 3D-MOT, enter the science chamber through six directions labeled,
‘Top’,’Bottom’,"North-East’,’'South-East’,"North-West” and "South-West’. The
beams initially have linear polarization state and must be converted to cir-
cularly polarized, to be able to implement the MOT. Quarter-waveplates are

used at each entry point of the glass windows for this purpose.

3.8 AOM based Laser Power Stabilization

We describe a standalone feedback electronic circuit that can be used to de-
liver constant laser power at various stages of our experiment. The feedback
circuit implements a proportional-integral (PI) control logic inside a ‘field-
programmable gate array (FPGA)’ chip. Since the feedback action is based
on the power / intensity of the laser beams, it is independent of the laser
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FIGURE 3.16: Feedback scheme for delivering constant power in the 3D-MOT
cooling beam. The feedback servo is a standalone circuit that can be used at any
stage of our experiment. The feedback loop consists of an AOM, a photodiode
(PD), a proportional-integral (PI) controller and the AOM driver unit. The out-
put of the PD is proportional to the actual power in the diffracted beam. Inside
the servo loop, the PD signal is compared with a reference signal. The refer-
ence signal is provided externally and is proportional to the desired power. The
difference between the two voltages give an error-signal. When the PD voltage
equals the reference signal, the error-signal is zero and no correction is applied.
A non-zero error-signal results in a corrective signal, that is applied at the AM
input of the AOM driver. This input then changes the RF power that drives
the AOM, in such a way, that the diffracted beam intensity matches with the
reference intensity.

wavelength and hence, can be used with either K or Rb beams. It is impor-
tant to mention here that our lasers by themselves are a source of constant
power. However, to transport the laser beams at various stages of our ex-
periment, we use fiber-couplers, and, it is quite common for the coupling
efficiency of such fibers to change / degrade over time. This can occur due
to fluctuation in either the intensity of the beam (traveling inside the fiber)
or due to misalignment of the polarization axis of the incoming beam with
the principal axis of the fiber. While we minimize the latter effect by using
polarization-maintaining (PM) fibers in our setup, the former can still occur
due to changes in external conditions such as temperature and stress. Hence,
active intensity stabilization is needed.

One application where this circuit is used is shown in Fig. 3.16, where we
want a constant laser intensity, in the D2-cooling beam, to be delivered to the
3D-MOT chamber. As discussed in §. 3.6.1, the cooling transition is generated
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FIGURE 3.17: On the left is shown the feedback logic implemented inside an
FPGA chip, which is a part of an evaluation board from Digilent Inc. The board
is shown on the right (image taken from Digilent’s website). The shaded compo-
nents are the HDL logic blocks that mimic the behavior of the required hardware
device(s). Kp and K; are the proportional and integral gains respectively which
can be tuned by the user via C++ based GUI. The GUI can also enable / disable
some modules so as to operate in three different modes that are described in
text. When enabled, the output from the PI controller block goes to the AOM
driver which in turn controls the power in the beam diffracted off the AOM.

by appropriately shifting the frequency of the laser beam using an ‘acousto-
optic modulator’. The shifted frequency is contained in the diffracted or-
der. The power of the diffracted beam is proportional to the amplitude of
the RF signal that drives the AOM. This forms the basis of power stabiliza-
tion: after being coupled to the 3D-MOT fiber, about 0.5 % of the main beam
(Fig. 3.15) is tapped and used as a ‘monitoring beam’. This is then incident
onto a photo-detector. The detector outputs a voltage that is proportional to
the intensity of the incident light. This voltage is the "'working signal” which
goes to the input of the PI servo-controller. The controller compares the pho-
todiode voltage with a reference voltage (which is proportional to the desired
laser intensity) to create an ‘error-signal’. Based on the magnitude and sign
of this error-signal, the controller generates a correction signal which is the
sum of two components: the first component is proportional to the amount
of error signal at that instant of time, that is the current error, and is called
the proportional component; the second component is the integrated value of
error-signal upto the current instant of time, and is called the integral compo-
nent. The PI correction is applied to the ‘amplitude-modulated (AM) input’
of the AOM driver. The output RF power of the driver is proportional to
the amplitude of the AM input signal, which in turn controls the intensity of
AOM-diffracted beam. In this way, a closed feedback loop is established.
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The PI-controller is implemented as a digital logic inside an FPGA chip.
A detailed description on the operation of FPGA logic and design is beyond
the scope of this thesis. However, to put it briefly, such a chip consists of a
matrix of ‘re-configurable logic blocks (CLB)” which are realized using tran-
sistors; logic gates (AND, OR , NAND , XOR etc.); n-input look up tables,
flip-flops etc. and can be used to implement various combinational and se-
quential logic functions, that could range from a simple binary counter to a
sophisticated microprocessor. There are several advantages of using FPGA
based devices: firstly, they are re-configurable, that is, they can always be
programmed to add or modify some functionality within an existing design,
without the need of any additional hardware or soldering. All it requires is to
‘burn’ the new program inside the chip so as to replace the existing one. Sec-
ondly, they are concurrent in nature, that is different programmable blocks
inside the chip are executed at the same time (parallel computing), and hence
are faster compared to a microcontroller. Thirdly, these devices are inherently
digital and thus better immune to noise, compared to an analog device.

Next, a brief technical description of the hardware and software compo-
nents used is provided. The feedback logic is implemented inside an FPGA
chip which is a part of an evaluation board from Digilent Inc. (Digilent :
Nexys3). The on-board chip itself is manufactured by Xilinx (Xilinx : Spar-
tan 6). The required hardware behavior of a proportional-integral control
system is logically mapped inside this FOGA chip using a ‘hardware descrip-
tion language (HDL)" called VHDL. To ‘burn’ the VHDL programs inside the
chip, we use the design tool from Xilinx, called “ISE WebPack 14.2’. Shown
in Fig. 3.17 are the various logic modules (shaded blocks), written in VHDL
programming language, that are burned inside the spartan 6 chip. The input
signals to the FPGA chip are the photodiode voltage and the reference signal.
The reference voltage can either be provided using a computer or through an
external stabilized power-supply. To bridge the gap between these analog
signals and the digital FPGA chip, two analog-to-digital converters (ADC)
are used. For this purpose, AD7476 : Analog Devices, a 12-bit unsigned
ADC is used which receives an analog signal and converts it into a 12 bit bi-
nary sequence. The 12-bit data is then transferred inside the FPGA chip using
a 3 wire “serial peripheral interface (SPI)” protocol [37], that is implemented
in a VHDL module. Likewise, the control signal generated inside the FPGA
goes to the AOM driver after a digital-to-analog conversion (DAC). The DAC
used is DAC1215101 : Texas Instruments which is a 12-bit unsigned DAC
IC. SPI-protocol is used for data transfer from the Spartan 6 chip to the DAC.
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The board as well as the ADC-DAC IC’s are operated at 3.3 V and the input
signals must not exceed this rating.

To be able to dynamically change the controller gains, we interface the
FPGA chip with a computer, through a graphical-user interface (GUI) devel-
oped in Visual C++. The communication between the computer and the chip
is done by implementing a “universal-asynchronous-receiver-transmitter (UART)’
system as outlined in [38]. Another utility of the GUI is to enable / dis-
able certain logic modules inside the chip, thereby allowing us to operate the
FPGA in different configurations: as for example, we can analyze the fre-
quency response of the feedback logic by choosing the reference input as a
DC offset and introducing small modulations around this offset point. The
offset value, modulation-amplitude and modulation frequency are provided
via GUI and the associated signal is internally generated. The idea behind
this configuration is to test how fast the loop can respond to the changing
reference and in turn, determine the bandwidth of the loop. Based on this,
the loop bandwidth was determined to be around 12 kHz. In another con-
tiguration, we simply generate a ramp signal ranging from 0 to 3.3 V to be
sent to the AOM driver and monitoring the photodiode signal. This can be
used for calibrating the photodiode voltage as a function of AM input volt-
age and to find an appropriate value for the reference setpoint. Finally, the
third configuration is when we want to close the loop and match the photo-
diode signal with the reference signal. The PI logic is enabled and the corre-
sponding gains can be dynamically tuned via GUI. It must again be reiterated
here that the shaded blocks in Fig. 3.17 are not the hardware components but
"logical’ components that are mapped inside the FPGA upon burning the ap-
propriate HDL code. In the feedback scheme discussed here, these blocks
implement specifically, (1) the communication interface between the FPGA
chip and ADC/DAC peripherals and between FPGA registers and the C++
based GUI (2) the proportional-integral control (3) frequency response anal-
ysis logic (4) generate a ramp signal in open-loop mode.

Lastly, we also use some additional hardware electronics (accessory cir-
cuits) at the input and output stages of the design, that are shown in Fig. 3.18.
On the input side, we use two op-amp buffers that are of unity gain each, to
transfer the analog signals from the photodiode and external reference source
to the ADC chips. These buffers are realized using a dual op-amp IC OP275.
The digital control voltage generated in the FPGA is converted into an analog
signal via DAC chip. This analog signal ranges between 0 to 3 V. As the AM
input of the AOM driver circuit can take a maximum of 1V, the DAC output
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FIGURE 3.18: PCB board layout for the accessory circuits at the input and output
stage of the feedback. The circuits include op-amp based difference amplifiers
and buffers.

must be attenuated such that the signal going to the driver does not exceed
1 V. Also, we would like to monitor the following signals: (1) the actual con-
trol voltage generated by the feedback loop before it is attenuated and (2)
the stabilized photodiode voltage. The DAC IC used in our design has two
DAC channels: one of them is programmed to carry the signal straight from
the photodiode ADC input and goes directly to the monitoring scope. The
other DAC channel carries the control voltage and drives two op-amps. One
op-amp is used in a unity gain buffer configuration to monitor this signal.
The second op-amp attenuates this signal by a factor of 1/3 in an inverting
feedback configuration. Since, the attenuated signal is inverted, it is passed
through another inverting op-amp with a unity gain. The final output then
goes to the AOM controller input.
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Two ground states of a 3-level atomic system
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Electric dipole moment between |g) and |e)
Macroscopic polarization operator on |g) — |e) transition
Macroscopic spin-wave operator on |g) — |s) transition
Electric field operator describing the envelope of a quantum mechanical electric field
Rabi-frequency of control field
Spontaneous emission rate between |e) and |g)
Decay of coherence between |e) and |g)
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Characterizes the atom-photon coupling strength
Number of atoms in the ensemble
Peak optical depth
Effective-optical-depth
ATS-Factor
Pulse area of control field
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Memory efficiency in forward propagation
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Collective re-emission probability of an ensemble
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Chapter 4

A broadband optical quantum
memory based on Autler-Townes
absorption

In this part of the thesis, I describe a novel quantum memory protocol that
we came up with in our lab, which allows for the storage and on-demand
retrieval of broadband light pulses, together with a high speed and robust
signal processing capability. The storage and retrieval processes rely on the
coherent absorption of a weak signal field in the presence of a strong con-
trol field via dynamically controlled ‘Autler-Townes Splitting (ATS)’. Both
the signal and control fields are on resonance and are often termed as the
probe and coupling fields, respectively. The ATS effect based on ac Stark
light shifts, is a well-known optical phenomenon, yet, had been unexplored
till now in its utility as a practical light storage mechanism. Our lab exper-
imentally demonstrated a proof of principle of the ATS memory by storing
nanoseconds long optical pulses upto a period of 1 microsecond, in a A- type
three level system of cold Rb atoms [5]. In principle, it should be possible to
implement this protocol in any three level system. The term ‘storage” here im-
plies the transfer of coherence from the optical signal field (photonic mode)
to a collective ground state spin excitation, which is delocalized over all con-
stituents in the storage medium (cold Rb atoms in our case). Conversely, the
term ‘retrieval’ refers to the transfer of coherence from the stored spin excita-
tion, back to the photonic mode. In both the processes, the coupling between
the photonic and spin wave modes is mediated by the control field.

This chapter is organized as follows: In §. 4.1 we begin by listing some
practical applications involving the use of quantum memories. At the heart
of a quantum memory are the light-matter interactions and thus, several ma-
terial media have been explored ranging from a single atom in a high Q-

cavity to an ensemble of warm atomic vapor to laser-cooled and trapped
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atoms to solid state systems with ‘atom like defects’. This is followed by a
qualitative description of some popular light storage protocols (§. 4.2). As
a preface to the ATS protocol, we briefly discuss the two different but con-
fusingly similar EIT and ATS phenomenna (§. 4.3). Finally, we discuss our
newly proposed light storage scheme (the “ATS protocol’) based on the ab-
sorption of the input signal by the Autler-Townes absorption lines (§. 4.4).
This description is adapted from our work in [5], where both the theoretical
and the experimental demonstration of this scheme are presented. In this
thesis, I describe my contribution towards the theoretical understanding of
the ‘ATS-storage’ protocol. I present the results of numerical analysis of the
Maxwell-Bloch equations in the ATS regime, which show the light storage
and retrieval processes. These simulations enable us to relate the dynamics
of our memory to certain phenomenological parameters, that are experimen-
tally accessible. Hence, a careful choice of these parameters results in optimal
memory efficiencies. We start with the simplified Maxwell-Bloch equations
for a A- type three level system driven by a weak signal and an intense con-
trol field (§. 4.4.1) and study the performance of our memory based on dif-
ferent configurations of the control field (§. 4.4.2). Finally, we also discuss the
factors that affect the efficiency of the ATS memory scheme (§. 4.4.3).

41 Quantum Memories

In order to avoid confusion between using light and photons, we note that
in quantum optics, an electromagnetic field can be considered to be a set or
collection of harmonic oscillators, with each oscillator defining a mode of
the field. The energy of the field is then the total energy of all the modes
comprising the field. The excitation of a mode is referred to as ‘a photon’.

A quantum memory serves as an interface between light and matter, in
that it facilitates a coherent and reversible transfer of quantum information
between the light field and the material. The ability to map the quantum state
of light onto a long-lived excitation inside the medium (as for example, an en-
semble of atoms) and an on-demand release of the same, makes a quantum
memory, a viable synchronization tool for timing various processes occuring
within a quantum processor, which are inherently probabilistic in nature and
hence difficult to synchronise [39]. Similarly, quantum communication net-
works rely on light as the carrier of quantum information and make use of
optical fibers for information transmission. Due to attenuation losses in such

tibers, several trials are required to establish a successful link between two
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nodes. This restricts quantum communication over short distances. This is
not a serious issue in classical networks as the light pulse can be amplified
using optical amplifiers or repeaters at intermediate distances. However, we
cannot do the same for the quantum information as any act of measurement
shall lead to its collapse. To mitigate this issue in quantum communication,
researchers have developed ‘quantum repeaters’ [40, 41, 42], which are basi-
cally atomic quantum memories having long lifetimes to synchronize entan-
gling operations over lossy networks. In nutshell, quantum memories shall
play a key role in the implementation of future quantum technologies.
Storage Media: As stated earlier, writing or storing into the memory
means transferring the photonic state onto some collective excitation state;
similarly, reading out of the memory means reversibly mapping the ear-
lier stored excitation back onto the photonic state. The most popular stor-
age mechanisms involve writing the signal quantum state onto an atomic
state. The success of writing into and reading out of the memory then de-
pends on the strength of light-atom interactions. The interaction probabil-
ity can be boosted, for example, by using a single atom trapped inside a
high-finesse optical cavity [43]. In this case, the incident photon is reflected
multiple times off the reflecting surfaces of the cavity thereby making multi-
ple passes through the trapped atom, which in turn increases the absorption
cross-section. Another approach that has become exceedingly popular is to
increase the number of absorbers, that is, storing light in an atomic ensemble
[44]. Researchers have investigated ensembles of warm atoms [45, 46], laser-
cooled and trapped atoms [47] and even BECs [48]. What makes these ensem-
bles fascinating is formation of a collective state: each atom in the ensemble
has a finite probability of absorbing the incoming signal. The state of the op-
tical excitation is thus delocalized over all atoms in the ensemble. Depending
on the memory protocol used, this collective state can be a macroscopic spin
excitation, that is, a superposition between the ground states over all atoms,
as in the case of EIT and Raman based memories implemented on a three-
level system. While the former is a dispersion-based memory and the latter
is based on virtual absorption, in both the schemes there is no real absorp-
tion of the signal. Other techniques such as the ‘photon-echo” based memo-
ries are primarily absorption based: here there is a collective absorption and
a collective re-emission state, but no spin state. Photon-echo techniques are
generally implemented in a medium that has a naturally large inhomoge-
nous broadening and as such solid state crystals doped with rare-earth ions

[49] provide a suitable platform for such storage.
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FIGURE 4.1: (a): Electromagnetic induced transparency scheme in a three-level
A-type atomic system, with a weak resonant probe and a strong resonant control
field, coupling the two ground levels to a common excited level. The associated
absorption and dispersion profiles of the probe signal are shown in figure. 4.2.
(b): Raman memory level scheme. The control and signal fields are far detuned
with respect to the excited state. The control field induces a virtual excited level
thereby causing a population transfer between the ground states. Note that in
both cases, there is no actual excitation of atoms to the excited level |e) and
the population transfer from |g) to |s) occurs by adiabatic elimination of the
excited level. The coupling between two ground states (spin coherence) is in-
dicated by solid double arrow (yellow). (c): Conceptual schematic of an EIT /
Raman quantum memory. The control field mediates the mapping of the signal
quantum state (blue) into a collective ground state coherence of the atoms in-
side the medium. Re-applying the control field after a certain storage time leads
to re-mapping of the atomic coherence back into the optical field, resulting in
re-emission of the signal.
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FIGURE 4.2: Dispersion and absorption profiles of a resonant probe passing
through an optically active medium both with and without the control field.
The presence of the control field renders the medium ‘optically-transparent” and
the resonant probe simply passes through it unattenuated. This is because the
control field induces a narrow transparency window in the probe absorption
spectrum. This is complemented by a steep change in the refractive-index of the
medium, that reaches a value of unity at the center of the transparency window.
The variation in the refractive index slows down the group velocity of the probe
beam.
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4.2 Popular Quantum Memory Protocols

A good review regarding the various experimental and theoretical works on
different approaches to realizing a quantum memory can be found in [39]. In
this section, we briefly describe some of the popular light storage schemes.
Only a qualitative description is presented here !. They also serve the starting
point for introducing the ATS protocol.

4.2.1 Electromagnetically Induced Transparency (EIT) based

memory

First reported in [50], EIT is a non-linear optical effect whereby an absorbing
medium becomes ‘transparent” to a probe laser that is tuned on resonance
to an atomic transition in the presence of a strong control laser field applied
to the other transition (Fig. 4.1 (a)). In terms of using it as a light storage
technique, we consider the three level A type system, whereby two ground
states are coupled to the common excited state by a weak probe field (that
carries the information to be stored) and a strong control field (that triggers
the storage and readout processes). In the absence of the control field, the
signal field is partially or completely absorbed in the medium. The presence
of the control field induces a ‘transparency window” and if the probe signal’s
bandwidth fits inside this window’s frequency width, complete transmis-
sion is observed. Accompanied by this change in absorption is a large linear
dispersion, which changes the refractive index of the medium, leading to a
reduction in the group velocity [51] (Figure. 4.2 (a) - (b)). This is the famous
‘slow-light” effect, which forms the basis of light storage: as the probe pulse
enters the medium, it slows down, that is, gets spatially compressed, with
the group delay inversely proportional to the control field intensity. By adia-
batically switching off the control field, the group velocity is reduced to zero
and the probe pulse gets mapped into the collective ground states spin co-
herence in the medium [52], often referred to as the spin wave. For retrieval,
the control field is turned back on and the pulse resumes its propagation. Itis
important to emphasize that there is no excited state transition involved and

the state of the optical excitation is directly mapped into the spin coherence.

LA rigorous description of these schemes is beyond the scope of this thesis.



Chapter 4. A broadband ATS-based atomic quantum memory protocol 95

4.2.2 Off-resonant Raman memory

The Raman memory scheme [53, 54] also requires a three-level system that is
driven by a weak signal field and an intense control field. Both the probe and
the control are (equally) far-detuned from the excited state transition, hence
it is an off-resonant memory (unlike EIT where the fields are on resonance).
In the absence of the control field, the probe signal is simply transmitted
through the medium. In the presence of the control field, however, the atoms
can absorb the probe signal via “virtual absorption” and can be transferred to
the other ground state via stimulated Raman scattering (Fig. 4.1 (b)). The re-
sulting atomic population transfer leads to the spin-wave coherence between
the two ground states. If the control field is now turned off, this excitation
remains preserved inside the medium. Upon re-applying the control field,
the spin wave is converted back into the photonic signal.

4.2.3 Photon-echo memory

Similar to EIT and Raman protocols, photon echo quantum memories also
rely on transferring the coherence of the optical signal into a collective atomic
coherence, however, unlike EIT and Raman, photon-echo memories are absorption-
based and take advantage of the large inhomogenous broadening of the medium.
The broad absorption profile is composed of a large number of narrow ab-
sorption lines. Examples of such media include cryogenically cooled rare-
earth ion doped crystals [55].

Photon-echo storage relies on absorbing the signal by an ensemble of
atoms, each with slightly different transition frequency, followed by time re-
versing the absorption in a controlled manner, leading to re-emission of the
signal. The re-emitted signal is known as the ‘echo’ [56]. A brief explanation
is as follows [39]: we consider an ensemble of two-level atoms with ground
and excited states given by |g) and |e) respectively. Assuming all atoms are
initially pumped into the ground state, the initial state of the system is |'¥y)
= |91,92,.-gN), where N is the number of atoms in the ensemble. An optical
signal that enters the medium is delocalized to all atoms in the ensemble’
and the collective state can be written as:

S R
¥ (1)) = i X Ze“sltekl 81, -+-€j, --8N) 4.1)
]

%It means that each atom has an equal probability of absorbing the signal. Thus, there is
no way to tell which atom would absorb it.
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The summation runs over all atoms in the ensemble. Here z; is the posi-
tion of j atom; k is the wave vector of the signal field; dj is the detuning of
the transition frequency of the j" atom with respect to the signal frequency.
The superposition in Eqn. 4.1 accumulates different phases in time, since dif-
ferent atoms have different value of 4. Atoms with detuning J; acquire a
phase of 5jt over a time interval f, and as such, the collective state begins
to dephase. All photon-echo quantum memories employ some technique to
rephase these states after some time so as to restore the atomic coherence,
which then leads to a re-emission of the optical signal. Depending on the
spectral distribution of the absorption lines within the broadened medium
linewidth and the rephasing techniques used, photon-echo memory proto-
cols can (broadly) be classified as: (1) Controlled Reversible Inhomogenous
Broadening (CRIB) protocol [57, 58] (2) Gradient Echo Memory (GEM) pro-
tocol [59, 60] and (3) Atomic Frequency Comb (AFC) [61, 62, 63].

4.3 Getting Started with Our Memory Scheme: The
Autler-Townes Effect

Before we describe the ATS protocol itself, it is important to describe the
fundamental basis of our memory scheme: the “Autler-Townes’ effect [64],
also known as the “AC-Stark’ effect. We begin by highlighting the differences
between two closely related physical processes that affect the transmission
of a resonant probe field through an absorbing medium in the presence of
an additional control or coupling field. The two physical processes are the
‘Electromagnetically Induced Transparency (EIT)" (that was naively discussed in
§.4.2.1) and the “Autler-Townes Splitting (ATS)".

In general, the two coherent processes can be described by considering a
three-level A— type atomic system, as shown in Fig. 4.3 (a), which is reso-
nantly driven on one transition (via ‘control” field) and probed on the other
(via ‘signal / probe’ field). The interaction of such a system has been studied
in the “dressed-state’ picture where the basis states are the eigenstates of the
‘atom + radiation-field” Hamiltonian [65, 66]. As the driving control-field is
at a higher intensity than the signal probe, only the common excited level and
the ground level that is addressed by the control are dressed / mixed, while
the other ground level (addressed by the probe) remains ‘bare’, as shown in

Fig. 4.3 (b). The states labeled |£) in the figure are the superposition of bare
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atomic states (|s) and |e)) and are given by |£) = % (|s) £ |e))>. These are
the eigenstates of the coupled atom-light system: the control field brings the
energy of |s) up to that of |e) and the electric-dipole coupling lifts the de-
generacy, splitting them Q)¢ apart, where Q)¢ is the Rabi frequency of the
control field. This in-fact, is the manifestation of the AC-Stark effect. Hence,
for a resonant control, the location of these dressed states in the frequency
space is given by § + Q)¢ /2, where ¢ is the detuning of the probe field with
respect to |¢) — |e) transition.

Now, when the frequency of the weak probe field is swept such that it
spans across the dressed state doublet (the |g) — |e) transition in the bare
atomic picture), two effects can affect the absorption-profile A(J) of the probe
signal, depending on the splitting between the dressed states (()c) relative to
the dephasing / relaxation rates in the system. At low control intensities, the
probe absorption vanishes at 6 = 0, exhibiting a sharp, narrow transparency
window in the center. The transparency window is the result of destructive
quantum interference between the transition amplitudes of the |g) — [+)
and |g) — |—) transitions. The two transition pathways yield a net zero
contribution to the dipole moment and hence there is no excitation. This
is the EIT effect. At higher laser intensities (wide splitting between dressed
state doublet), this interference effect is washed out and the probe absorption
profile consists of two identical resonances that occur at the location of the
two dressed states, that is £Q)¢/2 from § = 0. This is the ‘Autler-Townes’
effect.

To understand it mathematically, let us re-visit the three-level A type sys-
tem, shown in Fig. 4.3(a). The two ground states |g) and |s) are dipole cou-
pled to a common excited level |e), with dipole matrix elements pieg and pes
respectively. The |g) <> |e) transition is excited through the probe signal
(blue) and the |s) <> |e) transition through the control field (red) with Rabi
frequencies Q) = |pieg|Ep/f and Q¢ = |pteg|Ec /T respectively. Here Ep and
Ec are the electric field amplitudes of the probe and control signal respec-
tively. We further consider all atomic population to be in the ground state
|g). This simply suggests that the atoms do not significantly affect the prop-
agation of the strong control field which couples the |s) — |e) transition. We
want to look at how the absorption of the probe signal is modified in the
presence of the control field as it propagates through the atomic medium.
The macroscopic response of the atomic medium to this probe stimulus Ep

3The coefficients are \% only when the control-field is resonant, that is 5c = 0. More

generic case is considered in references given in the text.
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lg>

Bare-State Picture

FIGURE 4.3: (a): A three-level A-type atomic system with a weak probe (solid
blue) and intense control (solid red) fields coupling the ground levels |¢) and
|s) to the excited level |e). The associated decay rates are indicated. (b): Cor-
responding dressed-state picture. The strong control field creates a superposi-
tion of the bare atomic levels such that the new eigenstates occur at the probe-
detuning and are separated by ()c.

is given by the dielectric-polarization P, and the mapping between this re-
sponse polarization and stimulus field is given by the dielectric susceptibil-
ity x via: P(5) = 60)((5)1::},(5), where the frequency dependence is due to
frequency sweep of the probe signal. This linear relationship is valid at low
probe intensities. The absorption-coefficient is then proportional to the imag-
inary part of this complex susceptibility, that is, A(d) o Im(x). As an aside,
we can also relate P to the collective atomic coherence induced on the probe
transition : this is because classically, P is defined as the average dipole mo-
ment per unit volume. For a single atom, coupling between |g) and |e) via
the probe field induces a dipole moment peg = q(e| 7 [g). If N is the number
of such atomic dipoles per unit volume, the macroscopic polarization can be
expressed as: P = YV, HegOeg (i) + h.c.. Here, 0gg is the projection operator
defined as 0 = |e) (g| and h.c. stands for Hermitian conjugate. Infact, this
is the basis for promoting polarization to a quantum-mechanical operator
P — P,asdonein §. 4.4.1.

The complex atomic polarization P(J) on the probe transition, as a func-
tion of probe detuning J is given as [67]:

NﬂegQP(é - i’)’gs)
(6 —i7gs) (6 — ivge) — Q%/4

P(6) = (4.2)
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FIGURE 4.4: (a): ATS: probe absorption as a function of detuning for control
intensity ()c = 1.5Tge. The two Lorentzian peaks are separated by ()¢, and the
sharp transparency is washed out. The inset shows the gradual variation in the
refractive-index profile, and hence there is no slow-light effect involved. (b):
EIT: probe absorption as a function of detuning with (dotted blue) and without
(dashed red) the control field when Q¢ = 0.5Tge. A narrow transparency win-
dow can be seen in the center. The inset shows the corresponding variation in
the refractive-index of the medium. As can be seen, the slope of the refractive
index is quite steep around the transparency window, which in turn decreases
the group velocity of the probe.
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Here N is the atomic density ; ¢ is the polarization dephasing rate of the
|g) <> |e) transition, which in the absence of other broadening mechanisms*
is equal to half of the spontaneous decay rate (I'ge). ygs refers to the non-
radiative ground state spin decoherence rate: mechanisms such as stray mag-
netic fields, collisions, etc. can flip the spin states of the atoms. For the A type
systems, in the absence of experimental instabilities, ygs < 7ge. We have also
assumed here that the control detuning is zero. Depending on the relative
value of ()¢ with respect to yge, the complex polarization in Eqn. 4.2 can be

written in different ways. For Q¢ > I'ge, we have [68]:

(4.3)

P((S)NN‘uegQP 1 i 1
-2 6—QOc/2—ivge 6+Qc/2—ivge

The corresponding probe absorption-profile, given by Im(P) /egEp can be
written as:

o N|P‘eg|27ge [ 1 . 1

A) = | o
2heo L(5-0c/2)’ +9%  (6+0c/2)" +72

Hence, for strong control fields, the probe absorption can be written as a sum
of two well-separated Lorentzian profiles (Fig. 4.4 (a)), each having a width
of 7ge and centered at +()c /2 with respect to the zero probe detuning. The
frequency-separation between the two peaks is the control Rabi frequency
Qc. This is the ‘Autler-Townes’ effect. As the control field intensity is pro-
portional to the Rabi frequency squared, it is also clear that the separation
between the absorption peaks can be dynamically changed by varying the
intensity of the control field, a feature that we have exploited in our memory
scheme for broadband storage. Moreover, as seen from Eqn. 4.4, the absorp-
tion coefficient is a unitless quantity and we can measure it experimentally as
A =In(Iy/Ir), where Ij is the peak probe intensity and It is the transmitted
intensity at a given detuning.

Similarly, in the weak control field limit, that is when Q¢ < Tge, the probe

polarization and the absorption can be written as:

2
1 (QC/’Yge) }
P(0) = Nu,.O) - — 4.5
©) Hes P{é_l')’ge (S—i('Ygs—FQé/')’ge) *3)
2
A(é) _ N‘y6g|2 |: 7ge . (QC/’)/ge) (r)/gs + Q%:/')’ge)] (46)
heg 52 + ’)’ée 02+ (r)/gs + Q%:/’Yge)z

4 As for example, Doppler-broadening, power broadening etc.
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As can be seen in Eqn. 4.6, the probe absorption in the weak control regime
represents the difference between two Lorentzian profiles (Fig. 4.4 (b)), each
centered at zero probe detuning (that is, the probe resonance frequency), with
abroad and a narrow transition linewidth. This is the EIT effect. The narrow
EIT linewidth is given by the second term in Eqn. 4.6.

So far, we have only considered one technical difference between the EIT
and ATS processes, namely, the lineshape of the probe-absorption. As can be
seen from the figures, both display a dip in absorption at the probe resonance
(zero detuning), however, the dip in case of EIT, that is the transparency win-
dow, is sharp and narrow and is due to the destructive quantum interfer-
ence between two transition pathways, whereas, in ATS, the AC-Stark effect
widens this window and washes away the interference feature, thereby giv-
ing two broad resonances. Discerning whether an observed transparency
feature is due to EIT or ATS (or hybrid) has been rather subjective [69]. In-
deed, there are other subtle differences between them especially in the con-
text of light storage and retrieval mechanisms, and we are currently working
on a manuscript that systematically highlights these differences. In the next

section, we introduce the light storage protocol using ATS.

4.4 The ATS Memory protocol

To understand the memory operation under the ATS regime, we consider
the level scheme shown in Fig. 4.1 (a), however, as reported in [5], the stor-
age can be implemented in other three level systems as well (eg: ladder-
systems, optomechanical systems, superconducting circuits etc.) with some
modifications. The ATS memory requires two optical fields: a weak and
resonant probe (the signal field) to be stored, which couples the |g) > |e)
transition, and a strong, resonant control field, which couples the |s) < |e)
transition. The associated decay rates are also shown in the figure. Under
the condition: (c > ‘yge and provided ygs < 7ge, the probe transition ex-
hibits an Autler-Townes splitting, where the frequency splitting between the
absorption-peaks is Qc. Note that in our experiments, Q¢ (t) = a+/Pc(t),
where Pc(t) is the control field power and « is the system specific propor-
tionality constant. As detailed in §. 4.4.2, the bandwidth of our memory is
determined solely by the peak value of Q¢ (#) and hence, can be dynamically
tuned by simply changing the control power.
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4.4.1 Maxwell-Bloch Equations

The propagation of the signal field through the storage medium consisting
of an ensemble of N atoms, in the presence of the control field is described
using the Maxwell-Bloch equations (MBE) [70, 71]:

(3 + cd,) E(z, ) = igv/ND(z, t)n(z)% 47)
3D(z,1) = —ygeP(z,1) +igV/NE(z, ) + éQC(t)g(z, H o @8)
38(z 1) = —1gs8(z, 1) + QB0 Pz, 1) 4.9)

2

In these equations, we restrict ourselves to the spatial variation only along
the propagation direction of the optical fields, which is chosen along the z
axis. The transverse dimensions are ignored. Here E(z,t) is the electric-field
operator for the signal field and represents the photonic mode of the sys-
tem. P(z,t) and 5(z, t) are the quantum mechanical operators describing the
collective coherences associated with |¢) <> |e) and |g) <> |s) transitions
respectively [70]. Specifically, P represents the ensemble operator for the
macroscopic polarization generated by the signal via coupling to |g) — |e)
transition of all the atoms located within the optical beams. Similarly, S is the
ensemble operator for the collective spin excitation across all atoms interact-
ing with the optical fields. The spin here refers to the two-photon coherence
between the ground levels |g) and |s), that is generated when the photonic
state is transferred to the atomic state. The strength of the light-atom inter-
actions is given by ¢v/N. Here ¢ = Heg/ 577, With wy being the resonant
frequency for |g) — |e) transition and V is the interaction volume. Further,
the peak optical depth d of the atomic ensemble is related to the atom-light
coupling through d = 2¢?NL/ygec. This parameter plays an important role
in determining the efficiency of the memory operation. The atomic distribu-
tion along the length of the medium is given by the function n(z) and for
a uniform distribution, the factor n(z)L/N is unity’. Moreover, we assume
here that the control field is spatially uniform. This condition can be exper-
imentally realized by choosing the size of the control field to be larger than
the diameter of the atomic cloud. A uniform Rabi intensity eliminates ad-
ditional ATS line broadening as detailed in the methods of [5]. Further, we
assume both the control and signal fields have a slowly varying temporal en-

velope, so that we can write ot (z,t) = 0. The polarization dephasing rate in

>These equations were simulated for different atomic distribution functions and the dy-
namics were found to be independent of the distribution.
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Eqn. 4.8 is given by half of the spontaneous decay I'ge. It must be however,
mentioned that in general, this dephasing is a complex quantity given by
(Yge + YD) +i6; here ¢ is the detuning of the signal field with respect to the
|g) — |e) transition, yge = I'e/2 and yp includes broadening due to other
factors such as Doppler and / or power-broadening.

We next discuss the relevance of these equations in the context of light
storage and recall. The storage and retrieval processes are the result of the
time-reversal symmetry embedded in the structure of the MBE. The excita-
tion of the polarization component P is caused by the photonic mode E. This
polarization couples to the control field Q)¢ which then maps it into the spin
wave coherence S. Thus, the couplings 9P ~ QcS and 9:S ~ QXP corre-
spond to the signal storage / write stage whereby the optical coherence is
mapped to the collective spin wave. We can thus interpret the S operator as
an annihilation operator, in that a photonic mode is annihilated to create a
spin excitation [72]. During the retrieval process, which is the time reversed
storage process, the control field couples to the stored ground spin wave and
maps it into the polarization component involving the excited state. This
then leads to the re-emission of the photonic mode into the signal channel.

To conclude this section, we note that although, there are different quan-
tum memory protocols following different approaches to storage, all of them
are governed by the same fundamental Maxwell-Bloch equations of (4.7),(4.8)
and (4.9). The four important parameters in these equations include the con-
trol Rabi frequency Q)c, signal detuning , polarization decay rate ~ g and
the optical depth 4. It turns out that varying one or more of these parameters
can lead to completely different physical processes. These parameters define
the operational regime where a particular quantum memory can function.
Therefore, there are various metrics / performance specifications assigned to
any quantum memory protocol such as storage time, memory bandwidth,
efficiency and fidelity, each of which is affected by the above parameters. As
stated earlier, we are working on a detailed comparison among the estab-

lished memory schemes and the ATS protocol.

4.4.2 ATS Memory Operation

In this section, we study the memory operation under different timing con-
tigurations of the control field, namely, the constant field; the interrupted field
and the pulsed field. The pulsed control corresponds to the case of dynami-
cally changing positions of the probe-absorption peaks in the frequency space.
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In each of these configurations, we are mapping the coherence of the input
signal (photonic) mode Ej,(z,t) = E(0, t) (that has a slowly varying temporal
profile over a time interval [0, T]) to a spin-wave excitation 5(z,t > T) and af-
ter a certain storage time T, map it back into the photonic mode E(L,t > T),
which is the retrieved signal. The storage time T can be fixed (constant con-
trol) or chosen at will (interrupt and pulsed control). Thus, interrupt and
pulsed fields provide on-demand storage and recall operations.

We first consider the case when the control intensity is constant, that is,
the applied control field generates a fixed ‘Autler-Townes Splitting (ATS)’
for all times. A short gaussian signal pulse E£(0,t) enters the medium at
t = 0, whose spectral profile covers the ATS-peaks. For our ATS protocol, the
bandwidth of the signal pulse Bryy is chosen to match the ATS splitting,
which is also the Rabi frequency of the control field ()¢c. This means the fol-
lowing relation must always be held with regards to ATS memory scheme:
Qc/2m = Bpwnam = 0.44/mwhm, where Trwpw is the signal duration at
the full-width half maxima, and is related to the total pulse duration T as
T = 2.25TrwnHmMm. As the ATS effect is dominant only when Q¢ > T, the spec-
tral matching condition makes the ATS memory inherently broadband, that
is, ideally suited for storing short (in temporal domain) pulses. As the signal
pulse propagates through the medium, it is partially or completely absorbed
and mapped into the spin mode over the duration 7. Immediately after this
mapping is complete, the pulse is coherently recovered and re-emitted be-
tween T < t < 27. A partial storage results in some part of the input signal
being transmitted through the medium. An important factor governing the
storage and recall processes is the pulse area of the control field during each
of the storage and recall stages:

Ac(t) = /O " Oc(t)dt (4.10)

where T defines the timescale for the occurrence of these processes. As ()¢ is
constant for this configuration, we can compute Ac(t) to be:

Ac(t) =QOcT (4.11)
= (27tBpwnmMm) X 2.25TrwHMm
= 271(0.44/ tewrm) (2.25Tswrm)

=2

The dynamics of the ensemble-light system is contained in the time-evolution
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FIGURE 4.5: (a): A control field that is on at all times (dashed black) generates
a fixed separation between the probe absorption peaks, given by Q)c. In these
simulations, the probe signal (dotted blue) has a bandwidth Bpwrm = Qc /27 =
11 MHz. This corresponds to the Rabi period 271/ Q¢ = 90 ns. Other parameters
are: Oc = 7T, d = 13, g5 = 0. Due to partial storage, some amount of the
signal is simply transmitted (the part of output that is overlapping in time, with
the probe signal). The signal that gets absorbed is re-emitted multiple times at
tixed delays of 271/ Q)¢ (inset). The retrieval efficiency of first order echo was ~
36%. (b:) Time evolution of |S(z,t)|? (blue),|P(z,t)|? (red) and |E(z, t)|? (green)
modes (normalized) at different spatial positions inside the medium. They ex-
hibit an oscillatory behavior with a period equal to 27/Qc. Complete transfer
from photonic to spin mode and vice versa occurs when the control pulse area
equals 27t. The spatial locations are indicated in each case in terms of medium
length L. Also note that the spin and photonic modes are 180 degrees out of
phase with each other, which is in stark contrast to an EIT based memory.
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of the spin |S(z, t)|?, polarization | P(z,t)|> and photonic |E(z, t)|?> coherences,
that also describe the storage and recall processes. The storage and recov-
ery relies on the oscillatory exchange of coherence between the spin and
photonic modes with oscillations occurring at the Rabi period : 27t/Q)c, as
shown in Fig. 4.5. Similar observations were also made in [73], where the
authors proposed a photon-echo based GEM storage via ATS absorption.
Moreover, the reversible exchange between the two modes is mediated by
the dipole-polarization coupling. Specifically, the initial coherence of the sig-
nal reversibly evolves into the spin and photonic modes inside the medium
and gets mapped into the delayed output-photonic mode E(L,t > T) for
those times when the control pulse area Ac(t) = 2n7t, where 7 is an integer.
As an example, in the first cycle (n = 1), the coherence in £(0, t) is transferred
to the spin excitation $(z,t > T) inside the medium (absorption / storage)
and in the second cycle (n = 2), the stored excitation is converted back into the
photonic mode at the output (re-emission / retrieval). The time interval (de-
lay) between the two processes is 27t/ Q)¢. Also, as shown in figure 4.5, some
coherence remains as spin inside the medium after the first recall, and hence,
is retrieved as smaller intensities at the output, with delays of Rabi period.
The signals retrieved after the first recall are referred to as ‘multiple-orders’.

Next we consider the interrupted timing configuration where the con-
trol field, that was initially ‘ON’, is switched off just before the onset of first
recall. We refer to this stage as the ‘writing-stage’, where the optical coher-
ence is transferred to the spin mode during the 27t pulse area of the “write-
control’ field (AY). Immediately, after this mapping is complete, the control
tield is turned off and the spin wave remains preserved inside the medium
(provided there is no decoherence). After a certain storage time T, the con-
trol field can be turned back on, which transfers the spin coherence between
the two ground levels, back into the output photonic mode, when the pulse
area of the read-out control field (Ag) reaches 27t. This configuration there-
fore, converts the fixed delay operation into an on-demand retrieval process
(Fig. 4.6).

In the third timing configuration (figure.4.7), we show the ATS memory
operation in the pulsed mode, that is, when we have a time varying con-
trol power, both during the writing and reading stages. Since Q¢ (f) is pro-
portional to the square root of control power, we get a dynamic ATS. It is
important to mention, that the dynamics of storage and readout processes
depend only on the pulse areas of the respective control fields (A, AR) and

not the specific time-dependence of O¢(t). Hence, the mapping of coherence
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FIGURE 4.6: (a): Storage and retrieval can be achieved on demand by using a
control field that is turned off just before the first recovery (write-operation) and
then turned on again after the desired storage time (read-out operation). Sim-
ilar parameters as stated in Fig. 4.5 were used for simulation. The first-order
efficiency, as before, is 36 %. (b): Temporal evolution of spin, photonic and po-
larization coherences (all normalized), at different positions inside the medium.
During the write stage, the polarization mode mediates the transfer from the
signal photonic mode to the atomic spin mode. This spin remains preserved in-
side the medium when the control field is turned off (zero decoherence assumed
here). Turning the control field back on resumes the transfer from the spin to the
output photonic mode, again mediated by the polarization component.
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FIGURE 4.7: (a): The memory operation achieved by using pulsed control fields
at the writing and reading stages. Both the probe and control fields are gaussian
and have the same temporal profile. Like the constant and interrupted timing
configurations, the write and read dynamics only depend on the 27t pulse areas
of the write and read control fields. For the gaussian control fields, the peak

Rabi frequency ngfél;ussian = 1.5 XQ¢ Constant, to ensure the 27t pulse area. This
means for the simulation parameters stated earlier, Qlé?él;ussian =10.5T.(b): Time

evolution of various coherences at different positions inside the medium. Also
note that due to the pulsed nature of the control field, we do not get multiple
orders of the photonic mode at the output.
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from the photonic (spin) mode to spin (photonic) mode takes place when-
ever AY (A) equals 271. Note that for the pulsed case, AY = [ Q¥ (¢)dt
and AR = fOT Of(t)dt. Hence, we implement the pulsed operation by us-
ing the control fields of same temporal profile as the input signal. In [5], we
have used the pulsed-ATS scheme to manipulate light pulses such as pulse
shaping (temporal stretching or compression) and temporal beam-splitting
to demonstrate the preservation of coherence in the storage and recall pro-

cesses.

4.4.3 ATS memory efficiency

The total efficiency of the ATS memory operation can be defined as:

__j;?|E(L,0]2dt
[ 1E, £)[*dt

U] (4.12)

which is the ratio of the energy carried by the retrieved pulse E(L,t > T) (the
output photonic mode) to the energy carried by the input signal E(0,t < T)
(the input photonic mode). As before, (T; T) are the memory storage time and
the signal pulse duration respectively. Based on the ATS memory operation
described in §. 4.4.2, we can write the total efficiency as a product of three
factors:

1 = Nsieg (4.13)

Here, 75 is the ratio of the stored excitations in the spin-wave mode to the
mean number of photons in the input signal mode, and is called the stor-
age efficiency. Thus, 75 is determined during the storage / writing stage.
Similarly, 77, is the ratio of the mean number of photons in the outgoing (out-
put) mode to the stored spin excitations, and is called the retrieval efficiency,
and determined during the read-out stage. The spin-wave survival efficiency
during the storage time T is represented by 774 and incorporates the effects
due to decoherence, that arises in practical settings. As can be seen from
Eqn. 4.13, the effect of decoherence is to reduce the overall memory efficiency
and hence precise experimental control is required to avoid the loss of coher-
ence from the system. In the ideal case of no or negligible decoherence, 774
approaches unity.

We now analyze the storage and retrieval efficiencies: as stated earlier,
the reversible exchange of coherence between the spin and photonic modes
is mediated by the collective excitation on the |g) — |e) transition, which de-

scribes the polarization mode. In the writing stage, the input photonic mode
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tirst excites this polarization mode (that is, the probe signal gets absorbed by
the medium), which is then simultaneously mapped, onto the collective spin
coherence, by the control field. The storage efficiency, thus, depends on two
factors: the collective absorption (y,ps) which is the coherent sum of absorp-
tion probabilities of the input signal by all the atoms in the ensemble, and
is a function of d, QY and I'. The parameters (Y and T appear due to the
fact that the two ATS absorption lines are generated by the ‘strong” control
tield ()¢ >T), and are spectrally separated by ()¢, with the linewidth of each
peak as I'/2. The second factor (uy) relates to the efficiency of the polar-
ization mediated reversible exchange between the photonic and spin modes,
and is determined by the pulse area of the write-control field (AY). A close-
to-unity value of u,, at the end of writing stage, would imply a complete
transfer from the polarization to the spin mode.

The time-reversal symmetry of the Maxwell-Bloch equations suggests sim-
ilar treatment for the read-out efficiency. The read control field maps the
atomic spin coherence to the atomic polarization coherence which then si-
multaneously emits photons into the output photonic mode. The retrieval
efficiency thus, depends upon the collective re-emission probability (yre) and
the efficiency of the polarization mediated transfer between the stored spin
and the output photonic mode (jr). pire is the coherent sum of emission prob-
abilities of the output photonic mode by all atoms in the ensemble, and is a
function of d, Of and I'. In analogy with p, j is determined by the pulse
area of the read-control field AY.

Based on the above discussion and assuming negligible decoherence (174 ~
1), we can expand 75 and 7, to write the total memory efficiency as (also see
Fig. 4.8):

1 = Habs(d, T, Q&) X pw (AY) X pre(d, T, Q8) x pr(AR) (4.14)

For the complete mapping of atomic polarization component to either of the
spin or photonic mode, the control pulse area should be equal to 27, that is
A‘CN =21 = A1§ (see figures 4.5, 4.6 and 4.7). In that case, yw = pr = 1. Thus,
the overall efficiency simplifies to:

1 = HabsHre (4.15)

and is solely determined by the collective absorption and re-emission pro-
cesses. In fact, this expression puts the ATS memory into the league of absorption-
based quantum memories such as the CRIB and AFC. Hence, we can use
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similar analytic expressions that describe the memory efficiency of these pro-
tocols [62]:

ne = d*exp(—d)ug (4.16)
2
g = (1 - exp(—d)) 1y (4.17)

Here, nr and #p are the overall memory efficiencies for the cases when the
control and the probe fields are co-propagating (‘forward propagation’) and
counter-propagating (‘backward propagation’) respectively. d is the effec-
tive optical depth (explained below); y4 is the survival probability of the col-
lective polarization from dephasing during the writing and reading stages.
Here the forward retrieval implies that the output photonic mode is emitted
in the “propagation direction” of the input signal, that is, if the input mode
entered the atomic media st z = 0, the output photonic mode is retrieved at
z = L. For the backward propagation, collective re-emission occurs at the
input side of the medium, that is, the output mode is retrieved at z = 0.

A physical definition of d is as follows: if a resonant probe beam with
peak intensity Iy passes through an atomic medium of length L, we can write
the intensity of the transmitted beam using ‘Beer-Lambert’ law as: It =
Ipexp(—aL), where a denotes the absorption coefficient of the medium. The
peak optical density d of the medium is then defined asd = aL =log,(Io/Ir),
and corresponds to the distribution of atoms being concentrated around the
absorption frequency of the center line. Assuming a Lorentzian lineshape
and no inhomogenous broadening, the linewidth of absorption frequency is
given by its spontaneous decay rate I'. In the ATS memory scheme, we split
this absorption line into two peaks: the linewidth of each peak is I'/2 and
the separation between them is Q)¢c. Thus, the ‘effective’” optical density of
the medium is reduced by a factor that is given by the ratio of separation
between the two peaks and the width of each peak. Thus, d = m. We
define another phenomenological parameter F or the ‘ATS-factor” as Q¢ /T,
such that d = d/2F. The ATS-factor defined here is analogous to the ‘finesse
parameter’ of a spectral atomic frequency comb [62]. The role of (d,F) in the
efficient storage and retrieval processes is discussed below.

Optimal storage and recall requires the ATS absorption lines to span the
probe signal bandwidth Brwrv. As the ATS peaks are separated by control
Rabi frequency, we fulfill the above condition by ensuring that Brwpm =
Q¢ /2m. This spectral matching effectively relates the ATS factor to be pro-
portional to the signal bandwidth to be stored: F = Bpwim(MHz) / T'(MHz).
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FIGURE 4.8: A simple block-diagram showing the storage and retrieval efficien-
cies in the ATS memory. The overall efficiency is the product of the two and is
given in 4.14. Zero decoherence is assumed here. Specifically, storage occurs
when an incoming signal mode E;, () with a pulse-duration of T is mapped to
a spin-wave mode S, at some time t > 7. The efficiency of this transfer is de-
termined by papsptw. The retrieval process is the time-reversed storage process
where a stored spin mode is mapped back onto the photonic mode Eoy:(t), at
some time t > T, where T defines the time interval over which the incoming
signal was stored as a spin-wave-mode. This transfer efficiency is determined

by prepts-
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We also reiterate that this spectral matching condition is equivalent to saying
that the control pulse area equals 277, as was also shown in §. 4.4.2. Now, as
the absorption and re-emission occur through the ATS lines, d is an increasing
function of optical depth (d) and the linewidth of the ATS peaks (I'/2) while
a decreasing function of separation between the peaks (()c). Next, the factor
4 in equations. 4.16-4.17 account for the dephasing of the polarization due
to the finite width of the ATS lines and is determined by the inverse-Fourier
transform of an ATS line over the complete duration of the input signal. The
effect of dephasing is to reduce the amplitude of the re-emitted output sig-
nal. As the ATS lines are Lorentzian, their inverse Fourier transform gives
ng = exp(—I'1), where 7 is the total duration of the probe pulse. For the
gaussian probe, T = 2.25tpywpm = 2.25 * 0.44/ Bpwim = 1/ Bpwrm. By substi-
tuting T and applying the 27 pulse area condition, we get yq = exp(—1/F).
Here, we see that the effect of dephasing decreases as we go towards storing
larger bandwidth signals (increasing F). This again shows that our memory
operation favors the broadband regime. Finally, we can now write the ana-

lytic efficiency expressions as:

ng = (d/2F)* exp(—d/2F) exp(—1/F) (4.18)

s = (1 - exp(—d/ZF))zexp(—l/F) (4.19)

The analytically calculated efficiency values are in good agreement with
those obtained through the numerical solution of the Maxwell-Bloch equa-
tions, as shown in Figures. 4.9 and 4.11, where the efficiency is plotted for a
range of d and F values. The inset of each figure shows the numerical effi-
ciency as a function of the effective optical depth and provides useful insight
into the above equations. Let us qualitatively look at the terms appearing
in Eqn. 4.18 for the forward propagating output mode: the first term is the
square of the effective optical depth and represents the collective absorption
and re-emission probability. A high value of d means a greater number of
atoms participate in the storage and retrieval processes, thereby providing
higher overall efficiency. The second term is a decaying exponential and rep-
resents the loss of emitted signal due to re-absorption by atoms, during the
memory readout. The re-absorbed light remain in the medium as stored spin
excitation, and can be re-emitted as higher order echoes (Figures. 4.5 and 4.6).
Finally, the third term is the polarization de-phasing factor.

Now, as shown in Fig. 4.9, for a given F > 1 (equivalently Q¢ > I'), the
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FIGURE 4.9: Theoretical efficiency as a function of peak-optical-depth for
the ATS based storage and retrieval when the signal-control fields are co-
propagating (forward-retrieval). Solid curves correspond to values obtained
numerically while the dashed curves correspond to the analytic expression in
Eqn. 4.18, showing they are in good agreement with each other. In each case,
the curves correspond to different F = Q)¢ /T values. The calculations are done
for pulsed ATS memory with AY = AR = 27. The maximum efficiency in the
forward mode is limited to 54%. Inset Efficiency as a function of effective opti-
cal depth d = d/2F for different F values. Maximum efficiency for a given F is
achieved when d ~ 1.75 and decreases thereafter.



Chapter 4. A broadband ATS-based atomic quantum memory protocol 115

memory efficiency increases until d ~ 1.75 (the optimal effective OD). In
this regime, the first term of Eqn. 4.18 dominates. As the optical depth is fur-
ther increased, the re-absorption (loss) term dominates the first term. Conse-
quently, the maximum efficiency in the forward retrieval is limited to 54 %,
which is achieved when d is optimal at 1.75 and F is large (larger signal band-
width). The re-absorption term is eliminated in the backward propagation
(Eqn. 4.17 and 4.19). Here, the efficiency is an increasing function of d and
for a given finesse, tends to saturate at d ~ 3. Further, the efficiency is a
strong function of the ATS factor, in that, the F is embedded in all the terms
of equations 4.18 and 4.19. As F directly determines the polarization de-
phasing, for a given d, the efficiency increases as F increases (increase in F is
equivalent to saying that the absorption linewidth effectively decreases; this
reduces the polarization decay rate). Near- unity efficiency is thus possible
in the backward configuration for d >3and F > 1. Also shown are the
spatial and temporal evolution of spin (|S(z, t)|?) and photonic (|P(z, t)?|) co-
herences in figures.4.10 and 4.12, during the storage and readout processes.
These are calculated for the signal and control fields co-propagating (forward
mode) and counter-propagating (backward mode) respectively. The param-
eters chosen for calculation correspond to # = 0.5 (forward mode) and 0.9
(backward mode).

To conclude the discussion, we note that the maximum efficiency for a
given bandwidth (or F) is achieved when d is optimal. This optimal value,
as seen from the efficiency plots, is 1.75 and 3 respectively for the forward
and backward configurations. In this optimal regime, the pulse area for both
the write and read control pulse is 271, which makes the polarization medi-
ated reversible transfer between the spin and photonic modes as unity. In
other words, the factors uw, g are unity, and the expression in Eqn. 4.14 gets
simplified. It must be recalled that Ac = 27 implies that OOc /27 = Brwphwm.
However, upto a certain extent, the requirement of 27t control pulses can be
relaxed for the non-optimal d. This can be seen from the definitions of d and
F in terms of the control Rabi frequency: F = Q¢/I' and d = (Td)/ Q.
Consider the forward retrieval case: if, for a given (d; Brwrm), d < 1.75,
we can effectively increase it by choosing (c/27m < Bpwpm which in turn
means Ac < 27m. While the reduced pulse area increases the absorption
and re-emission probabilities (papstire), it reduces puwpur, and thus, there is
a trade-off as to how much we can deviate from optimum 27t condition. In

the low- effective-optical-depth regime, we observed optimal efficiencies for
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FIGURE 4.10: Calculated temporal dynamics of spin (top) and photonic (bot-
tom) modes at all positions inside the medium, for the forward retrieval. The
calculations are done for the 271 write and read control pulses. As stated in the
text, a 27t control pulse provides complete transfer from the polarization mode
to either of the spin (storage) or photonic (retrieval) modes. The simulation pa-
rameters are: d = 40, F = 12 and = 0.5. Due to re-absorption of the emitted
photons, a significant portion of energy remains stored as spin wave inside the
medium, during the readout stage.
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FIGURE 4.11: Theoretical efficiency as a function of peak-optical-depth for
the ATS based storage and retrieval when the read-control field is counter-
propagating to the signal field (backward-retrieval). Solid curves correspond
to values obtained numerically while the dashed curves correspond to the an-
alytic expression in Eqn. 4.19, showing they are in good agreement with each
other. In each case, the curves correspond to different F = Q)¢ /T values. Near
unity efficiency is achieved at finesse values > 1. The calculations are done
for pulsed ATS memory with AY = AR = 271. Inset Efficiency as a function
of effective optical depth d = d/2F for different F values. For a given F, the
efficiency saturates at d = 3.

pulse areas upto 1.67t. Similarly, when we are in the high-effective-optical-
depth regime (d > 1.75), we can lower d by choosing higher control power
such that Ac > 271. We observed good efficiency upto 2.271. Again, we can-
not increase the control power indefinitely due to the compromise between
increasing y,psHre and decreasing pwur.

To summarize: the total efficiency of the storage and recall processes can
approach close to unity, as shown in Fig. 4.11. It is clearly seen that in both
the forward and backward modes of retrieval, the efficiency increases as we
move towards higher finesse (F) values. As the finesse parameter is linked
to the signal bandwidth, our ATS memory is inherently suitable for broad-

band storage. Of course, storing a higher bandwidth would require higher
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FIGURE 4.12: Calculated temporal dynamics of spin (top) and photonic (bot-
tom) modes at all positions inside the medium, for the backward retrieval. The
calculations are done for the 27t write and read control pulses. The simulation
parameters are: d = 85, F = 12 and # = 0.9. As can be seen, no spin excitation
remains in the medium after the recall process, since there is no re-absorption.

control power, so as to get the 277 pulse area. Further, as seen in the efficiency
curves, maximum efficiency, for a given F, occurs at the optimal effective
optical depth. This implies higher bandwidth storage also requires higher
optical depth. Infact, to achieve the same overall efficiency at different sig-
nal bandwidths, the ATS memory bandwidth scales linearly with respect to
the optical depth and quadratically with the control power (Q¢c « /Pc). The
absolute requirements on the optical depth and the control power, are how-
ever, quite moderate when compared to EIT and Raman based memories®,

thereby, making the ATS protocol attractive over a wide range of platforms.

6We make this claim on the basis of our recent findings that are not reported in this thesis.
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Chapter 5

Summary and Future Directions

In conclusion, we have built an optical setup which is expected to achieve ef-
ficient sub-Doppler cooling of 3K atoms by generating cooling and repump-
ing laser frequencies that are blue-detuned on the D1-transition and operate
near Raman resonance in a A-type configuration. This ‘Gray-Molasses’ cool-
ing, as it is called, aided by the formation of dark or nearly-dark states, is
expected to give temperatures that are lower by a factor of 4-5 than what one
typically gets in the conventional red-detuned D2-line cooling of K [15, 17].
The enhanced cooling shall lead to an increased phase-space density which
is crucial for future stages of evaporative-cooling for achieving quantum de-
generacy.

With the optical setup built and characterized, the first imminent task
is installing the K-source (K-ampoule) into the ultra-high-vacuum system.
For this purpose, parts needed for holding the sealed glass-ampoule and
breaking-off the seal into the vacuum chamber, have been machined (cour-
tesy: Logan Cooke and Greg Popovich). The next task shall be to perform
the laser-cooling operation, for which we have planned the following se-
quence: D2-line 2D-MOT (D1-beams ON) — D2-line 3D-MOT (D1-beams
ON) — Compressed 3D-MOT (D1 beams ON) — D2-molasses (optional) —
Pure D1-molasses. Temperature and optical density of the atomic cloud at
the end of each stage in the above sequence would be characterized via fluo-
rescence imaging, so that necessary optimization can be done.

To create a BEC of 3K atoms, the laser cooling operation shall be followed
by loading the atoms into magnetic and optical dipole traps (in that order)
where further cooling can be achieved via rf-induced evaporation. The op-
tics for loading into the dipole trap is already in place and is being used to
trap and cool 87Rb atoms [22]. However, unlike 8 Rb or ?*Na, direct evapo-
rative cooling in ¥K is difficult due to its un-favourable collisional proper-
ties and hence is done either by cooling it sympathetically using 8 Rb [74] or
by magnetically tuning the interatomic interactions via Feshbach resonance
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[75]. In our quantum simulation setup, we would have the flexibility of try-
ing both the approaches. Finally, the main goal of the K-project is performing
experiments with ultracold K atoms in a Bose-Einstein-Condensate state: in
particular, creating many-body-order in this coherent macroscopic state us-
ing spin-orbit-coupling (SOC) [76] (created via optical and microwave fields)
as well as using magnetically tunable interactions [4] (created via Feshbach
resonances). By working in a regime where there is a competition between
the two kinds of many-body-order such that one degree of freedom domi-
nates over other, we can study how different phases— magnetic, superfluid
or novel types— emerge and evolve among the quantum particles [23].

In this thesis, we have also described a novel quantum memory scheme
for storing (and retrieving on-demand) broadband pulses of light, based on
coherent absorption of the optical pulse via dynamic ‘Autler-Townes’ ab-
sorption. We showed the numerical-modeling of the ‘ATS-protocol” in a
three-level A— type atomic system, however, this scheme can be applica-
ble to other three-level systems as well such as Rydberg atoms (having a
cascaded or ladder-type structure), opto-mechanical systems and supercon-
ducting circuits. We have shown that our memory protocol is inherently
suited for storing wideband pulses (Bpwpm > I') and the memory band-
width scales linearly with optical depth!. Further, we also discussed strate-
gies for getting maximum efficiency for a given bandwidth based on the op-
timal effective-optical-depth (Arorward = 1.75 and dpackward > 3) and control-
pulse area (Ac(t) = 27m). We showed that an overall efficiency at close to
unity is possible at moderate optical depths and control power, which sig-
nificantly relaxes the resource requirements compared to other established
memory platforms such as EIT and Raman memories.

As an immediate follow-up on our ATS-protocol introduced in [5], we are
currently working on the following: a detailed technical comparison among
the EIT, Raman and ATS based memories in terms of the following metrics:
efficiency and optical-depth scaling for a given signal bandwidth; efficiency
and control-power scaling for a given bandwidth; memory-bandwidth scal-
ing with respect to optical depth and control power for a given efficiency;
and finally, robustness to decoherence as a function of storage time. Such
comparisons shall be supported by theory as well as experiments. We are
also working on highlighting the underlying physical processes that govern

the storage mechanisms in each of the three memories: dispersion / slow

!We just touched upon the bandwidth vs optical-depth scaling, but it will be discussed
in detail in the upcoming manuscripts.
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light effect in EIT; adiabatic elimination of excited state in Raman; absorp-
tion or excitation of the polarization coherence in ATS (and photon-echo type
memories) and studying if a smooth cross-over or transition exists among the
memory regimes.

In [5], we have experimentally demonstrated the signal processing capa-
bility of the ATS scheme by temporal-pulse-compression / stretching and
temporal-beam-splitting operations. We plan to extend this by implement-
ing wavelength-conversion, that is, storing pulse at one frequency and re-
trieving on the other. The wavelength-conversion experiments shall pave the
way for advanced quantum-transduction experiments, involving conversion
between optical and microwave photons and hence can be readily used in
quantum communication systems. Further, on the basis of our understand-
ing of the EIT and ATS protocols, we are working on developing a hybrid
storage protocol where we can efficiently store a long temporal pulse (smaller
bandwidth) and retrieve a short pulse (larger bandwidth) with nearly the
same efficiency. The hybrid approach seeks to take advantage of both EIT
(that is inherently suitable for storing long temporal pulses) memory and
ATS memory (which is inherently suited for storing short temporal pulses)
and hence can achieve bandwidth-conversion. Our initial simulation results
show a bandwidth conversion factor of up-to 1000 is possible. Further, we
also plan to study the multimode storage capacity of ATS memory in relation
to other photon-echo memories (AFC, CRIB) as well as adiabatic memories
(EIT, Raman). Finally, as a means of integrating the quantum simulation and
quantum memory experiments, we also aim to perform ATS-light storage ex-
periments in a BEC of ’Rb atoms as it would offer a lot of advantage in terms
of high optical-densities and increased coherence time.
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