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Abstract

The advance of the transportation system has helped human beings to change their stan-

dard of living dramatically through the facilitation of trade, travel and exchange in both

time and energy-efficient way. The modern transportation system consists of a complex

multi-domain system: electrical, mechanical, hydraulic, thermal, multi-body dynamics,

etc. Among these systems, the electrical system is considered as the most critical one,

that can provide conditioned and reliable power to essential loads for the other physical

systems. Thus, emulating the detailed electrical system accurately in real-time can help

engineers and scientists to predict and control the whole transportation system dynamics

efficiently, which can be extended to the application of repeatedly evaluating the newly

designed power switch, protection circuit and algorithm, power converter and controller

for design optimization and tuning in a non-destructive emulation environment. There

is a demanding need for accurate detailed device-level modeling in real-time hardware-

in-the-loop (HIL) emulation, especially under extreme and extensive range of conditions

for advanced transportation application. These electrical system devices come in many

shapes and sizes and often have to connect and correlate with many other devices inside

the electrified transportation system. Discrete-time solution of a complete topology of the

equivalent represented nonlinear circuit model can provide the detailed device dynam-

ics with iteration calculation. However, these developed analytical and numerical models

lead to the heavy computational burden of the real-time capable hardware, which intro-

duces extra execution time-delay and makes real-time problem-solving infeasible.

Introducing model order reduction methods and implementing these methods in ded-

icated real-time capable hardware are common techniques for reducing the computational

complexity of mathematical models and shortening the model execution delay time to the

nanosecond-level timing margin. Based on the common nonlinear system identification

method, block-structured behavioral models, such as Hammerstein, Wiener-Hammerstein

configuration, are introduced as the first model order reduction methods for the sim-

plicity of their real-time implementation in the following three chapters (3, 4, 5). Then,
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hybrid kNN-RNN neural networks are introduced as the second model order reduction

method for their real-time adaptive features of deviated parasitic parameters in Chapter

6. These methods require both highly sequential clocking and massive parallel structure

in problem-solving. By utilizing state-of-the-art hardware platforms of multi-processing

system-on-chip (MPSoC) or field programmable gate array (FPGA), both system-level and

device-level transients were captured in real-time, which is also the first time of deploy-

ing the block-structured and neural network models on state-of-the-art System-on-Chip

(SoC) and FPGA hardware platform for nanosecond-level real-time device-level power

electronic converter emulation.

Practical advanced transportation applications have also been investigated in the the-

sis, including three-phase self-balancing traction power system, massive existing Beijing-

Shanghai AC high speed rail (HSR) traction system, future medium voltage DC traction

network, and electromagnetic rail gun (EMRG) in all electrical ship (AES) system. With

the anticipated increasing demand placed on the land, sea, and air, these above mentioned

novel transportation model can be installed, constructed, and testified repeatedly by the

proposed real-time device-level modeling scheme.
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1
Introduction

Computer-aided design (CAD) tools help engineers in the creation, modification, analysis,
or optimization of designs in a wide range of disciplines. In power system analysis and
simulation, the professional commercial software, such as SaberRDr and PSCAD/EMT-
DCr, provides detailed power electronics and equipment package in component library,
and utilize nodal analysis and Trapezoidal rule integration for the circuit transient solu-
tion. These off-line software may apply nonlinear components in the design. However,
they use piecewise linear approximation, and in certain case, Newton-Raphson iteration
becomes a must to get the solution. It takes long execution delay in the off-line software,
which makes it inappropriate for hardware-in-the-loop (HIL) application.

Commonly, model simplification and hardware execution optimization are the efficient
ways to shorten the delay in the HIL study case. For example, in power electronics, the
model computation complexity varies widely based on the model selection. Generally, the
system-level model requires less computing power than the device-level model. In the
specific application, the device-level power electronic models, which is non-real-time in
off-line software, has a non-negligible impact on the HIL design. Thus, there is a need
to develop the real-time device-level power electronic model. The HIL execution hard-
ware also plays an essential role in computation optimization. Massively parallel execu-
tion hardware, such as graphics processing unit (GPU) and field programmable gate array
(FPGA), is available with the fast development of semiconductor and microelectronic tech-
nology. With proper system separation, the subsystem circuit solution can be calculated in
parallel structure and the delay time can be shortened enormously.

Even though the parallel compute hardware can accelerate the parallelized program
to some extent, several device-level models desire both high operating frequency of se-
quential and parallelized execution hardware to meet the real-time requirement. In each
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time-step, the GPU needs to communicate with the CPU for next iteration information,
which takes several microseconds. For the device-level model, the time-step is set to sev-
eral hundred nanoseconds which make GPU unusable in device-level HIL application.
FPGA can be utilized for massively parallel computation but operate at low frequency
in practical application (around 100MHz). The Xilinxr Zynqr Ultrascale+TM multi pro-
cessing system-on-chip (MPSoC) combines high operating frequency ARMr cores, Mali
GPU and FPGA resource into one single chip. The communication time between the het-
erogeneous execution hardware is shortened into several hundred nanoseconds while the
communication mechanism is optimized with dedicated protocol, which makes real-time
device-level power electronic model applicable in practical HIL hardware.

Meanwhile, rapid urbanization demands ultra-efficient transportation in practice. Be-
fore the implementation of the project, device-level HIL emulation can reduce the manu-
facturing cost by selecting cost-effective power modules and verify the design in a non-
destructive environment repetitively. In this report, the study cases are carefully selected
for the optimized hardware execution of real-time device-level power electronic modeling
for advanced transportation applications.

1.1 Background

1.1.1 Device-Level Modeling of Power Electronics

Various system-level and device-level power electronic models have been utilized in mod-
eling and simulation of power converters and network behavior. The performance of the
models has been a vital issue for selecting the appropriate model for a specific application.
The system-level power electronic model can be mainly categorized into three types: 1)
ideal model [1], 2) switching function model [2], 3) averaged model [3]. The ideal model
employs on and off state resistances for simulation. The switching function model de-
scribes the behavior of the converter by controlled voltage and current sources. The av-
eraged model considers the average behavior of the system while ignoring the switching
behavior. In general, the averaged model consumes less compute power than the rest with
less accuracy while the ideal model costs the most compute power with higher precision.

In the literature, the following device-level power electronic models have been utilized
in circuit simulation: 1) analytical model [4] - [9], 2) behavioral model [10] - [16], 3) numer-
ical model [17], [18], 4) hybrid model [19]. The analytical model, which could accurately
describe the device steady-state and transient operation is based on device physics. The
behavioral model provides a good prediction of device performance while ignoring the
detailed physical characteristics. The numerical model can simulate the device electrical,
thermal and optical characteristics by using the finite element method (FEM) without fabri-
cating the physical device, however, it is prohibitively time-consuming. The hybrid model
combines the accelerated physics-based calculation of the analytical model, low computa-
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tional consumption of the behavioral model and the accurate geometrical properties of the
numerical model. In general, behavioral models are the fastest and require least computa-
tion resources while the rest of the models are expected to be both resource and execution
time intensive.

Both the Hammerstein and the Wiener models are utilized in common behavioral mod-
els for various applications. The single Hammerstein model contains a nonlinear static
block and a linear time-invariant (LTI) dynamic block, which can not represent the exact
prerequisites for physical processes. With the help of Wiener-Hammerstein structure, the
proposed models can present the exact carrier charge processes before the turn-on and
turn-off switching transient of the IGBT.

With the development of artificial intelligence concepts for decades, applying an appro-
priate neural network for device-level power electronic modeling can also help to reduce
calculation latency for solving the reasonably large application circuits. Several types of
ANNs have been investigated for device transient emulation: 1) multi-layer perceptron
(MLP) [20], 2) Radial-basis function (RBF) [21], 3) time-delay neural network (TDNN) [22],
and 4) recurrent neural network (RNN) [23].

1.1.2 Advanced Transportation Application

High-speed rail (HSR) delivers fast, efficient, and reliable transportation in all weather
conditions, fosters economic development in second-tier cities along train routes, links
cities together into integrated regions that can then function as a single stronger economy,
broadens labor markets and offers workers a wider network of employers to choose from.
The future HSR system relies on high efficiency, operating temperature and switching fre-
quency next-generation power semiconductor. The invention of the silicon (Si) power de-
vice inexorably paved the way for the modern HSR era. Silicon carbide (SiC) and gallium
nitride (GaN), both wide bandgap (WBG) semiconductors, have emerged as the front-
running solutions to the slow-down in silicon in the high power, high-temperature seg-
ments [24]. The SiC characteristic enables dramatic reductions in conductivity and switch-
ing loss and prevents the flow of leakage current at high temperature. Innovative SiC
power module may lead the way of advanced HSR transportation for a low-carbon sus-
tainable future.

Oceanic industries desire high speed and reliability, and low lifespan cost and envi-
ronmental impact shipping for transportation. Compared to highly congested land ship-
ment and high-cost air freight, all electric ship (AES) can reduce the lifespan energy con-
sumption and transport huge volume of freight at a lower rate. The medium voltage DC
(MVDC) topology has been proposed and recommended for AES in IEEE standard. The
main merits of MVDC system can be listed as follow: 1) reduction of bulky ferromagnetic
transformers, 2) simplified parallel connection or disconnection for dc power sources, 3)
elimination of harmonic, imbalance and synchronization problems, and reactive power
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flow control compared with its AC counterpart. The possibility to reduce the fuel con-
sumption (by implementing variable-speed diesel generators) and to cut down the power
system volume and weight become the main drivers attracting investments in this research
field. In the meantime, the long-existing bottleneck of MVDC system power electronic ap-
paratus has been alleviated to a great extent as the performance and ability of power elec-
tronic technology are ongoing increasing at a remarkable rate. The MVDC power system
is deemed as a promising next-generation technology in AES application.

1.2 Literature Review

This section provides the literature review of the several common system identification
methods and the simulation hardware, which are beneficial for the understanding of the
proposed real-time device-level power electronic emulation schemes in the dedicated hard-
ware.

1.2.1 Nonlinear System Identification

System identification, which identifies the dynamic model of an unknown system, has
become an essential topic across an extensive range of real systems and processes. The
applications of which cover any system where the inputs and outputs can be measured,
including industrial processes, control systems, economic data and financial systems, biol-
ogy and the life sciences, medicine, social systems, etc.

Nonlinearity is considered as the key feature in any physical system which hardly sat-
isfied with the superposition principle of any linear approximation. Thus, there is a need
to make reasonable assumptions in some aspects to simplify the modeling procedures for
enabling their high-efficiency executability.

1. State-Space Model: In both the discrete-time and continuous-time domains, state-
space models are often used where all the states can be observed or estimated, and
have the advantage that some state variables may be directly related to measurable
system variables. Representing the most generic representations for dynamical sys-
tems, state-space models can be linear or nonlinear, time-invariant or time-varying
ones. However, every coin has two sides. One of the advantages of the state-space
model is that some of the state variables may represent physical variables in the sys-
tem under study while the disadvantage is that all the states need to be measured
or estimated for a complete identification based on this model class, and this can be
very challenging, especially when encountering the nonlinear system. The most gen-
eral state-space representation of a linear system with p inputs, q outputs and n state
variables is written in the following form:

ẋ(t) = A(t)x(t) +B(t)u(t), (1.1)
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y(t) = C(t)x(t) +D(t)u(t), (1.2)

where x, u and y are the state, input and output vector, respectively; A, B, C and D

are the state, input, output, feedforward matrix, respectively [25].

2. Piecewise Linear Model: A nonlinear system can be approximated by a series of
locally linear models, which is defined as the piecewise linear modeling method.
The main motivation of the piecewise linear approach is that pre-known linear algo-
rithms can be used to identify the models and develop control and design strategies
available for linear systems. A drawback of the piecewise linear approach is that
the resulting locally linear models may provide a poor approximation to the nonlin-
ear system under study, so that simplicity in the analysis is obtained at the expense
of an inadequate model. Another disadvantage and difficulty for most piecewise
approaches is how to reasonably partition the system operating region, since the es-
timation of the piecewise models cannot be easily separated from the task of finding
the domain for each sub-model [26].

3. Volterra Series Model: The volterra series is considered as an extension of the lin-
ear convolution integral. Early Volterra series identification algorithms assumed that
just the first two, linear and quadratic terms. Volterra kernels utilized Gaussian-like
white noise and correlation methods to identify the kernels. This class of model has
some constraints including the necessity of knowing the certain number of Volterra
series terms, the use of special inputs, and the large number of identified estima-
tion. For example, for a system where the first order Volterra kernel is numbered as
50 samples, 50x50 points for the second order kernel, 50x50x50 for the third order,
etc. Thus, the amount of data required to provide good estimates becomes exces-
sively large. These numbers can be reduced by exploiting certain symmetries but the
requirements are still excessive for the specific implementation [26].

4. Block-Structured Model: Block-structured models, also known as block-oriented
models, are a class of nonlinear systems that can be described by connections of
groups of linear dynamic and static nonlinear elements or blocks. The most well
known block-structured models are the Hammerstein and Wiener models which are
made of transfer functions. These types of modeling method will be explained fur-
ther in the following chapters [26].

5. Neural Network: Neural networks are excellent candidates for predictive fitting
models, but the models do not provide the transparent translation mechanism be-
tween physical parameters and the neural networks’ weights and biases. In su-
pervised learning processes, the network is trained by operating on the difference
between the actual and desired output of the network, and change the connection
strengths between the nodes. By several epoch of iterating, the weights and biases
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are modified until the output error reaches an acceptable level. This type of model
will be exploited further in Chapter 6 [26].

6. NARMAX: The nonlinear autoregressive moving average model with exogenous in-
puts (NARMAX) can represent a wide class of nonlinear systems, and is defined as

y(k) = F [y(k − 1), ..., y(k − ny), u(k − d), ..., u(k − d− nu), e(k − 1), ..., e(k − ne)]

+ e(k),

(1.3)

where y(k),u(k),e(k) are the system output, input, and noise sequences, respectively;
ny,nu,ne are the maximun lags for the system output, input, and noise; F [] is some
nonlinear function and d is the time delay. The Volterra series, the block structured
models and many neural network architectures can all be considered as subsets of
the NARMAX model [26].

1.2.2 State-of-the-Art Computation Hardware

Modern compute hardware has witnessed the changes from mechanic, electro-mechanic,
analog computing, microelectronic digital processing, optical and quantum computing.
Based on the specific application and the consideration of non-recurring engineering cost,
today the processing system has been evolved to different branches of processors, for
example, economical digital control unit, digital signal processing, power-efficient mo-
bile application, graphic, neural network, reprogrammable device, etc. The commercially
available hardware has been explored for the possibility of real-time or faster than real-
time EMTP application. Some researchers have paved their way to the fundamental math-
ematics operations in the non-commercially available hardware, which is essential and
vital for the early investigation.

1. MCU: A microcontroller unit (MCU), which contains one or more processor cores
along with memory and programmable input/output, peripherals is a small com-
puter on a single integrated circuit. Microcontrollers are designed for embedded ap-
plications, in contrast to the microprocessors used in personal computers or other
general purpose applications consisting of various discrete chips. By reducing the
size and cost compared to a design that uses a separate microprocessor, memory,
and input/output devices, microcontrollers make it economical to digitally control
even more devices and processes [27].

2. DSP: A digital signal processor (DSP) is a specialized microprocessor with its opti-
mized architecture for the operational needs of digital signal processing. The goal of
DSP is usually to measure, filter or compress continuous real-world analog signals.
Most general-purpose microprocessors can also execute digital signal processing al-
gorithms successfully, but may not be able to keep up with such processing contin-
uously in real-time and the better power efficiency capability. Thus, they are more
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suitable in portable devices such as mobile phones because of power consumption
constraints [28].

3. ARM: ARMr, previously Advanced RISC Machine, originally Acorn RISC Machine,
is a family of reduced instruction set computing architectures for computer proces-
sors. ARMr holdings develops the architecture and licenses it to the companies who
design their own product include the ARM architecture for SoC and SoM, also de-
signs cores that implement this instruction set and licenses these designs to a number
of companies that incorporate those core designs into their own products. Proces-
sors that have a RISC architecture typically require fewer transistors than those with
a complex instruction set computing architecture, which improves cost, power con-
sumption, and heat dissipation. These characteristics are desirable for light, portable,
battery-powered devices including smartphones, laptops and tablet computers, and
other embedded systems. For supercomputers, which consume large amount of elec-
tricity, ARMr could also be a power-efficient solution [29].

4. CPU: Since the introduction of the first commercially available microprocessor, the
Intel 4004 in 1971, and the first widely used microprocessor, the Intel 8080 in 1974,
this class of central processing unit (CPU) has almost completely overtaken all other
CPU implementation methods. Previous generations of CPUs were implemented as
discrete components and numerous small integrated circuits (ICs) on one or more
circuit boards. The overall smaller CPU size, as a result of being implemented on
a single die, means faster switching time because of physical factors like decreased
gate parasitic capacitance. This has allowed synchronous microprocessors to have
clock rates ranging from tens of megahertz to several gigahertz [30].

5. GPU: A graphics processing unit (GPU) is a specialized electronic circuit designed to
rapidly manipulate and alter memory to accelerate the creation of images in a frame
buffer intended for output to a display device. GPUs are used in embedded sys-
tems, mobile phones, personal computers, workstations, and game consoles. Mod-
ern GPUs are very efficient at manipulating computer graphics and image process-
ing. Their highly parallel structure makes them more efficient than general-purpose
CPUs for algorithms that process large blocks of data in parallel. GPUs were initially
used to accelerate the memory-intensive work of texture mapping and rendering
polygons, later adding units to accelerate geometric calculations such as the rotation
and translation of vertices into different coordinate systems. Because most of these
computations involve matrix and vector operations, engineers and scientists have
increasingly studied the use of GPUs for non-graphical calculations, especially for
massively parallel problems [31].

6. TPU: The tensor processing unit (TPU) was announced in May 2016 at Google I/O,
when the company said that the TPU had already been used inside their data centers
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for over a year. The chip has been specifically designed for Google’s TensorFlow
framework, a symbolic math library which is used for machine learning applications
such as neural networks. Compared to a GPU, it is designed for a high volume of low
precision computation with higher input/output operations, and lacks hardware for
rasterisation/texture mapping [32].

7. PLD: Programmable logic device (PLD) is a general term that refers to any type of
integrated circuit used for implementing digital hardware including programmable
logic array(PLA), programmable array logic (PAL), complex programmable logic de-
vice (CPLD), and field programmable gate array (FPGA), where the chips can be
configured by the end user to realize different designs. PLA is a relatively small PLD
that contains an programmable AND-plane and an programmable OR-plane logic
while PAL is a relatively small PLD that has a programmable AND-plane followed
by a fixed OR-plane logic. CPLD consists of an arrangement of multiple PLA or PAL-
like blocks on a single chip. FPGA is an PLD featuring a general structure that allows
very high logic capacity. Whereas CPLDs feature logic resources with a wide num-
ber of inputs (AND planes), FPGAs offer more narrow logic resources. FPGAs also
offer a higher ratio of flip-flops to logic resources than do CPLDs. All these PLDs
are able to conduct a massively parallel high-performance computing in nature [33].
The detailed mechanism of FPGA will be introduced in Chapter 2.

8. FPAA: A field-programmable analog array (FPAA) is an integrated circuit device
containing computational analog blocks (CAB) and interconnects between these blo-
cks offering field-programmability. Unlike their digital cousin, the FPGA, the de-
vices tend to be more application driven than general purpose as they may be cur-
rent mode or voltage mode devices. For voltage mode devices, each block usually
contains an operational amplifier in combination with programmable configuration
of passive components. The blocks can be utilized as summers or integrators. The
disadvantage of FPAA is that the commercially available device only contains lim-
ited CAB resource. For example, The AN231E04 device only consists of a 2x2 matrix
of fully CABs, surrounded by programmable interconnect resources and analog in-
put/output cells with active elements [34].

9. Optical Device Computing: Optical techniques have shown great potential in vari-
ous computing areas. The main advantage of optical systems resides in their inherent
parallelism, which suggests the possibility to realize integrated high-speed parallel
processors within complex optical networks. Some researchers have paved the way
in the area of optical matrix multiplication and matrix inversion in femtosecond level
which are the most resource-demanding and time-sensitive part in the traditional
microelectronic-based computing [35], [36].

10. ASIC: An application-specific integrated circuit (ASIC) is an integrated circuit cus-

8



tomized for a particular use, rather than intended for general-purpose use. By im-
plementing the higher-clocking capable and optimized circuit design, an EMTP type
of ASIC can execute the electromagnetic emulation in real-time or faster than real-
time for the energy-efficient and timedelay-sensitive scenario. However, the non-
recurring engineering (NRE) cost of ASIC, which refers to the one-time cost to re-
search, design, develop and test a new product or product enhancement, can run
into the millions of dollars not even mentioning the time-consuming processes in
the manufacturing. FPGA are the modern-day technology for building a breadboard
or prototype from standard parts; programmable logic blocks and programmable
interconnects allow the same FPGA to be used in many different applications. For
smaller designs or lower production volumes, FPGAs may be more cost effective
than an ASIC design, even in production. Therefore, device manufacturers typically
prefer FPGAs for prototyping and devices with low production volume and ASICs
for very large production volumes where NRE costs can be amortized across many
devices [37].

11. SoC: Systems-on-Chip (SoC) is in contrast to the common traditional motherboard-
based PC architecture, which separates components based on function and connects
them through a central interfacing circuit board. Whereas a motherboard houses and
connects detachable or replaceable components, SoCs integrate all of these compo-
nents into a single integrated circuit, as if all these functions were built into the moth-
erboard. A SoC will typically integrate a CPU, GPU and memory interfaces, hard-
disk and USB connectivity, random-access and read-only memories and secondary
storage on a single circuit die, whereas a motherboard would connect these modules
as discrete components or expansion cards [38]. Chapter 2 will introduce the concept
of SoC further.

12. Quantum computing: Quantum computing is the use of quantum-mechanical phe-
nomena such as superposition and entanglement to perform computation. There are
currently two main approaches to physically implementing a quantum computer:
analog and digital. Analog approaches are further divided into quantum simula-
tion, quantum annealing, and adiabatic quantum computation while digital quan-
tum computers use quantum logic gates to do computation. Today’s physical quan-
tum computers are very noisy and quantum error correction is a burgeoning field of
research [39].

1.3 Motivation and Objectives

The motivation of this thesis is consistent with the general development trend of real-time
electromagnetic transient emulation, which is to generate more accurate and detailed re-
sults for the device-level power electronic converter for practical advanced transportation
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application. The emerging technologies of power electronics devices, converter and grid
topologies also require the corresponding developments of the modeling and emulation
techniques. Such challenges come from the higher demand of emulation quality and the
complexity of the modern power converter, which requires the solutions from both the
algorithm and the optimized hardware-software co-design implementation platform.

The specific research objectives and the corresponding motivations are listed as fol-
lows:

• Block-Structured Configuration of Real-Time Modeling Power Electronic Devices
Device-level electromagnetic transient simulation of power electronic is a particular
challenge due to the requirements of accurate representation and efficient solution.
Device-level electromagnetic transients can happen in very short time-period, which
requires nanosecond-level time-step for accurate emulation. Simplifying the device-
level power electronic model can help the nanosecond-level emulation running in
real-time. The block-structured configuration can simplify the electromagnetic tran-
sient procedures into several efficient modeling calculation subsystems without solv-
ing the complex non-linear equation which might introduces extra iteration during
the simulation.

• Neural Network Based Device-Level Modeling of Power Electronics
Power electronic device datasheet can provide standard operation transient infor-
mation. However, in reality, the power electronic device features vary from device
to device and for specific application. Even though the power electronic device is
consistent with the device datasheet at the beginning, the switching on-off charac-
teristics change overtime when suffered from the aging processes. Thus, there is a
need to develop an adaptive real-time device-level modeling method to mitigate the
difference between the datasheet-based modeling method and field testified opera-
tion. By importing the field test waveform to the neural network based device-level
model, the hybrid neural network can produce up-to-date device-level switching on-
off transients.

• Development of Emulation Platform for Testing Power Converter Stresses
The high-speed rail (HSR) delivers fast, efficient, and reliable transportation for con-
necting large cities and to integrate regions in a country. The DC traction system has
been utilized to reduce land commute congestion for intercity traffic and subway
transportation since the late nineteenth century. Due to the insulation constraint, the
DC traction voltage level was limited to several hundred volts in the nineteenth cen-
tury. The high energy loss of overhead line restricted the development of high-speed
DC traction. Meanwhile, AC traction dominated the market of high-speed traction
in the twentieth century with the help of on-board high-voltage capable equipment
which reduced the loss in the power conversion stage. However, existing AC trac-
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tion systems suffer from the reactive power loss, inductive line voltage drop, bulky
transformer, and extra on-board AC-DC converters. With the development of power
semiconductor and isolation technology, high-voltage DC circuit breaker, motor, and
power electronic components are being increasingly adopted in the medium voltage
DC (MVDC) electrified system. There is a potential trend that some of the current
AC high-speed traction systems will be replaced or upgraded to MVDC high-speed
traction systems to reduce the manufacturing and maintenance costs.

• MPSoC-FPGA Platform Development and Design Methodologies
With detailed converter models and more complex grid topologies, the computa-
tion requirement is substantially increased, which can be met by using the inter-
connected computing devices with high parallelism. The proposed algorithms and
modeling schemes are either implemented and verified on FPGA or MPSoC de-
vice. The MPSoC-FPGA platform is developed for the real-time emulation of the ad-
vanced transportation application, which uses the small form-factor pluggable (SFP)
for board-level communication. The complexity of the emulation system has been
substantially increased, which naturally requires much higher design effort. To ad-
dress this issue, high-level synthesis (HLS) is explored and applied to the design
process.

1.4 Summary of Contributions

The major contributions of this work are summarized as follows:

• Hammerstein Configuration Based Device-Level Power Electronic Emulation
The real-time device-level dynamic electro-thermal models for diode, thyristor and
IGBT are proposed and emulated based on Hammerstein configuration on a SoC-
based hardware and software co-design platform for the application of EMRG sys-
tem. The Hammerstein configuration modeling procedures reduces the complexity
of building accurate device-level power electronic models. The modeling procedure
of the static and dynamic electrical model, transient power loss model and thermal
network calculation is given based on the dedicated device datasheet. The proposed
models have been validated in two circuits of the EMRG system and compared with
the result from the off-line device level software SaberRD R©.

• Wiener-Hammerstein Configuration Based Emulation of Traction Power System
Wiener-Hammerstein configuration based device-level electro-thermal model for po-
wer electronic components is proposed and demonstrated with a three-phase to sin-
gle-phase MMC-based traction power system in real-time emulation on the MP-
SoC platform. The MMC sub-module device-level transients are simulated in the
Cortexr-A53 Core with the latency of 90ns and the three-phase to the single-phase
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MMC-based traction power system is simulated on the programmable logic (FPGA)
with the latency of 24.2µs. Both system-level and device-level results have been val-
idated by professional power system software PSCAD/EMTDCr and power elec-
tronic simulation software SaberRDr.

• SiC Device Modeling for AC Traction System
The technology of high-speed rail network is constantly evolving with the introduc-
tion of newer power semiconductor device, and an accurate and efficient hardware-
in-the-loop simulation is necessary. Real-time device-level modeling of ultrafast
power switch is demanding due to high amount of computation execution and time-
sensitive condition. With proper allocation of the high-sequential clocking ARM R©

core and massively parallel FPGA execution resource, real-time ultra small time-
step modeling of detailed power converter system can be realized for both device-
level and system-level transients. A Wiener-Hammerstein based real-time modelling
method for SiC IGBT module emulation is proposed in the energy conversion system
of the Beijing-Shanghai HSR application.

• Adaptive Neural-Network Based Power Electronic Modeling
The adaptive hybrid kNN-RNN based device-level model for the IGBT module is
proposed and implemented on the FPGA platform and tested on the study case of
complete DC traction system. The kNN module is utilized to distinguish the tran-
sient switching state with a latency of 360 ns. With the help of kNN module, RNN
module can be operated with less hidden layer neurons and training epochs. RNN
module is divided into two sections: training and prediction. The training error tar-
get is set at 0.05% within 20 epochs while the prediction can be performed within 140
ns for a 100 ns time-step transient results with MSE of 2.4%. The device-level tran-
sients are emulated with the latency of 100 ns in circuit solver. The emulation results
are validated by the professional simulation tools at the system-level and device-
level.

• MPSoC-FPGA Real-Time Hardware Emulator
The various proposed modeling schemes and circuit topologies have been designed
and implemented in optimized communication capable digital hardware with both
highly sequential clocking processing system and sufficient paralleled logic resources.

1.5 Thesis Outline

This thesis consists of seven chapters. The other chapters are outlined as follows:

• Chapter 2
The background information of the FPGA and MPSoC devices used for the imple-
mentation of the real-time emulator in this work is described in this chapter. The
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architectures and the characteristics of the FPGA and MPSoC are introduced. The
advantages and restrictions of using high-level synthesis are presented. The com-
munication approach used in this work is introduced.

• Chapter 3
Real-time emulation of device-level power electronics plays an essential role in many
industrial applications for design and hardware-in-the-loop (HIL) testing of sys-
tem components and controllers. Due to the complexity and heavy computational
burden of the real-time hardware implementation of the analytical and the numer-
ical models, dynamic electro-thermal behavioral models for diode, thyristor and
insulated-gate bipolar transistor (IGBT) are proposed based on the Hammerstein
configuration. The power electronic device model parameters are extracted from the
known device datasheets and implemented in Zynqr System-on-Chip (SoC) plat-
form with accelerated processing for real-time application. An electro-magnetic rail
gun (EMRG) system has been employed as the study case to compare the perfor-
mance of the proposed electro-thermal behavioral models with that of off-line simu-
lation models on SaberRDr software.

• Chapter 4
Real-time emulation of device-level power electronic converter models plays an es-
sential role in traction power systems by allowing accurate prediction of device stre
-sses to design improved control and protection schemes. The electro-thermal be-
havioral power electronic models for the modular multi-level converter (MMC) for
medium voltage direct current (MVDC) traction power system is proposed based
on the Wiener-Hammerstein configuration. The new configuration introduces the
carrier charge prerequisite dynamic transients before device turn-on or turn-off op-
eration. The equivalent carrier charge circuit is also proposed and the first-order
delay assumption of turn-on and turn-off delay time has been proven by the device
datasheet. The power electronic device models are implemented in Xilinxr Zynqr

multi-processing system-on-chip (MPSoC) platform. By utilizing hardware and soft-
ware co-design, both 25µs time-step system-level and 100ns time-step device-level
transients can be captured in real-time within a single device. The three-phase unbal-
ance issue has been resolved by introducing the three-phase to single-phase MMC
topology. In the case study, the MMC-based MVDC traction power system has
been utilized to validate the performance of the proposed electro-thermal behav-
ioral power electronic models by the off-line simulation models on SaberRDr for
device-level transients and PSCAD/EMTDCr for system-level transients.

• Chapter 5
Real-time device-level hardware-in-the-loop (HIL) emulation of a complete high-
speed rail system is challenging due to its complex modeling and high computing
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demand. With higher energy-efficient and switching frequency semiconductor ma-
terial being found and adopted in the power electronic electrified traction applica-
tion, there is a need to develop such new material based real-time device-level power
electronic models in the modern and future traction system to estimate and verify the
device switching transients, energy efficiency, and power quality improvement capa-
bility. A real-time SiC IGBT model is proposed based on the Wiener-Hammerstein
configuration. A complete Beijing-Shanghai AC traction application is utilized as
the study case, implemented on the hybrid multiprocessor system-on-chip (MPSoC)
and field-programmable gate array (FPGA) platform, to verify the system-level and
device-level performance of the proposed model with comparisons to commercial
software PSCAD/EMTDC R© and SaberRD R©. The dedicated hardware implemen-
tation enabled model execution at 100 ns for device-level transients and 10 µs for
system-level transients.

• Chapter 6
DC traction drive systems require high-frequency switching in the power converter
whose device-level switching transients have a significant impact on the accuracy of
hardware-in-the-loop emulation. Real-time device-level emulation has high compu-
tation demand on calculating the switch on and off transients. This chapter intro-
duces a new method to estimate the switching transients by utilizing artificial intelli-
gence in the hardware design. In the hybrid neural network, the k-nearest neighbors
(kNN) concept and the recurrent neural network (RNN) have been employed to em-
ulate the transient waveforms in the DC traction drive. The kNN module classifies
the switching states while the RNN module predicts the transient waveform for a
specific condition. The work also proves that the classification of the input switching
states with the help of kNN can play an essential role. The hardware implementation
of the study case can be executed at 100ns time-step with device-level transients. The
results have been validated by PSCAD/EMTDCr at system-level and SaberRDr at
device-level.

• Chapter 7
This chapter summarizes the contributions of this research and discusses the future
work for the advanced transportation application study.
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2
Architecture, Design Methodology of MPSoC

and FPGA

The previous chapter has exploited the possibility of utilizing the state-of-the-art imple-
mentation hardware for the real-time device-level emulation. However, not all the cutting
edge technology can be used in the scenario of real-time power system emulation in terms
of their commercially availability, manufacturering cost, scalability, time-demanding tasks.
Considering the commercially availability, optical device and quantum computing are still
on the way of research and development of dealing with the influence of the noise which
annoys the precision of the physics-based calculation processes. When comes to manufac-
turing cost, ASIC provides the executability of real-time electromagnetic emulation in the
energy-efficient and timedelay-sensitive scenario but the expansive NRE cost put ASIC
in a worse position compared to the reconfigurable FPGA. For scalability, the commer-
cially available FPAA only contains four full CABs which limits the simulation scale of
the power system. Combining the FPAAs with external interface will introduce noise and
time-delay in the execution processes. Real-time device-level power electronic emulation
demands for real-time capable high-clocking and massive parallelled execution structure
with optimized communication protocol. MCU and DSP suffered from their low MHz
clocking frequency while GPU and TPU are for the specified graphics and neural network.
Even GPU has been investigated for the acceleration of ETMP but the frequent millisec-
ond time delay from communication between GPU and CPU makes the application of the
nanosecond-level device-level power electronic emulation unapplicable. Though FPGAs
benefit from their massive paralleled structure, their operating frequency can only achieve
up to 100Mhz when stable. Both ARM and CPU can clock at GHz-level frequency but the
lack of massive parallel structure makes the parallel algorithms unable to reach their limit.
Based the above mentioned analysis of the advantages and disadvantages for different ex-
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ecution hardware, the industry offers a flexible and compromised solution by combining
of all the merits of the dedicated hardware into one die with highly optimized communica-
tion protocol, called system-on-chip (SoC). Currently, the commercially available SoC can
package a multi-core ARM-based processor (Processing system), FPGA (Programmable
logic), GPU, WIFI, and other peripherals into a single die. With increased dedicated pur-
pose cores embedded in the SoC, the industry renames this type of hardware as multi-
processor system-on-chip (MPSoC).

MPSoC is not simply traditional multiprocessors combination into a single chip but
redesigned embedded system to fulfill the specific application scenarios. Actually, it is
proved that commercial MPSoC has a longer history than the commercial multicore pro-
cessors. The first commercial multicore general-purpose processor was introduced in 2005
by Intel while the history of commercial MPSoC can be dated back to 2000. Whereas
the first attempt of the multicore system called ILLIAC IV, which became operational in
November 1975, is considered the world’s first massively parallel computer system with
the configuration of 256 64-bits processors which communicate and cooperate to solve
large problem fast. However, this massively parallel system is not integrated in the com-
pact IC resulting long delay of communication of memory access. Mature very large scale
integration (VLSI) technology have boosted the higher levels of parallelism of uniproces-
sor along with programmability and block diagrams based application-specific IC. As the
high-performance demanding market grows, single processor soon become the bottleneck
of the high-performance computing system. Then several types of MPSoC appears in the
market. Lucent Daytona, the first commercial MPSoC, was designed for wireless base
stations with the architecture of four symmetric SPARC V8 based CPUs attached to a high-
speed capable bus in 2000. Shortly after the Daytona appears, C-5 Network Processor,
which combines RISC executive processor and generalized fabric processor in one die,
has been launched on the network packet processing market in 2001. The above men-
tion MPSoCs are considered as the homogeneous architecture, hemegeneous ones are on
stage until the enormous demand of multimedia processing and personal cell phone in
the early 20th century. Among them, the Texas Instruments (TI) OMAP architecture is
one of the typical hemegeneous one in the history of MPSoC, whose ARM core acts as a
master and its DSP acts as a slave performing signal processing hardware-accelerated al-
gorithm. Recently, an increasing number of platforms have included the FPGA fabric in
the MPSoC design which allows the user to implement their hardware/software co-design
methodologies. To significantly improve the parallelism, MPSoC devices are used as the
implementation platform for the real-time emulator in this research. The architecture, de-
sign methodologies, and the communication are described in the following sections with
details.
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2.1 MPSoC Architecture

In this section, the components of the MPSoC architecture are introduced in detail with
their specific application in the hardware/software co-design scene. There are two types
of MPSoCs applied in this research: Zynqr-7000 series and Zynqr Ultrascale+TM series.

• Zynqr System-on-Chip (SoC) Platform
The Zynqr-7000 All Programmable SoC [40], shown in Fig. 2.1, consists of a dual-
core ARM-based processing system (PS) and 28 nm FPGA-based programmable logic
(PL) in a single device, which enables the integration of hardware acceleration using
parallelism and high-frequency clocking sequential computation.

The PS contains a dual-core processor, snoop control unit (SCU), Level-2 cache, on-
chip memory (OCM), direct memory access (DMA), NEON, floating point unit (FPU)
engine, and the peripheral devices. The NEON engine is a general purpose single
instruction multiple data (SIMD) processing structure. Each ARMr core in the PS
has a 128 bit width NEON engine. The engine can process four floating type data
or eight integer type data simultaneously by one instruction. With the help of this
engine, the parallel and repetitive operations can be significantly accelerated on large
data sets.

• Zynqr Ultrascale+TM MPSoC platform

The Xilinxr Zynqr Ultrascale+TM MPSoC system setup is shown in Fig. 2.2. The
computer compiles and programs the Vhdl code to dedicated MPSoC board via
Xilinxr Vivador software. The FMC connector of the MPSoC board is connected
to FMC-to-DAC converter board which is connected to the TIr DAC board. The
DAC board converts the digital signals to the analog signals and transmit the analog
signals to the oscilloscope to present the real-time implementation results.

The Zynqr Ultrascale+TM MPSoC [40], shown in Fig. 2.3, combines the processing
system (PS) and the programmable logic (PL) into the same device. The 16nm pro-
grammable logic fabric resources inside the device enable hardware to compute ac-
celeration in parallelism. The processing system contains a 64-bit quad-core Cortexr-
A53 processor, a real-time dual-core Cortexr-R5 processor, a Mali-400 MP2 GPU, and
the peripheral device.

PL in the Zynqr Ultrascale+TM (XCZU9EG) consists of 600,000 logic cells, 274,000
lookup tables (LUTs), 548,000 flip-flops, 912 block RAMs (BRAMs), 2,520 DSP slices,
analog-to-digital converter (XADC), integrated PCI Express communication block,
etc. Traditional VHDL programming is time-consuming while advanced algorithms
in applications became increasingly sophisticated. With the help of Vivado High-
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Figure 2.1: Zynqr-7000 All Programmable SoC schematic.

Level Synthesis (HLS) developed by Xilinxr, the programmer can utilize C, C++
and System C code to target the programmable logic directly.

2.2 Hardware/Software Co-design

System-level circuit emulation is applied inside the programmable logic to acceler-
ate the computation speed. The calculation of the system-level circuit can be con-
sidered as matrix operations primarily which can be accelerated and paralleled by
programmable logic (hardware design).

Device-level transients and system control are calculated in the processing system
(software design). In a small-scale circuit, the simulation is highly sequential and
not beneficial to be separated into multi-core operation due to high latency in core-
core communication. With enough high operating frequency, a single core can be
optimum for small-scale circuit simulation such as the sub-module in the MMC.

For example, in each system-level time-step, the system control signal generated
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Figure 2.2: MPSoC platform setup.

from the real-time Cortexr processor will be transmitted to the programmable logic
for system-level simulation and another higher clocking Cortexr processor for device-
level simulation. Meanwhile, the programmable logic updates the history terms
to the high clocking Cortexr processor which in-turn updates the result to pro-
grammable logic in the next time-step.

2.3 Development Tool for MPSoC

Currently, MPSoC venders provide a variety of development tool to the customer based
on their operating system and development language. In this work, we give two types
of development method from Xilinxr: High-level language programming method and
hardware pre-defined application development method.

• High-Level Language Programming Method
This type of method can offer GPU-like and familiar embedded application devel-
opment and runtime experiences for C, C++ and/or OpenCL development without
worrying the physical hardware design. Xilinxr provides two types of software
based on the end user’s programming skill and needs: SDAccel and SDSoC.

The SDAccel IDE provides all the features of a standard software development en-
vironment: optimized compiler for host applications, cross compiler for the adapt-
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Figure 2.3: Zynqr Ultrascale+TM MPSoC schematic.

able hardware, a robust debugging environment, and profilers to identify perfor-
mance bottlenecks and optimize the application. The host application is developed
in C/C++ and uses standard OpenCL API calls to interact with the FPGA-accelerated
functions which can be modeled in either RTL, C/C++, or OpenCL. This provides fa-
miliar entry points for hardware designers and software engineers alike.

The SDSoCTM development environment gives a familiar embedded C/C++/Open
-CL application development experience including an easy to use Eclipse IDE and a
comprehensive design environment for heterogeneous Zynq R© SoC and MPSoC de-
ployment. Complete with the industry’s first C/C++/OpenCL full-system optimiz-
ing compiler, SDSoC delivers system level profiling, automated software acceleration
in programmable logic, automated system connectivity generation, and libraries to
speed programming. It also enables end user and third party platform developers
to rapidly define, integrate, and verify system level solutions and enable their end
customers with a customized programming environment.

• Hardware Pre-defined Application Development Method
This method need to utilize Xilinxr Vivador development tool to defined the hard-
ware configuration before integration of the software development. Typical FPGA
design flow can be implemented in two ways: Verilog/VHDL and High Level Syn-
thesis (HLS) custom IP. After which, Vivador, based on the configuration, will go
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through the following implementation procedures: optimize design, place design,
physical optimization and route design. Then the hardware design can be used as a
hardware function in the software development processes after exporting the hard-
ware to the Xilinx r SDK IDE. After defining the processing need in the PS, there
are four type of heterogeneous compute resource available for multi-processing: 1.5
GHz capable APU, 600 MHz capable RPU, 100 MHz capable PL, and 667 MHz ca-
pable GPU. With proper interconnect technique integration, the heterogeneous com-
pute system can conduct scientific simulation in a performance-efficient way. The
interconnect technique will be introduced in the following section.

2.4 Interconnect

MPSoC provides several heterogeneous execution unit in the architecture. Thus the ef-
ficiency and speed of their interconnection make a big difference in the specific electro-
magnetic emulation application. Among the execution units, PS core to core and PS-PL
communication are the most utilized protocols in this research since the GPU counterpart
is still not applicable for the electromagnetic emulation scene. We will introduce these two
communication mechanisms: inter-Process interrupt and AXI interface. The Zynq Ultra-
Scale+ MPSoC device’s Interconnect is at the heart of its heterogeneous architecture. It
links together all of the processing blocks together and enables them to interface with the
outside world through access peripherals, devices and memory. It’s therefore fundamental
to understand its functionality in order to best tune your system.

• Inter-Processor Interrupt
Inter-Processor Interrupts (IPIs) are the underpinning of communication between
processing blocks in the MPSoC device, providing a channel to interrupt a remote
processor and carry and can carry a certain amount of payload. MPSoC provides
multiple Cortex processors that share common memory and peripherals. Asymmet-
ric multiprocessing (AMP) is a mechanism that allows both processors to run their
own operating systems or bare-metal applications with the possibility of loosely cou-
pling those applications via shared resources. As reported, there is a delay of over
65 clocks for the first interrupt between the interrupt being asserted and the service
routing clearing the control bit. The delay of the first interrupt could vary depending
on whether a DDR memory refresh is occurring at the same time as the fetching of
the service routine. After the first IRQ occurs, the service routine is stored in cache
so fetches of the instructions for the routine are sourced by the cache instead of the
slower, less deterministic DDR memory. After the first attempt, the interrupt service
completed after 25 clocks for the remaining inter-processor interrupt.

• AXI Interfaces
The Zynq UltraScale+ MPSoC device’s interconnect is based on ARM’s Advanced
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eXtensible Interface (AXI) defined as part of ARM’s Advanced Microcontroller Bus
Architecture (AMBA) 4.0 specification, and incorporates many other related ARM
technologies such as Cache Coherent Interconnect (CCI-400) and CoreLink NIC-400
Network Interconnect. The primary mechanism for linking any pair of blocks within
the Zynq UltraScale+ MPSoC device is an AXI interface. At its most basic level,
an AXI interface is specified as linking an AXI Master to one or more AXI Slaves.
The master issues the requests that the slave(s) needs to fulfill. The communica-
tion between the PS and the PL plays a vital role in the hardware and software co-
design process used in this work. Advanced eXtensible Interface (AXI) is a high-
performance communication standard for SoC designs. There are three types of AXI
for PS-PL communication: AXI-ACP for coherency, AXI-GP for general purpose and
AXI-HP for high performance. For a large data set, the technical bandwidth of AXI
standard varies from 2400MB/s to 9600MB/s.

2.5 Summary

The background information of the FPGA and MPSoC devices used for the implementa-
tion of the real-time emulator in this work is described in this chapter. The architectures
and the characteristics of the FPGA and MPSoC are introduced. The advantages and re-
strictions of using high-level synthesis are presented. The communication approach used
in this work is introduced.
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3
Real-Time System-on-Chip Emulation of

Electro-Thermal Models for Power Electronic
Devices Via Hammerstein Configuration

This chapter proposes dynamic electro-thermal behavioral models for diode, thyristor and
insulated-gate bipolar transistor (IGBT) based on the Hammerstein configuration, which
is an original work of utilizing the System-on-Chip (SoC) platform to conduct acceler-
ated processing for real-time device-level power electronic modeling scheme. An electro-
magnetic rail gun (EMRG) system is employed as the study case to compare the perfor-
mance of the proposed real-time electro-thermal behavioral models with that of off-line
simulation models on SaberRDr software. The proposed device-level modeling method
is able to achieve 90 ns execution time for 100 ns per time-step in real world, and highly
consistent with the result of 0.1 ns per time-step from the compared off-line software
SaberRDr. For the first time, SoC was utilized to demonstrate the flexibility of highly
sequential and massive parallel problem-solving capability in the domain of real-time elec-
tromagnetic transients emulation.

3.1 Introduction

Real-time HIL technology plays a pivotal role in the design and development of power
electronic system for many applications. There is a need for accurate device-level mod-
eling in real-time HIL emulation, especially under the extreme and extensive range con-
ditions. With the help of HIL technology, the newly designed power switch, protection
circuit and algorithm, power converter and controller can be repeatedly evaluated for de-
sign optimizing and tuning in a non-destructive emulation environment [41], [42]. Field
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programmable gate arrays (FPGAs) become popular candidates for real-time modeling of
several power devices and systems [43] - [52]. Rapid evolution of integrated circuit tech-
nology has led to the availability of commercial System-on-Chip (SoC) platform with a
large capacity of computational resources such as ARMr-based multi-core processors and
field programmable gate array (FPGA) on the same device, enabling the real-time imple-
mentation for complex industrial application [53] - [59].

Behavioral models can utilize the device datasheet to achieve a comprehensive device-
level simulation. However, the analytical, numerical and hybrid models require specific
dimensions and fabrication description to extract the dedicated physical parameters. In
general, the device datasheet does not provide such detailed manufacturer design specifi-
cations, which makes modeling of the general device arduous. Some physical parameters
inside the power semiconductor are not able to be measured or estimated unless there is
extensive cooperation with the semiconductor manufacturer. High-order nonlinear equa-
tions, convergence problems, sensitivity to initial conditions, which may result in incom-
plete or inaccurate simulation, are also some of the main challenges in these models.

The choice of the modeling approach depends on the required accuracy, compute re-
source, convergence properties, validity range, and time consumption of the application.
The analytical, numerical and hybrid models consume a significant amount of compute
resource, thereby making them inappropriate for the real-time emulation at least in the
near future. Though the system-level model is simplified enough to achieve real-time exe-
cution, it can not represent the detailed switching transient of the power electronic device.
It should be noted that accuracy of the model is highly related to the modeling complex-
ity. Therefore, it is reasonable to choose a device-level power electronic behavioral model
for the real-time hardware emulation with acceptable accuracy and low compute resource
consumption.

The Hammerstein and the Wiener models are two of the common behavioral models
which separate the static and dynamic characteristics of general physical systems, which
are made of transfer functions, practically. The Hammerstein model consists of a non-
linear static block in the front of a linear time-invariant dynamic block while the Wiener
model consists of a linear time-invariant dynamic block followed by a nonlinear static
block. From the perspective of power electronic device model identification, the Hammer-
stein model is more user-friendly than the Wiener model since dynamic changes happen
after applied conditions. The earliest literature of Hammerstein model can be dated back
to 1966 [60]. With generations of development in nonlinear system identification theory,
the Hammerstein based models have been applied in a variety of areas, such as biomedical
engineering [61], power electronics [62] - [64], neural networks [65], [66], communication
systems [67], [68], and mechanical engineering [69]. Applying the Hammerstein configu-
ration technique for behavioral modeling can indeed reduce the complexity of hardware
implementation of power electronic device models. The modeling of IGBT by Hammer-
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Figure 3.1: Block diagram of the Hammerstein configuration.

stein configuration was illustrated in [10] with detailed circuit experiments, however, no
dynamic electro-thermal physical behavior could be predicted by the model and the highly
nonlinear model equations may require iterative computation. Though the nonlinear part
of the Hammerstein model can be optimized by introducing the Taylor Series technique,
the requirement of iteration process is still cumbersome due to the nonlinear nature of
model. If the nonlinear part of the Hammerstein model can be separated into linear parts
in the equation or equivalent linear electrical element, computation burden can be signifi-
cantly reduced by either circumventing iterations entirely or using only a few iteration in
real-time implementation.

This chapter proposes dynamic electro-thermal nonlinear behavioral models for the
diode, thyristor and IGBT using the Hammerstein configuration with the equivalent elec-
trical component representation for real-time emulation of device-level behavior. The pa-
rameters of the Hammerstein models are extracted from the dedicated device datasheet.
The performance of the proposed models is tested and validated in the electro-magnetic
rail gun (EMRG) system. The chapter is organized as follows: Section 3.2 describes the
construction of the Hammerstein configurations for diode, thyristor, and IGBT. Section
3.3 gives a brief introduction to the Zynqr System-on-Chip (SoC) platform. Section 3.4
explains the details of the case study implementation. Section 3.5 shows the real-time
emulation results and verification using SaberRDr software, which provides device-level
experimentally verified static and dynamic performance features.. Section VI gives the
conclusion of this work.

3.2 Construction of Device-Level Dynamic Electro-Thermal Model
Via Hammerstein Configuration

The Hammerstein model consists of a nonlinear static block followed by a linear time
invariant (LTI) block while Hammerstein configuration encapsulates the idea of separating
the static block from the dynamic block. The static block in the configuration can be a linear
or nonlinear block. The dynamic block in the configuration is a linear time variant (LTV)
system. The block diagram of Hammerstein configuration is shown in Fig. 3.1.

Iterative solution becomes necessary when the Hammerstein model is applied for sys-
tem simulation due to the nonlinear static block inside the model. Hammerstein configu-

25



ration provides a way to simplify the nonlinear static block into linear static blocks in order
to reduce the calculation burden. For the dynamic block, the configuration could utilize a
LTV system instead of the LTI one if the time-varying parameters have a small impact on
the system simulation results.

3.2.1 Device Static Electrical Model

The static characteristics of the power electronic devices (diode, thyristor, and IGBT) are
similar (shown in Fig. 3.2) and are made up of a temperature dependent conductance
gon(Tvj) with a paralleled temperature dependent voltage controlled current source (VCCS)
ion(Tvj). The VCCS is a Thévenin equivalent expression of the von(Tvj). During the on-
state, the model shows high conductance with a paralleled VCCS while under off-state
the model exhibits low conductance with the paralleled zero-value VCCS. The linear in-
terpolation method has been utilized to estimate gon(Tvj) and von(Tvj) at the operating
temperatures between T125◦ and T25◦ , given as

gon(Tvj) =
Tvj−T25◦
T25◦−T125◦

(g
T25◦
on − gT125◦on ) + g

T25◦
on , (3.1)

von(Tvj) =
Tvj−T25◦
T25◦−T125◦

(v
T25◦
on − vT125◦on ) + v

T25◦
on , (3.2)

ion(Tvj) = von(Tvj) · gon(Tvj). (3.3)

3.2.2 Device Dynamic Electrical Model

The dynamic characteristic of power electronic devices varies from device to device due
to the differences in physical structure and the manufacturing process. The device mod-
els of dynamic behavior will be introduced separately in this subsection. The dynamic
characteristic curves for the three devices are shown in the Fig. 3.3.

Uo
Ui

=
1
CS

R+ 1
CS

= 1
RCS+1 , (3.4)

S = 2
∆telect

· 1−z−1

1+z−1 , (3.5)

τ = R · C, (3.6)
Uo
Ui

= ∆telect+∆telectz
−1

∆telect+2τ+(∆telect−2τ)z−1 . (3.7)

where ∆telect is the electrical circuit simulation time-step; R and C are the first-order
delay circuit parameters; τ is the time constant. The real values ofR andC are not critical to
the simulation. The product ofR andC influences on the dynamic calculation significantly.
Table 3.1 shows the time-based transient value of the first-order delay circuit.

3.2.2.1 Diode and Thyristor

The dynamic behavior of diode and thyristor are focused on the reverse recovery phe-
nomenon during the turn-off time. Compared to the turn-off period, the turn-on energy
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Figure 3.2: Static characteristics of: (a) Diode, (b) Thyristor, (c) IGBT.

loss and the forward recovery phenomenon are negligible. The uncontrolled and half-
controlled devices such as diode and thyristor can not be turned off by the gate signal.
When the devices meet turn-off conditions, the VCCS ion(Tvj) inside the static block of
the Hammerstein configuration plays a dominant role in the behavioral modeling while
the value of the gon(Tvj) inside the static block is set to the standard blocking state. The
reverse recovery period can be separated into three periods for transient behavior: 1) static
state before turn-off, 2) linear decrease of reverse recovery current, 3) static state decay of
reverse recovery current. Fig. 3.4 shows the detailed separation of the reverse recovery
period. During the Stage 1 period, the output of the static block will bypass the dynamic
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Figure 3.3: Dynamic characteristics: (a) Diode Qrr- di/dt, Irr- di/dt curves, (b) Diode Qrr-
IF , Irr- IF curves, (c) Thyristor Irr-di/dt curves, (d) Thyristor Qrr-di/dt curves, (e) IGBT
td,on- Ic, tr- Ic, td,off - Ic, tf - Ic curves, (f) IGBT td,on- RG, tr- RG, td,off - RG, tf - RG curves.

Table 3.1: Transient Percentage Value of the First-Order Delay Circuit
Time Value

0.105τ 90.03%
1.386τ 25.01%
2.302τ 10.01%

block and be directly linked to the output of the Hammerstein configuration.
During the turn-off transient, the value of di/dt is determined by the default gate resis-

tor. The reverse recovering time trr is estimated by the following equation:

trr = 2Qrr
Irr

. (3.8)

Thus, the complete Hammerstein configuration for either the diode or thyristor can be
depicted as in Fig. 3.5 (a).
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Figure 3.4: Reverse recovery phenomenon of diode.

3.2.2.2 IGBT

The main dynamic characteristics of IGBT are the rise time (during turn-on period) and
the fall time (during turn-off period) of the collector current. The Fig. 3.3 (e), (f) show the
collector current dependent and the gate resistance dependent curves for turn-on delay
time td(on), turn-off delay time td(off), rise time tr and fall time tf .

The definition of the IGBT rise time and fall time is the period from 10% to 90% and
90% to 10% of the collector current respectively. So the rise and fall time of IGBT is equal
to the normalized time 2.197τ in terms of the first-order delay circuit. By calculating τ , the
dynamic part of the Hammerstein model can be determined.

In the full-controlled type devices such as the IGBT, the peak value of turn-on current
can not be predicted until the circuit matrix equation is solved. During the turn-on time,
the VCCS ion(Tvj) in the static block will be set to zero while the value of the conductance
gon(Tvj) in the static block will be set from the standard blocking state to the on-state. Dur-
ing the turn-off time, the value of VCCS ion(Tvj) will be set to zero while the conductance
gon(Tvj) will be set from the on-state to the standard blocking state. Thus, the complete
Hammerstein configuration for the IGBT can be shown as in Fig. 3.5 (a) for turn-off condi-
tion and Fig. 3.5 (b) for turn-on condition. Fig. 3.5 (c) shows the steady-state representation
for on and off state.

3.2.3 Device Transient Power Loss Model

The transient power loss model is based on a normalized turn-on or turn-off waveforms.
By extracting the parameters from the datasheet, a transient power loss waveform model
can be established with approximate timing and shape as shown in Fig. 3.6. The transient
power loss model is separated into two periods, given as:
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Figure 3.5: Hammerstein configuration for: (a) VCCS-based representation during turn-
off, (b) Conductance-based representation during turn-on, (c) Steady-state on and off rep-
resentation.

Eloss = Eloss−linear + Eloss−fod,

=
1

2
· tlinear · Ppeak +

∫ ∞
0

Ppeak · e
−t
τfod dt,

= (
tlinear

2
+ τfod) · Ppeak,

(3.9)

Ppeak = Eloss
tlinear

2
+τfod

, (3.10)

where Eloss is the total power loss during the turn-on or the turn-off period, mentioned
in Table 3.2; Eloss−linear is the power loss in the linear period; Eloss−fod is the power loss
during the first-order delay approximation time; tlinear is the time of linear region; Ppeak
is the peak value of transient power; τfod is the timing variable of the first-order delay
approximation and estimated according to the reference time given in the Fig. 3.6.

In electromagnetic transient simulation [70] of power circuits, all components and de-
vices are modeled as a discrete-time companion models consisting of current sources and
resistors. The drawback of the proposed Hammerstein configuration is that the node volt-
age may not represent the real device nodes due to its behavioral nature. The transient
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Figure 3.6: Transient power loss curves: (a) Diode turn-off curves, (b) Thyristor turn-off
curves, (c) IGBT’s turn-off curves, (d) IGBT turn-on curves.

power loss model works as a supplement for the proposed device Hammerstein configu-
ration.

3.2.4 Device Thermal Network Calculation

Figure 3.7: Thermal calculation circuit of the power electronic device.

The thermal network of the individual device is shown in Fig. 3.7. The power loss
consumption becomes a VCCS inside this network. Cascaded combination of resistors
and capacitors pairs has been utilized to compute the junction temperature, given as:

Tvj(t) = Ploss(t) · (Zthjc + Zthch + Zthha) + Tamb. (3.11)

where Ploss(t) is the power loss for the individual device; Tamb is the ambient temperature;
Zthjc, Zthch and Zthha are the thermal impedance from junction to case, case to heat sink
and heat sink to ambient, respectively. In this work, each individual device is considered to
be mounted on a 10K/kW water-cooled heat sink. The thermal impedances of the devices
[77], [78], are shown in Table III. τ ith is the multiplication product of Rith and Cith.
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Table 3.2: Thermal Impedances for Thermal Network

Thermal impedance Zthjc Zthch Zthha

i=1 i=2 i=3 i=4 i=5 i=6

Ri,IGBTth [K/kw] 5.854 1.375 0.641 0.632 9 10

τ i,IGBTth [ms] 207.4 30.1 7.55 1.57 3000 45000

Ri,Diodeth [K/kw] 11.54 2.887 1.229 1.295 18 10

τ i,Diodeth [ms] 203.6 30.1 7.53 1.57 3000 45000

Ri,Thyth [K/kw] 2.701 0.816 0.326 0.160 1.6 10

τ i,Thyth [ms] 947.8 124.9 14.6 3.2 3000 45000

Higher resistance value in Zthjc represents lower heat emission efficiency inside the
device. Higher τ ith value in Zthjc indicates longer delay for the temperature rising and
falling. The thermal parameters of the selected thyristor show best heat emission efficiency
while the ones of the diode present the worst. The calculation for the junction temperature
of the device is given as

Tvj(t) =

6∑
i=1

∆T ith(t) + Tamb

=
6∑
i=1

(
Rith ·∆tthm

2τ ith + ∆tthm
(Ploss(t) + Ploss(t−∆tthm))

+
2τ ith −∆tthm
2τ ith + ∆tthm

∆T ith(t−∆tthm)) + Tamb.

(3.12)

where ∆tthm is the thermal time-step.

3.3 Study Case: Electro-Magenetic Rail Gun (EMRG) System in
Real-Time SoC Platform

This section briefly introduces the Zynqr System-on-Chip (SoC) platform. Then it
presents the details of the test circuit and its real-time implementation.
3.3.1 Test Circuit Topology

The EMRG [72] - [75], shown in Fig. 3.8, has been chosen as the study case to demonstrate
the efficacy of the proposed behavioral modeling via the Hammerstein configuration. In
the EMRG, two circuit topologies are implemented in the SoC. The smaller network topol-
ogy is the CC for the capacitors inside the pulse forming network (PFN) which consists
of the IGBT and diode. The larger network topology is the paralleled pulse forming units
(PFUs) consisting of diodes and thyristors as the energy source for the EMRG.

The CC, shown in Fig. 3.9 (a), is recommended by ABB document [80]. The inductor
and the capacitor can be considered as a single component. Thus, the equivalent is a one
node circuit.
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Figure 3.8: Electro-magnetic rail gun (EMRG) system.

Figure 3.9: EMRG circuit topologies and their Hammerstein based Thévenin equivalents:
(a) CC, (b) Thévenin equivalents for the CC , (c) PFN, (d) Thévenin equivalents for the
PFN.

The pulse forming network (PFN) circuit, shown in the Fig. 3.9 (b), consists of five
pulse forming units (PFUs) and an equivalent inductor and resistor for the rail. Each PFU
is triggered by an optical switch in the rail. The TLM method [71] has been applied to
separate the circuit topology for parallel execution. The inductor in the PFU is considered
as a lossless transmission line, and the node current expressions are given as:
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Im(t− τ) = Ik(t− 2τ) + 2
ZL
Vk(t− τ)), (3.13)

Ik(t− τ) = Im(t− 2τ)) + 2
ZL
Vm(t− τ)), (3.14)

ZL = L
∆telect

. (3.15)

where ZL is the equivalent TLM expression of cable inductance in discrete-time; Im(t−
τ) and Ik(t − τ) represent the past history currents of the cable. ∆telect is the electrical
simulation time-step.

3.3.2 Control System

The circuit control diagrams are shown in Fig. 3.10. The control method of the CC is
the sliding mode control (SMC) where the charging current can be maintained in a sta-
ble range. When the voltage of the capacitor reaches the expected value, the CC will stop
working.

The control method of the PFN is based on the projectile location in the rail. The optical
switches are located at the specific point. When the projectile passes the optical switch,
the corresponding thyristor will be triggered. The design objective of the trigger point
is to maintain a stable current for the generation of Lorentz force during the acceleration
process.

Figure 3.10: EMRG control diagram for: (a) CC, (b) PFN.
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3.3.3 Implementation Method

The CC can be considered as a one node circuit after the combination of the inductor and
capacitor component. The node voltage calculation for solving the CC is sequential. The
PFN circuit utilizes the TLM method to separate the circuit topology consisting of a large
circuit matrix into several parallel circuit sub-matrices.

A performance comparison of PS and PL for both charging and PFN circuit is demon-
strated to decide the suitable compute hardware for each circuit. For this purpose, all the
power electronic devices are considered as a VCCS in parallel with a resistor under the
static thermal state. It should be noted that the no device-level behavioral calculations
are included in the comparison because the fundamental EMTP circuit calculation can not
be optimized much while the device-level behavioral calculation varies from algorithm to
algorithm. After the performance test, the results proved that the processing system was
suitable for the CC with NEON acceleration while the programmable logic was appropri-
ate for PFN.

In this case, it is reasonable to implement the CC in Cortex A9 Core 0 of the PS and PFN
into the PL. The device thermal circuit was implemented in the Cortex A9 Core 1 of the
PS. CC and its thermal circuit are communicated by the global signal inside the PS while
PFN and its thermal counterpart are communicated by the AXI standard between PS and
PL. The simulation time-step for CC is 100ns while the time-step for PFN one is 2.5µs. The
thermal circuits for both circuits are calculated at a 10µs time-step.

3.3.4 State Charts

Fig. 3.11 shows the calculation procedure of the CC and the PFN. The cooperation between
Cortex A9 cores and the PS-PL is also indicated in the state charts.

The green (dashed) states show the initialization of the electrical circuits or the thermal
circuits calculation. The blue (dotted) and the red (solid) states indicate the repetitive cal-
culation for the electrical and thermal circuit respectively. The background colors of the
state chart specify the compute hardware resource type: either the cores of the PS or the
PL.

The Cortex-A9 Core 1 execute the thermal circuit and temperature dependent param-
eters calculation. After the initialization, the state chart splits into two calculation loops.
The loop selection depends on the charging state of the EMRG system. If the capacitor
voltage reaches the desired value and the EMRG system is ready to launch the projectile,
the state chart will go into the PFN thermal loop or it will go to the CC thermal loop.

The Cortex A9 Core 0 and PL execute the CC and the PFN circuit respectively, which
will also update the power loss to the Core 0 and get respective parameters for the next
step electrical calculation.
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Figure 3.11: State chart of EMRG system on the Zynqr SoC platform.
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Table 3.3: Execution Time Comparison per Time-Step for CC and PFN

Hardware
time cost

Core 0
O0

0.8GHz

Core 0
O1

0.8GHz

Core 0
O2

0.8GHz

Core 0
O3

0.8GHz

PL
HLS

0.1GHz
CC (ns) 330 170 7.5 7.5 580

PFN (ns) 7845 3765 3590 2510 1870

Table 3.4: Programmable Logic Resource Utilization for CC and PFN
Circuit type BRAM DSP FF LUT

CC 768 (70%) 17 (1%) 9654 (2%) 47895 (21%)

PFN 314 (28%) 220 (24%) 46044 (10%) 75509 (34%)

3.4 Real-Time SoC Emulation Results and Discussion

3.4.1 Compute Hardware Resource Selection and Performance

Table 3.3 shows the performance comparison for both the CC and the PFN circuit. The
hardware configurations are indicated at the top of Table 3.3. The number of the Ox is
the optimization level of the NEON engine. Level-3 (O3) is the highest level of NEON
instruction optimization by the compiler in Xilinxr software development kit (SDK). The
NEON engine can theoretically accelerate the execution speed up to 4 times faster in float-
ing type data processing. In the PL, high-level synthesis (HLS) is utilized to optimize the
corresponding code to reduce the overall latency. In Table 3.3, the execution speed un-
der different applied condition are shown for both CC and PFN. The Level-3 optimization
achieves the shortest computation delay in the Core 0 of PS. However, the execution time
of PL for PFN is 34% shorter than the one in PS. This is because the PFN consists of six
paralleled sub-circuit, which fits the highly parallel FPGA execution architecture. CC is
a sequential topology which can utilize the advantage of high sequential clocking com-
putation feature in Core 0 of PS. The execution time of CC in Core 0 is 77.3 times faster
than the one in PL. In this case, it can be concluded that CC is suitable for PS while PFN is
appropriate for PL.

Table 3.4 illustrates the PL resource utilization in the performance comparison. Com-
pared to the CC, the PFN circuit consumes relatively higher computational resource due
to larger sized circuit topology. The thermal calculation is implemented on the other core
of the PS. The proposed implementation method will be validated in the next subsection.

3.4.2 Results of Full Circuit Implementation

Fig. 3.12, Fig. 3.13 and Fig. 3.14 show the real-time implementation results of the full cir-
cuit topology. Fig. 3.12 (a) demonstrate the diode and IGBT turn-on and turn-off transient
waveform. When turned on, IGBT shows overshoot phenomenon which is mainly intro-
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Table 3.5: Latencies of CC with Device-Level Behavioral (Core 0) and Thermal (Core 1)
Calculation and its Core - Core Communication

Core 0
O3

0.8GHz

Core 1
O3

0.8GHz

Core 0
-Core 1
0.8GHz

Core 1
-Core 0
0.8GHz

Average
delay

per time-step
87.5ns 1540ns 115ns 52.5ns 89.175ns

duced by the reverse recovery of diode inside the circuit topology. When turned off, IGBT
show tail current in the transient due to the recombination of minority carriers. Fig. 3.12 (b)
and (d) demonstrate the charging current and capacitor voltage respectively. The sawtooth
shape of charging current is due to the sliding mode control, which intend to maintain the
charging current at a stable range. With a stable charging current, the voltage of the capac-
itor shows a linear increase, which is regarded as a safe strategy for the device. Fig. 3.12 (c)
shows the temperature variation during the charging period. CC stopped charging at tstop
when the capacitor voltage reached 450V . Fig. 3.13 (a) and (b) show the averaged power
loss of diode and IGBT in each thermal time-step ∆tthm respectively. Both turn-on and
turn-off average power loss in each thermal time-step are considered in IGBT thermal net-
work while only turn-off one is included for the diode. In Fig. 3.13 (c), the envelop of the
projectile indicated different PFU energy release time in EMRG system. Fig. 3.13 (d) shows
S1 current in the PFN circuit. The small difference between the results can be considered
as the consequence of the extreme application condition whose physical parameters may
not be precisely described in the datasheet. After releasing the energy, S1 takes a relatively
long time to cool down. In Fig. 3.14 (a) and (b), the velocity and distance of the projectile
are shown respectively with the peak indication of each PFU energy release. The initial
injector velocity is 140m/s and projectile exit velocity is 2615.4m/s after the acceleration
period. The projectile exit length is 7.23m. Fig. 3.14 (c) and (d) show the diode’s aver-
aged power loss and the junction temperature respectively in each thermal time-step. The
temperature jumped over 20◦C in less than 1ms, which indicates that the heat emission ef-
ficiency is relatively low. In Fig. 3.14 (e) and (f), the thyristor’s averaged power loss and the
junction temperature respectively in each thermal time-step. Compared to the diode, the
thyristor shows relatively higher heat emission efficiency regarding temperature variation
range.

Table 3.5 explains the latencies of the CC with device-level behavioral and thermal cal-
culation. The emulation time-step of the CC is 100ns while the time-step of its thermal
calculation is 10µs. A shorter time-step in thermal calculation do not improve the accu-
racy in the thermal dynamic. The electrical circuit (Core 0) will update the power loss to
the thermal circuit (Core 1) every 100 times. With less Core-Core data transmission, the
emulation of both thermal and electrical side can be accelerated and the accuracy of both
side remains the same under the circumstance. The thermal circuit (Core 1) update the
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Figure 3.12: System-level and device-level results for CC and PFN from real-time hard-
ware emulation (top sub-figure) and off-line simulation by SaberRD R© software (bottom
sub-figure) for: (a) IGBT and diode turn-on and turn-off transient current, (b) Charging
current in the CC, (c) Junction temperature for IGBT and diode, (d) Capacitor voltage in
the CC. Scale: (a) x-axis: 0.002ms/div. (b)(d) x-axis: 2ms/div. (c) x-axis: 50ms/div.

temperature dependent parameters to the electrical circuit (Core 0) in the next time-step.
These temperature dependent parameters are critical in the calculation of the equivalent
electrical model in the equations and figures of Section II. The latency of the electrical cir-
cuit (Core 0), the thermal circuit (Core 1), electrical to thermal circuit communication (Core
0 - Core 1), and thermal to electrical circuit communication (Core 1 - Core 0) are 87.5ns,
1540ns, 115ns, and 52.5ns respectively. The averaged delay per time-step is less than the
required time-step 100ns.
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Figure 3.13: System-level and device-level results for CC and PFN from real-time hard-
ware emulation (top sub-figure) and off-line simulation by SaberRD R© software (bottom
sub-figure) for: (a) S0 averaged power loss in each thermal step for the CC, (b) D0 aver-
aged power loss in each thermal step for the CC, (c) Load current in the PFN, (d) S1 current
in the PFN. Scale: (a)(b) x-axis: 0.2ms/div. (c)(d) x-axis: 0.5ms/div.

Table 3.6 shows the latencies of the PFN circuit with device-level behavioral and ther-
mal calculation. The emulation time-step of the PFN is 2.5µs while the time-step of its
thermal calculation is 10µs. By applying smaller time-step, the accuracy of the thermal
dynamic will not improved but the execution time can be enlarged enormously. The elec-
trical circuit (PL) of the PFN updates the power loss to the thermal circuit (Core 1) every
4 steps. The thermal circuit (Core 1) updates the temperature dependent parameters to
the electrical circuit (PL) in the next time-step. These temperature dependent parameters
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Figure 3.14: System-level and device-level results for the PFN from real-time hardware
emulation for: (a) Projectile velocity, (b) Projectile distance, (c) D1 averaged power loss in
each thermal step, (d) S1 averaged power loss in each thermal step, (e) Junction tempera-
ture of D1, (f) Junction temperature of S1. Scale: (a)-(f) x-axis: 0.5ms/div.

Table 3.6: Latencies of PFN with Device-Level Behavioral (PL) and Thermal (PS-Core 1)
Calculation and PS-PL Communication

PL
HLS 100MHz

(4 time-steps)

PS - Core 1
O3

0.8GHz
PL - PS PS - PL

Average
delay

per time-step
2280ns 875ns 2115ns 1525ns 1698.75ns

has been applied in the Hammerstein configuration modeling in Section II. The latency of
the electrical circuit (PL) of four time-steps, thermal circuit (Core 1), electrical to thermal
circuit communication, and thermal to electrical circuit communication are 2280ns, 875ns,
2115ns, and 1525ns respectively. Although the communication delay between the PS and
PL is 20 times larger than the Core-Core one, the thermal and electrical circuit of PFN still
run in real-time with the proper allocation of computation hardware resource. The aver-
aged delay per time-step is less than the required time-step 2500ns. The PL is controlled by
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Table 3.7: Programmable Logic Resource Utilization for the PFN Circuit with Device-Level
Behavioral Calculations

BRAM DSP FF LUT
68 (6%) 390 (43%) 93418 (21%) 159979 (73%)

Core 1 and works as a hardware accelerator for the electrical circuit to compute the results
of four time-steps.

Table 3.7 presents the programmable logic resource utilization of the PFN circuit. It
is clear that the higher computation resource consumption is required due to the higher
complexity of the device-level transient behavioral calculation.

In Fig. 3.15, the accuracy comparison of TSSM, the proposed HCM, and SaberRD R©

has been demonstrated. TSSM and HCM are implemented in the real-time SoC platform
with a 100ns time-step. The execution times for the TSSM are shown in Table IV while
the execution times for HCM are shown in Table VI and Table VII. The SaberRD R© model
is demostrated in 0.1ns and 20ns time-step. The SaberRD R© model cannot converge at the
100ns time-step and the accuracy of the 20ns result gets worse in the simulation, especially
during the IGBT turn-on and diode turn-off periods. SaberRD R© takes 1.5 hours with a
0.1ns time-step and 92 seconds with a 20ns time-step for a 10ms simulation.

In Fig. 3.16, the frequency response of proposed Hammerstein behavioral models for
the diode, thyristor, and IGBT are shown. The expanded windows show the normal oper-
ating frequency (circled). The highest switching frequency applied in the work for diode
and IGBT is 14kHz. Although the thyristor is not switching at 60Hz (circled) in this work,
it can be considered as the reference for normal phase control switching frequency. The
temperature variation has little impact on the frequency response. The operating range
for the proposed diode, thyristor, and IGBT model are 0 - 0.882MHz, 0 - 2830Hz, and 0 -
0.54MHz respectively within 1% error.

In Table 3.8, the switching times and average power dissipation of diode, thyristor,
and IGBT are compared from off-line SaberRD R© simulation and real-time SoC emulation
under two conditions. The first condition is that the CC is switching at a steady frequency
at 14kHz. The second condition is during the energy release period of a single PFU. The
time-step for SaberRD R© and SoC emulation is 0.1ns and 100ns, respectively. As can be
seen, there is good agreement of the results.

3.5 Summary

This chapter proposed and emulated the real-time device-level dynamic electro-thermal
models for diode, thyristor and IGBT based on Hammerstein configuration on a SoC-
based hardware and software co-design platform for the application of EMRG system.
The Hammerstein configuration modeling procedures reduces the complexity of building
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Figure 3.15: Accuracy comparison of TSSM, HCM models with SaberRD R© for: (a) IGBT
turn-on, (b) IGBT turn-off, (c) diode turn-off.

accurate device-level power electronic models. The modeling procedure of the static and
dynamic electrical model, transient power loss model and thermal network calculation is
given based on the dedicated device datasheet. The proposed models have been validated
in two circuits of the EMRG system and compared with the result from the off-line de-
vice level software SaberRD R©. Based on the different topology of the CC and the pulse
forming network circuit inside the EMRG system, the hardware compute performance
comparison, selection, and acceleration have enabled the goal of real-time execution. Fu-
ture work is planned for the application of the Hammerstein based nonlinear modeling for
more complex power converter systems for industrial applications.
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Table 3.8: Comparison of Device Switching Times and Average Power Dissipation
SaberRDr SoC Error (%)

CC switching at 14kHz
tr(IGBT) 248.5ns 242.6ns 2.37
tf (IGBT) 392.2ns 405.6ns 3.42
trr(Diode) 1041ns 1027ns 1.34
Pon(IGBT) 22.7kW 23.5kW 3.52
Poff (IGBT) 28.9kW 29.9kW 3.46
Pcond(IGBT) 0.38kW 0.40kW 5.26
Prr(Diode) 25.2kW 25.3kW 0.47
Pcond(Diode) 0.16kW 0.17kW 6.25

PFU energy release in 5ms
trr(Thyristor) 62.3µs 63.7µs 2.25
Prr(Diode) 0.33kW 0.34kW 3.03
Pcond(Diode) 5.41kW 5.47kW 1.11
Prr(Thyristor) 18.64kW 18.51kW 0.69
Pcond(Thyristor) 3.67kW 3.81kW 3.81

Figure 3.16: Frequency response of proposed Hammerstein configuration for diode, thyris-
tor, and IGBT.
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4
Real-Time Device-Level Simulation of MVDC

Traction Power System on MPSoC

This chapter proposes the Wiener-Hammerstein configuration based device-level electro-
thermal model for power electronic components, which is demonstrated with a three-
phase to single-phase MMC-based traction power system in real-time emulation on the
MPSoC platform. The timing of turn-on and turn-off carrier charging has been indicated
and the equivalent circuit has been utilized for the dynamic calculation. The MMC sub-
module device-level transients are simulated in the Cortexr-A53 Core with the latency of
90 ns for 100 ns per time-step in real world and the three-phase to the single-phase MMC-
based traction power system is simulated on the programmable logic (FPGA) with the
latency of 24.2µs for 25µs per time-step in real world. Both system-level and device-level
results have been validated by professional power system software PSCAD/EMTDCr and
power electronic simulation software SaberRDr. This is the original work for conducting
large scale power converter system real-time emulation on the MPSoC-based platform.

4.1 Introduction

Modern electric railway system powered by galvanic cells dates back to early 1837. Trac-
tion power systems witnessed the significant changes at all level: switch technology (mer
-cury-arc valves to IGBT) [81], [82], converter topology (mercury-arc rectifier to voltage
source converter) [83] - [87], energy storage system (low energy density flywheel-based
to high energy density supercapacitor-based) [88], [89], and advanced control methods
(simple open-loop to complex self-adaptive) [90] - [92]. The design and development of a
reliable, efficient, and cost-effective traction drive system is a complex process requiring
several iterations on expensive and time-consuming hardware prototypes. Thus real-time
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hardware-in-the-loop (HIL) emulation technology has come to play an essential role in
the all transportation power systems and significantly reduced the cost in the early design
period [93], [94]. Nevertheless, in almost all real-time system model implementation, the
focus was mainly on the electric machine and propulsion components and seldom on the
power electronic converters which were usually represented by simplified system-level
models. With device-level model embedded into the HIL testing system, the power elec-
tronic system can be tautologically tested for the design in a non-destructive simulation
environment which would allow an accurate prediction of converter stresses [95]. At the
same time, advances in digital processor technology are enabling hardware acceleration
HIL simulation with the integration of the multiple ARMr processors and FPGA-based
programmable logic to function into a single chip [97]. FPGAs have been successfully uti-
lized for real-time hardware emulation of detailed models of power systems and power
electronic apparatus [95] - [98].

Conventional power converters, such as the two-level DC-AC converter, neutral point
clamping (NPC), and flying capacitor (FC) topology, are deficient in handling high volt-
age and complicated voltage balancing. The MMC is considered as a strong candidate
to overcome the shortcomings in conventional converters [87]. The advantages of MMC,
such as flexible configuration, low applied voltage sub-modules, alternative sub-module
source and strong harmonic suppression, gained broad application in wind farm [99], solar
farm [100], railway system [85], and energy storage systems (ESS) [101].

Both the Hammerstein and the Wiener models are utilized in common behavioral mod-
els for various applications [102]. The single Hammerstein model contains a nonlinear
static block and a linear time-invariant (LTI) dynamic block, which can not represent the
exact prerequisites for physical processes. With the help of Wiener-Hammerstein structure,
the proposed models can present the exact carrier charge processes before the turn-on and
turn-off switching transient of the IGBT.

This chapter proposes the electro-thermal behavioral MMC models for device-level
and sub-module level by using the Winner-Hammerstein configuration with the equiva-
lent electrical element representation. For the traction power system, the detailed mod-
eling and real-time simulation of the transformer also plays a non-negligible role in the
transient analysis of traction power system. In the study case, the transformer nonlinear
saturation behavior is also included in the real-time transient emulation, which presents
critical technical and economic challenges to traction loads and system operators. The
chapter is organized as follows: Section 4.2 explains the MMC-based traction power sys-
tem, the MMC sub-module equivalent representation, and the transformer model. Section
4.3 describes the construction of IGBT module electro-thermal behavioral models by the
Winner-Hammerstein configuration. Section 4.4 gives a brief introduction to the Zynqr

MPSoC platform and the details of the implementation. Section 4.5 shows the device-level
and system-level real-time emulation result and discussion.
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Figure 4.1: MMC-based traction power system.

Figure 4.2: Hierarchical Norton equivalent process: (a) Half-bridge sub-module, (b) Full-
bridge sub-module.

4.2 MMC-Based Traction Power System

The MMC-based traction power system, shown in Fig. 4.1, consists of the 220kV public
grid, three-phase step-down transformer, three-phase MMC-based AC/DC converter and
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single-phase MMC DC/AC converter. The three-phase MMC based AC/DC converter
utilizes the half-bridge sub-module while the single-phase MMC DC/AC converter em-
ploys the full-bridge sub-module [83]. The half-bridge MMC lacks the DC fault blocking
capability but requires less power electronic components, while the full-bridge MMC in-
herits the advantage of DC blocking features but increases the cost of the MMC system.
In this work, three-phase half-bridge MMC is considered to reduce the cost on the grid
side while single-phase full-bridge MMC is utilized on the load side to enable the DC fault
blocking feature. The three-phase transformer includes the calculation of the nonlinear sat-
uration behavior, and a wye-delta configuration is employed inside traction power system
topology. The measurement unit calculates the dq transform of the three-phase grid-side
voltage and current. With the phase-locked loop (PLL) calculation, the dq phase angle θ
can be transmitted to the control system for closed-loop control. The control diagram of
the traction power system is shown at the bottom of Fig. 4.1. The three-phase MMC is
controlled by the DC link voltage and the objective of its control diagram is to maintain
the voltage at the specific value. The single-phase MMC utilizes the open-loop control to
operate at rated condition.

4.2.1 MMC Sub-Module

Fig. 4.2 shows the equivalent processes of the half-bridge and full-bridge sub-module into
the combination of conductance and voltage controlled current source (VCCS). Each de-
vice inside the sub-module is reduced to a conductance paralleled with controlled current
source in the Norton equivalent. After the reduction process, the half-bridge or full-bridge
sub-module is equal to a conductance paralleled with VCCS. The Norton equivalent rep-
resentation of half-bridge sub-module is shown in Fig. 4.2 (a), given as

gHBSM = g1·gc1
g1+gc1

+ g2, (4.1)

iHBSM = i1·gc1−i3·g1
g1+gc1

+ i2, (4.2)

ij = iSj + iDj , j = 1, 2, (4.3)

gj = gSj + gDj , j = 1, 2, (4.4)

where gHBSM and iHBSM are the equivalent conductance and VCCS of the half-bridge
sub-module, respectively; gSj and iSj are equivalent conductance and VCCS of IGBT, re-
spectively. gDj and iDj are equivalent conductance and VCCS of diode, respectively; gj
and ij are equivalent conductance and VCCS of IGBT module, respectively.

The Norton equivalent representation of full-bridge sub-module is shown in Fig. 4.2
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(b), given as

gFBSM = (g3g4g5 + g3g4g6 + g3g5g6 + g3g5gC2

+ g4g5g6 + g3g6gC2 + g4g5gC2 + g4g6gC2)

/(g3g4 + g3g6 + g4g5 + g3gC2 + g4gC2

+ g5g6 + g5gC2 + g6gC2),

(4.5)

iFBSM = −(M1g3g4g5 +M2g3g4g5 +M1g3g5g6

+M3g3g4g5 +M1g3g5gC2 +M2g3g5g6

+M3g3g4g6 +M1g3g6gC2 +M2g3g5gC2

+M3g3g5g6 +M2g4g5gC2 +M3g3g5gC2

+M3g4g5g6 +M3g3g6gC2 +M3g4g5gC2

+M3g4g6gC2)/(g3g4 + g3g6 + g4g5 + g3gC2

+ g4gC2 + g5g6 + g5gC2 + g6gC2),

(4.6)

M1 = −i3/g3 − i4/g4 + i7/g7, (4.7)

M2 = i5/g5 + i6/g6 − i7/g7, (4.8)

M3 = i4/g4 − i6/g6, (4.9)

gj = gSj + gDj , j = 3, 4, 5, 6, (4.10)

ij = iSj + iDj , j = 3, 4, 5, 6, (4.11)

where gFBSM and iFBSM are the equivalent conductance and VCCS of the full-bridge
sub-module, respectively. gSj and iSj are equivalent conductance and VCCS of IGBT, re-
spectively; gDj and iDj are equivalent conductance and VCCS of diode, respectively; gj
and ij are equivalent conductance and VCCS of IGBT module, respectively.

4.2.2 Transformer

In this work, the admittance matrix-based model is employed to model the transformer
which includes the nonlinear saturation phenomena [98]. The admittance matrix is based
on the mutually coupled coils concept. By applying Trapezoidal rule, the discrete-time
difference equations are given as

iT (t) = GvT (t) + histT (t−∆t), (4.12)

histT (t−∆t) = YTvT (t−∆t) + (4.13)

(IT − 2GTRT ) histT (t− 2∆t),

YT = 2 (GT −GTRTGT ) , (4.14)
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GT =

[
IT +

∆t

2
L−1
T RT

]−1 ∆t

2
L−1
T . (4.15)

where RT is the diagonal matrix of winding resistance. LT is the winding leakage
inductances matrix; ∆t is the electrical simulation time-step; histT (t − ∆t) is nx1 history
terms vector; IT is the nxn identity matrix.

The nonlinear saturation phenomena can be seen in the transformer’s continuous mag-
netization curve. Thus, the modeling of transformer with nonlinear saturation feature and
Newton-Raphson iteration are necessary in the real-time simulation of traction power sys-
tem, given as:

JT (ij+1 − ij) = −FT (ij) (4.16)

JT =
∂FT (ij)
∂ij

= Rthev +
∂fT (ij)
∂ij

(4.17)

−FT = voc − Rthev · ij − fT (ij) (4.18)

where JT is the Jacobian matrix; ij is the current vector at the jth iterations; voc is the
open circuit voltage vector; Rthev is the Thévenin equivalent resistance matrix; fT (ij) is the
nonlinear function.

4.3 Wiener-Hammerstein Configuration Based Device-Level Be-
havioural Electro-Thermal Power Converter Model

In this section, Wiener-Hammerstein configuration is utilized to set up the modeling pro-
cedure in Section A. With behavioral modeling methodology, the modeling procedure is
separated into the dynamic carrier charge stage in Section B, the static electrical character-
istic in Section C, the dynamic electrical characteristic in Section D, and power consump-
tion and thermal calculation in Section E. The IGBT module used in this work is 5SNA
1500E330305 from ABBr whose datasheet parameters are provided in [77]. In Table 4.1,
datasheet plot utilization is shown in each modeling procedure.

4.3.1 Wiener-Hammerstein model Vs Wiener-Hammerstein Configuration

Wiener-Hammerstein model contains a nonlinear static block sandwiched between two
LTI dynamic blocks while the Wiener-Hammerstein configuration separates the static block
from the forward linear time variant (LTV) dynamic block and backward LTV dynamic
block. The detail of Wiener-Hammerstein configuration is shown in Fig. 4.3.

The nonlinear static block of Wiener-Hammerstein model leads to iteration processes in
the calculation. The Wiener-Hammerstein configuration can simplify the nonlinear static
block into quasilinear one which results in reduction of computation. Compared with the
LTI dynamic block, the forward and backward LTV dynamic blocks are considered have
little impact on the system simulation result.
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Table 4.1: Wiener-Hammerstein Configuration Modeling Procedure
Dynamic

carrier
charge

Static
electrical

characteristic

Dynamic
electrical

characteristic

Power consumption
and thermal
calculation

VGE-Qg ,
C-VCE ,
td,on- RG,
td,off - RG

IC -VCE ,
IF -VF

tr- Ic,
tf - Ic,
tr- RG,
tf - RG,
Qrr- IF ,
Irr- IF ,

Qrr- di/dt,
Irr- di/dt

EIGBTon -IC ,
EIGBToff -IC ,
EIGBTon -RG,
EIGBToff -RG,
Erec- IF ,
Erec- di/dt,
ZIGBTthjc -t,
ZDiodethjc -t

Figure 4.3: Wiener-Hammerstein configuration.

4.3.2 Dynamic Carrier Charge and Discharge Electrical Characteristic

The carrier charge and discharge stage can be considered as a prerequisite condition to
the dynamic turn-on and turn-off transients. The equivalent IGBT capacitance circuit is
shown in Fig. 4.4 (a). RG(int) represent the equivalent internal resistance. The static gate
charge plot is shown in Fig. 4.4 (b) and linear approximation is applied for different Vcc.
The relation of the parasitic and the low-signal capacitances are given as

Cies = CGE + CGC , (4.19)

Cres = CGC , (4.20)

Coes = CGC + CCE . (4.21)

where Cies, Cres and Coes are the input capacitance, the reverse transfer capacitance and
output capacitance, respectively; CGE , CGC and CCE are the gate-emitter capacitance,
gate-collector capacitance and collector-emitter capacitance, respectively.
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Figure 4.4: Carrier charge: (a) Capacitance equivalent circuit, (b) Static gate charge, (c)
Low-signal capacitance, (d) IGBT turn-on and turn-off delay time.

Figure 4.5: Carrier charge procedures for turn-on stage and turn-off stage and its equiva-
lent circuit.
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The low-signal capacitance is not constant in the application, and the relation between
the VCE and capacitance is given in Fig. 4.4 (c). The gate resistance value has a linear
relation with the turn-on and turn-off delay time, shown in Fig. 4.4 (d).

The physical carrier charge and discharge procedures and the equivalent circuit are
shown in Fig. 4.5. The detailed explanation of each stage will be described separately.

Turn-on stage:
t0 - t1: The gate current IG rockets up and start to decay to a constant value. The

gate-emitter capacitor CGE is charged to the turn-on threshold voltage.
t1 - t2: The voltage of the gate-emitter capacitor CGE reaches the threshold voltage

VGE(th) and continue to rise to the Miller plateau voltage, which will trigger the turn-on
transient. The collector current IC starts ramping up with the overshoot phenomenon.

t2 - t3: The collector current IC rising stage is finished at t2 and VCE begin to decrease.
The voltage of the gate-emitter capacitor CGE remain in a stable range until the Miller
plateau charge procedure is finished.

t3 - t4: The Miller plateau charge procedure continues. The gate-collector capacitor
CGC is being charged.

t4 - t5: The charging procedure continues on the gate-emitter capacitor CGE and its
voltage reaches the desired gate voltage.

Turn-off stage:
t6 - t7: The gate current IG cascades down and start to decay to a constant value. The

gate-emitter capacitor CGE is discharged to the Miller plateau voltage.
t7 - t8: The voltage of gate-emitter capacitor VGE decrease to the Miller plateau and the

collector-emitter voltage VCE increase slowly due to the nonlinear features of CGC which
is a small value at this stage.

t8 - t9: The value of CGC becomes large and the VCE increases rapidly to the normal
operating point.

t9 - t10: The voltage of gate-emitter capacitor VGE decrease to threshold voltage and the
collector current IC starts to decay.

The equivalent circuit of the gate charge and discharge in Fig. 4.5. For the turn-on
stage, the equivalent circuit is a typical RC first-order delay one. The turn-on delay time is
highly relative to the gate resistance, given as

td(on) = Kon · CGE · (RG(int) +RG). (4.22)

where Kon is the gate charge parameter for turn-on transients and is related to the on-state
gate voltage VGE(on) and off-state voltage VGE(off). RG(int) is considered as the internal
parasitic resistance. In Fig. 4.4 (d), the linear fitted result also proves its linearity for the
turn-on delay time.

For the turn-off stage, the turn-off stage 1 also is considered as an typical RC first-order
delay circuit and the turn-off stage 2 can be considered as a constant time procedure. The
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Figure 4.6: Static characteristic of IGBT and diode.

turn-off delay time is highly relative to the gate resistance, given as

td(on) = Koff · CGE · (RG(int) +RG) + tstage2. (4.23)

where Kon is the gate charge parameter for turn-on transients and is related to the on-state
gate voltage VGE(on) and off-state voltage VGE(off). tstage2 is considered as a constant time
for turn-off stage 2. In Fig. 4.4 (d), the linear fitted result also proves its linearity for the
turn-off delay time.

4.3.3 Static Electrical Characteristic

The IGBT and diode static characteristic is shown in Fig. 4.6. For MMC application, the
collector current of the IGBT module varies each time based on the control algorithm. It is
necessary to model the low current static characteristic in MMC scenario. Thus the static
characteristic separates into low current and normal operating current sections and the
boundary of these sections is defined as 60% of the rated current point. The static elec-
trical model is made of a temperature dependent conductance glow(Tvj) or ghigh(Tvj) in
paralleled with a temperature dependent VCCS ilow(Tvj) or ihigh(Tvj) which is the Nor-
ton equivalent expression of the vlow(Tvj) or vhigh(Tvj). High conductance and a paral-
leled VCCS represent for the on-state characteristic while low conductance behaves for the
off-state characteristic. Based on the datasheet plots, the linear interpolation estimation
method has been applied to glow(Tvj), ghigh(Tvj), vlow(Tvj) and vhigh(Tvj), given as

glow(Tvj) =
Tvj−T25
T25−T125 (gT25low − g

T125
low ) + gT25low, (4.24)

vlow(Tvj) =
Tvj−T25
T25−T125 (vT25low − v

T125
low ) + vT25low, (4.25)

ilow(Tvj) = vlow(Tvj) · glow(Tvj). (4.26)

ghigh(Tvj) =
Tvj−T25
T25−T125 (gT25high − g

T125
high) + gT25high, (4.27)

vhigh(Tvj) =
Tvj−T25
T25−T125 (vT25high − v

T125
high) + vT25high, (4.28)

ihigh(Tvj) = vhigh(Tvj) · ghigh(Tvj). (4.29)
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Figure 4.7: Dynamic characteristic: (a) Diode Irr - di/dt, Qrr- di/dt curves and IGBT tr -
RG, tf - RG curves, (b) Diode Irr - IF , Qrr - IF curves and IGBT tr - Ic, tf - Ic curves.

where glow(Tvj), ghigh(Tvj), ilow(Tvj) and ihigh(Tvj) are low-current region conductance,
high-current region conductance, low-current region VCCS, high-current region VCCS,
respectively.

4.3.4 Dynamic Electrical Characteristic

The dynamic characteristic parameters for the diode and IGBT are shown in the Fig. 4.7.

4.3.4.1 Diode

Compared to turn-off transient, the forward recovery phenomenon and energy loss in the
turn-on period can be negligible. Reverse recovery phenomenon is considered as the major
dynamic transient of diode. The VCCS ilow(Tvj) or ihigh(Tvj) plays an important role in
the turn-off operation with default blocking state for glow(Tvj) or ghigh(Tvj). As shown
in Fig. 4.8, the dynamic transients of reverse recovery phenomenon are separated into
three stages: 1) default static state, 2) linear reverse recovery current decrease, 3) decay
stage of reverse recovery current. The decay of stage 3 is considered as a first-order delay
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approximation curve. The reverse recovery time trr is estimated by the equation, given as

trr = 2Qrr
Irr

. (4.30)

4.3.4.2 IGBT

The dynamic characteristics of IGBT can be separated into two part: 1) turn-on, 2) turn-off.
For the turn-on period, the physic procedure of collector current Ic can be considered as a
first-order delay approximation. For the turn-off period, the collector current Ic decreases
at the rate of negative di/dt , given by

dIc
dt =

Lstray
VL

. (4.31)

where VL is the transient overshoot voltage on the IGBT at the time of t9, shown in Fig. 4.5.
After the linear decrease period, Ic begin to decay as a first-order approximation.

2.197τ is considered as the normalized time of the collector current rise and fall time of
IGBT. With the calculation of the normalized variable τ , the dynamic shape of the wave-
form can be determined.

4.3.5 Transient Power and Voltage Reconstruction

The total power loss for a dedicated on or off transients in a single device can be derived
from the datasheet under the specific circumstance. The detailed transient waveform,
shown in Fig. 4.9, can be utilized to calculate the transient power loss. Both the device
current and voltage have been normalized while its transient power degrades to a certain
percentage in order to explain the relationship among current, voltage, transient power.

Diode turn-off transient power, shown in Fig. 4.9 (a), is separated into square and first-
order delay region, given as

PDiodeLoss =
∫ tdio2
tdio1

a1x
2 +

∫∞
tdio2

(a2e
−x + c2) (4.32)

where PDiodeLoss is the total power loss of the diode. tdio1 and tdio2 indicate the start time of
linear region and first-order delay region, respectively; a1 is the constant for linear approx-
imation; a2 and c2 are the constants for the first-order delay approximation calculation.

IGBT turn-on transient power, shown in Fig. 4.9 (b), is separated into positive linear,
square and first-order delay region, given as

P IGBTLossOn =

∫ tIGBT2

tIGBT1

a3x+

∫ tIGBT3

tIGBT2

(a4x
2 + c4)

+

∫ ∞
tIGBT3

(a5e
−x + c5)

(4.33)

where P IGBTLossOn is the total power loss of the IGBT during the turn-on period. tIGBT1, tIGBT2

and tIGBT3 indicate the start time of collector current linear region, collector current and
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Figure 4.8: Dynamic characteristics: (a) Diode reverse recovery, (b) IGBT tail current.

collector-emitter voltage linear region and first-order delay region, respectively; a3, a4, c4,
a5 and c5 are the constants for the approximation calculation.

IGBT turn-off transient power, shown in Fig. 4.9 (c), is separated into positive linear,
negative linear and first-order delay region, given as

P IGBTLossOff =

∫ tIGBT5

tIGBT4

a6x+

∫ tIGBT6

tIGBT5

(−a7x+ c7)

+

∫ ∞
tIGBT6

(a8e
−x + c8)

(4.34)

where P IGBTLossOff is the total turn-off power loss of the IGBT; tIGBT5, tIGBT6 and tIGBT7

indicate the start time of collector-emitter voltage linear increase region, collector current
linear decrease region and collector current first-order delay decrease region, respectively;
a6, a7, c7, a8 and c8 are the constants for the approximation calculation.

By calculating the above waveform, the exact transient power loss at each moment can
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Figure 4.9: Normalized transient power waveform: (a) Diode turn-off, (b) IGBT turn-on,
(c) IGBT turn-off.
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Figure 4.10: Thermal calculation circuit of IGBT module.

be determined and the device terminal voltage can be obtained.

4.3.6 Thermal Network Calculation

The thermal calculation circuit is shown in Fig. 4.10. The VCCS indicates the power loss
consumption. Multiple levels of equivalent electrical components have been applied for
computing the junction temperature, given as

Tvj(t) = Ploss(t) · (Zthjc + Zthch + Zthha) + Tamb. (4.35)

where Ploss(t) is the power loss for each device; Tamb is the ambient temperature; Ztjc is
the thermal impedance from junction to case; Ztch is the thermal impedance from case to
heat sink; Ztha is the thermal impedance from heat sink to ambient. A 10K/kW water-
cooled heat sink is mounted on each IGBT module in this work. The junction temperature
numerical solution is given as

Tvj(t) =
6∑
i=1

∆T ith(t) + Tamb

=

5∑
i=1

(
Rith ·∆tthm

2τ ith + ∆tthm
(Ploss(t) + Ploss(t−∆tthm))

+
2τ ith −∆tthm
2τ ith + ∆tthm

∆T ith(t−∆tthm))

+
R6
th ·∆tthm

2τ6
th + ∆tthm 6

(Ptotal(t) + Ptotal(t−∆tthm))

+
2τ6
th −∆tthm

2τ6
th + ∆tthm

∆T 6
th(t−∆tthm) + Tamb,

(4.36)

where ∆tthm is the thermal time-step; ∆T ith(t) is the node point junction temperature
for each layer; Ploss(t) is the power loss for the individual device; Tamb is the ambient
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temperature; τ ith is the multiplication product of Rith and Cith; Ptotal(t) is the total power
loss for each time-step in a single device.

4.4 Hardware and Software Co-Design and Implementation of
MMC-Based Tration Power System on Zynqr Ultrascale+TM

MPSoC Platform

System-level circuit simulation is applied inside the programmable logic to accelerate the
computation speed. The calculation of the system-level circuit can be considered as ma-
trix operations primarily which can be accelerated and paralleled by programmable logic
(hardware design).

Device-level transients and system control are calculated in the processing system (soft-
ware design). The computation of system control is applied inside the real-time core
Cortexr-R5 operating at 600Mhz. In each leg of the three-phase MMC and single-phase
MMC, one sub-module is selected as the device-level transient calculation in each Cortexr-
A53 respectfully. In a small-scale circuit, the simulation is highly sequential and not benefi-
cial to be separated into multi-core operation due to high latency in core-core communica-
tion. With enough high operating frequency, a single core can be optimum for small-scale
circuit simulation such as the sub-module in the MMC.

In each system-level time-step, the system control signal generated from the Cortexr-
R5 will be transmitted to the programmable logic for system-level simulation and Cortexr-
A53 for device-level simulation. Meanwhile, the programmable logic updates the history
terms to the quad-core Cortexr-A53 processor which in-turn updates the result to pro-
grammable logic in the next time-step.

4.5 Real-Time Simulation Results and Discussion

4.5.1 Computing Hardware Resource Consumption and Computation Perfor-
mance

In this subsection, the resource consumption and computation performance are explained
in detail. The resource consumption is focused on the FPGA hardware resource alloca-
tion. FPGA hardware resource consists of block RAMs, DSP slices, flip-flops, and LUTs.
Whether the simulation system can be fitted into the hardware is depended on the highest
percentage usage hardware resource. In this case, equal allocation of each type of hard-
ware resource makes a difference in resizing the simulation system scale. Computation
performance is focused on the execution speed of processing system. If the execution
speed of the specific function is running faster than the real-time timing requirement, it
can be considered as a real-time application.

Table 4.2 illustrates the programmable logic resource consumption for the MMC-based
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Table 4.2: Resource Consumption for MMC-Based Traction Power System
Device BRAM DSP FF LUT

XCZU9EG 56 (3%) 908 (36%) 180895 (33%) 200167 (73%)

Table 4.3: Latencies of Sub-Module Device-Level Transients Simulation and Control Sys-
tem

A53 Core 1
O3

1.2GHz

A53 Core 2
O3

1.2GHz

A53 Core 3
O3

1.2GHz

A53 Core 4
O3

1.2GHz

R5 Core 1
O3

0.6GHz
90 ns 90 ns 90 ns 90 ns 7290 ns

traction power system. LUTs consumption percentage is the highest among all the other re-
sources, up to 73%, followed by DSP (36%), flip-flops (33%) and BRAM (3%). The FPGA re-
source has been utilized for hardware computation acceleration. For example, large-scale
matrix operation can be parallelized for execution in EMTP application. Since hardware
resource applies low operating frequency in execution, slow processes such as the thermal
calculation can also be calculated by applying FPGA hardware resource. In this case, high
operating frequency cores can be allocated to highly sequential and time-consuming task.

Table 4.3 explains the latencies of each processing core. Each A53 Core is utilized to
simulate the sub-module device-level transients and the resolution of the hardware timer is
10ns. In that case, each core has an identical latency of execution (90ns) and exchanges the
history terms to the programmable logic in the next system-level time-step. The two most
common control methods are phase-shifted carrier-based PWM (PSC-PWM) and phase-
disposition PWM (PD-PWM). Both methods have their advantages and disadvantages;
However, based on the requirements of the real-time implementation, the consumption of
the hardware resource for the control system is the most important criteria for selecting the
control method for the MMC. PSC-PWM requires averaging control and balancing control
on every sub-module. For a small scale (low number of levels) MMC topology, PSC-PWM
does not require much hardware resources for real-time implementation. But for the scale
of the study case in this manuscript, PD-PWM has a great advantage over PSC-PWM.
The real-time Cortexr-R5 Core has been used for system control calculation including PD-
PWM and DC link voltage balancing. Cortexr-A53 is operating at 1.2GHz and its code
inside the MPSoC applied the highest optimization level (O3) of NEON parallel compute
capability. Cortexr-R5 operates at 0.6GHz and also utilizes NEON O3 optimization ca-
pability. The system-level time-step is 25µs and the execution time of control system is
7.290µs which is less than the system-level time-step requirement. The maximum laten-
cies of the Cores, calculating device-level electro-thermal models, are 90ns which is lower
than the device-level time-step 100ns. The communication latency is also an essential fac-
tor of the real-time implementation, which will be described in the next table.
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Table 4.4: Latencies of Hardware Resource and Communication
PL

HLS
100MHz

R5 Core 1
- A53 Core X

R5 Core 1
- PL

Maximun
delay

per time-step

Averaged
delay

per time-step
22.24µs 120ns 1840ns 24.6µs 24.2µs

Table 4.4 shows the latencies of hardware system-level calculation with sub-module
thermal behavioral and communication. The system-level simulation time-step is 25µs.
The averaged calculation and communication delay per time-step is 24.2µs which is lower
than the system-level simulation time-step. The programmable logic takes 22.24µs to com-
pute the system-level results while the sent and receive communication time of Cortexr-
R5 Core to Cortexr-A53 Core and Cortexr-R5 Core to programmable logic are 120ns and
1840ns, respectively.

4.5.2 Real-Time Experimental Results

Fig. 4.11 (a) (b) (c) show the MMC terminal and source voltages. Fast Fourier Transform
(FFT) has been used to analyze the high-frequency harmonic impact on the system. The
three-phase and single-phase MMC terminal voltages show 17 levels voltage difference. It
is not obvious to observe the stepped voltage difference in the three-phase MMC source
voltage because of the resistance and inductance interconnection between the terminal
and source point. From Fig. 4.11 (d) (e) (f), the most observable high harmonic frequency
is about 3000Hz and its amplitude can be negligible compared to the one at 60Hz. The
3000Hz high-frequency harmonic is introduced by the carrier wave in the control system.
Fig. 4.11 (g) (h) (i) give the upper arm current of the three-phase MMC. This work sepa-
rates the full circuit topology 12×12 admittance matrix into two small 6×6 admittance ma-
trix to accelerate the simulation speed by applying the transmission line modeling (TLM)
method. Although the TLM may introduce small average error within 2% in the matrix
calculation, the execution time make the real-time emulation possible, especially on the
occasion requiring Newton-Raphson method.

The capacitance voltages of the MMC sub-module are shown Fig. 4.12. Four of the
single-phase MMC capacitor voltages and zoomed-in figures are shown in Fig. 4.12 (a)
and Fig. 4.12 (b), respectively. Vcap,a varies from 2758 V and 2860 V. Four of the phase
A capacitance voltage Vcap,a from the three-phase MMC are shown on Fig. 4.12 (d) and
Fig. 4.12 (e) is the zoomed-in figure. The range of Vcap,a is between 2780 V and 2849 V and
the voltage value between different capacitance varies within a small range. The variation
percentage of capacitance in three-phase MMC is 2.4% while the one in single-phase MMC
is 3.5%. For the selected time window, the control system and the traction MMC system
became stable which is suitable for capacitance voltage value comparison on single-phase
and three-phase MMC. Fig. 4.12 (c) shows the IGBT S2 turn-on and turn-off transients.
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Figure 4.11: System-level results for MMC-based MVDC traction power system from real-
time simulation (top oscilloscope sub-figure) and off-line simulation by PSCAD/EMTDCr

software (bottom sub-figure) for: (a) Three-phase terminal voltage, (b) Three-phase source
voltage, (c) Single-phase terminal voltage, (d) FFT analysis of three-phase terminal voltage,
(e) FFT analysis of three-phase source voltage, (f) FFT analysis of single-phase terminal
voltage, (g) Phase A arm current, (h) Phase B arm current, (i) Phase C arm current. Scale:
(a) (b) (c) (g) (h) (i) x-axis: 5ms/div. (d) (e) (f) x-axis: 1kHz/div.
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Figure 4.12: System-level and device-level results for MMC-based MVDC traction power
system from real-time emulation (top oscilloscope sub-figure) and off-line simulation by
PSCAD/EMTDCr or SaberRD R© software (bottom sub-figure) for: (a) Single-phase MMC
capacitance voltage, (b) Zoomed-in single-phase MMC capacitance voltage, (c) Turn-on
and turn-off transient current for IGBT, (d) Three-phase MMC capacitance voltage, (e)
Zoomed-in three-phase MMC capacitance voltage, (f) Turn-off transient current for diode.
Scale: (a) (c) x-axis: 5ms/div. (b) (e) x-axis: 0.5ms/div. (c) x-axis: 2µs/div. (f) x-axis:
1µs/div.

When the turn-on gate signal is generated, the front linear dynamic block in the Wiener-
Hammerstein configuration begins the calculation of carrier charge process. Once the gate-
emitter capacitor inside the IGBT is charged to the turn-on threshold voltage, the front lin-
ear dynamic block triggers the linear static block and the back linear dynamic block. The
linear static block calculates the device conductance and VCCS value in the static state.
The back linear dynamic block estimates the transient period by first-order delay calcula-
tion. At the turn-on stage, the collector current ramps up with the overshoot phenomenon
which is mainly introduced by the reverse recovery phenomenon by the diode D1, shown
in Fig. 4.12 (f). When the turn-off gate signal is generated, the front linear dynamic block
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Figure 4.13: System-level and device-level results for MMC-based MVDC traction power
system from real-time emulation (top oscilloscope sub-figure) and off-line simulation by
PSCAD/EMTDCr or SaberRD R© software (bottom sub-figure) for: (a) S1, S2, D1, and D2
junction temperature, (b) S3, S4, D3, and D4 junction temperature, (c) S5, S6, D5, and
D6 junction temperature, (d) Zoomed-in S1, S2, D1, and D2 junction temperature, (e) S6
averaged power loss in each thermal time-step, (f) S1 averaged power loss in each thermal
time-step, (g) S2 averaged power loss in each thermal time-step, (h) D1 averaged power
loss in each thermal time-step, (i) D2 averaged power loss in each thermal time-step. Scale:
(a) (b) (c) x-axis: 1s/div. (d) (e) (f) (g) (h) (i) x-axis: 5ms/div.
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Figure 4.14: System-level results for MMC-based MVDC traction power system from real-
time simulation (top oscilloscope sub-figure) and off-line simulation by PSCAD/EMTDCr

software (bottom sub-figure) for: (a) DC link voltage on start-up stage, (b) DC link voltage
under DC fault condition, (c) DC link fault current, (d) Load side power consumption,
(e) Load side terminal voltage under load side fault condition, (f) Load side fault current.
Scale: (a) (b) (d) x-axis: 0.2s/div. (c) (e) (f) x-axis: 50ms/div.

calculates the capacitor discharge status. Once the gate-emitter capacitor discharge volt-
age drop to the turn-off threshold voltage, the linear static block and the back linear block
are triggered and the static state and the tail current shape can be determined.

Fig. 4.13 (a) - (d) show the device junction temperature within ten seconds and zoomed-
in figures from 9.0s to 9.05s and Fig. 4.13 (e) - (i) show the device average power loss in each
thermal time-step from 3.0s to 3.05s. The time period with no power loss or less power loss
will introduce temperature cool-down in the specific device. The IGBT S1 works with the
diode D2 in the sub-module while the IGBT S2 works with the diode D1. From Fig. 4.13
(a), S1 and D2 start and end the switch power loss period at the same time while S2 and D1
have the same scenario. S1 power loss in each thermal time-step peaks at around 32kW
and D2 peaks at about 3.4kW . S2 power loss in each thermal time-step peaks at around
90kW and D1 peaks at about 2.45kW . The IGBTs consume at least 8 times the power loss
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than the diodes in the sub-module. From Fig. 4.13, IGBT S1 and S2 operate at much higher
temperature than the diodes D1 and D2. In general, the amplitude variation of the average
power loss is related to the temperature variation and the thermal accumulation process
is highly related to time. To present the sinusoidal voltage waveform based on PD-PWM
in our work, the sub-module capacitor voltage has to be cut out by conducting the lower
device S2 and S4 by more than 50% of the operating time [106]. With more conducting time
of the lower device, the lower device generates more conduction losses which resulted in
device temperature rise and the resistance of the device increased which resulted in more
conduction losses. The temperature rise of the lower device also lead to higher switching
losses.

In Fig. 4.14 (a) (d), DC link voltage closed-loop control and load side power consump-
tion open-loop control results are shown during the two seconds of startup. The close-loop
control objective of the three-phase MMC is to maintain the DC link voltage stable at 45kV .
The open-loop control of the single-phase MMC help the load operate at the rated condi-
tion, while the R-L load power consumption varies at the stable range. A DC link fault is
simulated at 11s and the link voltage and fault current are shown in Fig. 4.14 (b) (c). At
12.5s, the DC link voltage runs back to 45kV . The load side fault happened at 13s and the
load side terminal voltage and fault current are shown in Fig. 4.14 (e) (f). At 13.5s, the load
side terminal goes back to normal condition.

4.6 Summary

This chapter proposed the Wiener-Hammerstein configuration based device-level electro-
thermal model for power electronic components, which is demonstrated with a three-
phase to single-phase MMC-based traction power system in real-time emulation on the
MPSoC platform. The MMC sub-module device-level transients are simulated in the Cor
-texr-A53 Core with the latency of 90ns and the three-phase to the single-phase MMC-
based traction power system is simulated on the programmable logic (FPGA) with the
latency of 24.2µs. Both system-level and device-level results have been validated by pro-
fessional power system software PSCAD/EMTDCr and power electronic simulation soft-
ware SaberRDr. The modeling procedure of Wiener-Hammerstein configuration has add
-ed the carrier charge process feature, which is based on physical processes and calculated
by first-order delay function. The timing of turn-on and turn-off carrier charging has been
indicated and the equivalent circuit has been utilized for the dynamic calculation. The
improved modeling of the static model and the first-order delay dynamic model gives the
precise tailing current and reverse recovery waveform based on physical processes. The
system open-loop results indicate that the R-L load is operated at the rated condition. The
proposed device-level modules and real-time emulation enable a detailed evaluation of
complex MVDC traction systems and controls with a low-cost and flexible hardware and
software platform.
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5
Real-Time HIL Emulation of High-Speed Rail

Power System with SiC-Based MMC

This chapter proposes a real-time modelling method based on Wiener-Hammerstein for
emulation of the SiC IGBT module in the Beijing-Shanghai HSR application’s energy con-
version system. For three dedicated stages, the oscillation mechanism for the SiC system
was explained in detail: carrier charge stage, static characteristics, and dynamic character-
istics. The complete HSR prototype and comprehensive HSR train power system were im-
plemented in MPSoC-FPGA hardware platform with optimized communication protocol,
where the device-level transients, verified by SaberRD R©, are executed at 10 ns time-step
resolution with proper assumption and system-level transients, verified by PSCAD/EMT-
DC R©, are emulated at 10 µs per time-step. This original work can be used as the HIL
method to estimate the performance of the SiC material based power switch for the in-
creasing demand of future generations of HSR for energy-efficient applications. This is
also the first time in literature to propose wide bandgap device based massively large
power system real-time emulation in the hybrid MPSoC-FPGA platform.

5.1 Introduction

High-speed rail (HSR) delivers fast, efficient, and reliable transportation in all weather
conditions, fosters economic development in second-tier cities along train routes, links
cities together into integrated regions that can then function as a single stronger economy,
broadens labour markets and offers populace a wider network of employers to choose
from [104], and has been specifically researched for stability and compensation [105] -
[107], control [108], design optimization [109], and hardware-in-the-loop (HIL) applica-
tion [110]. In the twentieth and the twenty-first century, HSR has achieved some noticeable
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achievements regarding test speed and operation scale. In 1903, Marienfelde–Zossen HSR
line reached 200km/h for the first time and demonstrated the feasibility of the modern
electrified HSR [111]. With tremendous advances of HSR field speed tests, research and
development pushes the world’s fastest train to the limit with a speed record of 603km/h
on Japanese SCMaglev in 2015. Meanwhile, China has extended the HSR network to the
operation scale of 25,000 km which is still growing rapidly today.

The future HSR system relies on high efficiency, operating temperature and switching
frequency next-generation power semiconductor. The invention of the silicon (Si) power
device inexorably paved the way for the modern HSR era. Silicon carbide (SiC) and gal-
lium nitride (GaN), both wide bandgap (WBG) semiconductors, have emerged as the front-
running solutions to make inroads into high power, high-temperature segments [24]. The
SiC characteristic enables dramatic reductions in conduction loss by the improvement of
low-impedance packaging technology and switching loss by the significant reduction of
reverse recovery phenomenons, and prevents the flow of leakage current at high tempera-
ture by the higher breakdown voltage in nature [112]. Innovative SiC power module may
lead the way of advanced HSR transportation for a low-carbon sustainable future. With
the advantages mentioned above, there is a growing need to model the SiC power device
in the existing HSR AC traction scenarios to test and evaluate the performance of the con-
trol and protection algorithm and circuits, and controller in a device-level non-destructive
environment repeatedly. For this purpose, real-time HIL emulation of the HSR power
system can be a promising answer in this application. To maximize the HIL emulator per-
formance, both high sequential clocking and massive parallel compute devices have been
utilized in previous works.

For simplification of the device-level behavioural model, Wiener-Hammerstein config-
uration, consists of two linear dynamic blocks in the front and the back with a sandwiched
linear static block in the middle, is employed as the behavioural modeling tool for sepa-
rating the static and dynamic characteristics in this work [113]. After generations of devel-
opment in nonlinear system identification theory, the Wiener-Hammerstein-based models
have been applied in various areas, such as system identification [114], [115], hysteresis
phenomena [117], [118], power electronics [64], and electrical drives [120]. Different from
the Wiener-Hammerstein model, the configuration extends the linear time-invariant (LTI)
nonlinear static block to linear or nonlinear time-variant static one, which is considered to
have little impact on the model accuracy and execution efficiency.

This chapter proposes real-time electrothermal behavioural models for the SiC hybrid
IGBT module via the Wiener-Hammerstein configuration with the equivalent electrical
component representation in the study case of Beijing-Shanghai HSR AC traction sys-
tem based on the hybrid multiprocessor system-on-chip (MPSoC) and field-programmable
gate array (FPGA) platform. The parameters of the Wiener-Hammerstein configuration
model is extracted from the dedicated device datasheet from the manufacturer. The perfor-
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Figure 5.1: Oscillation mechanism of hybrid SiC IGBT module: (a) Oscillation Scenario 1.
(b) Oscillation Scenario 2.

mance of the proposed real-time model is tested and validated with commercial software
at both system-level and device-level. This chapter is organized as follows. Section 5.2
describes the construction of the Wiener-Hammerstein configurations for SiC IGBT mod-
ule. Section 5.3 explains the details of the Beijing-Shanghai HSR. Section 5.4 shows the
detailed hardware implementation on hybrid MPSoC-FPGA platform. Section 5.5 gives
the real-time emulation results and validation.

5.2 Oscillation Mechanism and Wiener-Hammerstein Configura-
tion Modeling of SiC IGBT Module

This section introduces the oscillation mechanism of the SiC IGBT module and the de-
tailed modeling method based on the Wiener-Hammerstein configuration which includes
the carrier charge dynamic characteristics, operating static characteristics, and operating
dynamic characteristics. The voltage reconstruction is explained in the last subsection. The
device datasheet utilization is listed in Table 5.1 for the Wiener-Hammerstein configuration
modeling procedure.

5.2.1 Oscillation Mechanism of SiC IGBT Module

Due to the advantage of the SiC material, it enables the lower resistance and capacitance in
high power switching device, which introduces the oscillation problem during both turn-
on and turn-off. The low resistance worsen the damping effect while the low capacitance
increases the oscillation frequency compared to the Si-based switching device.

In Fig. 5.1 (a) (b), the scenario of positive and negative current inside the MMC sub-
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Table 5.1: Wiener-Hammerstein Configuration Modeling Procedure
Dynamic

carrier
charge

Static
electrical

characteristic

Dynamic
electrical

characteristic

Power loss
and thermal
calculation

td,ON - IC ,
td,OFF - IC

IC -VCE ,
IF -VF

tr- IC ,
tf - IC ,
Qc,

RGon, RGoff ,
Ls, LpCE ,
Coes - VCE ,
Cies - VCE

Eon-IC ,
Eoff -IC ,
Eon-RG,
Eoff -RG,
ZIGBTthjc -t,
ZDiodethjc -t

module for the turn-on and turn-off can be observed. During the turn-on transient, the
IGBT receives a current injection from both MMC submodule terminal and SiC diode re-
verse recovery current which creates an oscillation loop inside the submodule. The de-
tailed oscillation loop of the MMC submodule can be seen in Fig. 5.1 (a) (b) with parasitic
components where the diode symbol is considered as the ideal diode. The equivalent
oscillation circuit is given in the subplot of each oscillation scenario and the parasitic pa-
rameters of the circuit in the oscillation Scenario 1 are given as:

ω ≈ 1√
Ls′Coes(VR))

, Ls′ = LC1 + LE1 + LS + LC2, (5.1)

RGon = RInt +RExt(ON) = 1.3Ω, (5.2)

Cies = CGC2 + CGE2, XG = RGon + 1
jωCies

, (5.3)

Req =
∣∣∣ XG·jωLE1
XG+jωLE1

+RON2

∣∣∣ ≈ 1.5Ω. (5.4)

where LC1, LE1, LS are the IGBT module 1 collector and emitter parasitic inductance and
circuit stray inductance, respectively. ω is the oscillation frequency. RG, RInt, RExt(ON)

and RON2 are the total gate resistance, internal gate resistance, external turn-on gate re-
sistance and turn-on static resistance, respectively. CGC2, CGE2 are the IGBT module 2
gate-collector and gate-emitter capacitance, respectively. Req is the equivalent RLC oscil-
lation circuit resistance. For oscillation Scenario 2, the calculations of the equivalent RLC
components are similar.

5.2.2 Carrier Charge Stage

The carrier charge stage, shown in Fig. 5.2, is the prerequisite condition before the IGBT’s
turn-on and turn-off. The IGBT consists of three nonlinear capacitors CGC , CGE , and CCE ,
between the three nodes: collector, gate, and emitter. When the gate signal of IGBT is on,
CGE and CGC start charging with the nonlinear characteristic, which can be simplified to
the equivalent first-order RC circuit.The resistance of the charge state is referred to as the
internal and external gate resistor while the capacitor is the nonlinear node capacitor inside
the IGBT module. The equivalent charging capacitor value is calculated by the turn-on and
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Figure 5.2: Carrier charge stage of SiC-IGBT.

turn-off delay time Td which equals to 2.2τ=2.2RGeqCeq. Thus, the Ceq value is obtained by
the relation given as:

Ceq = Td
2.2RGeq

, (5.5)

5.2.3 Static Characteristic

In Fig. 5.3, the static characteristics of IGBT and diode are shown with detailed component
representation. IGBT and diode can be represented by a conductance gION and gDON in
parallel with a voltage controlled current source (VCCS). Both the conductance and the
VCCS are temperature sensitive and change over time with the dedicated dynamic ther-
mal circuit. vION and vDON is the collector-emitter saturation voltage and diode forward
voltage, respectively. iION and iDON are the Nodal representation of vION and vDON in
the static characteristics. In static operating condition, the capacitive characteristic inside
the SiC-based diode is negligible with the reduction of the corresponding component rep-
resentation. The temperature sensitive relation of the nodal representations are given as:

gON (Tvj) =
Tvj−Tlow
Tlow−Thigh (gTlowON − g

Thigh
ON ) + gTlowON , (5.6)

vON (Tvj) =
Tvj−Tlow
Tlow−Thigh (vTlowON − v

Thigh
ON ) + vTlowON , (5.7)

iON (Tvj) = vON (Tvj) · gON (Tvj). (5.8)

where Tvj , Tlow and Thigh are the junction temperature, datasheet low experimental tem-
perature, and the datasheet high experimental temperature, respectively.

5.2.4 Dynamic Characteristic
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Figure 5.3: Static characteristic of SiC-IGBT.

Figure 5.4: Dynamic characteristics of Si and SiC IGBT modules for: (a) Turn-on, (b) Turn-
off, (c) Hybrid IGBT module Norton circuit representation.

In Fig. 5.4, the dynamic characteristics of the hybrid IGBT module are shown with three
stages in turn-on transients in Fig. 5.4 (a) and two stages in turn-off transients in Fig. 5.4
(b).

In the turn-on Stage 1, the IGBT module employs a first-order approximation in the
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calculation. The VCCS of IGBT is set to zero while its conductance utilized the first-order
approximation which is calculated by the turn-on rise time. Stage 2 of turn-on uses the
triangle shape to calculate the peak value of the reverse recovery current where the period
time is obtained from the oscillation frequency and the capacitor charge value is from the
device datasheet. The transient current of Stage 3 is calculated by the equivalent RLC
circuit.

In the turn-off Stage 1, the IGBT module employs both a first-order approximation
and the linearly decrease calculation. The conductance of IGBT is set to zero while its
VCCS utilized the first-order approximation which is calculated by the turn-off rise time.
But the stage 1 is approximated by the two cross points of linearly decrease curve and
first-order approximation curve. After the cross point of linearly decrease curve and the
first-order approximation curve, the transient current waveform utilized the combination
of first-order approximation curve and oscillation circuit result in stage 2 of turn-off. The
oscillation initial current is set to the previous cross point value. In the static state, the
dynamic characteristics are neglected and blocked. And the whole IGBT module is set to
the form of Fig. 5.4 (c).

During the turn-on or turn off transient, it is assumed that the RLC sub-circuit loop
introduces the oscillation waveform. The RLC circuits equations are given as:

uC + uR + uL = 0, (5.9)

uR = RiL, uL = LdiLdt , uC = Q
C , iL = dQ

dt , (5.10)

LCp2 +RCp+ 1 = 0, p = − R
2L ±

√(
R
2L

)2 − 1
LC . (5.11)

where uR, uL, and uC are the transient voltage of the RLC components. R, L, and C are the
resistive, inductive, and capacitive component of RLC circuit, respectively. The accurate
representation of RLC transient current with the initial current injection at the peak is given
as:

i = I0e
−δtcos (ωt) , I0 = Irr = 4Qrrfosc, δ = R

2L (5.12)

ω =

√
1
LC −

(
R
2L ,
)2 ≈√ 1

LC , R << 2
√

L
C . (5.13)

where i is the transient current of the RLC circuit; I0 is the initial current for the inductor
current which is actually the reverse recovery current peak value Irr; Qrr is the reverse re-
covery charge of the IGBT module; fosc is the oscillation frequency of the RLC circuit. The
change of the conductance and accompanied current value of first-order approximation in
the switching transient can be estimated, given as:

H(s) = 1
τS+1 , S = 2

∆t ·
1−z−1

1+z−1 , h(t) = ∆t+∆tz−1

∆t+2τ+(∆t−2τ)z−1 . (5.14)

where the H(s) is the transfer function of the first-order approximation. Bilinear trans-
formation is utilized with the simulation timestep ∆t. h(t) is the time domain transfer
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Figure 5.5: Voltage reconstruction of SiC-IGBT module for: (a) Turn-on, (b) Turn-off.

function. τ can be calculated by utilized of the value of 90.03% for 0.105τ and 10.01% for
2.302τ , which is the definition value of the rise and fall time in the datasheet.

5.2.5 Voltage Reconstruction

The transients turn-on and turn-off power loss of hybrid SiC IGBT module are shown in
Fig. 5.5 under specific circumstance from the datasheet. From which, the transient voltage
waveform can be obtained via the relationship of V =P/I . The current, voltage and the
power loss waveform has been normalized to percentage level based on their maximum
value. Both the turn-on and turn-off waveform consist of a linear or polynomial region
and a mixed region of the first-order approximation and the oscillation. The turn-on and
turn-off power loss are given as

PON =

∫ t2

t1

(A1x+D1) +

∫ t3

t2

(B1x
2 + E1x+ F1)

+

∫ ∞
t3

((C1x+G1)e
− x
τ1 cos(ωx)),

(5.15)

POFF =

∫ t4

0
(A2x+ E2) +

∫ t5

t4

(B2x+ F2)

+

∫ t6

t5

(C2e
− x
τ2 +D2e

− x
τ3 cos(ωx) +G2),

(5.16)

where PON and POFF are the total power loss during the turn-on and turn-off transient,
respectively. t1 - t6 indicate the start time of specific region; A1, A2, B1, B2, C1, C2, D1, D2,
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Figure 5.6: Complete topology of Beijing-Shanghai HSR network.

E1, E2, F1, F2, G1, G2 are the parameters for fitting; τ1 - τ3 are the parameters for the
first-order approximation.

5.3 Case Study: Beijing-Shanghai HSR Network

5.3.1 HSR prototype

The 1318 km length Beijing-Shanghai HSR, which includes 27 power stations and 26 sec-
tion posts, is selected as the study case in this work. A complete topology of the power
station, AT substation, and section post is shown in Fig. 5.6 with up and down track.
The connection among the section post, AT substation, and the power station employs the
distributed travelling wave transmission line model.

5.3.2 Detailed HSR Train Power System

MMC-based motor drive system has been increasingly adopted in recent years [121], [122].
A complete SiC-based MMC train system is illustrated in Fig. 5.7. The train receives the
energy from the contact wire with the help of the pantograph system, and scales down
the voltage from 27.5kV to 3kV by the single-phase transformer. Then, the rectifier con-
verts the AC power to the DC connection of MMC-based induction machine drive system.
The rectifier employs the proportional-resonant controller due to its simplicity in the hard-
ware implementation of single phase rectifier controller while the MMC-based induction
machine is controlled by the outer induction machine drive control system.

76



Figure 5.7: Detailed HSR traction system configuration.

5.4 Hardware Implementation of HSR System

5.4.1 MPSoC-FPGA platform

Two VCU118 boards and one ZCU102 MPSoC board are utilized for HIL platform (Fig. 5.8)
for the complete HSR system emulation. The Xilinx R© ZCU102 development board features
a Zynq UltraScale+ MPSoC device with a quad-core ARM R© Cortex-A53, dual-core real-
time Cortex-R5 on 16nm FinFET+ programmable logic fabric while the Xilinx R© VCU118
board provides the highest performance and integration capabilities in a FinFET node with
four times larger hardware programmable logic resource capacity of ZCU102. The ZCU102
utilizes the QSFP connectors with Aurora communication protocol to exchange data from
board to board, which can achieve with 650ns latency in the implementation.

5.4.2 Detailed System Decomposition

A comprehensive HSR topology is implemented in the MPSoC-FPGA platform with both
device-level and system-level model. The detailed device-level SiC MMC-based drive
train model, with nanosecond-level transient waveform, is emulated in the ZCU102 MP-
SoC system along one complete section including a power station, AT substation, and sec-
tion post (SP). The other two VCU118 FPGA boards emulate the system-level AC traction
system. The MPSoC communicates with the two VCU118 FPGA boards for train distance
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Figure 5.8: Hybrid platform configuration of HSR system.

information.

5.5 Results and Discussions

Fig. 5.9 gives the SaberRD R© offline (fixed line) and the real-time experimental results (black
point) comparison under datasheet standard. Fig. 5.9 (a) shows the turn-on current wave-
form. In the static state, the submodule is operated at 100ns. After which, the first-order
approximation is employed to execute the circuit emulation also at 100ns time-step wise. In
the oscillation region, the equivalent RLC circuit utilized the pre-restored historical current
in the circuit emulation which results in much faster emulation speed for the single-node
circuit for 6ns per time-step. The prerequisite of applying the fixed pre-restored historical
current is that IC has little influence on the reverse recovery charge Qrr. All device-level
results are executed in the processing system’s 1.3Ghz capable ARM R© cores for real-time
emulation in this case. In the case of IC equals to 168A, only one first-order approximation
circuit calculation (100ns per time-step) is needed while it requires the most RLC circuit
emulation results of 62 points (6ns per time-step) in the emulation. Thus the total emula-
tion time delay is 100ns+62*6ns =472ns while the its turn-on delay time is 500ns, which
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Figure 5.9: Device-level offline (SaberRD R©) and real-time emulation results comparison
under datasheet standard for: (a) Turn-on current, (b) Turn-off current, (c) Reconstructed
turn-on voltage, (d) Reconstructed turn-off voltage.

Figure 5.10: Comparison of normalized power loss and datasheet power loss.

means the emulation is real-time capable. The time-delay for the case of IC equals to 1206A
is 2*100ns+43*6ns = 458ns. In Fig. 5.9 (b), the turn-off current waveform is divided into
two parts: linearly decreasing region and mixed oscillation region. In the linearly decreas-
ing region, the first-order approximation calculations are also emulated simultaneously.
After the cross point of linearly decrease and the first-order approximation, the tail current
waveform is combined by the oscillation circuit result and the first-order approximation.
But in Fig. 5.9 (b), the α is fixed for all the current ratings which introduces higher error rate
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Figure 5.11: Thermal performance comparison between Si and SiC IGBT module.

Figure 5.12: Device-level results for MMC submodule from real-time simulation (top os-
cilloscope sub-figure) and off-line simulation by SaberRD R© software (bottom sub-figure)
for: (a) Turn-on transient current, (b) Turn-off transient current, (c) Device junction tem-
perature. Scale: (a) x-axis: 200ns/div. (b) x-axis: 100ns/div. (c) x-axis: 1s/div.

for the oscillation region under low current rating. In the final device tail current imple-
mentation, α has been adjusted to the cross point percentage value for better fitting result.
Fig. 5.9 (c) (d) are the turn-off current and the reconstructed VCE based on the previous
normalized transient power loss waveform by utilizing the relationship of V =P/I .
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Table 5.2: FPGA Hardware Resource Consumption for Device-Level and System-Level
Model in Dedicated Platform

Model BRAM DSP FF LUT
Device-level Train 1 on ZCU102

Train 1 21.81% 45.83% 26.17% 90.92%
System-level HSR system 1 on VCU118-1

Train 2 0.07% 16.89% 6.07% 21.08%

Station 1 0% 29.78% 22.94% 46.39%

Total 0.07% 46.67% 29.01% 67.47%
System-level HSR system 2 on VCU118-2

Train 3 0.07% 16.89% 6.07% 21.08%

Train 4 0.07% 16.89% 6.07% 21.08%

Station 2 0% 29.78% 22.94% 46.39%

Total 0.14% 63.56% 35.08% 88.55%

Table 5.3: Average Error Rate of W-H Model with SaberRD R©

ion von ioff voff

0.17% 4.32% 1.02% 3.72%

Table 5.4: Latencies of hardware implementation
Device-level

first-order appro.
Device-level
mixed osc.

System-level

100ns 10ns 10µs

Fig. 5.10 compares the proposed normalized power loss and the datasheet standard
power loss. The errors are acceptable which shows the accuracy of the reconstructed
switching voltage transient waveform. The device thermal calculation is not utilizing the
normalized power loss value but the datasheet standard power loss value to ensure the
accuracy of the device thermal behaviors.

Another thermal performance comparison is shown in Fig. 5.11 with Si-based IGBT
module FD1000R171E4. The submodule is considered to be mounted on one heat sink
and shares the same setup and gate signal from the SiC-based device. From the result,
the temperature variation of the Si-based device shows higher fluctuation during the ten
seconds, and ranges between 40 and 43◦C which is nearly three times that of the range for
the SiC-based device.

Fig. 5.12 (a) (b) give the IGBT S2 turn-on and turn-off transients, respectively. The front
carrier charge linear dynamic block in the Wiener-Hammerstein configuration starts to op-
erate when gate signal generated. Once charged to the threshold voltage, the front carrier
charge linear dynamic block triggers the linearized static characteristic block and the back
linear dynamic characteristic block. The linear static characteristic block computes its de-
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vice conductance and VCCS value. The back linear dynamic characteristic block emulates
the first-order delay transient. At the turn-on stage, the collector current shoots up with the
oscillation phenomenon which is mainly introduced by the low capacitance and resistance
by the diode D1. The lower capacitance introduces higher oscillation frequency while the
lower resistance results for worse damping in the oscillation process. The ARM R© core is
only able to perform a 10ns time-step real-time device-level emulation and 6ns time-step
for a 10ns time-step wise in the RLC oscillation waveform because the high-frequency
oscillation requires smaller time-step to show the detailed transients. During the carrier
charge stage, the IGBT module is not activated to be turned on, which can be utilized for
calculating the turn-on transient. Thus, the real-time turn-on transients borrow time for
500ns time-step in the emulation process. In this case, the ARM R© core executes the tran-
sient calculation under the 100ns time-step for static state or first-order approximation to
emulate ten 100ns time-step points and RLC oscillation waveform for 10ns time-step wise.
When the turn-off gate signal is generated, the front linear dynamic block calculates the
capacitor discharge status. Once the gate-emitter capacitor discharge voltage drop to the
turn-off threshold voltage, the linear static block and the back linear block are triggered
and the static state and the tail current shape can be determined by first-order approxima-
tion and its RLC oscillation waveform. Fig. 5.12 (c) shows the device junction temperature
within ten seconds. Temperature cooldown can be observed during the time period with
less power loss for each dedicated device. Due to SiC device advanced thermal feature, all
the devices do not go beyond 41◦C during stable operation.

Fig. 5.13 (a) (b) show the line voltage and line current, respectively. They are captured at
the time when the train is cruising between the AT substation and power station. The volt-
age results include feeder-rail (FR) voltage on train and section post (SP) side, catenary-rail
(CR) voltage on train and SP side. The voltage of the SP is slightly smaller than the one on
the train side. The locomotive connects to the traction network by its catenary-pantograph
system. The connected lines include catenary and its rail from both AT substation and
power station or the source (S) side. From Fig. 5.13 (b), iR−S , the current on the rail to
the source, shares the equal quantity with the iR−AT which is the current on the rail to the
AT substation. The rectifier inside the locomotive converts the AC power from the trac-
tion network to DC link and gives the result in Fig. 5.13 (c). As seen in Fig. 5.13 (d) (e),
MMC capacitance forming voltage and motor voltage are given with their FFT analysis in
Fig. 5.13 (g) (h) which analyzes the high-frequency harmonic impact on the grid. Due to
the large inductance inside the motor, the difference of MMC terminal and source voltage
are not obvious for comparison. The most observable high-harmonic frequency is about
4000Hz and 8000Hz with the negligible amplitude to the 50Hz one. The high-frequency
harmonic is introduced by the 2000Hz carrier wave in the control system. The capacitance
voltages of the upper arm and lower arm of the MMC sub-module are shown in Fig. 5.13
(f) (i), respectively. Vcap,a of the upper arm varies from 727 V and 742 V while Vcap,a of
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the lower arm varies from 726 V and 741 V. The variation percentage of capacitance in the
upper arm is 2.022% while the one in the lower arm is 2.024%.

The FPGA resource consumption for study case is illustrated in Table 5.2 and the high-
est percentage usage of resource is the LUT, with 90.92%, 67.47%, 88.55% on ZCU102,
VCU118-1, and VCU118-2, respectively. In this work, it is considered that only one up-
track and one downtrack train are cursing inside the traction network that is energized by
one power station. The device-level high-speed train communicates with first VCU118 to
get the corresponding voltage and current information from the traction network.

The average errors are shown in Table 5.3 where the voltage average error rates are
higher than the current ones. Because the front part of the normalized transient power
waveform utilized linear approximation which is easier to be interpreted in terms of the
linear delay. If higher order of polynomial approximation is employed, the error rate can
be reduced to certain percentage but the delay part might be hard to implement and in-
terpret. The average error of the device-level transient is less than 4.32% while the one at
system-level is 0.217%.

The latencies of hardware implementation is shown in Table 5.4. The device-level tran-
sient takes 100 ns for the first-order approximation and 10ns for the mixed oscillation
waveform in real-time with proper precalculation assignment while the system-level tran-
sients need 10 µs to conduct the emulation.

5.6 Summary

The technology of high-speed rail network is constantly evolving with the introduction of
newer power semiconductor device, and an accurate and efficient hardware-in-the-loop
simulation is necessary. Real-time device-level modeling of ultrafast power switch is de-
manding due to high amount of computation execution and time-sensitive condition. With
proper allocation of the high-sequential clocking ARM R© core and massively parallel FPGA
execution resource, real-time ultra small time-step modeling of detailed power converter
system can be realized for both device-level and system-level transients. This chapter pro-
posed a Wiener-Hammerstein based real-time modelling method for SiC IGBT module
emulation in the energy conversion system of the Beijing-Shanghai HSR application. Oscil-
lation mechanism for SiC device has been explained in detail with three dedicated stages:
carrier charge stage, static characteristic, and dynamic characteristic. The complete HSR
prototype and the detailed HSR train power system have been implemented in MPSoC-
FPGA hardware platform with optimized communication protocol, where the device-level
transients, verified by SaberRD R©, are executed at 100ns time-step and system-level tran-
sients, verified by PSCAD/EMTDC R©, are emulated at 10µs time-step. This work can be
utilized as the HIL tool to estimate the SiC material based power switch performance for
the increasing demand of energy-efficient application of the future generations of HSR.
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Figure 5.13: System-level results for complete traction system from real-time simulation
(top oscilloscope sub-figure) and off-line simulation by PSCAD/EMTDC R© software (bot-
tom sub-figure) for: (a) Line voltage, (b) Line current, (c) Rectifier input and output volt-
age, (d) Capacitance forming voltage, (e) Motor voltage, (f) MMC upper arm capacitance
voltage, (g) FFT analysis of capacitance forming voltage, (h) FFT analysis of motor voltage,
(i) MMC lower arm capacitance voltage. Scale: (a) (b) (c) (d) (e) (f) (i) x-axis: 5ms/div. (g)
(h) x-axis: 1kHz/div.
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6
Adaptive Real-Time Hybrid Neural Network

Based Device-Level Modeling for DC Traction

This chapter proposes the adaptive device-level model for the IGBT module based on the
hybrid kNN-RNN structure, which is implemented on the FPGA platform and evaluated
on the case study of the complete DC traction system. With a latency of 360ns, the kNN
module is used to discern the transient switching condition. RNN module can be operated
with less hidden layer neurons and training epochs with the aid of kNN module. The
RNN module is split into two parts: training and prediction. The target for the training
error is set at 0.05% within 20 epochs, while the prediction can be made within 140 ns for
a transient result of 100 ns with MSE of 2.4%. The device-level transients are emulated
with the latency of 100 ns for 100 ns per time-step in real world by circuit solver. The
emulation results are validated by the professional simulation tools at the system-level
and device-level. This hybrid neural network based modeling concept is a novel proposal
in the domain of real-time device-level modeling in traction power systems.

6.1 Introduction

DC traction system, shown in Fig. 6.1, has been utilized to reduce land commute conges-
tion for intercity traffic and subway transportation since the late nineteen century and
specified into the study area of efficiency improvement [123], analysis and assessment
[124] - [125], and fault detection [126]. Due to the insulation constraint, the DC traction
voltage level was limited for several hundred volts in the nineteen century. The high en-
ergy loss of overhead line restrict the development of high-speed DC traction. In the mean
time, AC traction dominate the market of high-speed traction for the twentieth century
with the help of on-board high-voltage capable equipment which reduce the power loss
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Figure 6.1: DC traction system.

in the power conversion stage. However, existing AC traction system suffers from the re-
active power loss, the inductive line voltage drop, bulky transformer, and extra on-board
AC-DC converter. With the development of power semiconductor and isolation technol-
ogy, high-voltage capable DC circuit breaker, motor, and power electronic components are
being increasingly adopted in the MVDC electrified system. There is a potential trend that
some of the current AC high-speed traction system will be replaced or upgraded to MVDC
high-speed traction system to reduce the manufacture and maintenance cost. However,
Field testing the physical MVDC traction system is time-consuming and uneconomical,
and might lead to possible device damage in certain scenarios.

Hardware-in-the-loop (HIL) technology, which can be utilized in a non-destructive en-
vironment, plays a vital role in the newly designed control algorithm, machine, and power
converter topology. The performance of HIL simulator is highly related to the selection
of compute hardware. Sequential computation hardware resource, such as the central
processing unit (CPU), have limited cores which restrict the potential of fully extended
parallel computation based on the specific application. In the future, application specific
integrated circuit (ASIC) may accelerate the computation to meet the real-time require-
ment but the manufacturing costs increase exponentially. Multi-processor system-on-chip
(MPSoC) contains high sequential clocking ARMr cores and massive parallel field pro-
grammable gate array (FPGA) resource with optimized communication between the com-
pute hardware. However, merging the ARMr cores and FPGA into a single die lead to the
shrinkage of the FPGA resource. Building the neural network based architecture requires
massively parallel hardware device, such as the graphics processing unit (GPU) and FPGA.
The communication time between the CPU and GPU takes several milliseconds; however
the device-level transients happen within several hundred nanoseconds which make GPU
unusable in the application of real-time device-level HIL emulation. Therefore, applying
the FPGA is the optimal solution for utilizing the neural network which demand massive
parallel compute structure and large hardware resource for real-time device-level model-
ing. FPGA based HIL high-performance computing hardware have been used previously
to develop models for the power electronic applications.
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In 1943, the artificial neural network (ANN) concept was developed with the discovery
of enhanced connection in neurons and the possibility of representing the neuron connec-
tions by applying the modern electrical knowledge [127], [128] - [129]. Furthermore, sev-
eral types of ANNs have been investigated in device transient simulation: 1) multi-layer
perceptron (MLP) [20], 2) Radial-basis function (RBF) [21], 3) time-delay neural network
(TDNN) [22], and 4) recurrent neural network (RNN) [23]. MLP requires an extremely
large training set to get the accurate result for the simulation. RBF performance degrades
in the dynamic characteristic simulation while the TDNN results in different training result
for the same training set in different orders. RNN can provide an accurate prediction of
dynamic behaviors and requires less training time. With the recurrent path, the new exper-
imental results can be studied and learned within the expected training speed. Meanwhile,
the model order reduction of RNN can also shorten the training processes and scale down
the neural network topology if the negligible factors have little impact on the simulation
accuracy.

However, if the power converter application scenario become complex, the number
of neurons and buffers would be enlarged exponentially. There is a need to classify the
switching scenarios to reduce the hardware consumption for real-time HIL application.
The selected classifier needs to fulfill the real-time device-level transients timing require-
ment which happens within several hundred nanoseconds. Although some algorithm
might be considered as a simple classifier, the computation time might not fulfill the real-
time requirement. The main considerations for selecting the classifier are computation
complexity, interpretability, adaptability, parallelism capability, hardware resource con-
sumption, and execution time. Traditional classifiers have their drawbacks when imple-
mented in FPGA hardware: 1) Logistic regression, which is considered as the simple model
for classification, requires high-order nonlinear activation function to compute the result.
In practice, the high-order Taylor series is applied to approximate the nonlinear function
which requires up to several milliseconds to compute the result. A single division opera-
tion inside Taylor series approximation requires at least 8 clock cycles (80 ns when FPGA
runs stable at 100 MHz). Besides, the logistic regression is known for high bias and its
vulnerability to overfitting. Even when the nonlinear activation function can be realized
by large look-up-table (LUT), it becomes hardware resource demanding. 2) Decision tree.
This approach is considered an efficient way to classify the data, but it mandates people
involved in preparing the classification with advanced pre-known knowledge for quan-
titative analysis. 3) Support Vector Machine (SVM). In order to meet the requirement of
Karush-Kuhn-Tucker (KKT) conditions in SVM, the iterative calculation of estimation be-
comes a must for the data classification. Also, the iteration time is uncertain which makes
the execution efficiency low for FPGA hardware because the design of iterative algorithm
implemented in FPGA need to take the maximum iteration cycles to fulfill the condition
for real-time HIL implementation. 4) Naive Bayes. It is known that Naive Bayes classi-
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fier works based on the assumption that the independence of the feature. In our case, we
can not prove the independence of the features (temperature and collector current). If the
Gaussian Naive Bayes is applied, high-order Taylor series approximation of the exponen-
tial function takes a long delay time in hardware. Based on the FPGA hardware platform,
the parallelized algorithm can be accelerated. The k-nearest neighbor (kNN) classifier con-
sists of two major parts: distance calculation and sorting. Distance calculation can be im-
plemented in FPGA parallel structure which only requires several clock cycles in the FPGA
hardware. Traditional sorting algorithm including bubble sorting, insert sorting, selection
sorting, cannot be fully implemented in parallel for FPGA architecture. Thus, tournament
sorting method, which only takes O(log n) operations, is applied in this work to increase
sorting speed and fit the FPGA parallel compute structure. With increasing data being col-
lected in the future, the proposed classifier will not increase the number of execution cycles
linearly and can be easily interpreted for the user. So we choose kNN as the classifier in
this real-time HIL application. By applying the kNN classifier to distinguish the power
electronic switch application scenario, the RNN topology can utilize less hardware com-
pute resources during the training process [128] - [129]. Accordingly, the emulation circuit
size can be enlarged for the same hardware setup with the accurate dynamic transients in
multiple application scenarios.

This chapter proposes a power electronic device modeling method based on hybrid
kNN-RNN neural network topology with the hardware emulation of device-level switch-
ing transients on the FPGA. A complete DC traction system is utilized as the study case to
evaluate and validate the performance of the proposed real-time device-level model. The
chapter is organized as follows: Section 6.2 explains the power electronic device character-
istics, the concept of kNN and RNN, the proposed hybrid kNN-RNN architecture, perma-
nent magnet synchronous machine (PMSM) model, and circuit transient solver; Section 6.3
describes the study case of the neutral point clamped (NPC) based DC traction drive sys-
tem, complete DC traction system, hardware implementation platform, and detailed hard-
ware implementation of RNN module and the circuit solver; Section 6.4 shows the pro-
posed hybrid kNN-RNN module training performance, the system-level and device-level
real-time emulation results verified by commercial off-line simulation tools, and hardware
resource consumption.

6.2 Adaptive Hybrid Neural Network Modeling for Power Elec-
tronic Devices

6.2.1 IGBT and Diode Device-Level Characteristics

Normally a discrete IGBT module package consists of an IGBT and a freewheeling diode.
The Norton equivalent of the IGBT module is shown in Fig. 6.2. The IGBT is represented
by the conductance gS1 in parallel with the voltage controlled current source (VCCS) iS1,
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while the diode acts as the conductance gD1 in parallel with VCCS iD1. The model of IGBT
module can be classified into static and switching characteristics. The static features are
highly related to the junction temperature Tvj and the operating current. According to the
value of the current, the static characteristics can be divided into two linear regions: low
current region and high current region, given as:

gregion(Tvj) =
Tvj−25
25−125(g25

region − g125
region) + g25

region, (6.1)

vregion(Tvj) =
Tvj−25
25−125(v25

region − v125
region) + v25

region, (6.2)

iregion(Tvj) = vregion(Tvj) · gregion(Tvj), (6.3)

where gregion(Tvj) and iregion(Tvj) are specific region conductance and VCCS, respectively.
Linear approximation has been applied to obtain the conductance and VCCS under the
designated temperature.

Transient switching characteristics are also presented in Fig. 6.2 which include IGBT
turn-on and turn-off, and diode turn-off transient waveforms. Diode forward recovery
transient is not included because its energy loss is negligible compared to the total switch-
ing loss.

The thermal circuit, which provides the device temperature based on the power loss,
consists of a series of thermal resistors in parallel with thermal capacitors, VCCS, and the
voltage source. The VCCS on the left indicates the power loss and the voltage source on
the right represents the ambient temperature. Tvj , Tcase, Ths, and Tamb are the temperatures
of junction, case, heatsink and ambient, respectively.

6.2.2 k-Nearest Neighbor Concept

The k-nearest neighbor utilizes distance calculation and majority voting mechanism to
classify the test data. With more instances, the classification can be performed with higher
correctness; however, the computational burden and the hardware resource also increase
linearly. The distance calculation applies the Euclidean distance function, given as:

Distance =

√√√√ m∑
i=1

(ai − bi)2 , (6.4)

where ai is the test data and bi is the instance from the database, m is the number of the
features to be classified.

In Fig. 6.3, k-nearest neighbor concept is shown with various geometrical shape treated
as the different class of instances. k is the number of the nearest neighbors. For example,
when k equals 3, 2 green squares and 1 red triangle are included inside the circle. Based on
the majority voting mechanism, the interest point belongs to the green square class if the
weights of the instances are set equally. Correspondingly, when k equals 9, 4 red triangles
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Figure 6.2: IGBT module characteristics and its thermal circuit.

and 3 green squares are encircled. If the majority voting weights are still balanced, the
classification result becomes red triangle class. If the weight is set to the square of the
distance, the outcome is changed to the green square class. Hence the classification result
is highly related to the weight of the voting mechanism.

From the point of implementation, the kNN classifier’s resource consumption increases
linearly when tuning the k value or increase the number of sample points which fits the
optimized parallel compute structure in FPGA hardware. kNN calculation processes can
be simplified into three main portions: 1) Distance calculation, 2) Minimum sorting, 3) Ma-
jority voting. Distance calculation and minimum sorting are considered as the most time-
consuming parts. Distance calculation can be implemented into the massive paralleled
structure which reduces the calculation time to the same as the single distance calculation
unit. Minimum sorting can apply the different sorting algorithms. For a small k value,
apply traditional algorithm is time-consuming and also need to go through each element
several times. By applying the tournament sorting, it only requires 7 clock cycles for a
scale of 128 elements for sorting one minimum element. This work applies this sorting
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Figure 6.3: k-nearest neighbor.

method for reducing the time in the process. The k value is selected as 4 for the sorting,
which is based on the sorting performance and the hardware resource consumption. The
performance of the kNN is summarized by the confusion matrix which gives an error case
table layout.

6.2.3 Recurrent Neural Network

A RNN is a class of ANN that allows the network to maintain a series of historical states
and better performance in sequence model prediction. The typical recurrent neural net-
work structure is shown in Fig. 6.4 with the detail of the hidden layer and output layer
neurons. The historical values from the input layer and output layer are saved and deliv-
ered to hidden layer for the next time-step prediction. The hidden layer neuron receives
the signals from the input layer and multiply them with weights, and provides the sum-
mation of the product. With the nonlinear activation function ψ, the multiplication and
summation product θ become the input product λ of the output layer. The relation of
input and hidden layer is given as:

θm =

Kp−1∑
c=0

Np∑
d=1

pd(t− c ·∆t)wm[KyNy+c·Np+d]

+

Ky∑
e=1

Ny∑
f=1

yf (t− e ·∆t)wm[(e−1)Ny+f ] + bm,

m = 1, ..., Nh,

(6.5)

λm = ψ(θm), (6.6)

where Kp and Ky are the number of time delay buffers for input parameters pd of input
layer and output product yf of output layer, respectively, Np, Nh and Ny are the number
of input parameters, hidden layer products, and output products, respectively, w and b
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Figure 6.4: Block diagram of recurrent neural network.

are the weight and bias in the hidden layer neuron, respectively, ∆t is the emulation time-
step in the study case, ψ is the nonlinear activation function (Sigmoid) in the hidden layer
neuron. The relation of the hidden layer and output layer is given as:

yi(t) =

Nh∑
j=1

µijλj + δi, (6.7)

where yi(t) is the output of the output layer, µij is the weight of the output layer, λj is the
input of the output layer, δi is the bias of the output layer. The training scheme utilized the
back propagation through time (BPTT) method to derive the Jacobian matrix. The training
objective is to minimize the loss function, given as:

min
1

2

Ns∑
a=1

Ny∑
b=1

Nw∑
c=1

(yab(t)− y′ab(t))2, (6.8)

where Ns is the total number of transient points in a single sample waveform, Nw is the
total number of sample waveform, yab(t) is the hybrid kNN-RNN neural network output
product while y′ab(t) is the real test result.
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6.2.4 Proposed Hybrid kNN-RNN Representation of IGBT and Diode Switch-
ing Characteristics

In Fig. 6.5, the flowchart of the proposed hybrid kNN-RNN structure is given with detailed
processes. When the hybrid structure begins to function, the RNN module starts the initial
training with the pre-classified (12 regions) instances which are categorized by the current
rating, device junction temperature, and the switch on and off states. The pre-classified
instances for training includes the following time-series data in 100 ns time-steps: 1) switch
on or off transient power loss based on the static IGBT collector current IC or diode forward
current IF , and device junction temperature Tvj , 2) system-level collector current (IGBT) or
forward (diode) current, which can be obtained by the transient circuit solver. The training
waveform of transient power loss is gathered by four sets of device junction temperature
(Tvj =25, 35, 45, 55 ... 125 ◦C, within 0.5 ◦C error) with a step of 10 ◦C and device operating
current (0, 50, 75, 100, 125, 200, 350, 500, 650, 900, 1200 A, within 2A error). Thus, there are
484 samples (on and off state), which are device-level simulation results from SaberRDr.
15% of the samples are utilized as the validation set to avoid over-fitting while another
15% samples are used for testing. The rest 70% of samples are for the model training. The
output of the RNN module is the transient IGBT collector current iC or diode forward
current iF . The IGBT module current combines these two currents as the output.

With the initial circuit parameters and control signals, the dynamic kNN module starts
to classify the current, temperature and on-off states mentioned above. The kNN module
classifies the scenarios into two current regions (low and high), three temperature regions
(low, medium, high) and two states (on or off). Thus, 12 regions are classified before en-
tering the RNN module. In the training process, each region can obtain different weight
update information. Data normalization process, which converts original data to the sim-
ilar range in terms of the number value, is applied to the input data to help the kNN
module to get better classification result. After normalization, distance calculation with
the instances can be implemented in parallel. When the product of the distance calcula-
tion comes out, the majority voting weighted by distance gives the most possible switch
state transient scenarios. Based on the temperature and current rating, newly generated
transient power loss for each test scenario can be obtained by linear approximation.

The dynamic RNN module loads the data from the kNN module. From the input layer
to the hidden layer, the input data multiples the weights and adds up the bias and gets
the product for the activation function. The result of the activation function goes into the
output layer which also contains the operation of weight multiplication and summation,
after which, the prediction values of the transient waveform are transmitted to the circuit
transient solver.
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Figure 6.5: Flow chart of hybrid kNN-RNN structure for drive modeling.

6.2.5 Permanent Magnet Synchronous Machine

The PMSM is a strong candidate for DC traction system mainly due to the high power
density, light weight, and advantageous energy efficiency. The flux linkage is the magnetic
field linking with the coil conductor, as given below:

Fq = Lqiq, (6.9)

Fd = Ldid + Frm, (6.10)

where (id, iq), (Ld, Lq), and (Fd, Fq) are d and q axis current, inductances, and flux linkage,
respectively. Frm is the flux linkage related to the rotor magnets linking the stator. The
calculation of d and q axis voltages are given as:

vd = rsid + pFd + ωrFq, (6.11)

vq = rsiq + pFq + ωrFd, (6.12)

where rs and ωr are the resistance of the stator and rotor speed, respectively. The dynamic
between the electromagnetic and load torque are highly related to each other, given as:

Te = 3P [Frmiq + (Ld − Lq)idiq]/2, (6.13)

Te = TL +Bωr + Jpωr, (6.14)

where Te and TL are the electric torque and the load torque, respectively, P is the number
of polar pairs, B is the damping coefficient, and J is the rotational inertia.
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6.2.6 Circuit Transient Solver

The circuit transient solver is mainly adopted from [130] and is based on Nodal analysis
method. Linear elements are discretized by Trapezoidal rule by convention; however, to
avoid a time-varying admittance matrix, the nonlinearities (including switches) are first
viewed as either current or voltage sources whose values are taken from the kNN-RNN
results. These current/voltage sources are then represented by an equivalent constant
resistor in parallel with a time-varying current source in the circuit. In such a configuration,
the following matrix equation can be constructed:

GV = I′, (6.15)

where G is a constant admittance matrix; V is the node voltage vector and I′ is the summa-
tion vector of current source at each circuit node. Equation (6.15) then can be transformed
into the following form:

GV = I′ = TI, (6.16)

where I is the independent current source vector and T the corresponding current inci-
dence matrix (whose entries are ±1 or 0) for every individual node. Obvisouly, T is only
determined by circuit topology and remains unchanged during simulation. The node volt-
age vector can be calculated using the following equation:

V = G−1TI = AI, (6.17)

where A = G−1T is also a constant matrix. Equation (6.17) implies that as long as the
companion current source of every element in the circuit is known, the node voltage is
result of constant matrix-vector multiplication.

The companion current source of the linear element can be computed using the trape-
zoidal rule. To expedite the solution process of nonlinear elements’ companion current
source, the values of their equivalent resistors are chosen to be 1 so as that the matrix for
solving I only has time-varying part on the diagonal, as given below.

MI = b, (6.18)

where matrix M has time-varying diagonals and constant off-diagonals and b is a known
vector based on historical information. Based on the feature of M, several high efficient
algorithms like Sherman-Morrison formula can be employed for solving I. It has to men-
tion that the varying forms of M are related to the switching states of the converter and
M is always non-singular under normal switching states. Once the values of vector I are
known, the node voltage vector V can be obtained easily by use of (6.17).
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Figure 6.6: DC traction drive system case study employing the proposed hybrid kNN-
RNN modules.

6.3 Hardware Emulation of Hybrid kNN-RNN based DC Traction
Drive System

This section presents the DC traction drive system and its control system, complete DC
traction system, implementation platform, and detailed hardware implementation of the
RNN prediction module and circuit transient solver.

6.3.1 DC Traction Drive System

The three-level DC traction drive system is the study case for testing the proposed hybrid
kNN-RNN neural network concept. The study case parameters and the IGBT module
part number are provided in the Appendix. As presented in Fig. 6.6, the three-level DC
traction inverter is composed of 12 IGBTs and 18 diodes. These switches are treated as
voltage sources during turn-on transient and steady on state, and as current sources during
turn-off transient and steady off state. Closed-loop speed regulator is realized and abc/dq

coordinate transformation is implemented where d-axis current is always tuned to zero
to keep the magnetic field constant and q-axis current is tuned by the output of speed
control loop to adjust the electromagnetic torque. Space vector pulse width modulation
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Figure 6.7: Complete DC traction system.

(SVPWM) is employed to generate the switch drive signals. The hybrid kNN-RNN module
is embedded in each power electronic device. In this work, three practical IGBT modules
are considered to connected in parallel as one module in the emulation to meet the current
rating requirement.

6.3.2 Complete DC Traction System

The DC traction system, shown in Fig. 6.7, employs the current geometric distance and the
speed requirement of the Guangzhou-Zhuhai intercity railway AC traction system. The
geometric distance is 115.625 km and the designed railway speed limit is 200 km/h. Based
on the requirement of the speed limit and the current station spacing distance, 3 kV is se-
lected as the voltage rating of the system. Thus, we proposed the 3kV DC substation con-
figuration with a 20 km substation spacing to the Guangzhou-Zhuhai intercity railway DC
traction system. The proposed DC traction system consists of seven DC substations with
20 km substation spacing, which made the complete railway network as a 120 km railway
configuration. Inside the DC traction system, autotransformer rectifier units (ATRUs) are
considered to provide the power to train via the catenary system and DC contact wire,
modeled as a traveling wave line model, in the emulation process.

Both system-level and device-level models are employed in the complete DC traction
system with the proper system order-reduction modeling method. The traveling wave line
model can decompose the system into two sections without any computation precision
loss. For each side, the traveling wave line model represents a characteristic impedance
in parallel with the VCCS which utilized the previous time step information of the other
side to compute the value of the current. With this technique, the complete system can be
separated into four subsystems: two DC traction drive system and two substation system.
The substation system applies the system-level model while the traction drive system uti-
lizes the device-level model. The system-level model employs the ideal model while the
device-level model applies the proposed hybrid neural network topology.
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6.3.3 Hardware Platform

The Virtexr Ultrascale+ VCU118 evaluation kit, shown in Fig. 6.8, employs the XCVU9P-
L2FLGA2104 core which contains 2,586,000 logic cells and 6,840 DSP slices. The board
consists of 2.5 GB DDR4, 120 GTY transceivers, 832 general purposes I/O, dual QSFP28
interfaces, 16-lane PCI-E interface and other components.

Figure 6.8: Hardware configuration of hybrid kNN-RNN based drive modeling.

6.3.4 Implementation of RNN Prediction Module

The detailed implementation of the RNN prediction module is shown in Fig. 6.9. After the
initial training process of RNN, the trained weight values are stored in the look-up table
of the hardware. After classification by the kNN module, the kNN module selects the ap-
propriate RNN prediction module parameters. The weights and the input parameters are
transmitted in parallel to the RNN prediction module. After the first layer of multiplica-
tion, intermediate variables need to be processed by multiple layers of summation to get
the hidden layer intermediate variable θ and output layer output y. The activation func-
tion has been reshaped into the form of piece-wise linear function, which utilized the slope
s and the bias l to calculate the activation output. The total RNN prediction delay time can
be calculated in the following form:

tpred = max[ceil(tm + (log2Np + log2Kp)ts),

ceil(tm + (log2Ny + log2Ky)ts)] + 2tm

+ ceil(log2Nh + 4)ts,

(6.19)

where tm and ts are the delay for a single multiplication and summation operation, respec-
tively. Multiple similar structures are also computed in parallel to get similar intermediate
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Figure 6.9: RNN prediction module hardware implementation block diagram.

variables and the final output. In this work, all the function operation utilized the 59-
bit fixed point format to reduce the hardware resource consumption and meet the hybrid
neural network and circuit solver accuracy requirement. Both tm and ts require one system
clock cycle (10 ns) at 100 MHz FPGA operating frequency. Both delay buffer number Kp

and Ky equal 4 while input number Np equals 2. The hidden layer number Np equals 10
while the output numberNy equals 1. The hardware prediction time delay is 140 ns for 100
ns time-step emulation requirement. However, the natural switching delay usually takes
several microseconds. Thus, the RNN module can predict the 20 transient points before
the end of switching transient.

6.3.5 Implementation of Circuit Transient Solver

The circuit transient solver is composed of two modules: one is responsible for solving
the companion current sources of all components in the circuit; and the other is in charge
of solving the node voltages based on the admittance matrix and the corresponding com-
panion current sources. As illustrated in Fig. 6.10, the companion current sources of the
nonlinear elements (switching devices and PMSM) are solved by I = M−1b while coun-
terparts of linear elements are computed using the trapezoidal rule. After the companion
current source vector I is obtained, the node voltage vector is calculated by matrix-vector
multiplication V = AI. The 18 switching devices are decomposed into 3 groups each cor-
responding to one phase leg. As a result, the matrix size of M−1 is 6×6 and A is 12×23.
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Figure 6.10: Circuit transient solver hardware implementation block diagram.

Figure 6.11: Error-cost curves of kNN-RNN: (a) With fixed learning rate and kNN clas-
sification. (b) With fixed hidden layer and kNN classification. (c) With fixed study but
without kNN classification. (d) With fixed hidden layer but without kNN classification.

The total clock cycles consumed by circuit solver is 2tm + [ceil(log26) + ceil(log223)]ts=10
(100 ns).

6.4 Results and Discussion

In this section, the performance of the hybrid kNN-RNN module, system-level and device-
level results comparisons, hardware resource consumption are provided with detailed dis-
cussion.

In Table 6.1 and 6.2, the confusion matrix is given in both turn-on and turn-off states.
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Figure 6.12: kNN-RNN prediction for IGBT module current: (a) Under specific tempera-
ture. (b) Under different temperatures.

The row stands for the ture class and the column represents the predicted class by kNN.
The classification results are collected from 100 linearized data from 25 ◦C to 125 ◦C in
terms of temperature and 0 to 1000 A for current value. LT, MT, and HT are the abbrevia-
tions for low temperature (25 ◦C - 58 ◦C), medium temperature (59 ◦C - 92 ◦C), and high
temperature (93 ◦C - 125 ◦C), respectively. LC and HC are the abbreviations for low current
(0 - 200 A) and high current (200 A and higher), respectively.

In Fig. 6.11, the hybrid kNN-RNN performance is shown with the comparison of the
absence of kNN module. The training initializes the weights with random parameters. All
the input parameters have been normalized in order to get the better training result with
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Table 6.1: Confusion Matrix in Turn-On State for kNN
LTLC MTLC HTLC LTHC MTHC HTHC

LTLC 6 0 0 0 0 0

MTLC 0 7 0 0 0 0

HTLC 0 1 6 0 0 0

LTHC 0 0 0 25 0 0

MTHC 0 0 0 0 27 1

HTHC 0 0 0 0 1 26

Table 6.2: Confusion Matrix in Turn-Off State for kNN
LTLC MTLC HTLC LTHC MTHC HTHC

LTLC 6 0 0 0 0 0

MTLC 0 7 1 0 0 0

HTLC 0 0 6 0 0 0

LTHC 0 0 0 26 1 0

MTHC 0 0 0 0 26 1

HTHC 0 0 0 0 1 25

few epochs. In Fig. 6.11 (a), the error-cost curve with kNN classification shows the perfor-
mance of a fixed learning rate and different hidden layer neuron number. With kNN clas-
sification, the RNN module with higher hidden layer neuron number under fixed learning
rate gets to the target error with fewer epochs. Fig. 6.11 (c) presents the performance of
the same setup parameters in training without kNN classification. It is noticeable that the
error rate stops decreasing between 30% and 40%. The increase of the hidden layer neuron
number cannot help to decrease the error with the same epochs but gives a higher error in
return. The performance of different learning rate with fixed hidden layer neuron number
is provided in Fig. 6.11 (b) and Fig. 6.11 (d). It is evident that higher learning rate can
accelerate the training processes, but the error increases after epochs if the learning rate
is high over the RNN training capacity. Low learning rate can make the training error
decrease properly but may need more epochs to reach the target error. The possibility of
finding the local optimal point increases with low learning rate in the training processes.
Without kNN classification, error rate stays between 30% and 40% with different learning
rates in training.

In Fig. 6.12 (a), the hybrid kNN-RNN module prediction result is provided for the
different current operating condition for IGBT module with fixed hidden layer number,
learning rate and junction temperature in the training processes. The thermal impact of
the power electronics drive and the training results are presented in Fig. 6.12 (b). Clearly,
the thermal issue shows less impact than the different rating of current.

The system-level output waveforms from the hybrid kNN-RNN based model and PS
-CAD/EMTDCr are shown in Fig. 6.13 with detailed comparison. Fig. 6.13 (a) and (d) ex-
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hibit the rotor electrical speed and electromagnetic torque when speed command increases
from 0 to 1.0 p.u. linearly during 1 ∼ 4 s and decreases abruptly from 1.0 p.u. to 0.7 p.u.
at t = 6.0 s and back to 1.0 p.u. at t = 7.5 s. Fig. 6.13 (h) and (i) show the rotor electrical
speed and electromagnetic torque when speed command decreases from 1.0 p.u to 0 lin-
early during 360 ∼ 364 s. 6.13 (b) and (c) illustrate the three-phase machine stator currents
when the speed command applied to the drive system, respectively. Fig. 6.13 (e) and (f)
are the corresponding converter output voltages. Fig. 6.13 (g) is the station power output
where the DC contact wire energization can be observed in the first 0.3 s. Stable output
power can be seen at 5 s. Indisputably, these closed simulation results demonstrate that
the hybrid kNN-RNN model provides high-precision and convincing system-level results.

In Fig. 6.14, the comparison between real-time HIL implementation and off-line soft-
ware simulation results are shown with switching transients at device-level. The ideal
switch model represents the off state as the low conductance and the on state as the high
conductance and gives the emulation result close to the simulation result in PSCAD/EMT
-DCr. SaberRDr utilizes the IGBT module behavioral model to represent the device-level
model and the proposed hybrid kNN-RNN model provides the highly similar waveform
in hardware emulation where current overshoot and tail current can be observed.

Fig. 15 (a) and (d) show the device junction temperature from 1 to 6 s and zoomed-in
figures from 5.8 to 6 s. The time period with no power loss or less power loss would in-
troduce temperature cooldown for the specific power electronic device. S11 is considered
as most power demanding device in the arm and its temperature peaks at 54 ◦C. S12 tem-
perature does not stop increase at the time of 6 s but its temperature would not exceed the
one of S11. D11 and D12 have a lower power loss on each switch-off transients which in-
troduces lower temperature during the time. D1 has both more conduction and switching
time than the other two diode in the arm. Thus, a higher operation temperature have been
observed from the real-time emulation and off-line simulation.

Table 6.3 exhibits the comparison result of PSCAD/EMTDCr simulation and FPGA
emulation for left and right arm current of the DC traction system. Different location of the
train resulted in different current distribution on the DC contact wire. 10 km, which is the
middle point between the two station, requires the maximum of current summation for the
train. In return, the maximum DC contact wire voltage loss can been observed in the Table
6.4 at the distance of 10 km. Thus, the middle point between the stations can be considered
as the most power demanding point for the traction power conversion stage. If the design
of the DC traction desires lower voltage drop, higher DC voltage rating of contact wire, up
to 10.5 kv, can reduce the line loss and extend the station spacing to 55 km [125]. However,
the investment of the high-voltage capable equipment might increase exponentially. High-
level modular multilevel converter (MMC), high-voltage silicon carbide power electronic,
high-voltage isolation equipment will become the expensive options to the high-voltage
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Table 6.3: PSCAD/EMTDCr Simulation and FPGA Emulation Result Comparison of Left
Arm and Right Arm Current

Dis (km) ilsim (A) ilem (A) irsim (A) ilem (A)
0 588.34 589.60 0.75 0.31

2.5 529.72 529.10 74.91 74.90

5 462.45 463.59 154.61 154.51

7.5 388.50 388.69 232.70 233.01

10 314.17 314.62 314.17 314.62

12.5 233.32 233.18 388.90 388.80

15 154.49 155.48 463.32 463.56

17.5 75.10 75.83 529.56 530.22

20 1.15 0.786 591.76 591.42

Table 6.4: PSCAD/EMTDCr Simulation and FPGA Emulation Result Comparison of DC
Contact Wire Voltage

Dis (km) vdcsim (v) vdcem (v)
0 2986.42 2986.18

2.5 2907.85 2908.40

5 2849.61 2849.90

7.5 2812.69 2814.02

10 2801.57 2800.98

12.5 2813.01 2813.59

15 2849.41 2849.76

17.5 2908.45 2908.43

20 2986.86 2986.84

Table 6.5: FPGA Hardware Resource Consumption for DC Traction Drive System and Pro-
posed Hybrid kNN-RNN Stucture

BRAM DSP FF LUT
kNN (60) 0 0 0.5% 15%

RNN (60) 0 0 0.6% 1.8%

Train 1 4.9% 14.6% 4.2% 10.7%

Train 2 4.9% 14.6% 4.2% 10.7%

Station 1 0.4% 3.4% 0.9% 2.4%

Station 2 0.4% 3.4% 0.9% 2.4%

Total 10.6% 36% 11.3% 43.1%

capable traction drive system. There is a trade-off point for each specific application. For
intercity transit, 3 kv is considered as the trade-off point.

The FPGA resource consumption for study case is illustrated in Table 6.5. 10.6% Block
RAM, 36% DSP slices, 11.3% flip-flops and 43.1% look-up-table have been utilized during
the implementation. The latencies of hardware implementation are shown in Table 6.6
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Table 6.6: Latencies of Hardware Implementation
kNN classification RNN prediction Circuit transient solver

360ns 140ns 100ns

with the operating frequency of 100 MHz in FPGA. The kNN module takes 360 ns with
fully paralleled and pipeline optimization hardware design in FPGA. The RNN trains the
instances with 0.05% error training target, 10 hidden layer neurons, learning rate at 0.01,
and 4 delay buffers. The RNN prediction takes 140 ns to perform a 100 ns time-step wise
of the waveform. The mean square error (MSE) of the prediction is less than 2.4%. The
delay time of the IGBT module is usually several microseconds so the RNN prediction
part can give the result before switching happens. This low prediction time can ensure
that the predicted waveform data is delivered to the circuit transient solver in time, which
can then perform the 100 ns time-step real-time emulation.

6.5 Summary

Detailed modeling of device-level power electronic device switching transients is onerous.
This chapter proposed the adaptive hybrid kNN-RNN based device-level model for the
IGBT module, which is implemented on the FPGA platform and tested on the study case
of complete DC traction system. The kNN module is utilized to distinguish the transient
switching state with a latency of 360 ns. With the help of kNN module, RNN module
can be operated with less hidden layer neurons and training epochs. RNN module is
divided into two sections: training and prediction. The training error target is set at 0.05%
within 20 epochs while the prediction can be performed within 140 ns for a 100 ns time-
step transient results with MSE of 2.4%. The device-level transients are emulated with the
latency of 100 ns in circuit solver. The emulation results are validated by the professional
simulation tools at the system-level and device-level. The proposed method provides a
solution to model complex power converter topologies for practical applications such as
transportation power systems, which maintaining sufficient device-level accuracy.
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Figure 6.13: System-level results for DC traction drive system from real-time emulation
(top oscilloscope sub-figure) and off-line simulation by PSCAD/EMTDCr software (bot-
tom sub-figure) for: (a) (h) Rotor electrical speed. (b) (c) Three-phase PMSM currents. (d)
(i) Electromagnetic torque. (e) (f) Converter output voltages. (g) Station 1 power output.
Scale: (a) (d) (h) (i) x-axis: 1s/div. (b) (c) x-axis: 5ms/div. (e) (f) x-axis: 2ms/div. (g) x-axis:
0.5s/div.
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Figure 6.14: Device-level results comparison between real time HIL emulation (top oscil-
loscope sub-figure) and off-line simulation tool (bottom sub-figure).
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Figure 6.15: Device junction temperature from real-time emulation (top oscilloscope sub-
figure) and off-line simulation by SaberRDr software (bottom subfigure) for: (a) S12, D11,
(b) S11, D1,and D12 (c) zoomed-in S12, D11, (b) S11, (d) zoomed-in S11, D1,and D12. Scale:
(a) (b) x-axis: 0.5 s/div. (c) (d) x-axis: 0.02 s/div.
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7
Conclusions and Future Work

During recent years, more advanced power electronics devices, novel sub-module and
converter topologies have been developed and applied to practical transportation projects.
With more MVDC systems in construction and operation, the large-scale hybrid AC/DC
transportation application is also realizable in the near future. All these emerging tech-
nologies require the development of modeling, simulation, and implementation method-
ologies for off-line and real-time electromagnetic transient simulation. The simulation in
the multi-physics domain can substantially increase the accuracy, since more realistic and
detailed physical phenomena are taken into account. The advancements in IC technology
and computing science can benefit the development of the real-time emulator, which has
been examined in this work and requires further exploration.

In this thesis, Hammerstein, Wiener-Hammerstein configuration and hybrid neural
network based, and device-level datasheet based electro-thermal power electronic mod-
els have been proposed for real-time emulation. The advanced transportation system has
been simulated using hybrid modeling schemes and corresponding partition schemes in
PSCAD/EMTDCr and SaberRDr. The advanced transportation system has been mod-
eled and emulated in real-time on MPSoC-FPGA platform. The proposed methodologies
in this thesis address some perspectives of the above discussion; however, substantially
more work is required to be conducted in the future driven by the continuous progress
on the system to be emulated and the hardware platform. The specific and detailed con-
tributions of this thesis, corresponding applications, and the directions of future work are
described in this chapter.
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7.1 Contributions of This Thesis

The main contributions of this thesis are summarized as follows:

• Hammerstein Configuration Based Device-Level Power Electronic Emulation
The real-time device-level dynamic electro-thermal models for diode, thyristor and
IGBT are proposed and emulated based on Hammerstein configuration on a SoC-
based hardware and software co-design platform for the application of EMRG sys-
tem. The Hammerstein configuration modeling procedures reduces the complexity
of building accurate device-level power electronic models. The modeling procedure
of the static and dynamic electrical model, transient power loss model and thermal
network calculation is given based on the dedicated device datasheet. The proposed
models have been validated in two circuits of the EMRG system and compared with
the result from the off-line device level software SaberRD R©. Based on the different
topology of the CC and the pulse forming network circuit inside the EMRG system,
the hardware compute performance comparison, selection, and acceleration have
enabled the goal of real-time execution. Future work is planned for the application
of the Hammerstein based nonlinear modeling for more complex power converter
systems for industrial applications.

• Wiener-Hammerstein Configuration Based Device-Level Emulation
The Wiener-Hammerstein configuration based device-level electro-thermal model
for po- wer electronic components was proposed and demonstrated with a three-
phase to single-phase MMC-based traction power system in real-time emulation
on the MPSoC platform. The MMC sub-module device-level transients are simu-
lated in the Cortexr-A53 Core with the latency of 90ns and the three-phase to the
single-phase MMC-based traction power system is simulated on the programmable
logic (FPGA) with the latency of 24.2µs. Both system-level and device-level results
have been validated by professional power system software PSCAD/EMTDCr and
power electronic simulation software SaberRDr. The modeling procedure of Wiener-
Hammer- stein configuration has added the carrier charge process feature, which is
based on physical processes and calculated by first-order delay function. The timing
of turn-on and turn-off carrier charging has been indicated and the equivalent circuit
has been utilized for the dynamic calculation. The improved modeling of the static
model and the first-order delay dynamic model gives the precise tailing current and
reverse recovery waveform based on physical processes. The system-level closed-
loop results show that the DC link voltage has been maintained at the dedicated
voltage and it meets the requirement of the system control. The system open-loop
results indicate that the R-L load is operated at the rated condition. The proposed
device-level modules and real-time emulation enable a detailed evaluation of com-
plex MVDC traction systems and controls with a low-cost and flexible hardware and
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software platform.

• SiC Device Modeling on AC Traction System
The technology of high-speed rail network is constantly evolving with the introduc-
tion of newer power semiconductor device, and an accurate and efficient hardware-
in-the-loop simulation is necessary. Real-time device-level modeling of ultrafast
power switch is demanding due to high amount of computation execution and time-
sensitive condition. With proper allocation of the high-sequential clocking ARM R©

core and massively parallel FPGA execution resource, real-time ultra small time-step
modeling of detailed power converter system can be realized for both device-level
and system-level transients. This work proposed a Wiener-Hammerstein based real-
time modelling method for SiC IGBT module emulation in the energy conversion
system of the Beijing-Shanghai HSR application. Oscillation mechanism for SiC de-
vice has been explained in detail with three dedicated stages: carrier charge stage,
static characteristic, and dynamic characteristic. The complete HSR prototype and
the detailed HSR train power system have been implemented in MPSoC-FPGA hard-
ware platform with optimized communication protocol, where the device-level tran-
sients, verified by SaberRD R©, are executed at 10ns resolution and system-level tran-
sients, verified by PSCAD/EMTDC R©, are emulated at 10µs time-step. This work can
be utilized as the HIL tool to estimate the SiC material based power switch perfor-
mance for the increasing demand of energy-efficient application of the future gener-
ations of HSR.

• Adaptive Neural-Network Based Power Electronic Modeling
The adaptive hybrid kNN-RNN based device-level model for the IGBT module is
proposed for the first time, implemented on the FPGA platform and tested on the
study case of complete DC traction system. The kNN module is utilized to distin-
guish the transient switching state with a latency of 360 ns. With the help of kNN
module, RNN module can be operated with less hidden layer neurons and training
epochs. RNN module is divided into two sections: training and prediction. The
training error target is set at 0.05% within 20 epochs while the prediction can be per-
formed within 140 ns for a 100 ns time-step transient results with MSE of 2.4%. The
device-level transients are emulated with the latency of 100 ns in circuit solver. The
emulation results are validated by the professional simulation tools at the system-
level and device-level. The proposed method provides a solution to model complex
power converter topologies for practical applications such as transportation power
systems, which maintaining sufficient device-level accuracy.

• MPSoC-FPGA Real-Time Hardware Emulator
The various proposed modeling schemes and circuit topologies have been designed
and implemented in optimized communication capable digital hardware with both
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highly sequential clocking processing system and sufficient paralleled logic resources.

7.2 Applications

This section describes the applications of applying the detailed electrothermal model for
off-line simulation and real-time emulation of advanced transportation application. Such
applications exist in the design, testing, and operation stages of the power converter and
power system, which are summarized as follows:

• In the design stage, the detailed device-level data provided by the electrothermal
model can be used to evaluate the model selection of Si and SiC based IGBT mod-
ules, control algorithm, and the heatsink design from thermal perspective. In this
stage, real-time emulation is not required, however, it can substantially increase the
efficiency for design iterations.

• Once the control and power equipment are designed, they are often required to con-
duct HIL test before installing. The operator may require a comprehensive verifi-
cation of the product from the manufacturer, which includes the basic functionality,
security, and economy. The thermal data is useful for the verification of economic
efficiency during the normal operation and the security during the fault transients.
Such emulation must be conducted in real-time.

• In the operation stage, the operators need to run a large power system with sophis-
ticated control and protection schemes. The real-time emulator can be used to train
the operator for different scenarios. The detailed modeling scheme can present a
high-fidelity simulation environment representing the real power system.

• The real-time emulation and the real system operate using the same control data
and they respond in a very similar fashion. If the monitored electrical parameters
and waveforms from the real system are very different from the simulation results,
the real-time emulator can be used to detect the fault of the real system in the life
cycle. It is believed that the electrothermal and other physical phenomena must be
considered to achieve the high accuracy of the real-time emulation.

7.3 Directions for Future Work

The following topics are proposed for future work:

• The Wiener-Hammerstein device-level power electronic modeling schemes can be
developed for the next generation wide bandgap switching devices, which can also
be applied for various components, such as converters, and electrical machines.
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• The advancements in IC technology and computing science can benefit the develop-
ment of the real-time emulator. Faster than real-time application of testing different
configuration of circuit topology and mitigation of the oscillation during the switch-
ing is possible in the very near future.

• More FPGA and MPSoC boards can be interconnected to provide significantly more
logic resources and higher computing performance. More complex hybrid AC/DC
transportation topology and detailed real-time capable model can be implemented
to test their control and protection strategies.

• The host computer system and graphical processing unit for general-purpose com-
puting can be integrated with the FPGA-MPSoC platform to form a more power-
ful computing system, which provides more flexibility and computing capability for
various tasks.

• With the accurately modeled advanced transportation system on PSCAD/EMTDCr

and the real-time capable device-level emulator, more tests and researches can be
conducted to study the interactive phenomena of the converter stress and transporta-
tion system. Novel supervisory control and protection strategy can be verified with
the emulation system.
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A
Parameters for Case Studies

A.1 Parameters in Chapter 5

Table A.1: Parameters of Hybrid SiC IGBT module
LE1,LE2 10 nH
LC1,LC2 20 nH
LS 100 nH

Coes(VR) 1.17 nF
Req 1.5 Ω

Qc(1/2module) 2.5 µC
Irr 100 A

A.2 Parameters in Chapter 6
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Table A.2: Parameters of traction power system
DC bus voltage 3 kV

DC bus capacitor 10 mF
Carrier frequency 2000 Hz

ZC 0.119+j0.752 Ω/km

ZF 0.204+j0.885 Ω/km

ZR 0.162+j0.671 Ω/km

ZCR 0.057+j0.388 Ω/km

ZCF 0.057+j0.395 Ω/km

ZRF 0.057+j0.341 Ω/km

CCF 0.000504 µF/km
CCR 0.002057 µF/km
CFR 0.003262 µF/km

KP (PR) 0.7
KR(PR) 0.4

Table A.3: Parameters of DC traction inverter
DC bus voltage 3 kV

DC bus capacitor 10 mF
Carrier frequency 1800 Hz

Table A.4: Parameters of PMSM
Nominal apparent power 3.65 MVA

Nominal voltage 4 kV
Rated frequency 60 Hz

Stator resistance (rs) 0.0482 Ω

d-axis inductance (Ld) 8.01 mH
q-axis inductance (Lq) 8.01 mH

Magnet flux linkage (Frm) 8.66 V · s
Rotational inertia (J) 51.36 kg ·m2

Damping coefficient (B) 0.0005 Nm/rad/s
Load torque (TL) 9682N ·m
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