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S
_ ABSTRACT

The transport of pollutants in a cross-sécfion of a small
urban valley was'nuﬁerically modelled usihg a particle-in-cell
technique which solved. the two-dimensional Qiffusio; equation.
The ‘model was based on data gathered in the North Saskatchewan
River valley in Edmonton, Alberta during clear-sky, light-wind,
inversion conditioﬁé. Farticles, representing specified
amounts:of carbon monoxide in a roadway plume, were created
within a V-shaped valley. Tkése particles were advected by a
model, wind field featuring double-vortex'récirculaéion of
pellutants and disperSed by a simulated turbulent diffusion
process.

The model correctly predicted the trend to decreasing
concentrations with increasing slope wind speed and decreasing
source strength. Concentrat}ons near the surface 100 m
downslope from the source reached over Q ppm while concentrations
ih tbé ref&rn flow 50 m upslope from the source reaéhed nearly
5 ppm. Decreasnng particle density increased concentration

@
variablility. Concentratlons were sensitive to initial source
diffusion but Insensxtnve to the magnltude of eddy dlfqulVitleS
away from the source..

(.
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CHAPTER |

IINTRODUCT I ON

1.1 Introduction

Many cities in~fhe world are located near major river
valleys. These cities were built at a“timé>when Watefways
were often used fqr travel. As the ci;fés grew the river
valleys formed natural cores for settlements. Today, different
parts of the valley are often reserved as sites for recreation,
as areaé of industry, or as corridors fér trans#ortation.
Therefore, urban river valleys have the potential for bringing
large numbers of people kogether. Because of their
nicrometeorology, urban valleys also have the potential for
trapping Iarge‘concentrations of poflutants. These twokfactors
could pro ce a localized health prgblem. For this reason the
st s of th. r crometeorology of urban river valleys is important.

Tere -~ few published-étudies concerned with small valley

“.rometeorolc _y although some observational work does exist

for -amrle, Kiassen, 1962). More recently an experimental.



program was undertaken at the University of Alberta in Edmonton.
Some qf the Eesu1ts derived from this project can be found in
Paterson (1978), Hwang (1978) and Hage (1979). Although
substaﬁtia] progress has been made in understanding the
micrometeorology of the small valley, few of the new hypotheses
have been tested. [t is evident that computer simulations must
‘bridge the gap between the present knowledge of valléy circulation
and future. progress.

This thesis is part of a three-way plah to model the
‘unique micrometeorology of a small urban river alley. Part
one is an attempt to model the evolution of a temperature field
throughout the valley. This has been undertaken by di Cenzo
(1979). In.part two, Stovel (1979) attempts to show how a
valley wi nd system. evolves from the ti@e-dependent thermal fields
of part/ one. This thesis is part three of the plan.q.The author
attempts to model the dispersal of pollutants in a small urban

valley utilizing the valley wind system of part two.

1.2 The Valley and its Micrometeorology

Observations in the North Saskatchewan River Valley (a
small urban valley) in Edmonton provided data on which the
present model is based. These data were not used in verification

because of the model's simplicity, but rather as clues to model

development. As a first step in modelling pollutént dispersion
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within the valley a summary of the valleyvstructpre and known
microméteorology is presented. The North Sa;kétchewan River .
valley is typically ahout I km wide and ‘50 m déep. ‘It meanders
through tﬁe center of the city in a generally north-eastward
direction. Typically, thé meandering causes one wall of the
valley to be rather sheer from the rivef's edge to the ridgeline.
The other side of the valley contains a flood plain that serves .
variously as an area of recreation, industry, reéidklce or
transportation. It is likely that this valley asymmetry
contributes to its unic e micrometeorology. Figure 1.1 ig a
diagram of a representative cross-section of the valley, along
with the model approximation of it.

Evidence that thé microclimate of the valley is different
than that of the city is found in Hage (1972). Minimum
temperatures ‘in the valley were observed to be comparable to
-hose measured at nﬁﬂ!§ statioﬁs under clear sky conditions.
The‘éffect of the valley was to cancel the heat island effect
of the city in this instance.

Some understanding of the nature of circulation induced
in small river valleys can be gained by investigating mountain
and'large valley winds. OEservatiohs showed thét well-developed
local circulations with marked diurnal variations are formed
in valleys leadln§ into mountain rénges. Dﬁring the day the
winds were upslope and upvalley; .at night tﬁé winds were downslope
and downvalley. The slope winds were always initlated first

and the valley winds followed. . Defant (1951) described an

3
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ideal ized version of the diurnal changéiin vallgy winds.
Observations in the Nortﬁ Saskatchewan River valley by
Klassen (1962)“and Hage (1979) generally confirmed those made
in mountain val]eyé. During periods of strong prevailing winds,
‘or lighter windsland overcast skies, no valley wind regime
developed. The vertical temperature structure was essentially
isathermal; the air in the valley was well-mixed with that of
thé p]ains‘ab0ve. When the sky was clear and the preQailing
wind'was light, the slope (dra¥hage) wind began at about sundown.
Initially the s#eed of the slope wind was gmall and_the depth
of flow was shailow. Both increased to fheir maximum values
within two hours and persisted at or near those values until
sunrise. The fully developed slope wind was variable. It rarely
‘eXCeeded I.O,ms_] and its average valug was about 0.2 ms-].
The depth of flow varied from about 5 m to 15 m or more:
Observations of the temperature‘préfiles in the valley
revealed distinct differences between the two valley slopes
under calm, clear sky‘conditEOns. Both slopes developed inversions, A
but that siope first receiving shading developed an earlier and
a more intense inversion. Inve}sions over both SIOpe§ were
more intense than that which developed over the urban plalins
above the Qal]ey.
‘The vertical shear of the slope wind has also been
investigated (Paterson, 1978; Hage, 1979). In well-mfxed
conditions the wind speed increased with height above the slope.

’

AS the sfability iacreased, the wind speed tended to become



constant with height. Under the most favourable conditions,
*

the speed of the slope wind decreased with height and the

height of the maximum wind speed existed below 1.0 m. It was

“hought that this regime extended to the height of the ridgeline

where once again the wind speed increased with height.

Klassen (1962) found evidence of a double-vortex
circulation system within the vailey. Fog which formed after '
rain or hail drained down the slope into the river valley.
Above the river some of the fog rose veftica]ly and f]owed
back toward~the rim of the valley. The remainder of the f;g
subsided laterally and}then flowed down the valley. Therefore,
the trajector? of a partié]e éaught fn the circulation system
appeared to be a helix with;its axis oriented downvalley.
Paterson and Hage (1979) estimated that the’time required for

a particle to complete one circuit of this valley vortex by

advectdion alone is 4O minutes to 2.5 hours.
/ , T

4

Measurements bf ca(bon\monoxide (CO0) concentration showed
evidence of a distinct valley %ﬁrculation (Hage, 1379). On
most\déyz a typical (O trace had a peak in cdncentratior'Aear
1700 MST. This.corresponds to the late afternoon rush hour
traffic ﬁaximum. On some days a second peak in concentration

existed near 2100 M5T, well after the traffic maximum. At the

downtown mQnitoring station the second peak was usually secondary

“in importance compared to the traffic peak; whereas, in the valley

the second peak was dominant. The evening maximum tentatively

can be attributed to the develobment of a surface-based inversion
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formed by radiative cooling. If the transition from unstable

N

to stable stratification occurs rapidly enough, the décrease
in vertical spread of the CO plume may ovekcompensate for the
rease in source strength after the late afternoon traffic

peak. THi:= c.n result in-an evening concentration maximum,
o : . ’ .
Because the inversion is-more intense inside the valley the
o ]
evaning peak in concentration will be relatively larger there.

-

Most of the time the magnitude of the peaks is greater at the

downtbwn-station because this-station is in the midst of the

large downtown area source. - Occasionally the peak concentrations
. .ﬁ S : _

were Iarge: at stations inside the valley.than at the downtown
station even Fhough source strengths éfe much larger downtown
(Hage, 1979). A tentative cause of thi;'exceptional'occurrence
is the recirculation of po]lufants made possible by the valley
winds, in assccia:ion.with_the ingensification and deépening
o% the inversiun. The magnitude of the evening concentratjon
peak is indirect evidence for the existence of a QOub1e~helix
circulation regime for the valley winds. ¢
. 0

The object of this thesis is“?6)investfgate the effects
of the proposed girculation system on the CO distribution
within a small urban valiey. The magnitude of the effect will -

be of prime importance in elucidating the proposed circulation

regime in areas of the valley inaccessible to measurement,
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CHAPTER 11

THE MODEL - THEORY .

-

2.1 Introduction

2

’,
\:\
v

‘Trqfitionalfy two'approaqhes have been used to solve
: |

fluid'dynam}cs problems. In general these methodé subdivide ///,gu,1

the region of interest into smaller cells and transform the

differential equations .involved into suitable finite—diffgrencé

o o . e .
form (Gifford, 1975; Lamb et al., 1974). - o N

Invthe Lagrangian approach the grid of cells is‘embedded,
in the fluid and‘moves.with it. Masses and velocitfes.are
‘usually defined at the cell corhers whi]e.other time depeqdentl; -
propertieS'o% tne “luid are‘definéd at the cell\qenteé. Each: o

. . \
cell corner is always associated with the same part of the fluid.
Thérefore, the cells are’distorted as the fluid uhdé?goes
distortion. This can oﬁcur when{ for examp]e, large velocities

-~

exist,hormal'tq a solid boundary (Amsden, 1966).

i

In the Eulerian method fhe mesh of cells remains fixed

-
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relative to an observer while the fluid moves through the cells.
In its_strict aﬁplication each cell is homogeneous.withrespect
to all fluid properties (Hanna, 1975). Cells may vary in size
but because the cells are fixed in space the method is unable

to resolve fine-scale structures that move with the fluid
without introducingra fine-scale grid throughouf thé entire
region. The method also produceé a fictitious diffusion.

Fictitious diffusion arises when errors in mass or concentration

‘within a cell are introduced by the assumption of homogeneity

(Lange, 1978). Since, in gradient-transport theories, diffusion
is rekated to concentration, errors in diffusion r;tes also
arise. This diffusion is not real but rather a by;product of
the Eulerian method.

In an attemptxgs utilize the desirable aspects of both
methods, the present\%odel is based on the Particle-in-Cell
technique“(PIC). The PIC method is a hybrid; it has elements

of both the Lagrangian and Eulerian modes. The region through

which the fluid moves is-subdivided into a finite grid of Eulerian

cells which are fixed in space and time. In general,lvelocities
are defined at cell corners and concentrations are definedat
cell centers. Masses (concentrations) and velocities are
allowed to S; time dependent. In addition the fluid itself

is represented by Lagrangian particles or mass points which

move through the Eulerian mesh. These particles act as markers

for the fluid motion. Each particle is assigned a mass and the



total mass or concentration of a cell is determined by the
number of particles inside the cell. For a complete description
V of the Particle-in-Cell technique, as well as its applicability
to a wide variety of fluid dynamics problems, see the references
Welch et al. (1965), Amsden (1966), and Lange and Sherman (1977).
The PIC method has been applied specifically to the‘study of
the dispersal of atmospheric pollutants by Lange (1973; 1978).
A particular PIC model developed by Lange .ADPIC) has been
assessed as a regional model in Alberta (Padro, 1979; Reid et al.,
1579) .

Following the example of Lange, the present model solves
the two-dimensional nonlinear transport-diffusion equation in
its flux conservative form, relying on a given <id.ection field
varying in time and space, complex terrain, and time- and space-
varying diffusion coéfficients with only hinor modifications

to the computer code.

2.2 General Description
{

The nonlinear transport-diffusion equation can be

written in the following form
“

A,
at .

At Tx =T (K- Uy TRY



where x is a scalar concentration, K.is the eddy diffusivity
and UA is the given advection velocity field. Equatio (2.1)
can be simplified if the flow can be assumed incompressiblé.

In the atmosphere, for small values of the Mach number, the
only compressibility effect of importance is that related to
the change of dens ™+ with height. The domain of the model was
the lower 50 m of .= boundary layer. Therefore, the density

Ve
can be assumed to be constant. For velocities of the order of

] ms-] that were observed in small valleys under inversion

If the flow is incompressible, then

> - > -
Uy = Vx =V - N UA) . (2.2)

Combining the divergence terms the transport-diffusion equation

(2.1) can be written as

E-X-=+- O 3
= vel(xU)=0 (2.3)

where 3p is the pseudo-transport velocity and is defined as

follows

G=U+G=U—K—Z-2‘~ (2.4)

where UD is a diffusion velocity.
Each timestep of the model was divided into an Eulerian
and a Lagrangian part. ®&he Eulerlan part consisted of summing

[

the particles in each cell, determining the particle



concentration and calculating the diffusion velocity. The
diff_slon velocity was then added to the advection velocity to
yield the pseudo-velocity. In the Lagrangian step each marker
particle was transported along a pseudo-velocity streamline.
Particles transported outside the grid system were counted as
destroyed. Particles transported into the ground of thevalley
were reflected back into the fluid proper. Based on the new
particle positions, new Fulerian concentr;:ions were calculafed
and the cycle Qas repeated. ‘

Cell particle concentrations were deffned at cell centers
and the vé{ocities ﬁp, GA and ED were defined at cell corners.
These velocities were then interpofated to each particle
position. The ce]ls in the present abplication were rectangles
of uniform size. The lccations of the partickis tepresenting
flgid motion were defined by their coordinates within the fixed
grié. The specific mass of the marker particles was assumed
to be eqﬁal to the specffic mass of a{r. Therefore, deposition

was non-existent; the marker particles delineated a plume of

pollutants.

N
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2.3 Boundary Conditions

Because of the hybria nature of the PIC method, the
boundary conditions were Sroken into two sets, one imposed on
the Eulerian velocity field and the other on the Lagrangian
particles. Both sets must be consistent with each other. For
example, if there is outflow at the bounda;ies, then the
particle flux must accurately represent the mass flux of the
pseudo-velocity field. The concentration field must be smooth

enough when it reaches the boundary so that boundary velocities

.can be specified by assuming a constant flux of particles

through the boundary.

The particle boundary conditions were simple. ‘When a
particle‘passed through the upper or side boundary, it was
counted as annihilated. When a particle passed through the
lower (valley surface) boundary it was reflected.

Two basic boundary conditions were imposed on the
pseudo-velocity field. They were the mass flux x Up = 0,
corresponding to reflection of the particles at a boundary,
and ¥ ﬁp = constant, corresponding to inflow and outflow of”
particles th}ough the boundary. To be consistent with the
particle boundary conditions, the mass flux was zero at the

valley surface. The flux of mass was always outward at other

boundaries.



14

2.4 The Advection Velocity

It was mentioned earlier that obserQ;tfons made ih the
North Saskatchewan River valley in Edmonton and in mountain
valleys iﬁ the United States and Europe indicated the likely
existence of a double-vortex circulation system in the valley
during‘inversion situations and that this circulation wés
largely separated from the large-scale fl@w. The model attempted
to duplicate these observations by assuming that the advection
term in the pseudo-velocity forms a-double-voftex circulation.

A typical nightgime faversion»situation was modelled.
The inversion was fully developed, that is, it'fflled the entire
valley. Therefore, the double-vortex circulation also filled
| the entire valley and was assumed to be independent of the
large-scale flow. The flow was downslope along the valley sides,
upward (by continuity) near‘the valley center and then outward
toward thervalley ridge. Since the model was fwo—dimensfonal,
the downvalley component of the observed winds was ignored.

§everal methods exist for generating valley winds. ‘See,
for example, Tang and Peng (1974), Tang (1976), and Sterl (1979).
Most solve a set of differential equations fn;luding the momemtum
equations and the heat equation in some suitable fashion.
Considerable complexity is introduced if account is taken of
the nonlinear'coupling of the horizontal and vertical equations

of motion and the heat equation. This complexity was thought
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. to be beyond the scope of the present model.

lnst;ad, a simple two-dimensional m;ssrconserying flow
was sought. This can be satisfied by writing the velocity
components in terms/of'the stream funcgion w.' Then the
magnitude of the vérticity vector w which is everywhere normal

to the flow is given by

> 32 g.le
) w= [‘z;‘ﬂ" * 3;7} : (2.5)

~ For two-dimegsional flow the vortfcity associated with a fluid
element is’'constant; in steady flow the paths of the elements
afélstreamlines. Therefore, w = 3(w). Provfﬁéd the distgjbution
of‘vortiéity is known, solutions to (2.5) exist. This
»distribut}on is arbitrary for inviscid fluids (Batchelor, 1974)
50 ‘one ﬁay‘chOOSe specific forms of 3(w) for which solutions

to (2.5) are known. One convenient choice is o « ¥, which

yields the linear Helmholtz equation

.82
A T @6

X z

Equation 2.6 is similar to that for transverse vibrations
of an elastic membrane. Solutions are known for a number df{
shapes of membrane on which ¢ is constant. Of particular
interest is the rectangula; membrane which covers the dohain
G(0<x<a, 0<2zc< b{. Proceeding in the normal way, assume
a variables-sepafable solution, y = f(x) g(z). For the boundéry
cohd}tion v =0, with a = 1, the eigenfunctions can be shown

to be products of sin ntx sin mmz. The complete solution is,
a b '



tﬁerefore,
Y = C ¥ ¥ sin nTx sin mnz ,
n=1 m=1 a b (2.7)

R

where ¢ is an arbitrary constynt and a and b are the horizontal

and yertical dimensions of the me branél The eigenfunction
products form é comblete orthogonal gystem of functions in G.
The‘solgtion appropriate for valley winds was found in the
%éllowing way. Assumg thé;vallgy shape to be\formed by one‘
half of the rectangular membéahe - a triangular valley. |If an
additional boundary. condition isﬁimposed,‘namely Yy = 0 on the
diagonal, the new solution to (2.6) is includéd in (2.7). In
other words therstream functions for a triangular valley will

be a specific set of the complete solution. Courant and

~ Hilbert (1953) show the appropriate salution to be

b=y oty o, (2.8)
12 21
that is,
¥ = C(sin mx sin 2mz + sin 2mx sin 7z). (2.9)
a b a b

In this case b is the depth of the valley and a is one-half the
width. The two-dimensional non-divergent velocity field in

cartesian components is then given by
[

o | awA

YA T T3z .
M

) (2.10

g )

16



If was a simple matter to reflect the values of the stféam
functions resulting from (2.9) about the valley axis so that
the desired valley winds were produced. |
A comment about the realism of the velocity ' field as

generated by (2.9) and (2.10) }s in order. The field was
expérimentally reproduced on a fir ’"'spaced grid and the
maximum values of Ua and Wa were fc inc. The ratio of the
max i mums (uA/wA) was found to be app oxi.c -~ly 6.5.:'For synoptic-
scale flow, this ratio is the order of "0~ :-“olten, 1972).

As it is in synoptic-scalé flow, the ratio .f hq"izontalﬂto
vertical wind speed in a valley is ggvefned by :hc dimensions

of the boundary. For example, the ratio in synoptic-scale flows
depends 06 the height of the tropopause and'the horizontal

size oflsynoptic disturbances. A similar relationshfp was assumed
to exist for the flow in a river valley. The North Saskatchewan
River valley is approximately 800 m wide and 50 m deep. The
expected ratio in the valley is, therefore, néarer to 16. The
,raf{o in the generated velocity‘fiela can be shown analytically

to be a/b, twice the ratio of the valley dimensions. Thus (2.9)
yields values of vertical velocity that are larger by afactor Q
of two over those expected.. The finite-difference forms of

(2.10) further enhance the vertical velocity relative to the
horizéntal. The vertical dimension of a pollutant. plume

trapped in such a velocity field should, therefbre, be increased.
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A more serious departure of the model winds from inferred
'small valley winds was the relatiyely~large maximum in the
horizontal velocity that occurred near the upper boundary. Mpdel
horizontal velocities here were comp;rable to or larger than;
those on the valley slope; whgreas, actual velocities here are
believed to be smaller. Thus, a plume traversing a circuit of
the model double-vortex circulation system should undergo
relatively less vertical diffusion. Streamlines of arbitrary

magnitude are shown in Figure 2.1.

2.5 The Diffusion Velocity

All ramifications of gradient-transport theory depend
ultimately on the notion that the flux of a quantity ié
propor;jonal to-its gradient. That there seems to.be no
precise physical basis for this assumption -is emphasized in
Slade (1968). The theory does, however, provide useful results
and will be used to define the diffusion velocity as that
velocity (of a pollutant particle) resulting from a concentration

gradient. The diffusion velocity is given by

ﬁD=-%2i (2.11)°

where K Is the eddy diffusivity and x the scalar poliutant

concentration. Thls definition follows directly from (2.4).
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The concentration x is simply the total number of
Lagrangian marker particles in a unit vdiume. (The Tength of
the danstream component is arbitrary.) The finiteidifférence
form of (2.11) will be discussed in Section 3.5. The remainder
of this section will be used to discuss particular ¢iffusion
parameters.

fn principle the model can accomodate the full two- .
dimensional cartesian eddy diffus’Jity tensor KPJ‘ Im practice,
however, the turbulence was assumed to Pe iso??bpic 50 that only
the diaéonal elements, Kxx and‘Kzz, survived. It then remgined
to detgfmine forms of the vecto%yeddy diffusivities that were
béth realistic and tractable. To do this, it is necessary to
raview some of the wind-profile observations made in the North
Saskatchewan River valley.

The time of interest was nighttime, after approximagély
2200 MST. The inversion was entrenched throughout the entire
depth of the valle;, as were the valley winds. The maximum
downslope wind was found to exist below a height of 0.8 m
(Hage, 1979). Therefore, the downslope wind decreased with
height and, except perhaps for the lowest :ew centimeters, a
constant‘momemtum fT;x layer did not exist in the valley. deed,
hecause of the intense inversion, the valley air may be more
accurately characterized as a zero vertical turbulent flux layer.

Vertical velocities at this time were found to be below the

resolution of sensitive propeller anemometers; they were
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e~y

sehtially zero. Horizontal velocities were thought to be
much larger because of the large horfzont;l temperature gracient.
These éQEE[Xipr“S\5$rved to put severe Iumntat10ns on the
functnona1 forms df t \te eddy dlfoSantleS

: In an attempt to,put bounds on the eddy &IfoSﬂVIIIES E
r;nge of values were dsed (see Sectuou 3.5). The vertical
Qoeffig?ent ranged'froﬁ near molecular to nea? that predicted
fozga staSly-étratified atmosphere assuming constant flux.
The horizontal coefficient ranged from several orders of
magni tude farger than molecular to a value consistent with
stable stratification. For all cases except those assuming a
constant fjux, directional variatjbns of the eddy diffusivities
are‘not known. Therefore, cénstant vaTues/were used.

Funct{onal forms of the eddy diffusivities have been

postulated assuming the flux f; the lower 50 mvto 100 mto be
- constant. Even though this assumption is inferred to be .
incorrect for small vél]eys, the model retains the capability
of computing eddy diffusivities from it.ﬂfln the determination
of a form for the vertical diffusivity, turbulent diffusion
induced both by drag on the earth's surface by the atmaspheré,
and by thermal convection within the atmosphere must be taken
into account. Assuming the inertial 5u5fangé hypothesis to be
ve d for the region of the boundary layer of this ap; ‘atfén,
similarit; theofy can be used to:determfne\fhe vertical diffusivity.

A tacit assumption is.that the flat plain forms of the eddy
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' diffus{vitiés are approximately valid for a -shallow to moderately

s loped va]léy. WIth<fhis approach Kzz‘can‘be’éhown to be

' ) . . e
§ - TR . v
A Kzz — . T (2.12F -
3 | | '
where U, is the friction velocity and k is the von Kérman
coefficient. The dimensionless wind shear ém is given by " §
- J
_ kz 3U ; : i
¢m - ‘Es‘z‘ » o : : (2.]3) ?/

- . : : A » )
where U is the average horizontal wind speé&. Semi-empirical

relations have been used to determine values for ¢h' Businger
(1973) gives the following relations hased on the AFCRL Kansas

experiments:

1150 V% c <o

&
il

m

where ¢ is a measure of atmospheric sitatic stability and is -
! \ .
defined by the relation “~
\$ ) \\\\
o=zl & X (2.15)

g . \\\\

where z is the vertical height ahd L the Monin-Obuhby\]ength.
‘ % %

In order fo be internally consistent one should caléﬁ1a£g\
both U,and ¢ for use in determining Kzz‘ However, the calcd]atioﬁ\c
* , 5 ' ) .
of ¢ was thought to be beyond. the scope of the model. In

practice a value of static stabidity was specified asmodel input !

and U was calculated (and usedias mode | inpdtl from gathered’



data .

Functional forms of fhe eddy diffusivity can be found by
making assumptions about the shape of the wind profile and the
vertical variation ?f the vertical eddy diffusivity

(Pasquill, 197h). For a power-1aw profile, that is,

z
(2.16)
=Kk |Z (P
Kzz(z) KI[Z]J
where K] and U] are values at a fixed rc erence Feight/z],
Davies (1950) gives the relationship
K_ =2, (2.17)

It has been observed in an atmosphere of neutral stability
with a power-law wind profile, the value of the exponent m is
approximately 1/7. With n = 1~-m (the conjugate power=-law
condition), (2.17) results in a ground-ievel axial concentration
varying as x-"ho, whereas, the observed dependeﬁce is x-]"75

‘for a continuous point source at ground level: (Pasquill, 1974).

To obtain this observed dependence,»ka must vary as za, where

v = 1+ m(1-3m)/ (14+m) . (2.18)

For m = 1/10, indicative of a slightly stable atmosphere, a is

approximately 1.07.

23
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As a first approximation to the eddy diffusivities in a

stably-stratified atmosphere, it might be assumed that Kxx and

KZZ are of the same order of magnitude. If, as was supposed
earlier, U, and ¢, are constants, then KZZ @ z]'o. With this

vertical dependency, Kxx and K;z can be of the same order of
magnitude for all z within the range of the model.

Equat?ons (2.12) and (2.17) have an advantage inthat

24

neither is directly dependent upon the plume parameters 9 and -

This is valuable when marker particles from different sources
(and in ceneral different plume dimensions) intermingle. To

treat them as separate plumes would be unrealistic in this

situation.

2.6 Sub-grid Scale Diffusion

It can be shown (Lange, 1973) that when the particle
distribution cannot be resolved by the grid mesh, errors in
diffusion rates occur. This happens when continuous sources
much smaller than the grid spacing are modelled. The problem
is compounded in the presence of advection because the errors
of inadecuate resolution are carried downstream.

This problem was treated in the following way. Theinitial
shape of the plume was assumed to be Gaussian. The particles
were dispersed, the plume retaining its initial shape, until

~. the plume could be resolved by the grid mesh. At this point
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the locally-Gaussian assumption was discarded and diffusion was
determined by.the~grid point concentration gradient method.

The Gaussian‘3iffusion velocify can be found in the
following way. Assume the concentration field in Sne dimension

to be given by

-X 2 .
Lo (]
X = exp |57 (2.19)
TTUX zox

where Q is the source strength, o the plume standard deviation
and XD the di.:. nce from the particle to the plume center of
mass. From the definition of the diffusion velocity
U = -K"* m. \._ )
D XX 99X

Subst’tuting from (2.19),

D = =T . , (2.20)

Equations (2.20) and (2.21) can be combined and integrated
over the length of the timestep to yield a diffusion distance

AXD. However, assumptions must be made about the time- and

space-dependence °f~Kxx and o For a constant diffusivity,

) <
K = constant, w
XX

2 . 2 ’
0.5 ™o St 2Kt (2.22)
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where o is the initial standard deviation in the x-direction.

For this case the diffusion distance can be shown to be

At 1/2
AX, = X 1+ > -
D D (Box /ZKxx)+t | -1 (2.23)

For three-dimensional, scale-dependent diffusion, Walton (1973)
gives the following relations

XX X

K =3 43 - ‘ . (2.24)

2/3 2/3ce]/3t)3 (2.25)

g ‘= (ooX

where e is the rate of eddy energy dissipation and c is a
constant of the order of 1. Because the vertical turbulence
is to a large extent guppressed, a case can be made for using
Lin's (1972) two-dimensional forms of (Z.ZMf,and (2.25).

However, they were not used here. With c = I, the diffusion

distance can be shown to be

sx, = X, [[1 + _at 3/2
b D ] S. 0 (2.26)

Similar relations hold for the vertical direction. The total

distance travelled by the particle is then

AX = 8Xp + upAt. (2.27)

It should be noted that the sub-grid scale diffusion scheme was

i

used only to produce a realistic source configuration on a
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scale that can be resolved by the grid mesh. The gri@JWas
assumed to resolve the plume when the standard deviation of

the plume becomes greater than one cell length (i.e. o, 2 Ax).

2.7 The Source

The source under consideration in this model was a plume
resulting from automobile exhausts. Although hydrocarbons, -
particulates, carbon dioxide, water vapor, and oxides of sulphur
and nitrogén are also exhaust components, only carbon monoxide'
was considered. In addition it was assumed that CO is a
chemically inert species, although this is not precisely true
(Ssandhu, 1975).

In general tie diffusion of pollutants from motor vehicles

~

depends on the following factors (Fanakiﬁégq Kovalick, 1974):
1) number, type and age of the vehicle used,
é) geometry and configuration of roadways,
3) emission rate (a function of vehicle speed),
L) vehicle aerodynamics and vehicle spacing on
the road, and
5) atmospheric variables.
Included in 5) above are factors such as wind speed and direction

and atmospheric stability. Factors 1) and 3) can be approximated

by using an appropriate value of the emission factor, as in
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Taylor (1973). By restricting the model to two dimensions, the
complexit; of factor 2) is'reduced. See Section 3.6 for details
of the roadway.configuration.

The 1.5t two factc . contribute to the shape of the
exhaust plumc in i~ ways. Ex 22 buovancy is created by a high
éxhaust temperature (a typicel vaiue is 227 C). The heightof%
rise, and so the vert'cal dispersion of the plume, are dependent
on stability. One means of dealing with this is by determiming
an effective source height, where the effective height is
defined to be that height where buoyant rise can be neglected.
In addition, mechanical mixing is important in the wake of the
moving vehicle. ‘Because horizontal dispersion is augmented
by mechanical mixing, Fanaki and Kovalick (1974) assume a
virtual point source to exist upwind of the roadway under the
effect of an across-road wind. Danard (1972) uses a value of
20 mzs_1 for Kzz in the lowest 3 m as a means of dealing with
increased vertical dispersion.

In practice the present model treated factors 4) and 5)
in a common fashion. Buoyancy was ignored and the source was
gssumed to be at ground level. The effects of mechanical
mixing were dealt with by assuming constant values for the

initial horizontal and vertical standard deviation of the plume.

See Section 3.7 for the particular values used.
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CHAPTER I

THE MODEL - PARAMETERI{ZATION

3.1 - troduction

Chapter Il contains the theory that forms the basis of
the model. In this chapter, model parameters are introduced,.
finite-difference forms for the equations are inspected and the

calculations used in the computer code are reviewed.

3.2 The Val ey

Althouih the model can, with minor modifications to the
computer code, accomodate a valley of any well-behaved shape,
the valley shape chosen was a simple V. This simplified the
production of an advection velocity featuring return flow and
was thought to be a reasqnable starting point in determining

the suitability of the Particle-in-Cell approach for modelling
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valley winds on this scale. The model used a valley aepth of
50 m and a width of 800 m although they were input variables
and could be changed to suit the application; These dimensions

are approximately those of the North Saskatchewan River valley

1 o

in Edmonton. Experiments at this éite provided both input data
and verification data. Summaries of the experimental results
can be found.in Paterson (1978) and Hage (1979).

Because the valley wind system was assumed to fill . the
valley, the model assUme& no large scale'f]ow; in this
application the model was independent of the overlying flow.
Thus, the valley may be oriented in any direction. The domain
of the model extended from the valley bottom to the ridge 'n the
vertical and from rig;e to ridge in the horizontal. ‘Again, the
model has the capability of an extended range in the vertical
by altering the appropriate inpu; parameter. ¢ This will
necessitate the specification of an overlying flow.

The choice of grid size depends on the scale of the flow
to be modelled and on the scale of the turbulence to be
resolvéd. The grid size (along with the length of the timestep)” 
was also chosen so as to minimize efficiently the truncatioﬁ.'
‘errors inherent in the finite-difference schemes that were usédy:wh'
The cells were chosen to be of uniform size throughout the grid.
They were rectangles and varied in height from 2 to 5 m and in

length from 20 to 40 m, although the size was constant during

each run. Again, grid size was an input variable.
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3.3 Cell Areas

Subroutine SRAREA of the pfogram‘(Appendix B) computes the
sizes of all ;ells in the grid. This allows the model to use a
valley of arbitrary shape. Associated:with an arbitrarily shapég
valley are cells of arbitrary sHape. The code assumes, however,
that the valley surfa;e is linear between g%id points. Since
the valley was chosen to be V-shaped, minor modificéf{ons must
be made to‘the computer code to allow for an arbitrary villey

shape. In particular, the slope which in this application

is constant must be allowed to vary.

The cell mesh was set up througho . entire domain of
the model. The cell number was chosen to be a two-dimensional
array with origin at the bottom left cell coordinate. In this

way cell number was linked directly to cell position. The cell
area was defined to be that area within the valley "atmosphere'',
excluding any part -~elow the valley groundline. The four corners
of each cell were checked to see whether they were above or

below the valley surface. The r ra =ty ™ was introduced to

facilitate this.” Beginning at the ‘ower ' 't corner, N was

increased approp: ately i. thc .orner 'n yuestion was above the
“a - } .

valley surface. See Figure 3.i. Fcr e-ample, if the upper

rfght'corner was in the free atmosphere, N = N+100. For a
cell totalLZ above ground, N = 1111. Based on the value of N,
an appropriate scheme was used to calculate the cell area.

The area of a ""complete' cell was simply the product of horizontal
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and vertical grid spacing. The area of a ce]f totally below
groundline was set to -1. The area of ''incomplete' cells was
found by findiﬁg the intersection of the cell walls and the

valley groundline. Since the valley was linear betweer grid-
points, the area was found by the .appropriate summing of the

areas of smaller rectangles and triangles.

3.4 The Advection Velocity

According to the experimental results in Paterson (1978),

an averace v.jue for the‘magnitudeyof the downslope wind in
the 'me per.od from 2200 to 2400 MSTwyas approximately 0.2 ns !

‘tnou " the recl wind is quite variable. By varying the
constart in (2.9), it was poiéible to produce advection velocities
of this magnitude. The difference between downslope and
horizontal was neglected because of the shallow slope in this
application. Setting the constant ( = 4.0, thé max imum value
of IuA] approached 0.5 ms“]; IwAl approached 0.07 ms™l.  This
ensured a reasonable value for up- Note that although the
wind field in the preseht application was steady state,
considerable complexity could be introduced by choosing the
“constant' C to be time-dependent. 1n fact, Defant's (1351)
diurnal variation of an idealized valley wind could be approximated
in two dimensions. 'f *he neight of the inversion and the eddy

diffusivities are also allowed to be time varying, then the.



33

valley wind system can be made quite realistic.

The vertical shear of the horizontal advection velocity
was a]so>investigated for comparison with that observed in the
North Saskatchewan River valley. Figure 3.2 shows the results
for a position near the middle of the valley slope. The
advection velocity assumed by the mode! had a vertical shear
that was similar to the observed shear for the time period in
question. A similar shear existed at the upper boundary even
though this may not be realistic. The model wind had its
~maximum velocity at the valley su}face; whereas, the real
wind has its maximum below 0.8 m but above a height of several
centimeter; above the surface (the viscous sub-layer). In this
respect, too, the model‘wind was not entirely realistic.

As mentioned jn Section 2.2, the advection and1diffusion
velocftiés were defined at cell corners. The advectfon velocities
were derived from the stream furction field using central

difference approximations

Up (x,2) = ¢{x, 2 =~ Az) = y(x, z + Az) (3.1)
: 240z
w (x,2) = gl s b, 2) = ylx = b, 2) (3.2)
24x ' ‘

where Ax and Az are the c~'’ dimensions in the horirontal and
vertical. The truncation error.of up (wa), that is, the
magnitude of the remaining terms in a power series expansion

of y(x,2), is of the order of Ax? (Azz} (Haltiner, 1971). In
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Figure 3.2:

Experimental and model wind profiles.

Solid
lines are typical experimental profiles (from .
Hage, 1979).

Local time.

Dashed line is model wind profile.
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general, the higher the order of the truncation error, the
more accurate is the finite-difference approximation.

The program is capable of producing any desired wind

" speed by the choice of a value for the constant C. The user

>~

may alse specify the advection velocities to be everywhere

zaro; that is, dispersion will take placé by turbulent diffusion

only.

3.5 The Diffusion Velocity

The diffusion velocity was defined in Section 2.4as

- K 3 V i
Uy = = -—;—X C) | (2.11)

A range of values for K are considered. Determine first an
upper bound for the eddy diffusivities. On a flat plafn ina
i
stably stratified atmosphere (2.12) and (2.17) are valid.
However, the presence of the valley adds complications. Two
factors tend to limit diffusioﬁ. Firstly, the dimensions of
the plume are controlled ult 1ately by the size of the valley.
Secondly, the rates of horiz%ptal and vertical diffusion are

decreased by increased stability (Tennekes and Lumley, 1972).

Since the Inversion is more intense in the valley, diffusion

‘there should be retarded relative to the {lat plains. The

relative maghitudes of these twa factors in a small valley are

uncertain. ‘lowever, for simplicity it was assumed that they

~



cancel approximately any |ncrease in dlsﬁerSion wh:ch may be, «f,

' due to complex terrain in the vaﬂley, Therefore, as an upper

bound consider the case of a sl:ghtly stable atmosphere in a

constant-flux- layer. Then (2.12) and (2.17) are approxnmag%&&”

valid. . As a first approximation, it is‘deaired that Kxx and

KZZ be of the same order of magritude. Therefore, assume

_ o7 ukz BRI

z
Kex = K2z * T80 7T 0 .
r4 e ) )] .

The value of the von kérméh cbe?ficfentfkfwas sef to 0.35. This
procedure (3.3) is valid only for a time eeriod near 1800 MST
(see ngure‘3.2) and was used only to find a apprOximate upper
bound. A vaiue of 0.1 ms 1 waSIsuggested for U, although it is
an input variable. Because, the non= -dimensional shear S ik a
function of stability ¢z, the computer program also retains g

as an input varfable. A value ef r = 1.05 was used in“thig
app]ication: Use of these particular numbers resulted in values
of K and K of the order of 0 J mzs-‘. However, in the

‘time period under consuderatzon the‘valley cannot be reallstlcally
thought of as havnng a constana-flu; Iayer, jé these equati .

imply. Without this simp1ifyfﬁg assumptibn,eformulations for

Kxx and K are probably more?complex aﬁd are at present

()

unknown. |t has been shown, however, that an upper bound for

Lhe diffusivities should be of the order of 0.1 hzs']. A further
<

clue to thelr magnitude 1s that a large horlzontal temperature

gradient exists near the slope. Uuth this in mind, an upper

12
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bound for ;he‘diffusivities is suggesteq-to be Kxx = 0.] mzs-
and KZZ = 5.0 x ]0_3 mzs-].\ These were assumed to be~ébnstant
throughout the valley. It should be stressed that, although
the code was capaBle of’cqlculating Kxx and KZZ directly from
(2.1 d (2.17), this technique is vali& only on a flat plain.
Because forms of the diffusi;ities are unknown for small urban
valleys; the present model experimeéted with - range of.constant!
values. ¢

?ecause the 6bserved vertical velocity was very small,gg
’ feasonab]e lower bound: for Kzz may be the kinematic viscosity
V. At a teﬁpefature of 10 C and a pressure of one afmosphere

52 -1

ms .

-

v is approximatelyfl.B x 10
A lower bound for-Kxx was difficult’to establish because

QQTdelines do,nof exist'aé they did iﬁ the case of fhe upper
‘boqu. Howevef; a much‘higher value than'th;t~for K,, Was :
-expected‘becaUSegstthe large horizqntal témperatuye gradient

near the slope. Using this fact'as a guide, the model assumed

3m25-‘.£,

a lower bound of Kex ™ 1.0 x 10
As stated earlier diffusion velocities were defined at

cell corners and concentrations at cell centers. fhereforé,

i le defjnéd as. the average con&entratlon‘of the four te|l§ o

¢

adjacent to each corner. In the notation of Figure 335
‘X‘ ]/“(Xl + X2+X3+Xh) . : (3-“5

-
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Consider the one-dimensional gradient Vxx.' in finite-

difference form the gradient is written as

V.x = (X] -X2+X[’-X3) . (3.5)
24x

Therefore, the one-dimensional diffusion ve'ocity UDx is

written as

2K (X0 + X2 = Xy - Xg) '
UD - XX 2 3 1 4 (3.6)
X ax (x; +xy * X3 * Xy)

Simijar expressioné‘are'valid for Vxx and UDz' Equation fiS
is accurate to second order in Ax.

The maximum diffusion velocity occurs when'a single
particle is surroﬁnaed by empty cells. The maxim;m velocity

allowed by the computer code was
upl = 2 5 | (3.7)
Ax .
A feel for the magnitude of the diffusion velocity can be
found with the following example. For a horizontal eddy

diffusivity of magnitude 0.01 mzs-] and a horizontal grid

spacing of 20 m, the maximum diffusion vel .  was approximately

1 mm s-].

The diffusion vejocity for cell corners below the valley

38

groundline was set to zero. This acted to decelerate artificlally

particles diffusing toward the ground.
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The advection velocities =~d diffusion velocities (yhen
the particle was not considered paft of a sub-grid scale plume)
were interpolated to the particle positions from neighbéuring P
grid points using a two-dimensional liaear interpolation scheme.
The forms for Fhe horizontal u and vertical v velocities are

given below in the notation of Figure 3.h:

xz(uzz + U ) + x (Uh Pt U3zz)

u= ) AxAz ‘.8
_zplipxg + W)+ z (e + Wy ) (3.9)
AxAz :
3.6 The Source
h lt was stated in Section 2. 7 that mechanical mi:xing due

to vehicle motion is treated by assuming an iﬁié*ﬁl source
standard deviation. Zimmerman and Thompson (1975) assumed <he
st;ndard deviation of the plﬁme in the horizontal to be
approximately equal to one-half of a. car length and that the
vertical! standard deviation was somewhat less. The same Ibﬁ&p
was followed in this application. The initial horizontal

standard deviation of the automobile plume wa% set to 3 m and

the vertical to'2 m. Again, both parameters were input variables.

The code used a Gaussian }andom number generator to produce
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particles of this configuration. These plume dimensions were

valid only for the initial particle placement at each timestep.
. .

The variance of the plume at later times was calculated as the

average of thé sum of squared partacle distances from the

center of mass of the plume.

The number of particles produced at each timestep de :nded
upon the traffic count at each source location. Ultimately
the number depended upon the storage capacity of the computer
and the expense of running the program. In its present form
the code produced, on average, about | pérticle.each second of
model time. This was about 7000 partfcles for a two hour run.
Naturally, the more particles produced at each timestep the
better the resolution. Concentration and particle position
fields were smoothed with increasing particle numbers. However,
the time and cost of running the model! with large numbers of
particles can become prohibitive.

Each source in.fhe mode! was essentially a point source
(actually an area source because the plume had a finite initial
diﬁension). Source coordinates were input to the program as
variables. " All sources at prZSent were assumed to be on the
surface of.;he slope. Since the model wéé twd-dimensional,
cach point source represented an Infinite line source running
the length of the valley.

The mass per unit time of CO produced at each point soﬁrce
Is gfven by s ‘ U
G=N - F - EF D - (3.10)



where EF is the vehicle emission factor and D is the length of
a segment of an infinite line source over which the emission
factor is valid, NV is the total daily traffic cdunt along the
roadway, F is a fraction accounting for the diurnal traffic
cycle énd G is the mass of CO produced per unit time in km.
Paterson (1978) used a value of 23 ¢ km™! per vehicle for the
emission factor in approximating the traffic mix in the North
Saskatchewan River valley. The same value was used here. The
distance D was arbitrary but necessary when converting from
model concentrations (particles pe? cell) to commonly used

3).

concentration units (ppm or gm- A value of 50 m was assumed

by the model. %

’

The product NV+F yields the total number of vehicles

passing ‘through the distance D in one second. In this application

the plume of only one source was modelled although the cdde'set
to ten the iimit on the number of point sources that may be
input. The point source modelled a line source such as River
Road which runs parallel to and insidé of the valley for a
distance of several kilometers. The City of Edmonton (1978)
provided traffic count data fér River Road. These data were

" used to determine values for NV and F. The specific value used
for NV was 16400 vehicles/day, a typical weekday total. A
linear variation of traffic count with time was assumed for the
hours 2200 to 2400 MST. With reference to Figure 3.5, the

fraction F is of form

_ 0.0k - 0.0075T/3600
300 ' (3.11)

F
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where T is model time in séconds. Hour .zerc model time is
2200 MST. The units of F are s .

If_one Lagrangian marker particle is equivalent to
0.20 grams of CO, then for a distance D of 50 m and cell
d’ .ensions as previously specified, the number of Lagrangian
partic'es produced at each timestep is given by

N = 26.19 At (0.04 - 0.0075T/3600) (3.12)

where At is the length of the timestep.

-

3.7 The Timestep

The choice of a timestep 'ength is dependent &pon several
factors. Minimizing the timesiecp will minimize the truncation
error inherent in the finite-difference schemes and will
provide for smooth fields of concentration and particle position.
Increasing the timestep will decrease computer costs. A third
factor is also involved. Often one wishes to resolve ''waves"
or disturbances of a certain size in the concentratign field.
in this case, the ilength of the timestep should depend upon the
"wavelength'' to be resolved and on the particle velocity.

The mode! uv®ed an approach of this sort. The timestep was

a function of the grid spacing and the maximum velocity components

(Lange, 1973)

At = MIN |Bx ., Az . (3.13)
. 2 u 2w .
max
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This ensured that the maximum distance travelled by any particle
was one-half of a grid spacing in any direction. Sinceuthe
concentration field was found by summing the particles in a cell,
the maximum resolution in the concentration field was t%e Nyquist
wavelength - 2 grid lengths. The velocities Urax and Woax 2T
the maximum velocities experiencedlby a particle. They are not
velocities at grid points. The code allowed the timestep to
be decreased as necessary from step to step but allowed an
inc-ease ir the timestep of only 30%. This was to aid in
stabilizing the model (Lange, 1973) although as a precaution
only. The problem was not encountered here. It should be
noted that the length of the first timestep must be input; the
length of all later steps is calculated aS\in (3.13).

Once the length of the timestep had been calculated, the
particle was advected along a pseudo-velocity streamline. The

scheme Qsed to do this was a forward timestep Qf the form
XP(t + At) = XP(t) + up ot (3.14)

where XP is the x-coordinate of the particle. The scheme is
first order with respect to At. The calculation of a new'

vertical coordinate was identical.

3.8 Particle Trajectories and Reflections

s

Where a particle was transported below the groundline,

the code reflected the particle back into the valley atmosphere.



hSl
In order to accomplish.this the intersection of the particle
trajectory and the groundline must be calculated. Thiswas
done in the following way. The slope of the trajecfory could
be calculated since the coordinates of the beginning and end
points of travel were known. %he'slope of the groundline was
given. Using an arbitrary poinp‘on each of these lines, the
z-intercepts were determined and so the equation of each line.
The calculation of the coordinates of intersection was then
straightforward.

For a valley shape other than a simple V, the local slope
must be estimated. In this case it was assumed that the
distance travelled by the partiéle was small. Then the
gréundline between beginning and end points'of travel éould
be assumed linear.

Once the intersection was known, the final, above-ground
particle position could be determined. Refer to Figure 3.6.

The dlstanceuAB could be found from the beginning and erd points
of the particle motion. The coordinates of the trajectory-
groundl}ne intersection were known. Therefore, the lengths 0A

and OB could be calculated. The ;lopes of the particle trajectory
and grbundline were known SO that the angle of incidence | could
be found. The polint C was then determined, assuming the angles
of incidence and (gfjpction to be equal. The distances 0B and

0C were assumed equal; the "collision' of the particle with

the slope was assumed elastic.
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Figure 3.5: Weekday mean traffic. City of Edmonton: 1977.

Figure 3.6: Reflection of particles at groundline (solld
line). A denotes initial particle position.
- £ denotes final position.
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The above calculations necessarily involved the
— . . C e R .
- determination of the position of a particle relative to the
valley surface. Either a particle was below the groundline or

it was not. This entailed comparison of two numbers to the

limits of their accuracy where errors due to computer round-
ff were important. Experience showed that those calculations

"'compromised the accuracy of the last significant figure.

<
-

éThe.éode; therefore,. set an arbitrary accuracy limit. In

“cases where the -position of a particle relative to the
groundline w -~ determined incorrectly beyénd this limit, t e

- particle involved was simply destroyed. Incorrect determinat .

of particle position within the accuracy limit resulted in

‘immediate termination of the computer run.
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CHAPTER [V

RESULTS

k.1 General
In this chapter, the sensitivity of the model is appraised
with regard to changés in grid spacing, magnitudes of tHe
vertical and horizontal eddy diffusivities, initial sizes of
the automobile exhaust plume, magnitudes of th; advection
velocity, and particle density. -
Two methods were chosen to display predicted changes in
CO concentration that result from variations of the above
parameters. The first is a strikingly yivid scheme of plume
_visualization. Since the mode]l represents pollutants as quantized
pérticles, the locations of all particles within the gridﬁcan
be displayed on a scatter diagram. Appendix A contains al;eries
of these plume snapshots. Although they are very useful form

ar

disp[gyiﬂg plume motion and relative density, .they are of limited

i,

fan’

Q'V M -! -
use.in quantitative display. To this end a second form of

" display was used. Two points on the valley slope were chosen,

oW



e

concentration in parts per million

one 100 m dowhs]ope from the C0 source and the other 50 m

upslope from the source. Atxfach of these positions, the C&

s

the three grid ce

immediately above the valley surfacg was extracted at each

timestep of the model. In practice, gth of the timestep
ranged approximatély from 12 s to 65 s depending on the particular
parameters used, but was nearly constant during each simqlatioﬁ. |
For this;reason, and to smooth the graphical output, the
concentration in each of the‘chosen cells was average3-0ver
approximately a three minute period. Thé result,ﬁ% a2 vertical

profile of pollutant concentration as a function of model

&

time at each location.

At this point it might be asked why the entire concentration
field is not displayed and contoured, since this field was
calculated and utilized as part of the computer code. The answer
is that, in general, the boundaries of the cells and the valley
. ' < - .
surface were not':ﬁigned, nor was the valley surface coincident
with the cell diagonals. Since the concentration of all cells

totally below the valley surface was defined to be zero, computer

contouring of the concentration field resulted in an

unrepresentative display. & :

~Table 4.1 contains a list of standard model input parameters.
While some remained unchanged from run to run, others were

allowed to‘vary as part of sensitivity anatyses. The particular R

L

o

values appearing in Téble 4.1 are those used by the computer



Table 4.1: Standard paraﬁeters of the computer modeT.
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Parameters marked * are allowed to vary as part
of sensitivity. analyses.

Parameter Symbol Description Value
X
L valley width 800 'm
HPRIME valley depth 50 m
INCX: horizontal grid size 20 m
INCZ* vertical griéksize o Zm
SDEVX=* initial horizontal 3m
i standard deviation of
exhaust plume
SDEVZ* initial 'vertical standard ‘2'm
deviation of exhaust plume -
f‘ = - -
DKMX* hor zontal eddy diffusivity 1 x 10 2mzs l»
DKMZ* vertical eddy diffusivity 5 x 10-&m25-1_
AVWF* maximum advection velocity 0.5 ms-'
TMAX maximum length of 7200 s
simulation
NS number of sources 1
XS _horizontal coordinate of 600 m
source -
PWT represeé&ative weight of 0.2 g CO

_ each patticle

3
yae

P

e ww%‘;#&g£ e
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’were‘compared'against this standard. It.should be emphasized

;agafn‘thaty although'the’compu$er code pe;mits'other‘alternatlves,
‘eddy diffusuvitnes were held constant during each rur. For the .
time per iod involved dcffusavcties were asSumed +o be |ndependent$f‘/,

of time and space. in all cases, source strength decreased R

-5
"{.

orogrgm fn its standard ‘simulation. Most sensitivity analyses

e F

linearly with time as in (3,11). Appendix B contains

-

the complete computer program.
, _ s
The remainder of this section contaigs a’discussion of

two import=nt mcde. assumptions. The fTrstris conservation of

mass. Although the advection field conserved méss, the'preSence
&

of daffusw* added complications’ Were ‘the two processes

I<

'handled separately throughout the entire code, all partlcles
;diffusing through the upperpboundary could#have,been annihilated.

 This mode would have increased the cost and decreased the .

"“ .

accuracy of tﬂk computations. Instead, the model handled the

two processes, as much as possible, as one, " and created the :

problem of determnnlng whether an annlhllated particle yas

. .

diffused or advected through the upper boundary The code
S

dealt with thls as folhmws. The ratio of maximum diffus!on

veloclty to maxlmum advectlon veloclty was computed. For the

-

paramet gifof Table 4. l, this ratio was typlcally of the order

#
of IO 3 to 10 sfor smalter. Thus, for example.-every thousandth

particle that was tranfported through the upper boundary was

‘_fassumed to have been dlffused thgre end was annlhll&ted Other_
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] U
particles transported "through the uppér boundary were assumed
to have done so becaﬁse of the finite-difference representation

of the advection velocity. ror ¢ two hour simulation, the

L number_of particles annihilated :s a result.of this method

[N

; Préﬁééd from zero to three. The total number of incidents of

X"}a
passage through the uﬁber boundary was typlcally two to five

thousand. Thus, .the cohservation "of particle mass approxtmated
the conse?vation of* pseudo-velocity mass flux.

The second a;suhption concerns fictitious diffusion.
Lange (1973) stated that the PIC technique on which the present

model is based eliminates fictitious dnffusqon which is inherent

in an/ Eulerian method. However, the term “fictitious diffusion'

_was not precisely defined and this caused s®me confusion. |In

. LI e e . . .
its basleform, fictitious diffusion is czused by computer
) . ]

round-off. Multiple Calculationé increase the magnitude of the:
error. This type of error is impossiblé to ;Iiminate.in a
numérical mo&el. Fictitious diffusion is a%so created when
concentrat{oqs-and diffusion velocities are defined in terms

qf;a grid.vﬁfﬁgpreticélly;ésy choosing the grid and the timestep
to%be véry sm;ll, these errors can he reduced tc near the
magnitude of the rqund-off error,i In this applicatlon; prtec;e;_
.cqncggfraglpns were¢sensiglve to changes in cell size (sée

P

Section 4.3). Osher processes contributing to fictitious
diffusion were thought to be dqminated by the effects of changes

in cell size.
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4,2 Gaussian and Concentration-Gradient Diffusion

As discussed in Section 2.k, " relied on a.

concentration-gradient technique to' .tate diffusion. For

sub-grid size particle distributionﬁ, a G%ussian technique was

used. This section briefly compares the disper;ioﬁfﬁ%§3u£eg§£‘
. ‘._Aﬂ L.

J&@

by these two schemes. ‘ :. , E B

bd

t g .

For purposes of this comparlson only, the source Wﬂ§¥§§?
positioned at the center of the valley (400 m,,25 m). The JJ
/

duration of the simulation was 20 miqugew Dlagng;tics Ln&icated

‘that, approximately 11 minutes after start-up, part{g{es were

-

- iy P h
reflected from the upper boundary Slnge the sosice was at the

valley center, reflection from the valley surface was expected
at about the same time. Therefore, boundary effects will be
minimtzed by egﬁ%tnlng dispersion within the filrst 11 minutes

Figures L4.la and 4. }b stoa‘disperslon estlmated respectfvelyﬁ
by Gaussian and conségiratsln-é}adlent diffusion at approximately
AR mlnutes a@ter starg-up. In‘both cases, vertical and
horizontal dlffusfvities were spt to a constant value of
0.1 mzs-l. Therefore,'dlstortfon of the plume from circular was
prodeced by sca1{hg; Hor izontal grid spac1n§ wa§ 8 m; vertical
grld spacing®was 5 m. Inltial size of the plume was large enough
so thae, for fhe ca;e of coneentration-gradient diffusion, the °
1nitlelly-6ausslep spec!fieatloh was unnecessary.

Some differences are evident between Figures 4.1a-and 4.1b.

The piume of Figure 4.1b appears smoother and more disperse.

N\
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In both cases,approximately 650 particles were produced ~(about

1 partncle each model second) Howcvef; due to the differences

in method, the length of the tsmestep {and tﬁm number ‘of
particles produced each timestep) was larger by approximately

20% in the case of concentfafion-gradient diffusion. This is

opposite to what might be expected by examining Figures b.1a

and 4.1b., The method with the larger times?ep might be

expected to produce a larger particle density near the center

of the plume. Figure 4.1c is a plot of conc;ntrathn vs.“timej
of one model run fsr a cell with center at (428 m;‘27 m) .
Plotted is the unsmoothed concentration at ;véry fourth timestep.
The concentration’ quantum was O. 025 particles/m . Figure 4,l¢c
illustrates qual;tatavely that the rates of diffusion produﬁéd
by the two methods are approximatély equal on the large scale.
This suggests that when the ca!éﬁlég?iﬁ of distance diffused

T -
-

by particles transfers from Gaussian to concentratibn-gradié%t

- technique, the change will not result In a discontinulty in

the rate of diffusion. Differences in the appearance of

.Flgures 4, la and 4.1b may also be attrlbuted to small variations

1

in the rate of diffusion evident in ngure hic.

R /" - . . ' -

_ﬁ,) Sensitlvlgy to Cell Size , : e

5=

In fhls g’c;lon the sensitivity of the computer model to

‘changés in cell size (grid spacing) is Investlgated.v The results
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Figure 4.lc: Comparison of concentration-gradient and
S Gaussian diffusion. Concentrations at

o times greater than 600 s may be influenced
g by the boundary.
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of a simulation using values of the paramefers as listed in
Table 4.1 are shown in Figures 4.2a £o 4,2d. Figures 4.3a to
L.3d are the results using parameters as in Table L.l except
that INCX = 40 m and INCZ = 5 m, i.e., the area of each cell -
was increased fivefold.

immediately obvious from a éomparf&oﬁ'of Figures L.2a

and 4.3a with 4.2b and 4.3b is the~fa§t fhét the smaller grid
produced a smoother particle distribution. Both cell sizég -
showed a tendency fgr,accumulation of particles in the lowest
pqrtioﬁ of the vall;y in the region of reduced wind speed.
:7jKlso, both showed tendencies for particle accumulation in a
preferred ring ﬁear the -axis of the plume. This appears to be
the path taken by the majority of particles around ;:P\palley'
vortex and may be due in part to convergence which may be
proéuced by the interaction of the advection and diffusion
velocities but more likely to the fact that most particles are
emitted at this height and not diffused substantially from it
(ﬁee Appéndix A). Also of interest are the observationsvthat
the particle distrlbutlonglg nog reachugteady state after 2 h
model. time (as éxpect;d)“;%; that, at 2 h, a number of particles
had diffused to the opppsite side of the‘;alley. These Figures
show another interesting effect of changes In cell size. In a
purely Eulerlan mode, lncreased cell slze generally tismears out''

the concentratlon field that is, distributes the pollutant

~over avwlder area. However, the effect of lucreased cell slze
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on the present model appeared to be opposite. Particies
accumulated near tHe upper boundary (and to a lesser extent
near the valley center) rather thén dispersed. The reéson for
this is unknown but indicated'that the modellwas sensitive to
changes in grid size.

The vertical prdfiles of _L. -~ntration at the dbwnﬁidpe
’“station” (100 m down e slope from t-e source), Figures L, 2c
and 4.3c show interes diffrr ce.. While maximum
concentrations in hnth cases were betwéen 5 and f ppm, in tHe\
case.of the larger r.d the maximum occurred in the lowest cell,
as might be expected. For the sma1ler'9rid the maximum occurred
near 1.5 m. Agéin, this may be a result of the preferred “track
produced by the advection fié‘d, since moveﬁent by advection
dominated movement by diffusion. Concentration curves were
smoother for fhe larger grid because gain or loss of particles
resulted in a smaller fractional change in concentration.

Figure 4. 2c illustrétes that, for the smaller gria, concentrations
in the lowest two cells were similar and variaz]elfor
approximately the first hour: At that time the return flow had
accumulated a sufficient number of particles in the cel

centered at 1.5 m so that differentiation was possiB?
Concentrations in the highest and lqwest cells remainec P

’

- equal and cohstant near 3 ppm. The concentration of the cell
centered at 3.5 m in Figure L4.3c was muchH less than that of
?igure 4.2c. Presumably this was due to its-larggr‘Sahﬂ)ing;

interval in the vertical. The concentration of the 8.5"m cell

~
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in Figure 4.3c was not n _.enced by the return flow.

Figures 4.2d and " . -how the vertical profile.of
concentfat?on 60 - pslope from the source. »AI] effects here
were due to return flow; diffusion from the (downwind) source
d.d not occur. The maxiﬁum concentrations ob;erved at the
0.5 m and 3Q§?m levels of the small grid case (Figuré 4.2d)
were approxi%étely twice those of the large grid. The

t
presumption that this is due to a smaller sampling extent in

the vertical appears to be valid for the 3.5 m cell but not,
for the 0.5 m cell. Referring to Figure 4.2d, both the 0.5 m
and f.S m cell reached concentratjéns of approximately 3.5Appm.
" The 0.5 m cell of Figure 4.3d covers about the same vertfcal
exien% as the combined 0.5 m and 1.5 m cells of Figure k.2d
and yet the concentration was muchvless. The.reaSOn fe s
is not clear. -
Comparison of Figures 4.2d and h:Bd also shows that the
onset of fumigation occurred slightly earlier in the small‘grid
case. An explanation for this may be found in the influence .
of the grid size that>appear£ in the calculation of the timestep
by (3.13). A ]arger’tiﬁestep, comb ned with poorer resolution

of the velocity field, ﬁgy account for the delay in the case

of the larger grid. 4

Another observation common to Figures 4.2d and 4.3d and
reinforced by the results in”Appgpdlx A 1s that particles in

the return flow arrlved\firs;,in the ‘gpper-most of the lowest

Frl
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three cells..iﬁhis is coﬁsistent with tix r‘ecreased path ‘length -

and small vert?cal velocity’gradient for elevated particles iu

the advection field. S A | x
Near-the valley slope the plume was typically 5 m or less

thick.” The vertjcal dimension'uf the cells chosen ranged from

2 to 5 m. Because of this,»;hauges‘in griu size resulted in

large changes in cell ;oncentration ThTs implies that smaller

“

vertical grld sizes are needed |n this application. ' \
. . : . 'b’:

P

S . ‘ '9
hoh' Sensitivity to Initial Source Size

A\ >t a

_Reca]l.from section 3.6 that the initial size and shape i

of the automobile exhaust plute was produced by a normal random  .° *u .-

number generator wit . ven ﬁétﬂzontal and vertical standard

i)

deviations. |In this sectnon %ensltnvuty of the model to

’ R

changes in the nn1ffa!°size of the exhaust plume is investlgated

The basis of compﬁrquﬂ ig Flgure i, 2, produced using the .

parameters Qf Table 4.1, Figure 4.h was produced using §h§ -

parameters_of Table 4. ?xdgﬁf that SDEVX = é%h‘énd SDEVZQi;b'm.

The initial size of the ghume was doubled. The most Ihportant

conﬁequénce appears to be the doubling of the iniflal;‘grticar

extent of the plume* ’f‘ - ;
Flgures L.2a, h 2b k.4a, and k bb illustrate that, as .

expected, the plume produced w!th the larger |n|¢lal size J

retalned this size advantage throughout the 2 h‘gﬁmulatlon

]
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& ‘ Although ‘the plume had a greater vertlcal extent ln the ]arge

50urce case, the henghts of the preferred path in both cases

K

o 'w_ere s:mu]:r. This again suggests that the prefel‘red path was

. - a resul"'t of the height at which the maj“orityx'of particles were

R ;‘%mrtt_ed v_ I o ' . A ‘

Sa { - E&Lg&?‘es h.2d and 1& 1+d reveal that,. as expected thé‘ 3 5m

*‘ C O cell ré&!‘!ged 3 M;ger share of the partlcles in the case of

s

i jZe. Thes& Figures show that the concentration

. in the 3.5 m‘upsiope 1arge souro&statloizf reached inore, than

I . dy - -
w2 p;gn, double that of the small sdurce case. There was.a genergl
% . + ) ’ A\ '
6hlft to Iarger conc%t.rattons in the upper ceHs “In both
cases max i mum concentratnons at t‘he upslope ﬁosntlon we‘rénea'r @ '
g P . 2
) 10 ppm at the end of the 2 h sumulatton. BRI -7 -
: Srmllarly, a. tompar:son of anures and 4. lc shows an '
3 = *

increase .in thc conceneration of the upper cell in the Iarge-

source c* The concentration lncrns?d\ re bout 3.5 PPm
e

to k.S ppm.. The lower two cells both expertenced dq;:reeses in

concentration. In the 0.5 mcell, it dropped ‘from apgroximately
. o . ’ . -"‘ - t W
.~ 3 to less than 2 ppm. At .fthe 1.5m Ievel, the concentrataon. :

décreased to 4 ppm from about 5 5 ppm. Mthough the mlmum
1 ‘concentrltions _were lower in. the ‘large~source case,,the partlcles

were dlstrlbuted more evenly in- the upper ceHs.' This is
- . evident In Figure §.bb. I ‘7- o S
One indloatlon thatxthe pollutant was more mnly dlstrlbuted
ln the large-source c'tse 1s shown by the unlfomlty of the RE f

'l s L) concmtr;ltlon. f!gorcs h lu: and # hd lllus‘tnte thu:. at
"\A . ’,4-. . g :

M . . - . . E i . .

T R 1 S T S S A ',',‘,."ﬂ.‘-

S0
r
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expected-densl

ﬁaore varlabillty in the curxes representlng the less d!
_ partlcle dlstrlbutlon, Flgure b4.5c. Slmllar comments are valld

: concernlng comparlsons of Flgures h 2d and k4, Sd

~ - .
: {

this heught concentratlons at the upslope and downslope

.u,

‘i?roxtmately equal at most tlmes With increased

/3,

positions

source S i ze, con

on position of measurement on the slope

L5 Sensitivity to Particle Density S f;;

o ’ , . : ; ~
This sectlon examxnes?the sensitivity of the - model ta, a
g3

reduction 1% the p’k;ncle density’ necessary for edeuuﬁte

resolution. S{mulations were made usisg é%z parameters of

'*Table h Jo except that PUT = 0 4 g coFi.e. , compared to Figure

3’
4, 2 approxumately one-half the number of particles were created

at “each timestep, each representing twice _the mass of CQ Ny

'Flgure h.5 is the result Bf thfs simulation; Figure h 2 Ts the

»

\basls for comparlsonb » T

Jhe particle position plots, Figures h 5a and 4, 5b, yield

no new insights There are no signlflcant differences between

. these flgures ;Ed Flgures h.2a and 4. 2b, except for the N

dlffercnce. s ,
L B Y

C%t:nparls’.on of Figures 4.2c %nd h.Sc revea,l‘s’.no change ”ln a

. , - . —* .
averaye concentratlon ln‘any:ofAthe cel]s. However , therea_.**~

——— ." au

N

" . /7"
ntratnons apparently became less dependent ‘¢
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n-dtffusﬁon is permjtted (gd;ectlen only). 'qu\paqaao;ers_fpr;

- - : . co ’ {‘
I't can e shown that, for the parameters: of Table 4.1 eb%%i\\\v///

standard'temperature and pressure, each pért per million of

concentrat;on corresponded to approxrmate\y 12. partlcles in a

. complete (not disected by. the slope)'cell. Therefore, each cell

with a concentration of 3 ppm contained about 35 bErtlcles.
lnAthe-case of the Iese_dense-distributIOn% 3 ppm regujted from
about 17 partucles fHus an increase In the variability of
the. concentrdtlon ln the latter case mighé‘te expected but
that adeqﬂ%te partucles should exist to provide relatlvely
Smooth concentration curves. | ) . ‘h

’ ‘ Although more smoothing can be applned to the curves

1 output by the computer program, little can be done efflciquﬂy

= ..
. .,

ai)éntermeduate timesteps. Because of the technique s hybrid

N

quaklty, both the cbncentration fleJd and partlcle distribution

“i
would,need to&be smoothed. Adjwiting the latter is diffICult

JE2 SR
- S

end may rival a simple .increase in density in terms of cost v
effectiveness.. .
4.6 Sensitivity to Magnitude :of .Eddy Diffusivities .

4.6.1 No Diffuslon

'_ @ . P . . o
Thls sectlon compares the standard cee:\&?TBufe°h 2) which =.

\
used the paraneters of Table 4, l to thc case for uhlch no

» . - T
- L o ad

“
.« &

P
.

e
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this case are those of Table k.1, except‘thet DKMX =0 and
DKMZ = 0. Results{j&g shown In F»gure h 6.

-

Comparlson of Figures 4. Za, 4, 2b, h 6a, and 4 6b reveals

7

dofhing startling.'.No particles appeared In the Ieft-hand
vortex of,the valley ‘in Figure htgb Thus{ this aspect of

ngyfe 4.2b may be attributed cqrrectly’;o diffusion. Particles
in the diffusion case tended to greaeer accumylation near the
botcbm of the yglley. The reafon for thi; is not entirely clear;
in the case ofene;diffusion, particles veresadvected perellel

the sloge; very\few.pertfcles were reffecté§§%y the s%ope.
Tﬁ%;s discovered'dﬁring medel develebment : When the dlffusnon
preées; was included parttcles ganned a veloc:ty component
normal”'to the sIOpe.,'Thus could,resultgnn the. following, action.

Furst particles will tena to positiohs‘nearer the slope. Thus,

;¢they will be bound by pseudo- velocuty streamlnnes which wull

-

carry them nearer the bottom of the valley (recall Figure 2.1),

1

Advection velocitles near the bottom of the va!ley are small

Therefore, lnteraction of advection and diffusion may allow

- particles to accumulate.

Cbﬁcentratidh profiles, Fiures 4.2c, 4.2d, and 4. 6c, and”

5}6d, at upslope ‘and downs!ope posltlons¥reveal little of

interest. Concentratlons in the uppermost- cell were’ generally

slightly loger. Tn the“tase of no diffusion - fewerwpartlcles

‘reuched ‘that. level wlthout fhe ald of dlffuslon. At” the
'downslgpe statton the lack of dlffus]on appeare¢ to result in

- ‘a 3l4qht\y hlgher concentrltlon ln the 1. 5mcell. Thls Is

72
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 reasonable because, at the downslope_station, the middle of
_the three cells is on the’pr_,efevrred route for particles
circumnavigating the valley vortex (Figure 4.6b). Based on

observatiqns ‘of uoncentratiqt, varnabcl ity before averagmg,

\ ’d/;

the rncrease is probably not s?gniﬁcant Concentratnons in
, N

the uppermost - krrd 1owe5t cell of Flgure 4, 6c dppeared to be

’ relatlvely unmflg&mced by tack of diffusion.
At the upm%pos!tlon (Flgure 4,.6d), conc%ntratnon m
d&

the lowest ce?%"‘mgreased slnghtly in the absence of dlffusmmu -
»ﬁ%

&resumably, hls‘?‘%-

":greferred route’ ‘of the particles

®.
ause’ thg‘
- By

upg'gpe statlon The dnfferences SRS ) oy

in concentratton with and without dlffusion were smali. The
differences infheight of maximum concentration between the

upslope‘ and downslobe Mns was probably&f'w artlficlalaty

of the model adv&tlon fleld The exclusion of diffusion from
A L]

R particle tran‘sport .had Tittle effe(:t on‘condentrations within
) ' the parametee ln\’estigated - - .
L.6.2 A Rarge of Eddy Diffusivities ' "
. Sa L SV
In this. section the sensltlvlty of- the résults to the ' St

magnltudes of the horizontal ‘and vertlc;l d]f;ﬁslvrttes ls

B

examlned No cmplrisons are madc to Figure %2 Parameters wf?? |

are thdee off Table 4.1, cxcept for cell size and varlable "3‘ \%v

- 'dlffuslvlti_es. In theso comparlsons INCX = uo m and INCZ - 5 m.

P
)
- B . -~ . . R

&
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In all cases hor;zontal diffusivity and vertical dnffusnvnty
~ 4 - .
wﬁwe varjed concurrently. Table 4.2 contains. Flgur "bers,l';f
. P
o ¥ &7

and correspond:ng values of eddy d:ffusnvatues for 4 Jv,sectioﬁ,A:

Table 4.2 Eddy dtffusnvntnes and correspondnng Figures
: for. section:4.6.2. DKMX and DKMZ are, respect|0ely,
harlzontal and vertical eddy dlffus:vnty

" 5 . v L
e R IS IR e 20
anurg &~ DKMX (m“s ) s DKMZ(m-s, ) .
4.7 '@5’~ . ‘_I.O'x 10 3 o .50 x 10»5.'
4.3. 1.0 ->'<~w'2 C5.0x 107"
. . ) R i _ . N ] \ a f'_' ‘v::
4.8 ConoxaoTho T s gk 1073
N 4 ' ‘63 ) . ' {i’
As exbected' ?igurks h'3 4.7 and 4, 8 (a and b) show a .
- \\\ general dllution in concentratlon thrqughcug the véfley ‘prtex .
as d:ffus'vctles increase ln addition, as dxffu5|\|ties f%? 24ig:

¢ increased more aqd‘morc particles were diffused into the o :
N . A } PR A -, RS * : L -
adjacent vortex.: This accounts for part of the dilutjon.ﬂ\ﬁy 4 '

“inspection Qﬁly, it Is difficult to See any increase in,plume
spread'caused by Increasing dlffusiv:tfes Agaln, the diffusion

Ki

process was nearly masked by advection wnth dlffusivltles qf o

“the magn}tudes used here. ‘(‘" T e T ::e .
. ) AR . L Y et
. . i ’ .
o F&gures h 35‘*‘0 7¢ ano&h 8¢ cbmpare the results at the - ‘-

downslope station. Concentrations In the 8. 5'm and 3. S m

¢
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cells were reiativély uninfluenced by changés in diffusivities.
Concqptrafions in the lowest cell decreased with increasing
diffusivitfes. With increased diffﬁsivities,~particle§ were
diffdsed away from the valley slope.. This was the expected
result. The changes in-concentration resulting from a 100-fold
¢hange in magnitude of the eddy diffusivities were relat{vely
small, less than 1 ppm (about 20%). Maximum ;oncengratfons,
%ound in the lowest cell, Eanged from about 4 to Sprm.v

- Concéntrations in the lowest cell at the Hpslope station’
(Figures 4.3d,. 4.7d and 4.8d) show much the same variation
with‘diffusiVIties as those obsgrved/at the dagnslope :fation.
ancéhtratipns in the lowest cell varied Y approximately_io%,;
ranging about the value 2 ppm."ﬂnlike the downslope case, |
conéentrations in upper cells a?éo_yarieq somewhat wifh

5

diffusivity. In these cells conceéération increased wjth' .
increasing diffusjvities. Conéentragions in thet8.5 m cell of
Figure 4.8d show a large increzse over those in Figure 4.3d.
This may indicate tHat.effective velocitjeszproduced’by
diffusion rivalled those of advection at this height.
Results of this section, and thosefgf section 4:6.1,
suggest that concentrations are reLafive!y insensitive to
large changes in the magnitude of both horizontal and vertical
eddy diffusfvities. Magnitudes of the diffusivities (if not
tHeir(fpatial and temporal variation) investigated here seem
reasonable for the strong ‘inversion and large horizontal

temperature gradient observed in the North Saskatqhewan River
g .
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.valley in Edméntpn; Because concentrations were relatively

82
insensitive to changes in diffusivities, this suggests that
the valley advection wind regime plays an important, ifnot

dominant, role in determining'bollutantklevels in the valley.

4.7 Sensitivity to Advection Velocity

. !

Thi% section examines the sensitivity of the mode! to a
rédu;tion by a factor of two of the magnitude of the advection
velocity. barameters used are those of Téble bfi, eicépt fpr
cell size and‘magni£Qde of advection velocity. Fof this
anéIYSis‘lNCX = 40 m, INCZ =5 m, and’AvwF = d,zs ms ™. Figure
h.3vis the basis of comparison. Figure L9 shows the results
for:a reduced wind speed. ~Figures 4.9a and 4.9b revéallthat,
as expected, the d}stance;travelled by‘the bértfclg plume was

much- smaller when the wind speed is reduced. In addition, the

h A

plume appears more dense. The reduction of wind speed has

constrained the same total number of particles to a smaller

volume.

Figures 4.3c and 4.9c:indicate a substantial increase in

concentratiéon in the lower levels at the downslope station in

t' > case of reduced advection velocity. Return flow of
pollutants did not dramatically increase the concentratiow K
the 0.5 m cell, at least in the time period modelled, in the

case of reduced wind speed., Instead the concentration wa

By
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maintaindd at a high level. The 0.5.m curve of Figure h.gi///
. . . ) . - . /\\_ .

illustrétes the decrease in source stréwgth, at least| during
the f?ést hour of_model_tfme. As expected, the increé -in
concenfrétion with reduced advectién velocities was less at
greater heights. The 8.5 m cell showed negligible change in
concentratfgh. |

'ngure h.9a shows that twpéhéurs was insufficient‘fér-
investigation of concentrétion changes at fhe upsfope position
when the slope wind wés reduced. The concentration in the
uppermbst'célf was substanfially larger in Figure 4,94 thaﬁ,in :
Figure 4.3d. %his may be bécaqse the plume had not progressed.
as far into the upper righp'corner'of the valley (Figure 4.9b).
The'blume path was somewhat foreshortened; the descending region
of the plume was nearer the Jps!ope station iﬁ the case of
reduced wind speed. Concentrations in-the-lower célls increaséd
rabidly at the end of the simulation. The:fastest"pafticles
traversed the vortex in about 3600 s, double that o} Figure AHBd.
This was as expected.

The results of thfs section suggest thét concentgations
in the valley are)sensitivé tovchanges in the magnitude of the
advection velocity.> This wés an expected result. However,
obse}vatiéns in the North Saskatchewan River valley (Hage, 1979) ’
_indicatgd that, oncerdevelopgd, the slopé wind wés ste;dy.until
Fits'demise at éunrise. Thus, the reﬁults of this sensitivity
to wind speed analysis may Be of little use in elucidating

aspects of real valley winds but do indicate that the model



predicts the correct trend of increasing concentrations with

decreasing wind speed.

- 4.8 Computer Requirements

The computer code of this model was written for and run
on the University of Alberta's Anéahl L70v/6 computer. The
program was written in FbRTRAN IV and compiled‘using the
FORTRAN H compiler.>.The University's Andahl computer at
present has an 8 Hrbyté core storage Capadity. The Michigan
Terminal System (MTSj obeTating system used at the Universfty
of Alberta provides large amounts of virtual memory.

Central processing unit (CPU) time and storage space
required by the code were dependént on the applicatidn. The
standard run, using the parameteré‘of Table 4.1, réquired,
approximately 100 s CPU time. Reducfng byla'factor of two
the'number’of'barticles‘produced at each timestep (section 4.5)
reduced CPU time by about 40% fo about 60 s. Reducing the :
area of each cell by a factor of ffve (section 4.3) reduced
- CPU time by 60% to approximétely 40 s. Reducing the maximum
velocity on the grid by a factor of two also halved CPU time.
‘Changing other parameters had little effect on CPU time. Time:
required was found, at least in the cases examined, to be"
prfmarily.dependent on three'parameters: vertical grid qu;ihg;

s
P

vertical velocity and; vertical eddy diffusivity. Combinations
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of decreased ve*tical;gridlgﬁacing, increased vertical vc{ﬁcity,
or in%reased vertical eddy'diffusivity %fnded to decrease the.
Iength of the ti@éstep and so increase CéU time.

Storage space -equired by the compiled version of the
computer prpgram ranged from 0.4 M to O.SFM bytes, dependent
mostly on cell size and number of particleé creatéd each timestep.
‘In all cases, the charge for CPU timg was approximately equal
to the charge for storage space. %otal cost for each run (not

incfuding plotting) was approximztely double the cost of the

CPU-time alone.
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CH PTER V

-

SUMMARY AND CONCLUS!IONS

5.1 Summary '

A series of micfometeﬂrological experiments were. conducted
in the North Saskatchewaﬁ River valley in Edmonton during 1977
and 1978. "These e*perimenfs provided data from which the
microclimatology of small valleys may be deduced. Resultant
information about the occurrence of pollution episodes anJ'the
levels of pollutant during these episodes may be of interest
to those who plan the use of city valleys. This'thesis is one
part of the effort to understand the micrometeorology of small
urban valle&s. It is a‘first step in modelling the transport
of pollutants within these valleys.

A two—dimeﬁsional model was ‘formulated using a,particle;,

, N

in-cell approach. Particles, }epresenting specified amounts
of €0, were created within a V-shabed model valley. These

particles were advected by a wind field that was specified for

the model, and dispersed by a simulated tusbulent diffusion

\



process. The model used a concentration-géadient ciffusion
téchnique for dist(ibutions of particles large compared to the
grid size. For sméllen distributions, diffusion was assumed
to be Gaussian in character. The two 'ere fbund to pr§§uce
approximately equal rates of diffusion. The source of the
particlés was a point on the vai]ey slope, representing éﬁ
infinite line source which in turn represented a roadway
;running aloﬁg the valléy axis. The advection field was a
(somewhat artificial) double vortex rep‘esenting potent,ial-‘ﬁow.
Particles were allowed to diffuse, but were not allowed to be
advected, to the adjacent vortex and out of the top of the
valley. No interaction of the valley pollutant dis;{ibutioh

or wind field with those of the overlying flow was allowed.”

The valley was essentially a closed system.

The ﬁode]~depicfed a situation in which an inversion, and
thus the dpuble vortex valley wind systém, filled the entire
depth of the valley. The slope wind speeds of ghe advection
field we;e similar to those that have been observed in the
North Saskatchewan River valley in Edmonton. Eddy diffusivities
used by the model were Fickian, i.e., constant in space- and
time. Arguments for approximating the magnitudes of the
diffusivitics were based on the observed intensity of inversions
and horizontal temperature”gradients deduced to iexist neér the
slope.

The model.correctlybpredicted an increase in concentration

¢
with decreasing wind speed and a decrease in concentration with
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dacreasing source strength, although these results were masked

4

to some degree by the effects of the clcscd valley systeﬁ.

These effects were responsible for thé model concentratians

not reaching steady state. Concentrations do#mslope from the

source rea_1ed over 6 ppm., . The return flow of the double vortex
/ ' :

advection field was capable of producing concentrations ofiup W
/ I Ao

the source, outfg? the rarnge of direct dffoSjon.

Y ]
At the upslopé position, the effects of the return flow

L4
-~

8 .
were first observed in cells somewhat above the slope. Some

minutes later, concentrations at the slope alsd increased.

-
.

The fastest particles tréversed the vortex in Approximately
25 minutes in a flov with,downslope wind speed of 0.5 ms-lh
ﬁgor a wind speed b% approximately 0.25 ms~], travel time
increased to about I hour. In most sensitivity anaiyges,
£oncentrations at the.downsEOpe station appeared to ré#ch their
maximup values within the two hour simulation. Concentrations
at the upslope statioﬁ appeared to be increasing at the end of

the simulation. Concén@%ggions near the slope were found to

bk relatively insensitive to the magnitude »f eddy diffusivities

and to changes in particle density. [Increasing the in&;ial

size of the source generally decreased comcentrations downs lope
from the source. (uncentrations at the upslope station were
unchangeds by changes in initlal source size. At both stations

increasing the Initial source size decreased concentrations at

the slope and increased concentrations above the slo-~, but
oY

@

\
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with no chz iges 'n maximum observed conceatration. Decreasing
v : : '

by a factor of *wo the magnitude of the advection velocity

doubled the concentration downslope from the source during'thg
4 : :
. -
fi st hour and increased it Sy about 20% at later times.

Decreasing the advection velocfty by a“factor.of two doéb]ed
the tranﬁit time of particles. Two hours was an,ingufficient
time to investigate concentrations at the upslope station in
this case._‘lncﬁéasiqg by a factor of five the ar;a 6f'each

cell

—N

resulted in generally lower concentrations at simrlar

heights above the sldpe. Somewhat 5urbrisingly, the particle

-

scatter graph for.this case suggested an increase in

concentration in some parts of the valley, at odds with the

usual result found when using Eﬁlerian methods. The reason for

this was n9£ determined but it is sugggsted that cell sizes
were too Iaige. '

It was'foundvthat magnitudes of vertical comhbnents of
model parameters (i.e. cell size, wind speed, and eddy a
diffusivities) were the limiting factors in determinfng'the
‘ ‘ equ

cost of computation. This was due principally to the scal
, - ) »

the model.valley; !

5.2

Conclusions

. . ‘< N .,d‘
Within the limits of the present study (small valley,

>

clo:z2d valley system, and single,,qloné-yalley line source)

v,

~3

7
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the ground-level concentrations downslope from. the source were

i,
Y

: pe
controlled by the interaction between advectién apd initial

source diffusion. Concentrations upslope from the source
b \/\\\

apparently were influenced Iess by initial source diffusioj}

Atmospheric diffuéion'following the initial plume growth appeared

4 i} ’
to be of secondary importance for diffusivities that were

—

believed to be realistic in moderate to intense valley inversions.
o

The time required for 'a particle to traverse one circuit

of the valley vortex appeéred to be determined predominantly  «

by advection when diffusion was represented by realistic

-

diffusivities. Although cycle times were found solely from

the time of first arrival at the upslope cgll, they were similar

to the cycle times suggested by Paterson and Hage (1979) when

the speed of the downslqu wi ) t 0.25 mg-]. Cycle ‘
times ofvone hour and typyégjf:;jjj;TT:j\:Tﬁd speeds of 0.5 ms;]
suggested the along-va]leé length of one coil of the helix to be
about 2 km. ‘Therefore, in do —Vglley winds of this magnitude
or greater, recirculatiqn of thé air past an along:val1ey lfne
source will be important only if that source extends severa
kilometers upval{ey.

Resultg of investigations of the ef%ecfs of‘changes in
cell size on predicted concentrations suggested that the cell

sizes used in this application were too large. This throws

some doubt on the validity of the results. Since the vertical

dimension of the plume was about 5 m, vertical grid size
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should be substantialiy smaller, say 0.5 m. Because vertical
components were the limiting factor, computer costs would rise
accordingly. .

Results showed that predicted congentrafions were
sensitiye to }nitna] sburée diffusion. This lends support to
the éonclusion that diffusion folléwjﬁg the initial plume
growth is of secéndary importance. It also suggests that morffw/;
accurate parameter;zatiop of the source is needed. In barticular
this entails a better regresentation rf the effects of buoyancy
"and mechanical mixing an&ﬁperhaps a more detailed analysis of

N
the vehicle emission factor.

The ﬁégnitude of the concentration in tge'feturn flow is
important to discussions of the possibie existence and structure
of such a fiow'in sqa]l valleys; A typical concentrapion near
the slope surface u&%lope from the source was 4 ppm after two
hours. »During.this time source strength decreaéed by nearly
L40%. Concentrations éf L ppm support the existenﬁe of return
flow. The value is szstantial; model'ref{nements such as
~interaction with the overlying flow and possibly larger initial
plume growth would sérve to decrease the value but r-=sumably
not to an undetectable size. The concentration provilz: .0
little to indicate the aepth of the slope wind. The der a of
the plume resulting from diffusivities which are believed to
be rea]istié indicates,vhowever, that ‘low in “he lowest few

meters is important for determining coacent “a®ions near the

source.
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In conclusion, the PIC technique appeafs to be‘of value
in modelling pollutant transport in small valleys with return

flow.

A/gf; Suggestioés for Fthre Study

The basis‘of-the mbdei-- fepresenting vehicular emissions
by Lagrangian particles in an Eulerian grid - appears to have
potential for modelling transport -in small valléys. Howeve -,
it is important.to develop more realistic, boundary layef and

’50urce parameters. Although the model wind field ap e' s to
simulate‘adequately fhe slope wind, it is thought toﬁgiilefg/
rea]fstic at the top of the valley. The aadition of an
overlying potentfal flow with appropriate interéction at the
interface is a possible solution. This should allow fof some
‘pollutant dilution. .

Parameterizaticn of the eddy diffusivities needs further
refinement. In the moderate to intense inversions found in
small valleys, the effects of mechanical mixing become

‘importaht. The region beneath the level of the maximum slope
wind could be characterized as of neutral stabilfty, as
suggested by di Cenzo (1979), thus increasing dispersion in
the lowest levels. |

Initial source diffusion requires more realistic

parameterization. In this applicatiéﬁ buoyancy was ignored.

94
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Because of the subord}nant role of diffusion at locétigns away.
from the source, a chaﬁgé in the effective height of the plume
by only a few metres may be imbortént for predictfng
concentrations. |If, as suggested, méchanical mixing is
important, then perhaps the initial size of the plume also needs
to be increased. |

The source inventory could be suitably enhanced. Drainage
of pollutants from the city might be simulated by positioning
sourcés of appropriate strength at the upper slopes. “ley
sources could be accounted for by assuming a backgro. itive
concentration.

Finally, the sensitivity of the model to cell size should
be investigated further. |In particular, cells thag are smaller
than those employed here should be used. In additicn, the
trajectory of several representative particles shouid be
determined. This may clarify typical traverse times for particies

in the valley vortex.
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APPENDIX A

7 AN TLLUSTRATION OF A PARTICLE SCATTER

DIAGRAM DISPLAY

This appendix contains a series of particle scatter graphs
at intervals of 900 s. The barameters used in these siﬁulations
are those of Table A.I,.e2cept that DKMX = 1.0 x 10-3mzs-] and
DKMZ = 5.0 x 10 °m%s™! .

The 2a 1ed line in Figures Al to A5 is an advection
velocity streamline. It is meant to pass through the center
of mass of the source puff. ?p{ a continuous half-plane Gaussian
distribution, the center of mass is near 0.680. For a puff
with 0 = 2 m, the center of mass should be near 1.4 m. Thus,
the streamline in the Figures is near the center of the initial
source configuration. At early times (Figures Al and A2), it
is obvious that those particles created in the upper levels
of the plume traverse the valley vortex faster than those
created in the lower levels, due to éhorter path fength.
Particles require a long period of time to reacﬁ the goktom
of the valley because of the rapidly decreasing vel~cities
near the valley bottom.

I't might be expected that, at later times, the illustrated

streamline remains near the center of the plume. figures A3
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to A5 show that this is not the case. Deviations of the
streamline from the center of the plume may be caused by
the presence of diffusion or by errors produced by inade?uate

resolution in the finite-difference representations. e



102

1=913H-

008

! "5 006 =3 3e uoIINQlalstp B|d)3aey 1]y 94nbyi4

(W) 43ONHI1GIQ

Oﬁl

— € A

(W

OhH

0S8

00L 00s 00S 0Gh 0Ge 00¢ 001 0
1 S G | 1 1 L . 0
01
-0¢
-0€
-0h

LHIT3IH

(W)



103

"
s - oom_. = 1 3B uolINQI43IS)p @|D)3Ideq 7y 24nb}g4

(W) 3JONBLSTO .
go8 . 00¢ 003 009 00h 00f uac 0ot 0 -
g ] . ] 1 . i 4 B 0
01
~ - D2
. -0€

.t
A - 0h

Ees

- 0§

LHIT3H



104

cas 00L
g 4+——- I S
0f
xI
m.
Mwom
X
l
-~ Pt
M
8h+

W

'S 00/¢ = 3 3e CO_AUDL_L.wm_U 9|diji4eg .m< OLDO_.&

(W 3INBLISIO |
009 00S 9_5 00€ omm 00T 0

at
xT
m
oanm@
T
|l~
g€ — ~
i 4
-oh
A A i ,om



N

105

. . a | . - A

°s ooomv u.um uorIngydisyp-a|d(3ded gy [4nb|y

L

(W) uuzakmﬁo \

608 .. 0oL 009 005 ~00h . goe 002 a1} SRR
4 +., i ) A ! T 4

01

1HIT3H

(W)

"

) . P :\-:.&
L]




106

LHIT3H

—

(W

‘S 002/ = 3 1€ uo13INQJIS|p wmu_ugmm :Gy @anbj 4

. _ (W) 33NHLSIQ |
omh omw o@m ,omj omm omm

014

0€-
‘Oh-

05-




107

APPENDIX. B

COMPUTER PROGRAM

This appendix contains the computer code on which this

study is based.

——
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WRITTEN BY: R.RUDOLPH

PURPOSE: TO MODEL THE TRANSPORT OF POLLUTANTS IN A VALLEY

THIS PROGRAM MODELS THE ADVECTION AND DIFFUSION OF 2DSOLS AND IS
BASED ON THE WORK OF ROLF LANGE (REF: JAM{1978), 3. PP .20-328) . THE
REFERENCE CONTAINS A MORE COMPLETE BIBLIOGRAPHY .

THE GODE SOLVES THE TWO DIMENSIONAL ADVECTION - DIFFUSION EQUATION By
THE PSEUDO - VELOCITY TECHNIQUE FOR A GIVEN NON-DIVERGENT ADVECTION
FIELD. THE METHOD IS BASED ON THE PARTICLE - IN - CELL TECHNIQUE WYTH
THE POLLUTANT CONCENTRATION REPRESENTED ZY LAGRANGIAN PARTICLES IN AN
EULERIAN GRID MESH.

THE FOLLOWI'!S FORTRAN UNITS ARE USED:

UN 7 © : CONCENTRATION OF ONE CELL AS A FUNCTION OF TIME

UNIT 4 : STREAM FUNCTION ARRAY ’
UNIT 5 INPUT DATA (SEE BELOW)

UNIT 6 : DIAGNOSTICS .

UNIT 7 : DOCUMENTATION OF ERRORS //’———N\\

UNIT 8 SOURCE UNIT (*SOURCE*)

UNIT t2 :  PARTICLE POSITIONS

UNIT 123 - CONCENTRATION ARRAY

THE FOLLOWING SUBROUTINES ARE CALLED FROM THE MAIN PROGRAM:

SRAREA : CALCULATES THE AREA OF EACH CELL. FOR A CELL TOTALLY
BELOW GROUNDLINE,THE AREA 1S SET TO -1 THE BOUNDARY
IS ASSUMED TO BE A V - SHAPED VALLEY.
ALTHOUGH MORE COMPLICATED VALLEY SHAPES MAY BE USED.
IT IS ASSUMED THAT THE SLOPE IS CONSTANT ACROSS ANY
CELL.

ADVECT - COMPUTES A STATIONARY ADVECTION FIELD DEFINED AT
CELL CORNERS.

SOURCE : DETERMINES THE NUMBER OF PARTICLES AND THEIR INITIAL
POSITIONS PRODUCED AT EACH SOURCE LOCATION AT EACH
TIMESTEP. THE DISTRIBUTION IS ASSUMED TO BE APPROX-
IMATELY GAUSSIAN.

SUM : DETERMINES THE PARTICLE CONCENTRATION IN EACH CELL
DIFY{ : CALCULATES A DIFFUSION VELCTi~TY AT EACH CELL CORNER
FROM THE CONCENTRATION GRA JIEN". VELOCITIES ARE SET

TO ZERO FOR EACH CORNER BL 7OW SROUNDLINE .

INTER : INTERPOLATES ADVECTION AND DI‘FU§ION VELOCITIES
“FROM CELL CORNERS TO PARTICLE POSITIONS. FOR SUB
GRID SCALE SIZED PUFFS, DIFFUSION VELOCITIES AT
PARTICLE POSITIONS ARE COMPUTED DIRECTLY FROM
GAUSSIAN DISPERSION. THE TRANSPORT DISTANCE IS
FOUND AND THE LENGTH OF THE NEXT TIMESTEP IS CALCU-

=
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TSTEP : ADVANCES PARTICLES ALONG PSEUDO VELOCITY STREAMLINES.
IF 'NECESSARY, PARTICLES ARE REFLECTEC AT THE GROUND-
LINE. THE VARIANCE OF EACH PUFF 1S CALCULATED.

RENUM : PARTICLES TRANSPORTED OUTSIDE THE GRID ARE DESTROYED:
THOSE REMAINING ARE RENUMBERED.

OUTPUT : WRITES PARTICLE POSITION AND CONCENTRATION DATA
INTO FILES APPROPRIATE FOR USE IN PLOTTING ROUTINES
THE FOLLOWING SYSTEM/IMSL SUBROUTINES ARE CALLED:
TIME STORES THE NUMBER OF SECONDS SINCE 1900 A.D. IN T1IM

GGGNOF -+ DETERMINES ONE NORMALLY DISTRIBUTED RANDOM NUMBER
L

DEFINITION OF PRIMARY ARRAYS AND VARIABLES:

AREA . HE AREA OF EACH CELL
CONC - THE NUMBER OF PARTICLFS/UNIT AREA OF EACH CELL
UD : CROSS VALLEY DIFFUSION VELOCITY
vD :  VERTICAL DIFFUSION VELOCITY
Ua : CROSS VALLEY ADVECTION VELOCITY
VA . VERTICAL ADVECTION VELOCITY
XP . CROSS VALLEY (HORIZONTAL) PARTICLE COORDINATE
i 2P . VERTICAL PARTICLE COORDINATE
JFLAG . POSITION ARRAY. IF JFLAG=1, PARTICLE TO BE DESTROYED
DELX : CROSS VALLEY TRANSPORT DISTANCE
DELZ - VERTICAL TRANSPORT DISTANCE
VAR :  VARIANCE OF EACH PUFF
NIT : NUMBER OF PARTICLES IN EACH PUFF
NPIT :  NUMBER OF PARTICLES PRODUCED PRIOR TO EACH PUFF
CT : CREATION TIME OF EACH PUFF
CMX : hURIZONTAL CENTER OF MASS COORDINATE OF EACH PUFF
CMZ . VERTICAL CENTER OF MASS COORDINATE
X5 @ CROSS VALLEY COORDINATE OF EACH POINT SOURCE
INCX SIZE OF GRID IN HORIZONTAL
INCZ : VERTICAL GRID SIZE
HPRIME : DEPTH OF VALLEY
H " UPPERMOST EXTENT OF THE GRID
L - WIDTH OF THE VALLEY
NP ' RUNNING TOTAL OF PARTICLES PRODUCED
USTAR - FRICTION VELOCITY (INPUT)
STAB DIMENSTONLESS HEIGHT (Z/L): AN INDICATOR OF STABILITY
NT . THE NUMBER OF PUFFS PROGUCED
DELT :  THE TIMESTEP INCREMENT
T ¢ TOTAL TIME ELAPSED: THE SUM OF ALL DELT'S
NS :  THE NUMBER OF POINT SOURCES IN THE GRID

LOGICAL* 1 LFMT(1)/ " *"/

LOGICAL*4 INT _MASK/ZOOOOFFFF/

REAL*8 SEED

EQUIVALENCE (INT,ITM)

DIMENSION AREA(41,26) CONC(41,26),UD(41,26),VD(41.26),
tUA(41,26),VA(41,26)

COMMON XP ( 10000}, ZP( 10000, . JFLAG( 10000) .
1DELX(10000).DELZ(1000O),VAR(SOOO).NIT(SOOO).NPIT(SOOO).CT(SOOO).
1CMX(SOOO).CMZ(SOOO).XS(10).INCX.INCZ.HPRIME,H,L.NP.USTAR.STAB.NT,

1DELT.T.NS ”»
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OO0O00000

OOOO0OO0O0O000O000 OO0O00O0OO0O0O0n

[sNeNeNeNeNaNaNe]

[eNe]

INP

L
H
HPR
INC

INP

DEL
TMA
NTM
NS

INP

SOE
I1Co
DKM
Iav
AVW
usT
XS

INP

IPS
NO

I1Co
x.2

UT VALLEY AND GRID INFORMATION: -

VALLEY WIDTH ‘IN METERS) %

UPPER BOUND (IN METERS)

IME : HEIGHT OF VALLEY RIDGE (BOTTOM AT (L/2.0}) .
X,INCZ - HORIZONTAL AND VERTICAL GRID SIZE (IN METERS)

READ(S . LFMT) L .H.HPRIME INCX,K6 INCZ
UT TIME INFORMATION
T : LENGTH OF INITIAL TIMESTEP (LATER STEPS CALCULATED)
X © MAXIMUM TIME MODEL IS TO RUN (IN SECONDS)
AX : MAX:IMUM NUMBER OF TIMESTEPS ALLOWED
NUMEER OF POINT SOURCES
READ(S,LFMT) DELT,TMAX NTMAX NS
UT SOURCE AND WIND INFORMATION:
VX ,SDEVZ - INITIAL STANDARD DEVIATION OF EXHAUST PLUME

ARE EDDY DIFEUSIVITIES CONSTANT? IF YES., ICU=0O
X.DKMZ : VALUES OF CONSTANT DIFFUSIVITIES

ARE ADVECTION VELOCITIES ZERO (DIFUSION ONLY) ? IF YES,IAV=0

F - ADVECTION VELOCITY WEIGHTING FACTOR IF AVWF=5  U=0( 5M/S)
AR, STAB : FRICTION VELOCITY (M/S) AND STABILITY (Z/L) FROM DATA
NS) : X-POSITION OF SOURCES (IN METERS)

READ(S,LFMT) SDEVX,SDEVZ.gCD,DKMX,DKMZ.IAV'AVVF.USTA?,STAB.(XS(I)
1.

1=1,NS)
UT OUTPUT INFORMATION

0O : 1IF IPSO=0, VALUES OF STREAM FUNCTIONS ARE WRITTEN ON UNIT 4

WRITE CONC. AND PART. POSITIONS ONTO UNITS 12 AND 13 EVERY NO St_.
“WRITE CONC. OF ONE SPECIFIED CELL EVERY ICO TIMESTEPS ONTO UNIT 3

X AND 2 COORDINATES (IN METERS) OF ONE SPECIFIED CELL

READ(S5,LFMT) IPSO.NO.ICO.X.2Z

DATA NOI/Q/.NOTIN/O/.1X/41/.12/26/
CALL TIME(13.0,1TM)

INT=INT _AND MASK

SEED=ITM

" CALL SRAREA(IX,1Z, AREA) .

100

200

CALL ADVECT(IAV,AVWF IPSO.IX . 1Z.UA . VA)
T=0

NT=0

NP =0

TeT+DELT

CALL SOURCE(SDEVX,SDEVZ,SEED,IX,12Z)

CALL SUM(ICC.X,2.IX,1Z,CONC, AREA)

CALL DIF1(]1CD.DKMX DKMZ IX,I1Z,UD.VD,CONC)

CALL INTER(SDEVX,SDEVZ.ICD,DKMX DKMZ IOUTY,IX,1Z.UD,VD.UA VA)
CALL TSTEP(IODUT ,NOTIN)

CALL RENUM

IF(T.LT.NOI) GO TO 200 .

CALL OUTPT(IX.IZ,CONC)

NOI=NOI+NO

IF(T.LT.TMAX . AND .NT.LT NTMAX) GO TO 100

CALL OUTPT(IX,1Z,CONC)

sToP

END .
~

Y
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SUBRBUTI'NE SRAREA(IXX,1ZZ,AREA)

C

C WRITTEN BY -R.RUDOLPH

c

C COMPUTES CELL AREAS FOR A GIVEN VALLEY SHAPE

c
DIMENSION AREA(IXX,122) .
COMMON XP(10000) ., ZP( 10000 ). JFLAG{ 10000) .
1DELx(1oooo).DEL2(1oooo).van(sooo).NXT(SOOO).NPIT(sooo).oq(sooo>.
1CMX(SOOO).CMZ(SOOO).XS(10).INCX.INCZ.HPRIME,H,L.NP.USTAR§§TAB,NT,
1DELT T.NS ) . s
P1=3 1415326 N
S=2+HPRIME/L

c

C IGRIDX.IGRIDZ ARE NUMBER OF CELLS IN HORIZONTAL VERTICAL

c
IGRIDX=L/INCX
IGRIDZ=H/INCZ

c

C DETERMINE CELL CORNERS

c

N}

IFLAG=0
DO 200 12=1.1GRIDZ
21=(12Z-4)*INC2Z
22=21+1NCZ “.
DO 190 Ix=1,1GRIDxX
X1={IX-1)*INCX
X2:X 14 INCX
N=0
IF(Z1 GE HPRIME) GO TO S0

C CHECK WHICH CELL CORNERS ARE ABOVE THE GROUND. INE

A1=L/2-21/S

IF(Xx1 GE L/2) At=L-At

A2=L/2-22/5

TF(X1.GE L/2) A2=L-A2

A3=(L/2-X1)°*S

IF(Xx1 . GE.L 2) A3=-A3

Ad=(L/2-X2)*S

IF(X1.GE. L/2) A4a=--A4

IF(((L/2.GE . X1) AND (X1 GT.A1)) OR ((L/2 . LE x1)
1 AND (X1 LT . A1))) N=N+1

TFOO(L/2.GE . X2) AND (X2 GT . A4)).0OR . ((L/2 LE.X2)
1 CAND (X2 LT . At))) N=N+10

TFOC(L/2.GE X2) AND (X2 .GT A2)) . OR.((iL/2.LE.x2)
1 CAND (X2 . LT .A2))) N=N+100

IF(((L/2. GE.X1) AND (X1t GT A2)) OR ((L/2 . LE.X1)
1 CAND (X1 LT _A2))) N=N+1000

C CHECK N AND CALCULATE APPROPRIATE AREA

IF(N EQO . O) GO TO 40 U
IF(N EQ.1111) GO TO SO
IF(N EQ. 1110) GO TO 60
IF(N.EQ 1101) GO 1O 70
IF(N.EQ 1100) GO TO 80
IF(N.EQ 0110) GO TO 110
IF(N.EQ.1001) GO TQ 120
IF(N.EQ.100C) GO TO 130
IF(N.EQ.0100) GO TO 140
20 WRITE(7.30)1X,12Z.N
30 FORMAT(5X. ‘SHAPE NOT ALLOWED FOR CELL’.2X.13.°.‘.19,5X.'Ne

RN

e~
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[ 14
AREA(IX 1Z)=-2
GO T0O 150
a0 AREA(IX 1Z)=-1
GO 10 15C
50 AREA(IX,12)=INCZ*INCX
GC TO 150
60 AREA(IX IZ)=INCZ*INCX-((A*-X1)*(Aa3-21)/2)
GO 70 150 ’
70 AREA(IX, IZ)=INCX*INCZ-((x2-A1)*(A4-21)/2)
GC 10 150
80 IF(a3 LT . A4) GO TOQO 89U
AS=A3
DIF=A3-44
GO 70 100
S0 AS=A4
DIfF=A4-A3
00 AREA(IX ,IZ)=INCX"(22-A5)+INCY/2*(DIF)
GO 70 150
110 2 INT=A1
Z2INT=A2
IF(Z1INT LT 22INI) GO TO 20
AREA(IX  1Z)={(X2-2Z1INT)I*INCZ+INCZ*(Z1INT-22INT)/2
GO 70 150
120 Z1INT=A1
22INT =42
IF(Z1INT . GT Z2INT) GO TG 20
AREA(IX,I1Z)1=INCZ*(Z1INT-X1)+INCZ*(Z2INT-21INT)/2

GO TO 150
130 AREA(IX,12)={A2-X1)*(22-A3}/2 -
GC 70 150
140 AREA(IX . I12)=(X2-A2)"(22-A4)/2
c
C 1S AREA REASONABLE?.
C
150 RECT=INCX*INCZ
IF(RECT LT AREA(IX.1Z) OR AREA(IX.1Z2) EQ O) GO TO 160
IF(AREA(IX,1Z2) EQO -1 OR AREA(IX.12).G6T O)GO TO 190
1F(AREA(IX,12).EQ -2) GO TO 180
160 WRITE(7 . 170)Ix,12 AREA(IX,IZ).N ‘
170 FORMAT (3X, "AREA OF CELL .I3.,° ',13.2X,'NDT IN PROPER RANGE
1, 3x,*AREA=" _F8 2.5X,.'N= . 14)
180 IFLAG=1
190 CONT INUE
200 CONTINUE .
IF(IFLAG NE 1) GO TO 220

WRITE(8B.210)
210 FORMAT(//3x, PREMATURE TERMINATION IN SRAREA CHECK ERRDR FILE -
/7
STOP
220 RETURN
END
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SUBROUTINE ADVECT(K C KKK, Ixx K612

WRITTEN By - R RUDCLPH

JA VA

)

DETERMINES STREAMFUNCTIONS AND GRID POINT VELOCITIES FRCM
POTENTIAL FLOW

100
200

280

400
500

600

700
800

888
890
900

DIMENSION UA{IXX 172).VA(Ixx, 122).PskgY 52)
COMMON X P ( 100007 ., ZP( 10000 ) . JFLAG( 10008 )
1DELX( 10000) . DELZ( 10000 ). VAR(5000) . NIT(
1CMX (5000) . CMZ(5000) . xS( 10) ., INCX, INCZ.H

1DELT.T.NS

DATA P1/3.141592€/
IGRIDX=L/INCX+1
JGRIDX=L/{2°INCx )+t
IGRIDZ=HPRIME/INCZ+ 1
LD2=t/2

S=2*HPRIME /L

K=0, DIFFUSION ONLY

IF(K EQ .C)Y GD TO 60C
DO 2C0O J=1.IGRICZ
2=INCZ2 {J-1)
A=SIN{(2*PI*2 /HPRIME)
B=SIN(PI*Z/HPRIME)
DO 100 I=1,JGRIDX
X=INCx=(1-1}

OD0) .NPIT(5000),CT{(5000) .

.

£, H,L.NP USTAR, STAE NT,

PSIT . JU)=C*(-*SINIPI*y "LD2)+EB*SIN(2*PI*X/LD2)}

K=IGRIDXx+1-1

PSIK JY=-PS(].J)
CONT INUE

CONTINUE
IGRIDX=IGRIDX- 1
JGRIDZ2=1GRIDZ+ 1
0O 500 J=1.,JGRIDZ
2=INCZ*(U-1)
XCPT=LD2-2/S

DO 400 1=2.1GRIDX
XeINCX*(I-1)
A=PS(] J-1)
IF(J.EQ 1) A=0
B=PS(I,J+1)

IF(J EQ.JUGRIDZ) B=PS(I.J)+(PS(] J)-PS(I.JU-1))}

UA(I . J)=(A-B)/(2*INCZ)

VA(I J)=(PS(I+1,J)-PS(I-1

CONTINUE

CONTINUE

GO 7O 80O

D0 700 1=1_1GRIDX
DO 700 u=1,1GRIDZ
UA(I.J)=0

VA(I, J)=0O
CONTINUE

IF (KKK .NE .O) GO TO 3800
IGRIDX=IGRIDX+ 1
IGRIDZ=IGRIDZ+1
DO 890 J=1,IGRIDZ

WRITE(4,.888)(PS(I,J), I=1.IGRIDX)

FORMAT (100(1x F8 S):
CONTINUE
RETURN

END
"ﬂ""’

LJ) )/ (2 INCX)
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[sNeNeNe]

SUBROUTINE SOURCE(SDEVX SDEVZ ITM I1XXx.127)
WRITTEN BY: R._RUDGCLPH

DETERMINES ‘AN INITIAL PARTICLE CONFIGURATION, ASSUMED TO BE APPRO-
XIMATELY GAUSSIAN, FOR EACH POINT SOURCE AT EACH TIMESTEP

REAL*B ITM
COMMON XP{ 100001 ,ZP({ 10000) . UFLAG( 10000} ,
1DELx(1oooo).DELZ(10000).VAQ(SOOO).NIT(SOOO),NPIT(SOOO).CT(SOOO)t
1CMX(SOOO).CMZ(SOOO).XS(10).INC).INCZ.HPRIME,H_L,ND_USTAR,STAB.NT.
1DELT ,T.NS

DATA IFLAG/O/.PWT/O 2/

CONSTANTS

NP= NUMBER DOF PARTICLES PRODU
XO% X-AXI1S SOORCE COORDINATE
USTAR.STAE ARE FRICTION VELDCI: ABILIT®Y (2/0)
VK= VON KARMEN CCEFFICIENT

DKZZ= VERTICAL EDDY DIFFUSIVITY

DKXx =HORIZONTAL EDDY DIFFUSIVITY

T FAR

ARRAYS :

XP.ZP ARE PARTICLE POSITIONS

VAR 1S VARIANCE OF EACH PUFF :

NIT IS NUMBER OF FARTICLES IN EACH PUFF

NPIT IS NUMBER OF PARTICLES PRODUCED PRIG 710 ¢ ~H PUFF
CT IS THE CREATION TIME OF EACH PUFF

GGNQF 1S A SYSTEM SUBROUTINE THAT COMPUTES NORMALLY DISTRIBUTED RANDOM
NUMBERS, WITH MEAN ZERO AND STANDARD DEVIATION ONE l:E, N(O. t)

-

LD2-L/2 ~
S=2*HPRIME /L :

DO 300 K=1 NS

NT=NT+1

X0=xS(K)

Z0=(x0-LD2)*S

IF(XO.LT LD2) 20=-70

SZ=0

SX=0

SVAR=0Q

DETERMINE -NUMBER OF PARTICLES PRODUCED AND THETIR POSITIONS, ASSUMING
THAT THEY ARE PART OF A NORMAL DISTRIBUTION

N=5 24/PWT*DELT*(0 04-0.0075*T/3600)
IF(N.LT.2) N=2
LL=NP+ 1
100 Z=GGNQF (1TM)
Z=SDEVZ*2+20
A=LD2-2/S
X=GGNOF (1TM) .
X=SODEVX*X+X0
IF(.NOBT . (X.GE A AND X . LE . L-A)) GO TO 100
XP(LL)=X
ZP(LL)=2
SX=SX+X
SZ=S52+7
IF(LL-NP .GE . N) GO TO 200
LL=LL+1

114



C

115

GO 70 100

C CHECK: IS VARIANCE OF SOURCE DISTN. LARGE ENOUGH FOR THE PARTICLES
C TO BE INCLUDED IN DIFFUSION R0QUTINE? IF YES.VAR=-?

C

200 CMX(NT)=SX/N

CMZ(NT)=SZ/N
NNPxNP+N

NPP t=NP+ 1 : .
D0 250 I=NPP1 NNP ’

SVAR=SVAR (2P (1 )-CMZ(NT))*(ZP(1)~CMZ(NT))+(XP(1)-CMX(NT))*
1{XP(I)-CMX(NT))

250 CONTINUE

119

VAR(NT )=SVAR/N

IF(VARINT) NE.O) GO TO 260

1FLAG=1

WRITE(7,111) NT. N

FORMAT( 1X K 'VARIANCE OF PUFF .1x. 14 4%x,°1Ss ZERD NUMBER OF PART"
1°ICITS IN PUFF IS/ .1Xx.12) :

260 SI1G=_JRT(VAR(NT))

333

222

300

AA=AMAXC(INCX INCZ)

IF{SIG G7 AA) VAR(NT)=-1

NIT(NT)=N

NPIT(NT)=NP

NP=NP+N

CT(NT)=T .

WRITE(6,333) NT T VAR(NT} NPIT(NT) NIT(NT) NP

FORMAT(3Y 14,2(3x F8.1).3(3x.18)) ¢
IF(IFLAG NE 1) GO TC 300

WRITE(8,222)T NT K

FORMAT(//3x, "PREMATURE TERMINATION IN SUBRQUTINE SOURCE. CHECK

1 ERROR FILE /11X, TIME=" {x Fg8 1%, 4, "FOR PUFF' 1x,15 1%, FOR SOU',
2 'RCE LOCATION .1x,12//)
STOP :
CONTINUE

RETURN

END



SUBROUTINE DIF (111 DKMX DKMZ.1xX.12Z.UD.VD.CONC)
C ’
C WRITTEN BY. R RUDOLPH
C
C COMPUTES DIFFUSION VELOCITIES AT GRIDPOINTS
c :

DIMENSION UD(IXX,12Z),VD(IXX,122).CONC(IXX 122}

COMMON XP( 10000) . ZP(10000), JFLAG( 10000 ) , .
QosLx(10000).DEL2(1oooo).VAn(sooo)_N:T(SOOO).NDIT(SOOO).CT(SOOO),
BCMX(SOOO],CMZ(SOOO).XS(10)‘!NCX.INCZ.HPRIHE.H,L.NP.UST{Q_STAB,NT.
4DELT.T.NS

DATA VK/ 35/ . AA/* 0

LD2=t/2

IGRIDX=L/INCX

IGRIDZ*HPRIME "INCZ+1

S=HPRIME*2/L

C 1S DIFFUSION 7O BE NEGLECTED (EXCEPT INITIALLY) 7
c .
IF(AA GE 1 O) GO TO 30
DO 20 J=x1,IGRIDZ ..
DC 20 1=1. 1GRIDX ’
uo{l.ul)=0
vD{1.,u)=0 ;
20 CONTINUE ) —
GO TO BOO
30 B=1+4 7*STAB
IF(STAB . LT O) B=(1-15*STAB)"*(-0 25)
IFLAG=0 .
DO 500 J=1,IGRIDZ
2=INC2~(U-1)
DO 460 I=2.I1GRIDX
X*INCX*(1-1)
IF(I1I]1.EQ.0U) GO TO 4C
S2=(LD2-x)"S
1F(Xx.GT . LDz) S2Z=-527 .
S2*ABS(7-52)
DKZZ=VK*USTAR*S2/8B
DKXX®*0DKZ2*SZ**(0 . 07)
GO T0 %0
40 DKXX=DKMX
DK2Z=DKMZ
S50 VM=ABS(2*DKZZ/INCZ)
UM=ABS{2*DKXX/INCX)
At=CONCI(] . J)
A2=CONCI(I-1,U)
IF(J.NE IGRIDZ) GO TG0 €0
A1=CONC(TI . J-1)
A2=CONC(I-1,4-1)
60 AJ=CONC(I-1,u-1)
A4=CONC(1,u~1)
IF(J.NE. 1)} GO TO 70
A3xCONC(I1-1,4)
A4=CONC(1.U)
70 IF((Z-INCZ).GE HPRIME) GO TO 100
c
C FOR INTERSECTION BELOW VALLEY BOUNDARY
C
2i=(X~LD2)*s
IF(X. LT . LD2) Z1=-21
IF((21-2).LT.0) GO TO 100
up(1.y)~0
vD(1.U)~0



17
GO TO 460
o
C CHECK - ALL CONCENTRATIONS SHOULD BE POSITIVE
c
106 IF(.NOT . (A1 LT O.OR A2.LT O OR A3 LT.0.0R.A4.LT.0)) GO TO 20C
WRITE(7,111) 1.J.A%'. A2, 43, 44 '
114 FORMAT(3Xx, 'ERROR IN DETTRMINING GRIDPOINT DIFFUSION VELOCITY
Y FOR GRID',2X.I3. . .1%2.2X, - NEGATIVE CONTENTRATION ENCOUNTERED //
2'A1= _F8 .3, ’A2=' F8 3, 'A3= . FB .3, R4’ F8 53//)
UD(1.J)=*-98998S
VvD(1,J)=-929899
IFLAG= .
GO TO 460
o
C CALCULATE DIFFUSION VELOCITIES (REF LANGE.1973. P3)
C
200 D=A1+RA2+AL3+A3
IF(D EQ D) GC 70 40C
UD(I.J)=2*DK: *(AZ+A3-A1-84)/(INCX"D)
VO(]1,J)=2°DKZZ*(A3+44-A1-A2)/ INCZ*D)
GO TO 460
400 UDI(1.J)=0 ' ) —_
VOU(Il,J1=0C .
467  CONTINUE
50C CONTINUE
IF(IFLAG NE 1) GO TO 800 .
WRITE(B.777) T .NT 7
777 FORMAT(//1Xx. PREMATURE TERMINATION IN DIF1°/10%/ AT TIME",
11X _FQ 1, FOR PUFF- 1x_17, CHECK ERROR FILE'//)
STOP
8O0 RETURN
END



&

SUBROUTINE SUM(JJu.x.2.1x% 122 CONC AREA)
C WRITTENBY R.BHDOLPH

C
C DETERMINES CELL PARTICLE CONCENTRATION
C
DIMENSION CONC(IXX,I2Z) AREA(IXX,12Z).1SUM(B1.52)
COMMON XP( 12000) ., 2P 10200 ), JFLAG( 10072, .
1IDELX{ 10000) . RELZ( t0000) , VARIS00Q0) NI F(S000) NP IT(500C ) CT{5000).
1CMX(500C) ., CMZ(E000) . xS 10), INCX . INCZ HPRIME H.L NP USTAR STAB NT,
1DELT, T, NS ‘
II=X/INCX+1
JUsZ/INCZ+1
TU=(Xx+1580)/IHCX~ 1
JI=(X-250)/(8*INCZ)+1
IF(NT £EQ. 1) WRITE(Z2,300) ARZACILI JJ), AREANTY . JI)
IGRIDX=L/INCX
IGRICZ=H/INIZ
C
C INITIALIZE PARTICLE/CELL ARRAY
c .

DO 240 1=1 IGRIDX
CO 240 J=* IGRICZ
ISUW(] U}=C
240 CONTINUE
DO 250 I=1. KNP
INT=XP (1) /INCX+1
UNT=2P( 1)/ INCZ+1 :
ISUMOINT (UNT )= L SUM{INT [ JNT p+¢
250 CONTINUE
. C

C CALCULATE CELL PaRTICLE CONCENTRATION
c .
DO 28C I=1,]1GRIDX
DO 290 uv=! IGRIDZ

IF(BREA(T.J) . LY 1. QE-<4) GO TO 26C
CONCUT JI=1SUMIT . )/ AREACT J)
GO Y0 290

260 CONC(T,J)=~1 &

290 CONTINUE
IF(JJJU.EQ.0) GO TO 35C
ITI=MODI(NT,JJJ)
IF(IIT.NE G) GO 7O 350
WRITE(3,300)CONC(I1.,JJ) CONCCET . JU+1).CONC{TIT . JJ*2).
1CONZ(IV.JUI),CONCLIU, JI+1 ), CONCITY, JI+2).T
300 FORMAT(1Xx,6F9 .5, 1X F8 1)
350 RETURN
END



SUBRQI'TINE INTEQ(SDEVX.SDEVZ.]II_DKMY,DKMZfINV_IXx_IZZ.UD.
Ve Ua va) -

WRITTEN BY: R RUDOLPH

7003

C INTERPOLATES VELOCITIES FROM Gp{o PTS TQ PARTICLE POSITIONS:
c DIFFERENTIATING BETWEEN “NORMAL* AND SUBGRID SCALE DIFFUSION
C CALCULATES MAX - GRIC VELDCITY AND LENGTH OF SUBSEQUENT TIMESTEP
c ) .

C SYMBROLS:

C L&, UD - ADWECTION AND DIFFLSION VELOCITIES INTERPOLATED FROM GRID
C INTERSECTIONS '

C PHIM DIMENSIONLESS WIND SHEAR ,

C EFS RATE OF DISSIPAYTION OF EDDY ENERGY

C VK 7. VOMN KARMAN COEFFICTENT

DIMINSIUN UD(IXX.IZZ)<VD«IXx.IZZ).UA(IXX.IZZ).VA(IXX.IZZ)
COMMON XP(10000), 2P { 10000) ., JFLAG( 10000 ) | - ) i -
IDELX{ 10000 ), DELZ( 10000 ) . VAR SOOOJ,N]T(5000).NPIT(SOOO).CT(SOOO).
1CME(EOOOJ.CMZ(SOOO).XS(1O).INCX,INCZ.HPRIME.H.L.NP,USTAQ,STAB,NT,
1DELT.T . NG -

REAL UDX,UBZ.UAX UAY ™

DaTa ve, 35/ BR/v GE-4/ CC/t OE-7/.EE/0 10/

UMAX =0

VMAX =0y

AMUBAZ =G

1FLAG=Q E

LD2=L/2

S*HPRIME /D2

PMIM:= 1+4 TSTAE

[F(STAR LT O} PHIM={{-15*STAR)* (- 25)

00 SCOD Lt=1 NTY

LL=NITILT) -, o

DQ 400 I=1. L1 v

TI=1+NRIT (L1

INT=XP (1,1}, INCX+1 s
UNT=ZP{I1)/INCZ+ 1 . )
¥laXPOIT}-(INT-1)*INCY féﬁ;

¥ 25 INCX-X 1 f

ZA=ZP (1) -0 UNY - 1)~ INC2

22=INCZ-21

INTERPOLATE ADVECTION VELOCITIES TO FARTICLE POSITIPN

nnn‘

UAX'ZQW(UA(INT.JNT)'XE*UA}INT*1‘JNT)*X1) \
UAy=UA¥+z1*KUAKJNT.UHY+1)'x7¢uA(ENT+1.uNT61)-x1);
UAY =UAX/ CTNCY* TNCZ)

UAZAXZY (VALINT, UNT ) *724VAT INT [ UNTH 1 )21
UAZ2UAZex 1" (VaA(INTS ,JNT»1)'21*yA(INT‘1,qELA*Z2)
UAZ=UAZ "( INCX*INCZ) Vo ’
A=4aBS(UAZ) .
"MUAZ=AMAX 1 ( AMUAZ A )

TEST VARIANCE : TIF POSITIVE USE ¢ IBXGRID DIFFUSION.

[eNaNe]

IFCVARILY) .GE . O) GO 1O 200
INTERPOULATE DIFFUSION VELOCITIES TO PARL)CLE POSITION

UDYWZZ“(UD(INT‘JNT)‘XE*UD(INT*1,dNYJ'X1)t> ’ ,

UDXwUDX+Z 14 {UD{ INT  UNT# 1) 2X2+UD(INT+ 1, UNT+1) %X 1) oo

UDX=UDX/( INCX*INCZ) ‘ :

UOZ-XZ‘(VD(]NT<JNT)'22‘VD(INQwUN741)*Zi)
» I :

o - - .

oonN

119

e
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/ ) -, ~

UDZ=UDZ+X 1* (VD(INT+1 UNT+1)*2Z1+VD(INT+1,JUNT)*22)

UDZ=UDZ/(INCX*INCZ)

SDELX(I1)=(UDX+UAX)*DELT

DELZ(I1)=(UDZ+UAZ)*DELT

GO TO 300 - ) )
c , .
C ASSUME PUFF TO BE IN CONSTANT (SURFACE) STRESS LAYER.AND TURBULENCE

C 7O BE IN THE INERTIAL SUBRANGE

CALCULATE THE DISTANCE DIFFUSED BY THE PARJICLE
REF. LANGE, 1373 P.30

e NeReXNeNe]

200 IF(II1.EQ.0) GO TO 291
" Z=(LD2-XP(11))*S

IF(XP(I1).GT . LD2) z=~z
2=2P(11)-2
IF(Z.GE 0) GO 710 240
WRITE(7,222) XP(I11).2p(11),2.UAX, UAZ

222 FORMAT(1X, 'XP,ZP’, 1X 2F12 8.1X, 727 41X, F12.8,1X,"U. W', 1X,2F12.8)
STOP

240 I1F(ABS(Z).LT.B8) GO 7o 250 .
EPS=USTAR*USTAR*USTAR/(VK*Z)*(PHI.-STAB)
D=T-CT(L1)+1.5*(SDEVZ2+SDEV2/EPS)**( .333)
DD=T-CT(L1)+1.5*(SDEVX*SDEVX/EPS)**~(.333)
GO TO 270

250 D=T-CT(L1)
DD=D

270 IF(.NOT.(D.LT.CC,OR.DD.LT.CC)) G 3 290
DELZ(I1)=UAZ*DELT
DELX(II1)=UAX*DELT ' ’
GO. 70 300

290 DELZ(II)*UAZ‘DELT+(((1+OELT/D)"(1 5))-1)*(ZP(I1)-CMZ(L1))
DELX(I!)'UAX'DELT*(((1*DELT/DD)"(1 S))-1)*(XP(IT)-CMX(L1))
GO 10 300

291 DX=SDEVX* SDEVX/(2‘DKMX)‘T*CT(L1)
IF(DX.£0.0)- GO TO 292

DELx(II)=qAx'DELT+(xP(II)~cux(L1))'(SOQT(i*DELT/Dx)-1)
‘,‘—//ﬁ%‘ GO TO 294
D 282 A=1

B=xP(I11)-CMX(L1)
1F(B.EQ.0) GO TO 293
* DELX(II)=INCX/2*SIGN(A .B)
GO TO 294
293 DELX(II)=UAX*DELT _
294 DZ=SDEVZ*SDEVZ/(2*DKMZ}+T~CT(L1)
1IF(DZ.EQ0.0) GO TO 295 .
DELZ(II)=UAZ*DELT+(ZP(I11)~-CMZ(L1))*(SORT(4+DELT/DZ)-1)
GO TO 300
295 A=
B=ZP(11)-CMZ2(L1)
IF(B.EQ.O) GO TO 296
DELZ(YI)=INCZ/2*SIGN(A . .B)
: GO TO 300 )
N 296 DELZ(I1I)=UAZ*DELT " )
C R
C FIND MAXXMUM VELOCITY ON THE GRID :
c
3oo U=aABS(DELX(II)/DELT)
V=ABS(DELZ(11)/DELT)
CUMAX=AMAX 1 (UMAX , U?) N
VMAX =AMAX 1 (VMAX , V)
400 CONTINUE
500 CONTINUE
[
C DETERMINE THE LENGTH OF THE NEXT TIMESTEP
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N §

C AND THE RATIO OF DIFFUSION TO TOTAL VELOCITIES

C R °
IF(VMAX.EQ.O) VMAX=1.0E-5
V= (VMAX-AMUAZ) /VMAX
IF(V.EO.O) V=1.0E-5
INV=1.0/V
C

A1=INCX/(2*UMAX)

A2=1INCZ/(2°VMAX)

DT=AMIN1(A1,A2)

~ A3=DELT*1.3
ELT=AMIN{(DT, A3)

IF(DELT.LT . EE) IFLAG=?

WRITE(6.666)A3,.DT UMAX, VMAX DELT
666 FORMAT(5(3X.F10.3))

IF(IFLAG NE 1) GO TO 700

WRITE(B.777) T, EE .
777 FORMAT(//1X. 'PROGRAM ABORT IN SR INTER AT TIME’ ,1X . FB.1,5X%,

{'TIMESTEP LESS THAN ', 1X . FB.5//)

STOP
700 RETURN

END
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SUBROUTINE TSTEP(IQUT NOTIN)

C WRITTEN BY:R.RUDOLPH

C

C ADVANCES PARTICLES ALONG STREAMLINES, REFLECTS PARTICLES K
C AT APPROPRIATE BOUNDARIES, AND RECALCULATES THE VARIANCE OF EACH PUFF.

C

COMMON XP( 10000} ,2P( 10000) . JFLAG( 10000).

1DELX( 10000) .DELZ( 10000) . VAR(S000) ,NIT(5000) . NPIT(5000),CT(5000)},
{CMX (5000) .CMZ(5000) . XS(10) . INCX,INCZ HPRIME H L NP USTAR STAB NT,
1IDELT.T,NS

DATA IFLAG/O/.P1/3.1415926/ . BB/1.00E-4/.CC/1.00E-3/

LD2=L/2

S=2*HPRIME /L .

BO=ARSIN(S) ‘

DD 1000 L1=1,NT

Sx=0

$Z=0

IF(NIT(L1) EQ O) GO TO 950

LL=NIT(L1)

DG 800 I=1,LL

I1=1+NPIT(L 1)

JFLAG(11)=0

XP1=xP(11)

ZP1=2P(I1)

C 4
C DE}%RMINE NEw PARTICLE POSITIONS

C

c

XP2=XP(I1)+DELX(II)
ZP2=2P(11)+DELZ(1I1)

C CHECK IS PARTICLE OUT OF BOUNDS? IF YES, JFLAG=!

C

C

10

IF((XP2.LT INCX) OR (XP2.GT.(L-INCX))) JFLAG(II)}=1
IF(ZP2.GE.0.0) GO TO 10

JFLAG(IT )=t

GO T0 90

IF(2P2 LE HPRIME) GO TO 90

C PARTICLE TRANSPORTED ABOVE RIDGELINE

c

c

20

90

95.

NOTIN=NOTIN+ 1
IF(NOTIN LT.IOUT) GO TO 20

JFLAG(II)=1

NOTIN=O

GO TO 90

ZP2=2HPRIME-2P2

1F(2P2.GT HPRIME) JFLAG(II)=1
IF(ZP2.EQ.ZP1) JFLAG(II)=1
IF(JFLAG(I1).EQ.1) GO TO 95
X1=LD2-2ZP2/S

IF(XP2.LT X1.0R.XP».GT.L-X1) GO TO 100
XP2H=XP2

ZP2H=ZP2

GO TO 700

C PARTICLE" ADVECTED INTO GROUND. FIND GROUND-TRAJECTORY INTERCEPT

o

100

IF(XP1.EQ XP2) GO TO 110
S1=(2ZP1-2P2)/(XP1-XP2)

S2=S.

IF(XP2.LT . LD2) S2=-5S



- 123

C IF S1=52, PARTICLE IS AT Gnouwogqﬁe, AND THEREFORE IN THE ATMOSPHERE
c )
IF(SY . EQ.52) GD TO 700
B2=HPRIME
v IF(52 GT.0) B2=-B2
X=(S1*XP14B2-2P1)/(S1-52)
2=(52*2P1-51*B2-51%S2*XP1)/(52-51)
GO TO 140
110 x=xP2
Z={(x-LD2}*S
IF(x . LT..02) 2=-2
140 IF((X.GT.XP1 . AND.X GT.XP2) OR.(X.LT.XP1.AND.X.LT XP2).0R.
1(2.GY.2ZP1.AND.Z GT.2P2) . OR.(Z.LT.2P1 . AND.2.LT.2ZP2)) GO TO 145
GO TO 160
145 WRITE(7,150)xP1 2Pt XP2,2P2.X.2
150 FORMAT(3X, UNREASONABLE INTERSECTION-,3Xx, 'BEGIN=' E23 16, . ‘.
1E23 16./3x, "END=’ ,E23 .16, ', . E23.16.3X, 'INTERSECT="',E23.16. "
223 16)
IF{ABS(XP1-X) GE.CC AND. ABS{(XP2-X).GE.CC.AND ABS(ZP1-2) GE.CC
1.AND . ABS(ZP2-Z) GE CC) GO 7O 155 ’
JFLAG(II)=1 -

XP2H=XP2 '
ZP2H=2P2 -
GO T0 700
155 IFLAG=1
GO T0 700
C .
C REFLECT THE PARTIELE .
c
160 A1=COS(BO)
A2:S
D1=SORT((XP1-XP2)*(XP1-XP2)+(ZP1-2P2)*(2P1-2P2))
o
C IF D'=0, PARTICLE IS ON THE GROUND
C

IF(D1.EQ.O0) GO TO 700
D3=SORT((X-XP2)*(X-XP2)+(Z2-2P2)*(2-2P2))
Iﬁ(XPZ.GT,LD2) GO 70 200
xX=LD2-X

XP1=D2-XP1

XP2=LD2-XP2

Ju=2

GO TO 300

200 X=x-LD2
XP1expP1-1D2
XP2=xpP2-LD2

JU=0
C ) ’ )
C ROTATE AXIS BY BO RADIANS !
C

300 XPIR=XP1*A{+ZP1%°A2
XP2R=XP2*A142P2*A2
X1=X*A142%A2
Zis-X*A2+7*At
IF(Z1.LT. 0.} Z1=0.
ARG=(XP1IR-XP2R) /D1
IF(ABS(ARG).GT.1.0) ARG=SIGN(1.0,ARG)
B»ARCOS(ARG) .
IF(XP1R.LT . XP2R) GO TO 400

g IT1=-1
GO TO 500
400 I1=1
B8=PI-B

500 XP2R=x1+11*D3*C0OS(8B) N
ZP2R=Z1+D3*SIN(B)
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C ROTATE AXIS TO ORIGINAL POSITION

c
XPN=XP2R=A1-ZP2R*A2 !
ZPN=XP2R*A2+ZP2R" A1
1F(JJ.GE. 1} GO TG €00
XPN=XPN+LD2
GO TO 650

600 XPN=LD2-XPN

650 XP2H=XPN
ZP2H=ZPN
A2=102-2P2H/S
IF(XxP2H GE.A2 . AND XP2H .LE L-42) GO T0O 700
IF(XP2H . GT.LD2) GO TO 660 -
R=(XP2H-A2)/(XP2H+1)

GO TO 670

660 R=(XP2H-L+A2)/XP2H

670 IF(ABS(R).GT BB) GO TO 680

) JFLAG(II) =1
GO TO 700

680 IFLAG=1
WRITE(7.777)XP1.2P1,X,2,XP2,2P2 ,XP1R XP2R X1,21,XP2H ZP2H

777 FORMAT(1x: 'REF_. BELOW GND’, 1x, 'XP1,ZP1’ 11X 2fF12 8.1X
1°%.2°  1X,2F 17 B/1X. XP2,2P2" ,1X . 2F12 .8, 1Xx, ‘XP1R ZP1R’

24X ,2F12 8.1X,X1,21' ,1%x.2F12.8, /11X, "XP2H ZP2H", L
32F12.8)

700 XP(I1)=xP2H
2P(11)=2ZP2H
SXESX+XP2 . s
$2=52+2P2 .

800 CONTINUE -

c .
C IF DISTRIBUTION 1S SUB-GRID SCALE, CALCULATE CMXx, CMZ

C CMX.CMZ ARE COORDINATES OF THE CENTER OF MASS OF THE PUFF

c
IF(VAR(L1).LT.O0) GO 7O 950
CMX(L1)=SX/LL
CMZ(L1)=SZ/LL

C CALCULATE NEW PUFF VARIANCE
SVAR=Q
850 DO 900 I=1,
XI'I‘NPIT(L1)
SVAR=SVAR+{XP(I1])-CMX(L1))*(XP(I]1)- CMX(L1))*(ZP(II) cMZ (L 1))
12(ZP(I1)-CMZ(L 1)) .
900 CONTINUE g*;;.
- SVAR=SVAR/LL
AA=AMAXO( INCX, INCZ)
IF(SQORT(SVAR) .GT .AA.OR. SORT(SVAR) LT . BB} SVAR=-1
VAR(L1)=SVAR
G0 TO 960

950 VAR(L1)=-1

960 IF(IFLAG.NE . 1) GO TO 1000
WRITE(8.999) NT.T

999 FORMAT(//3X. 'PREMATURE TERMINATION IN SUBROUTINE TSTEP AY TIMESTEP
1,1X.15/10X. "AND TIME', 1X,F8.1,3X, CHECK ERROR FILE'//)

STOP

1000 CONTINUE
RETURN
END
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C
C

C 444 FORMAT(3X,1% 5(3%X,F8 4).3(3x.14))

N

SUBROUTINE RENUM

WRITTEN BY: R.RUDOLPH

RENUMBERS EXISTING PARTICLES, DESTROYING THOSE FGUND
THE GRID SYSTEM ( VIA JUFLAG ARRAY )

S0

119
100

150
200

COMMON XP(10000).ZP( 10000) . JFLAG( 10000) .

T0 BE QUTSIDE

1DELX(1000O).DELZ(1000O).VAP(SOOO).NIT(SOOO).NPIT(SOOO),CT(SOOO),

1CMX{SOOO).CMZ(SOOO).XS(10).INCX.INCZ,HPQIME.H,L.NP.USTAR.STAB.NT,

TF T TS
IMENSION T ¥ (1 CTI0 0O0)  DF11S000)

DF« )=n

DC 20C .- CNT

IF(NIT(LYY EC O) GZ v

LL=NIT(L ")

DO 100 1= L

II=I+NPIT ("}

IF(JFLAG(II . =2 1) 2 73 80

TXUJ)=xP(>],

TZ(J)=2P(11)

J= e+

GO TC 100

NIT(L1)=NIT(Lt1)-"

N=N+ 1

WRITE(B,111) XP(I1),ZP(11)

FORMAT(1x 'DETECTED QUT-G®-BOUNDS X=" 11X ,FB.4, 62X,

CONTINUE
DFI(L1+1)=NPIT(L1+1)-N
GO TO 200
DFE1(L1+1)=0BF1(L1)
CONTINUE
NP=U-1
DO 500 L1=1,NT
NPIT(L1)=DF1(L1)
WRITE(6,444) L1, T ,CT(L1)} . VAR(L1T) . CMX(L1).CMZ(L1)
INIT(L1), NP

‘500 CONTINUE

600

IF(NP.LT.1) GO TO 700
DO 600 I=1 NP
XP(1)=TX(1)
ZP{1)=T2(1)

CONTINUE

700 RETURN

END

'2=" 1X_F8 4)

NPIT(LY)
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C
C
C WRITTEN BY R RUDOLPH
~
C WRITES CONCENTRATION AND PARTICLE PdSITION DATA INTO FILES (12.13)
C FOR USE IN PLOTTING PROGRAMS
C
DIMENSION CONZ(IxXx 1227)
COMMON XP(10006).20(%0000).¢FLAG(10000).
1DELX(10000).DEL2(!JOOO),VAP(SOOO).NIT(SOOO).NDIT(SOOOJ.CT(SOOO),
1CMX(SOOO).CMZ(SOOO7.YS(10',INCX.INCZ,HPQIME.H.L.NP‘USTAQ.STAB.NT.
1DELT, T NS
DATA ZaP/ wese )
IGRIDY=L/INCX
IGRIDZ2=+ "INCZ
C
C
wolTr 300 NP
90T F_RMs
C
WRITE - 1y oe ) I= 0 NTY
c
WR 1 T4 FonT T
) 2o . ST
WRITEC 1. N SYolE IGRID)
307 - ‘V;Ti‘”yr‘x.Ff 4
YA0L Ll
C
WR_TE(43 a2 TAFR ONT 3
1434 FORMAT 1;,A4_‘1"TIMESTEPSZ'_1X.IS_3’.’TIME=',1X‘F8 1)
RETURN

SUBROUTINE CUTRT(1IXx,12Z2.CONT)

END
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