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ABSTRACT 

 

Interfacing and operating AC power electronic systems requires rapid and 

accurate estimation of the phase angle of the power source, and specifically of the 

positive sequence of the three-phase utility grid voltage.  This is needed to ensure 

reliable operation of the power control devices and of the resulting power flow.  

However, the quality of this information is undermined by various distortions and 

unbalanced conditions of the three-phase grid voltage.  Phase estimation and 

power control can both be performed in real time by a DSP, but a DSP typically 

has limited computational resources, especially in regards to speed and memory, 

which motivates the search for computationally efficient algorithms to accomplish 

these tasks.  In contrast to conventional PLL techniques, recent approaches have 

used adaptive amplitude estimation to enhance the acquisition of the phase 

information, resulting in faster response and improved performance. 

 

This thesis presents a novel technique to estimate the phase of the positive 

sequence of a three-phase voltage in the presence of frequency variations and 

unbalanced conditions, referred to as hybrid negative sequence adaptive 

synchronous amplitude estimation with PLL, or H-NSASAE-PLL.  The key 

feature consists of a feedback structure which embeds a positive sequence PLL 

and an adaptive synchronous negative sequence estimator to enhance the 

performance of the PLL.  The resulting benefits include faster estimation of the 

phase of the positive sequence under unbalanced conditions with zero steady state 

error, simplified tuning of PLL parameters to address a wide range of application 

requirements, robust performance with respect to distortions and PLL parameters, 

a structure of minimal dynamical order (fifth) to estimate the main signal 

parameters of interest, simplified discretization, and reduced computational costs, 

making the proposed technique suitable for real time execution on a DSP.  

 

The H-NSASAE-PLL is developed in the Matlab/Simulink environment, and a 

specialized test signal generator is developed to evaluate it’s performance.  The 

overall system is executed, and experimental results are produced, in real time, on 

a dSPACE DS1104 controller board. 
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1.  INTRODUCTION  

 

 Interfacing and operating AC power electronic systems requires rapid and 

accurate estimation of the phase angle of the power source, and specifically of the 

positive sequence of the three-phase utility grid voltage.  This is needed to ensure 

reliable operation of the power control devices and of the resulting power flow.  

For a three-phase AC power source, this phase angle is often estimated with a 

conventional two-phase PLL (after first converting the three-phase signal vector 

to a two-phase equivalent using a Clarke transformation).  However, various 

distortions and unbalanced conditions of the line voltage adversely influence the 

quality of the PLL phase estimate, which motivates ongoing research to minimize 

the impact of such distortions.   

 

 In the last decade or so, so-called adaptive techniques have been proposed to 

improve the quality of frequency and phase estimation.  These novel techniques 

can be generally characterized by some algorithm which explicitly generates an 

estimate of the fundamental component of interest in the distorted input signal.  

Using this estimate, an error is calculated, which is then used to adaptively drive 

the algorithm to minimize the error.  In the specific reference case of an un-

distorted sinusoidal input, this error signal can be driven to exactly zero, and quite 

fast, nominally in under two to three cycles. 

 

 This thesis proposes to further extend these adaptive techniques to enhance 

the performance under unbalanced conditions.  A novel PLL algorithm is 

presented, referred to as a hybrid PLL with negative sequence adaptive 

synchronous amplitude estimation (H-NSASAE-PLL), which offers a number of 

important benefits.  To put the proposed algorithm in perspective, this chapter 

presents a brief overview of some representative applications, the fundamental 

objective of phase estimation, common sources of distortion, existing alternative 

approaches to this estimation task, and how this background leads to current and 

to the proposed adaptive techniques to achieve this objective.  The chapter 
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concludes with an overview of the key features of the proposed H-NSASAE-PLL, 

it’s principal benefits, and of the main contributions of this thesis. 

 

 

1.1 THE BASIC TASK OF PHASE ESTIMATION 

 

 The need for phase estimation and synchronization using PLL techniques 

arises in a very wide range of applications in power electronics, including: 

a) triac and thyristor based power converters [1]; 

b) real time signal analysis, including harmonic detection, reactive power 

estimation, zero crossing detection, and for power systems protection, [2]; 

c) power conditioning, reactive power compensation, power factor 

correction, PWM voltage converters, [3]; 

d) active power filtering and harmonic distortion compensation in small 

rating stand-alone power grids, such as on ships and oil rigs, [4]; 

e) fault detection and phase tracking through voltage sags and unbalances 

due to line faults, [5]; 

f) voltage sag characterization, [6-8]; 

g) distributed power generation, including wind generation and photovoltaic 

power generation systems, [9-10]. 

 

 The basic objective of phase estimation may be described as in Fig. 1.1.  A 

sinusoidal voltage at a fundamental frequency, e.g. 60 Hz, may be distorted by 

various phenomena, and it is required to estimate the phase angle of the 

fundamental sinusoidal component.  Thus, the required signal processing may be 

represented by the functional block diagram in Fig. 1.2.  Active power is 

delivered from the AC source to the load by the fundamental sinusoidal 

component, and it therefore defines the reference frame, in the form of the 

estimated phase angle output θ̂(t) , for all pertinent information and timing of 

switching control devices.  The internal structure of the estimation process 

depends on various factors, requirements, and constraints.  The voltage frequency 
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may be very stable, thus allowing a slower estimation process, while achieving 

greater estimation accuracy.  If the frequency is anticipated to vary considerably, 

then a faster response may be required, thus making the estimation more 

susceptible to various noise and distortion components.  In power electronic 

applications, phase estimation must be accomplished in real time, which further 

limits the amount of computational effort available, and the resulting quality of 

the estimated phase signal. 

 

 

Figure 1.1 – (A) Distorted sinusoid and (B) estimated phase angle 

 

 

Phase 

Estimation 

AC power voltage signal  

vs(t) = V sin(ωt) + distortion 

θ̂(t)
 

 

Fig. 1.2 – Phase estimation process 

 

1.1.1 Signal Distortions and Filtering 

 

 The phase estimation process is typically challenged by various distortions, 

including:  

a) switching transients due to switching power electronic devices, which may 

result in deep, narrow notches in the signal, [1, 2]; 
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b) harmonics in the line voltage, due to non-sinusoidal currents resulting from 

non-linear loads, such as rectifiers, which cause distorted voltage drops 

across the line impedance, [3]; 

c) phase jumps, due to loads being connected or dis-connected to or from, the 

line; 

d) frequency fluctuations, especially with isolated power grids, [4]; 

e) voltage sags, for the same reason as in (c), [5-9]; 

f) unbalanced condition of the three-phase grid voltage, due to unbalanced 

loads or fault conditions, [7-8]. 

 

 Thus, the essential challenge of phase estimation is to produce an estimate of 

the phase of the fundamental sinusoidal component of the distorted input signal, 

as fast as possible, while simultaneously minimizing the estimate error.  This is 

not unlike the general filtering problem, and is likewise faced with the same trade-

off between speed of response vs. attenuation of distortion and estimation 

accuracy [10].  In general, the solution to attenuating the impact of various 

distortions involves some sort of filtering, which may take one or more various 

forms, depending on the specific kind of distortion being addressed, such as:  

a) low-pass filtering (LPF): to attenuate all signal components above some 

cut-off frequency, chosen according to the required speed of response, [9]; 

b) band-pass filtering (BPF): also referred to as Space Vector Filtering (SVF) 

[9, 10] to select one particular component of interest, e.g. the fundamental, 

while retaining it’s phase, and attenuating all other components; 

c) all-pass filtering (APF): to provide specific phase shifting at a specified 

frequency; e.g. quadrature signals can be shifted by +/-90
o
 to subsequently 

extract balanced positive and negative sequence signals, [10-13];  

d) notch filtering: to reject a component at a specific frequency, such as a 

double-frequency component from a multiplier-type phase detector, [14]; 

e) comb filtering: to reject all harmonic components, up to half the sampling 

frequency; 
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f) adaptive FIR filtering: which adjusts the filter coefficients to make it’s 

frequency-selective response track the fundamental frequency, [15-16]. 

 

 Any type of filtering in general results in slowing down the transient dynamic 

response, but with the desired benefit that the filter is designed for, of reduced 

error in steady state operation in response to the distortion being targeted by the 

chosen filter. 

 

1.1.2 Performance Evaluation of the Phase Estimation Process 

 

To assess the quality of the phase estimation process, standard tests to evaluate 

it’s performance include [2, 9, 17, 19-23]: 

a) subjecting it to a sinusoidal signal with a phase step, e.g. 25
o
, and measuring 

the resulting phase error and transient behaviour; 

b) changing the signal frequency in a step fashion, such as from 60 to 65 Hz, 

and measuring the estimated frequency response, phase deviation, and 

overall transient dynamic behaviour; 

c) changing the signal amplitude, e.g. by +0.5 pu, and measuring the impact on 

the estimated frequency, phase, and amplitude estimates, as required; 

d) adding some harmonic distortion, such as 20% of the fifth for three-phase 

test, and measuring the impact on the estimated frequency and phase, and on 

the estimated positive and negative sequence components and amplitudes;  

the fifth harmonic is chosen for three-phase evaluation, for being the most 

significant, and therefore the most indicative; 

e) introducing unbalance in the three-phase signal, and measuring the 

estimated frequency and phase deviations, and the estimated negative 

sequence component and amplitude.  
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1.2 CLASSIFICATION OF PHASE ESTIMATION AND PLL ALGORITHMS 

 

 To put the proposed algorithm in perspective, a brief overview is presented of 

various phase estimation techniques in current usage.  These may be categorized 

according to various factors, including: 

a) computational requirements, 

b) real time or non-real time implementation, 

c) sampling rate control, 

d) adaptivity to variations in the signal fundamental frequency. 

The last factor serves to distinguish a phase estimation technique as either open-

loop or closed-loop [10], according to whether it attempts to adaptively estimate 

the signal phase by negative feedback, and is thus able to track the signal 

frequency.  A new category of phase estimation algorithms is introduced, referred 

to as adaptive, which extracts more information from the input signal, and thus 

further improves the overall performance over the open-loop and closed loop 

categories.   

 

1.2.1 Open Loop Phase Estimation 

 

 Open loop phase estimation is characterized by the absence of any feedback 

corrective mechanism in the estimation process, as exemplified in Fig. 1.3.   
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Fig. 1.3 – Open loop phase estimation 

 

The three-phase abc vector signal is transformed into a quadrature or two-phase 

α  signal, and then an elementary arc-tangent calculation is performed to produce 

the phase angle estimate of the vector signal.  The principal objection to this 
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approach is that any noise or distortion in the input signal seriously degrades the 

estimated output angle signal, as demonstrated in Fig. 1.4, traces (A) and (B).  

Most notably, near the zero angle, the estimate is extremely sensitive to noisy 

zero crossings of the  signal, which significantly reduces the value of the 

estimated phase signal.  Another important objection is the implication in the 

noisy angle signal, that the phase may at times reverse direction, which is 

inconsistent with the reality of the voltage source, regardless of the level of noise. 
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Fig. 1.4 – Open loop phase estimation;  (A) Noisy quadrature α  signals  

(B) Phase estimate of noisy α  signals (C) Filtered αf- f signals  (D) Phase 

estimate from αf f signals 

 

 An obvious solution to this problem is to filter the signal, as suggested in Fig. 

1.5, which results in signals in Fig. 1.4, traces (C) and (D).  The filter bandwidth 

can be reduced, although this also slows down the filter response.  However, the 

same objections arise as before, even if to a lower degree, due to the random 

character of the noise.   



 8 

 

Clarke 

abc  

to 

 α  

θ̂(t)
 

α 

 

 

a 
 

b 
 

c 

αf 

 

f 

 

 

Filter 

 

 

atan( f/αf) 

 

Fig. 1.5 – Open loop phase estimation with pre-filtering 

 

 Signal filtering can be easily extended to estimate the phase angle of a single-

phase signal, as in Fig. 1.6, where a band-pass filter can be used to generate in-

phase and quadrature, signals, suitably filtered to attenuate the noise and 

distortion components, [24-27].   However, for such a filter with a nominal fixed 

center frequency, the output responses will vary in phase as the input signal 

frequency varies, and result in a faulty phase estimate signal. 
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Filter 
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atan 

 

Fig. 1.6 – Phase estimation for a single-phase signal 

 

1.2.2 Zero Crossing Detection Based Phase Estimation 

 

 The zero-crossing detection method can be represented as in Fig. 1.7.  The 

phase angle is represented by a discrete value from a counter, which is clocked by 

a high frequency digital signal.  The input signal vIN(t) is applied to a comparator, 

which produces a two-state signal, according to the polarity of vIN(t), and this 

signal is subsequently used to reset the counter and count N at every positive-

going zero crossing of vIN(t).  The estimated phase can be expressed in terms of 

the count N as: Nθ̂(t) = K N , where the constant KN depends on the clock 

frequency and fundamental frequency of vIN(t).  Although this method is 

relatively simple, there are a few problems, including [1, 15-16, 28-29]: 
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a) noise in the input signal will affect the timing of the zero crossing and the 

reset time of the counter, thus corrupting the resulting phase estimate; 

b) the phase estimate relies on the constancy of the input signal frequency, 

and does not accommodate any variation in this frequency; 

c) the information about the input signal phase is really only available at it’s 

zero crossings, thus at most twice per cycle, which makes it impossible for 

this scheme to respond to any sudden phase jumps within a cycle [9-10]. 

 

 

Nθ̂(t) = K N  
Zero-crossing 

Comparator 

vIN(t) 
 

Counter 

Reset 

Clock 

N 

 

Fig. 1.7 – Zero-crossing detection method of phase estimation 

 

1.2.3 DFT, Least Squares, and Kalman Filtering 

 

 The discrete Fourier transform (DFT), it’s fast Fourier transform (FFT) 

variation, the least squares estimation method, and Kalman filtering approaches 

are significantly more computationally demanding, [10], and not realistically well 

suited for real time implementation on digital signal processors typically designed 

for real time power control, such as Texas Instruments’ TMS320 family of DSP’s, 

which must typically perform other control oriented computations, all at 

significantly high sampling rates, such as 10 KHz or higher.  The DFT is further 

restricted by the requirement of an integer number of samples per fundamental 

period of the input signal, and thus assumes a constant input signal frequency, 

[31-33].  Although the sampling rate could be varied to satisfy this requirement, 

[32-33], this practice is not so common, as it also affects other computations that 

are typically performed by a DSP and which assume a constant sampling rate.  

The DFT also requires a significant amount of memory to hold the input signal 

samples, namely N samples per cycle, which depends on the sampling rate.  
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Although this is not at all un-realistic, it does contribute to the overall 

computational cost.  For these principal reasons of computational cost and real 

time implementation on representative power control-oriented DSP’s, these 

methods are not considered for the purpose of real time phase estimation. 

 

1.2.4 Closed Loop Phase Estimation 

 

 In contrast to open-loop phase estimation, the closed-loop approach is 

structured such as to able to accommodate variations in input signal frequency by 

explicitly estimating it’s phase.  A generic block diagram of a closed loop phase 

estimation process is represented in Fig. 1.8.  
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Fig. 1.8 – Closed loop phase estimation 

 

This approach is characterized by the generation of a sinusoidal function, y(t), 

based on the estimated phase angle θ̂(t) , and the comparison of this signal with 

the input signal vIN(t), by some means, which produces a phase error signal εθ(t).  

This then results in a corrective action on the phase estimate to make it’s 

frequency track the input signal frequency [2, 10, 35-38].  The input signal could 

be single-phase or multi-phase, and depending on the phase comparison technique 

used, εθ(t) could also contain additional harmonic components, due to distorted 

and unbalanced input signal conditions.  Some means of eliminating or 

attenuating some, or all, of these harmonic components may become necessary, as 

exemplified in the decoupled double synchronous reference frame PLL [22-23]. 

 

1.2.5 Adaptive Phase Estimation Techniques 
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An important question to consider in the overall estimation process concerns what 

information is available in the input signal, or can be also estimated, in order to 

improve the overall phase estimation process.  Thus, in contrast to the open-loop 

and closed-loop techniques of phase estimation, which effectively address only 

the phase and frequency of the input signal, adaptive techniques further consider 

the amplitude of the input component of interest.  Thus, adaptive techniques are 

characterized by an explicit generation of an estimate of the fundamental 

component of interest in the distorted input signal, as indicated in Fig. 1.9.   
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Fig. 1.9 – General adaptive phase estimation 

 

The input signal u(t) is defined in terms of a fundamental un-distorted component 

uo(t), and a component of noise and distortion d(t): 

 u(t)  =  uo(t)  +  d(t)   uo(t) = Vcos(ωt) 

and the overall objective is to estimate the component uo(t), which is 

accomplished by indirectly estimating the phase of the input fundamental 

component.  The estimated signal is then subtracted from the input signal to 

produce an estimate error ε(t).  This error signal subsequently drives the algorithm 

to minimize this error.  In the specific reference case of an un-distorted signal u(t) 

= uo(t) = Vcos(ωt), this error signal can be driven to exactly zero in steady state 

operation, and relatively fast, on the order of a few cycles, and even under two 

cycles, depending on overall design criteria and signal conditions.  Such an 

adaptive approach necessarily entails estimating the fundamental component 

amplitude, which provides the additional information about the input, with which 

to effectively speed up the overall estimation process.  Although Fig. 1.9 suggests 
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an estimator for a single-phase input signal, the approach can be extended for a 

two- or three-phase input signal, such that the signal u(t) can in general be 

considered a vector signal u(t). 

 

 

1.3 PROPOSED H-NSASAE-PLL TECHNIQUE 

 

In view of current techniques of estimating the phase angle of the positive 

sequence of an unbalanced grid voltage, a novel technique is proposed, referred to 

as hybrid PLL with negative sequence adaptive synchronous amplitude estimation 

(H-NSASAE-PLL), with the following features: 

a) a negative feedback structure with two embedded estimating filters, one 

each to estimate the positive and negative sequence components of an 

unbalanced quadrature signal; 

b) the overall operation can be described in terms of the well-known internal 

model principle (IMP); 

c) the positive sequence estimator consists of a conventional two-phase PLL, 

with additional synchronous estimation of the positive sequence amplitude; 

d) the negative sequence estimator uses the estimated, unit amplitude and 

balanced, quadrature signals from the above PLL, to synchronously estimate 

the negative sequence component of an unbalanced quadrature signal. 

 

This novel structure results in the following important benefits:  

a) the negative sequence estimator serves to cancel the negative sequence 

component in an unbalanced two-phase input signal, resulting in faster and 

more accurate estimation of the positive sequence, with zero steady state 

error with respect to an unbalanced input; 

b) minimal dynamical order required to estimate all the fundamental quantities, 

namely the positive sequence fundamental frequency, phase, and amplitude, 

and of the negative sequence quadrature components; 
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c) the estimation processes, implemented in synchronous reference frame for 

both positive and negative sequence components, can be easily discretized 

using lowest order Euler integrators, with one integrator for each estimated 

quantity; 

d) such simplified discretization, in addition to the minimal dynamical order 

for estimation, reduces overall computational demands, and  thus makes it 

well suited for real time execution on a typical DSP with limited 

computational resources; 

e) the proposed structure simplifies tuning the operating parameters according 

to the requirements for any given application; 

f) the overall performance is robust with respect to operating parameters and 

distorted and unbalanced signal conditions. 

 

 

1.4 CONTRIBUTIONS OF THE THESIS 

 

In addition to the H-NSASAE-PLL, a few additional novel estimation techniques 

are presented, which serve to establish a necessary frame of reference for the 

proposed H-NSASAE-PLL: 

a) Positive-negative sequence filter (PNSF) 

This establishes a fundamental underlying principle of operation of, and a 

mathematical foundation for, the H-NSASAE-PLL, whereby a positive and 

negative sequence estimators can be combined within a common feedback 

structure, according to the internal model principle.  The mathematical 

foundation for the PNSF is established in terms of transfer functions in the 

familiar s-domain. 

b) PLL-based positive sequence filter (PSF-PLL) 

This consists of a conventional positive sequence filter (PSF), implemented 

in synchronous reference frame, and centered on a conventional two-phase 

PLL.  The result is a frequency-adaptive PSF with minimal dynamical order.  

This also establishes a useful mathematical basis for taking a simple PSF, 
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normally described in the Laplace s-domain, in stationary (or fixed) 

reference frame (FRF), and implementing it in synchronous reference frame 

(SRF).  The very significant benefit is the ability to realize the equivalent 

functionality at lowest computational cost, in real time, on a typical DSP, 

with robust performance. 

c) Hybrid PLL with negative sequence filter (H-NSF-PLL) 

This consists of a PSF-PLL and an additional resonator, in SRF, to estimate 

the negative sequence, and effectively implements a frequency-adaptive 

PNSF.  If implemented with a higher order differential equation solver, such 

as during the simulation phase of development, this clearly validates the 

principle of operation.  However, this is computationally more demanding, 

and possibly not realizable for real time execution on a DSP, and thus 

motivates the H-NSASAE-PLL, which implements the negative sequence 

estimation in SRF.  

 

Finally, a comprehensive test signal generator is also developed for evaluating the 

performances of the proposed H-NSASAE-PLL and other techniques, which 

allows for convenient analysis and comparison.  The test program, consisting of 

the signal synthesizer and the PLL’s under evaluation, executed in real time, is 

presented in chapter 4.  The results, all observed in real time, and presented in 

chapter 5, show the superior performance of the proposed H-NSASAE-PLL.  The 

overall test program in developed using the Matlab/Simulink platform, and 

executed in real time on the dSPACE DS1104 control board. 
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2.  FREQUENCY AND PHASE ESTIMATION TECHNIQUES 

 

 

This chapter presents underlying principles pertinent to conventional and adaptive 

methods of synchronization in current usage, as discussed in recent literature.  

These principles lead to the novel approaches described in chapter 3, and 

specifically to the proposed H-NSASAE-PLL technique to address unbalanced 

signal conditions.  Table 2.1 outlines the subjects addressed in this chapter, with 

each one contributing a specific feature in the final H-NSASAE-PLL technique. 

 

Table 2.1 – Underlying principles 

 Subject Key features 

1.  conventional single-

phase PLL 

 fundamental core to many PLL’s 

 establishes small signal model and stability 

 suffers from double-frequency ripple 

2.  Park transformation  converts two-phase signal between fixed 

(stationary) and synchronous reference frames 

3.  conventional two-phase 

PLL 

 uses Park transformation to eliminate double-

frequency ripple with balanced input 

 establishes small signal model and stability 

4.  quadrature signal 

generation 

 to generate /2-shifted sinusoidal signals, 

suitable for Park transformation 

5.  adaptive notch filter  frequency estimation and tracking 

6.  Clarke transformation  To convert from three-phase to two-phase 

signal representation 

7.  positive and negative 

sequences 

 useful de-composition of unbalanced three-

phase and two-phase signals 

8.  internal model principle  zero steady state error when estimating a 

specific signal 

9.  adaptive synchronous 

amplitude estimation 

 useful for robust discretized implementation of 

H-NSASAE-PLL technique 
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Table 2.1 – Underlying principles, continued 

10.  EPLL  Single-phase Magnitude/Enhanced PLL, based 

on single-phase PLL and ASAE 

 establishes stability and fast convergence of 

adaptive phase and amplitude estimation 

11.  ASAE and IMP 

equivalence 

 equivalence of ASAE to band-pass filter (BPF) 

 dynamic properties of BPF applicable to ASAE 

 

 

2.1 CONVENTIONAL SINGLE-PHASE PLL OPERATION 

 

A generic structure of a PLL is introduced, and then the specific case of the 

conventional single-phase PLL is discussed, which serves as a starting point for 

subsequent enhancements reflected in current adaptive frequency and phase 

estimation techniques.  The conventional linearized model is presented, it’s 

idealized dynamic characteristics, and it’s behaviour is emphasized with regards 

to the inevitable double frequency ripple.  The latter defines the perspective for 

the quadrature-phase conventional PLL and it’s improved performance over the 

single-phase PLL. 

 

2.1.1 PLL Block Diagram and Fundamental Theory 

 

In the overall perspective of estimating the phase of a periodic signal, the problem 

can be described as depicted in Fig. 2.1 
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Fig. 2.1 – Basic PLL structure 

 

Fig. 2.1 emphasizes the following principal signals and required functional blocks 

[10, 22-25]: 
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a) the main signal of interest consists of the phase θi(t), which is somehow 

represented by the actual, nominally periodic, input signal, such as a 

sinusoid, as encountered in electrical power systems. 

 

b) in contrast to the actual input signal, which is nominally sinusoidal, the 

phase signal of interest is a periodic ramp, as represented by θo(t), which 

will have to be synthesized on the basis of the input signal, by the VCO.  

The term ―VCO‖ stands for ―Voltage Controlled Oscillator‖, which refers 

to electric circuit realizations of this functionality, whereby the signal 

frequency can be controlled by an input control voltage Vc(t); in the 

simplest case, the frequency is determined by a linear relationship: 

f = Ko  Vc e.g.  Ko in Hz/Volt 

In a digital realization, such as with a DSP, it would be more 

appropriately called ―Controlled Frequency Oscillator‖, or Numerically 

Controlled Oscillator (NCO), but it is common in the literature to refer to 

it as VCO.  The generated ramp signal θo(t) would be physically 

represented, such as in a DSP, by a numerical count, produced by a digital 

counter, and thus representing the phase angle from 0 to 2 , and 

subsequently used to produce triggering pulse signals to power control 

devices. 

c) Functionally, the estimated phase signal θo(t) is compared to the input 

signal phase θi(t), by the phase detector, PD, which produces a measure of 

the phase discrepancy θe(t) = θi(t) – θo(t).  There are various possible 

phase detection mechanisms, with different characteristics, but which can 

be usefully represented by a gain KD, valid for some range, e.g. for | θe | < 

30
o
, or more, depending on the technique used.  Often, for ―small‖ θe, a 

linearized characterization of KD usually serves well for initial analysis 

and design, subject to further tuning to ensure robust operation in the face 

of actual operational circumstances. 

d) Depending on the phase detection mechanism used, the PD output signal 

may be corrupted by various kinds of noise, either due to distortion of the 

input sinusoid, as is very common in power electronics applications, or 
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inevitably resulting from the intrinsic properties of the PD itself.  This 

typically requires some low-pass filtering to attenuate the impact of this 

noise, and thus ensure an acceptable level of quality of the output phase 

estimate. 

 

2.1.2 Conventional Single-Phase PLL 

 

Referring to Fig. 2.1, the phase detection mechanism used depends primarily on 

the form and characteristics of the available input signal and of the desired output 

signal, [23-25].  For a nominally sinusoidal input signal u(t) = A cos(ωt), 

corrupted by noise and harmonic distortion, a common and simple approach to 

measuring phase discrepancy between the incoming signal and the VCO 

synthesized signal, is to produce a fixed amplitude sinusoid Q(t) = sin(ωt-φ), 

nominally lagging u(t) by 90
o
 plus a discrepancy φ(t), and to multiply it by u(t), as 

in Fig. 2.2. 
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Fig. 2.2 – Conventional single-phase PLL 

 

This results in: 

  p(t) = A cos(ωt)  sin(θo(t)) ,   θo(t) = ωt-φ 

         = A/2  (sin(2ωt-φ) – sin(φ)) 

         = A/2  (–sin(φ) + sin(2ωt-φ))     (2.1) 

The above signal consists of two components:  

a) ε(φ) = A/2  sin(φ) : a useful measure of the phase discrepancy φ; 

b) A/2  sin(2ωt-φ) : an oscillation at twice the incoming signal frequency. 

The objective of the feedback loop is thus to correct the estimated angle θo(t) such 

as to drive the discrepancy φ(t) to zero.  To achieve this objective, θo(t) must 
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therefore be continually adjusted, according to the error signal ε(t), by applying a 

suitable corrective control signal vc(t) to the VCO.  Because this error signal is 

effectively corrupted by the double frequency component, some filtering is 

required, represented by F(s).  Furthermore, to ensure zero steady state average 

error ε(t) with slowly varying frequency of the input signal, a proportional-plus-

integral (P-I) controller is commonly used, represented by C(s) in Fig. 2.2.  

Because C(s) incorporates an integrating operation, which has an intrinsically 

low-pass frequency response characteristic, and will thus attenuate the effect of 

this oscillation, a given application may not necessarily require an additional F(s).  

 

2.1.3 PLL Closed Loop Transfer Function 

 

Based on the previous qualitative description of the PLL operation, a more exact 

mathematical description of it’s dynamic behaviour is now derived, which will 

serve as a useful frame of reference for subsequent variations and enhancements.  

It should be noted that the phase detector output, ε(φ) = A/2  sin(φ), is a non-

linear function of the phase discrepancy φ  = θi – θo;  however, for an initial 

assessment of the overall behaviour, and as is typically justified for relatively 

small φ, such as |φ| < 30
o
, the approximation is made that sin(φ)  φ, which 

significantly simplifies the subsequent analysis.  Thus, referring to Fig. 2.1 and 

2.2, the principal signals and operations may be summarized as follows: 

a) u(t) : actual input signal, nominally sinusoidal 

b) θi(t) : phase of input signal 

c) θo(t) : output phase signal 

d) I(t) :  cos(θo(t)) 

e) Q(t) : sin(θo(t)) 

f) ε(t) =  A/2  sin(θi(t) – θo(t)) =  A/2  sin(φ(t))  A/2  φ(t) 

Thus, the phase detector can be characterized by a gain of A/2. 

g) F(s) : in the simplest case, it can be set to a constant, e.g. F(s) = 2, to 

simplify subsequent derivations;  

h) C(s) =  Kp + Ki/s : a standard P-I controller 
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i) VCO:  θo(t)  =  ∫ ωo(t) dt  =  2 ∫ Ko  Vc(t) dt,   Ko in Hz/input unit 

Thus, the Laplace s-domain transfer function for the VCO can be 

characterized as:  O O

C

Θ (s) 2πK

V (s) s
 

With reference to an input signal at constant frequency ω, the dynamic 

performance of the overall negative feedback loop is typically characterized in 

terms of the phase deviation at the output, θo, in response to phase deviations at 

the input, θi, such as occurs with phase jumps due to sudden load changes.  Thus, 

the overall transfer function from θi(t) to θo(t) can be expressed as: 
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Oii
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This second order transfer function can be related to the standard form, in terms 

of the natural un-damped frequency ωn and the damping factor ζ: 

2
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p O
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2πAK K              

2 K
    (2.4) 

As should be expected, the DC gain, at s = 0, is unity, meaning that for slow 

variations in the input signal frequency and phase, the output phase exactly tracks 

the input phase.  The dynamic performance can also be seen to depend on the 

input signal amplitude, and it is possible to estimate this amplitude in order to 

introduce a normalizing division operation into the feedback loop to reduce the 

PLL operation sensitivity to the signal amplitude [39-42].  
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2.1.4 Frequency Normalized P-I Control 

 

The transfer function previously obtained reveals an inter-dependence between 

design parameters Kp and Ki, such that, for example, if it is desired to increase the 

closed loop bandwidth to increase the speed of response, by increasing Ki, then it 

is also necessary to adjust Kp accordingly, to maintain the same damping factor.  

In order to separate these two factors, in terms of their influence on the closed 

loop dynamics, and thus make their adjustments more convenient, the following 

approach is adopted: 

a) the VCO constant is fixed to Ko = 1 Hz per input unit, or 1 Hz/iu = 2  

rad/sec./iu 

b) the P-I controller structure is slightly modified, resulting in the overall 

closed loop structure in Fig. 2.3, where fo is a constant parameter, and sets 

the nominal operating frequency, and is normally set equal to the nominal 

anticipated input signal frequency, in Hz; 
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Fig. 2.3 – PLL with modified P-I controller 

 

c) the P-I controller provides two outputs:  

a. fosc: constitutes the actuating, or control, signal to the VCO; 

b. f̂ : provides a filtered version of fosc, a smoother estimate of the 

input signal frequency, and is not subject to the higher frequency 

components in the fosc signal due to the proportional action in C(s). 

This results in the following transfer function from θi to θo, with ωo = 2 fo: 
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In terms of the standard form, ωn and ζ are then simply determined by: 

 ωn =  Ksωo and ζ = Kp/2     (2.6) 

The ―speed‖ parameter Ks and the damping parameter Kp can be seen to 

independently determine the closed loop bandwidth, which is closely related to ωn, 

and the damping factor ζ, respectively, which will significantly simplify their 

adjustments according to specific application requirements.  Thus: 

a) Kp will be typically set to approximately 1.7, corresponding to a damping 

factor ζ = 0.85, for a damped and nominally optimal frequency step 

response, with no observable overshoot, as will be demonstrated later; 

b) Ks can initially be set to a value in the vicinity of 1, corresponding to a 

closed loop bandwidth approximately equal to ωo.  However, depending 

on noise and distortion, it can be comfortably reduced to 0.1 or less, which 

will reduce the closed loop bandwidth and slow down the response time, 

while maintaining a constantly damped response.  

This re-structuring and resulting independence between Ks and Kp will also help 

make more meaningful comparisons between various PLL algorithms. 

 

2.1.5 Frequency Step Response 

 

A common characterization of PLL operation is in terms of it’s response to 

changes in input signal frequency, [2, 9, 17, 19-23], and it’s ability to track such 

variations, as specifically evaluated with step frequency changes.  Referring to the 

P-I controller in Fig. 2.3, and the estimated frequency output f̂ , and considering 

that the input signal phase θi(t) is related to it’s frequency as: θi(t) = ∫ωi(t)dt, the 

transfer function from input frequency fi, to f̂ , both in Hz, can be determined to 

be: 

2 2 2

S O n

2 2 2 2 2

i p S O S O p n n

ˆ K ω ωΔf(s)
= =

Δf (s) s + K K ω s + K ω s + K ω s + ω
   (2.7) 

which also shows a unity gain at low frequency; that is, for slow changes in input 

signal frequency, the PLL can accurately track such variations, and can thus 
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produce an accurate estimate f̂ .  Such a frequency step response is demonstrated 

in Fig. 2.4 
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Fig.  2.4 – Conventional single-phase PLL performance 

 

Fig. 2.4 reveals several important points: 

a) the top trace displays a unit amplitude input signal, with a 30
o
 angle step at t 

= 0.05 sec., and a 20 Hz frequency step at t = 0.1 sec.; 

b) the middle trace displays the phase angle at the source and estimated by the 

PLL, as well as their difference, which is seen to converge to zero after both 

step changes; a value of Ks = 0.2 is used; 

c) the bottom trace displays the estimated frequency f̂ , for Ks 0.2 and 0.5; 

d) a very salient feature of the bottom trace is the double-frequency ripple in 

the f̂  signal, which is lower with a lower value of Ks; 

e) if not for the ripple, the average response dynamics reflects the idealized, 

linearized, characterization of the transfer function in (2.7), whereas the 

presence of ripple reflects the actual fact of the non-ideal phase detecting 

multiplier operation.  More importantly, for lower values of Ks and 
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consequently slower transient response, the average response validates the 

idealization of the phase detecting multiplier as linearly measuring the phase 

discrepancy, and presents a useful frame of reference for further analysis 

and investigation into improving the performance.  

Point (d) reflects the familiar fact of feedback control systems, that to reduce the 

sensitivity to various disturbances, such as double-frequency ripple, requires that 

the overall closed-loop bandwidth be reduced, such as by lowering the gain Ks, 

thus also reducing the system’s speed of response, a typical design trade-off 

between these two important factors of response speed and disturbance rejection.   

 

 

2.2 PARK TRANSFORMATION 

 

The double-frequency ripple has motivated much research to eliminate, or at least 

attenuate, it’s impact on the PLL performance, [44-50]. The Park transformation 

is essentially an extension of the single-multiplier phase detector, and is 

commonly used for multi-phase sinusoidal signals; for example, for two- and 

three-phase signals, as encountered in power systems.  For two-phase signals, 

given two-dimensional (vector) signals v1(t) and v2(t), with phase angles θ(t) and 

φ(t), respectively: 

 jθ(t)

1 1 1 1

cos(θ(t))
(t) V = Ve V (cos(θ(t)) + j sin(θ(t)))

sin(θ(t))
v   (2.8a) 

j (t)

2 2 2 2

cos( (t))
(t) V = V e V (cos( (t)) + j sin( (t)))

sin( (t))
v   (2.8b) 

the Park transformation simply consists of a product of two complex numbers 

(with reference to time variable t omitted, for simplicity): 

 jθ j

1 2 1 2 1 2

cos(θ) cos( )
= V V : V V

sin(θ) sin( )
v v e e  

 
1 2

(cos(θ)cos( ) -sin(θ)sin( ))
           = V V

+j(cos(θ)sin( ) +sin(θ)cos( ))
 

d q           = v + jv  
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In view of occasional discrepancies in the literature with regards to the Park 

transformation’s output d and q signals, the above definition is adopted here;  d is 

a measure of the product of sinusoidal components nominally directly in-phase, 

whereas q is a measure of the angular discrepancy of signals, via the product of 

signals in quadrature (e.g. cos(θ)  sin(φ)).  Expressed in vector-matrix form: 

d

1 2

q

v cos(θ)cos( ) - sin(θ)sin( )
= V V

v cos(θ)sin( ) + sin(θ)cos( )
 

2 1

2 1

cos( ) -sin( ) cos(θ)
= V V

sin( ) cos( ) sin(θ)

= V ( ) vR

    (2.9) 

(2.9) emphasizes that an incoming signal v1 is operated on with a gain of V2, and 

rotated by an angle φ.  If, as is usually the case when nominally synchronized 

with a PLL, v1 and v2 are at nearly the same frequency ω, but with v2 lagging 

incoming signal v1 with a phase difference δ = θ-φ, then multiplying v1 by the 

complex conjugate of v2 results in: 

d *

1 2 1 2

q

v cos(ωt - δ) sin(ωt -δ) cos(ωt)
= v ×v = V V × ×

v -sin(ωt -δ) cos(ωt -δ) sin(ωt)
 

1 2

cos(ωt)cos(ωt -δ) +sin(ωt)sin(ωt -δ)
= VV ×

-cos(ωt)sin(ωt -δ) +sin(ωt)cos(ωt -δ)
 

1 2

cos(δ)
= VV ×

sin(δ)
      (2.10) 

2 1= V ×R(-ωt +δ)×v  

Thus, when nominally synchronized, and with v1 of unit magnitude, the Park 

transformation produces a signal vq(t) which is at a frequency near 0 Hz, and 

which is a measure of the phase discrepancy δ.  Again, when nearly phase 

synchronized, i.e. with small δ  0, then sin(δ)  δ is a useful linearization.  The 

Park transformation also produces the signal vd(t) = V2cos(δ), which is likewise at 

a frequency near 0 Hz, and when nearly phase synchronized, δ  0, then cos(δ)  

1, and vd(t) is a useful measure of the input signal amplitude.  Thus, for purposes 

of phase detection in a PLL, the defining feature of the Park transformation is that 
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the availability of 2-dimensional quadrature signals, in both the input and the 

tracking generated signals, makes possible the perfect cancellation of any double-

frequency ripple, which potentially allows the complete elimination of any low-

pass filtering, except for any possible distortion components resulting from 

distortion of the input signals, resulting in potentially much faster response. 

 

 

2.3 CONVENTIONAL TWO-PHASE PLL OPERATION 

 

Considering phase synchronization only, the Park transformation’s q output 

consists of a simple extension to the single-multiplier phase detector, with a 

second multiplier to cancel out the double-frequency ripple from the first 

multiplier, which leads to the conventional two-phase PLL, as in Fig. 2.5.   
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Q(t) = sin(ωt- ) 

q(t) 

(t) = A sin(ωt) I(t) = cos(ωt- ) 
 

Fig. 2.5 – Conventional two-phase PLL 

 

This results in the same relationships for the input to output phase and frequency 

transfer functions in (2.5) and (2.7), respectively.   

2 2 2
p S O S Oo n n

2 2 2 2 2

i p S O S O n n

K K ω s + K ωΔΘ (s) 2 ω s + ω
= =

ΔΘ (s) s + K K ω s + K ω s + 2 ω s + ω
   (2.5) 

2 2 2

S O n

2 2 2 2 2

i p S O S O p n n

ˆ K ω ωΔf(s)
= =

Δf (s) s + K K ω s + K ω s + K ω s + ω
   (2.7) 

The Park transformation’s d output provides a measure of the input signal’s 

amplitude, and can be used to normalize the q signal, such as to maintain the PLL 

transient dynamics overshoot independent of the signal amplitude, as suggested in 

Fig. 2.6, [40-45]. 
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Fig. 2.6 – Amplitude normalized conventional two-phase PLL 

 

The improvement in performance and potentially faster response of the 

conventional two-phase PLL is demonstrated in Fig. 2.7. 
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Fig.  2.7 – Conventional two-phase PLL performance 

 

Fig. 2.7 emphasizes the following: 

a) the top trace shows the input α signal, with a 30
o
 phase step at t = 0.05 and 

a 20 Hz frequency step at t = 0.1 sec., respectively, and the PLL’s I output 

signals, with Ks = 1; 

b) the middle trace shows the input signal phase angle, and the PLL’s 

estimated phase output signal, and their difference, also with Ks = 1; 
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c) the bottom trace shows the PLL frequency estimate output, with Ks = 0.2 

and 1, and, most importantly, reveals a complete absence of double-

frequency ripple;  this makes possible to tune the gain Ks for mush faster 

response; 

d) as well, Ks can be adjusted over a considerably wider range, while 

maintaining the same relative transient response, i.e. with respect to 

overshoot in the frequency estimate step response, making it possible to 

easily tune the PLL’s bandwidth and sensitivity to noise and distortion, 

according to specific application requirements. 

 

 

2.4 QUADRATURE SIGNAL GENERATION 

 

Given a single-phase input signal, if the benefit of the Park transformation is to be 

exploited to eliminate the double-frequency ripple, then a quadrature version of 

the input signal must be somehow synthesized.  A number of techniques have 

been proposed, including: 

a) a quarter-cycle delay line, consisting of N/4 memory storage elements, to 

delay a signal by a quarter-cycle, such as in the delayed signal cancellation 

(DSC) technique [35, 45], where N is an integer number of samples per 

cycle of the input signal.  Although very simple to implement and with 

guaranteed stability, this approach assumes that the sampling frequency fs = 

N fo exactly, to obtain the desired 90
o
 phase shift from a N/4 delay.  

Depending on how much the signal frequency may vary and on acceptable 

error, it may be required to frequency lock fs to N fo, which presents an 

additional challenge to the overall synchronization task.  Another 

disadvantage of this approach is that, because of the constant amplitude all-

pass frequency response characteristic of a delay line, all distortion 

components are passed through un-attenuated. 

b) a first or second order all-pass phase-shifting filter, [10-13], of the form: 
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a. O

AP-1

O

1-s ω
H (s) =

1+s ω
 : produces a unity gain, 90

o
 phase shift at ωo 

b. 
2 2

n n
AP-2 2 2

nn n

n

s - 2δω s + ω 2δ
H (s) =   =  1  - 2 atan

ω ωs + 2δω s + ω

ω ω

 

The desired phase shift and specified frequency are thus adjustable 

with ζ and ωn. 

The all-pass filter likewise does not attenuate any distortion component, and 

requires adaptivity to track variations in input signal frequency to maintain 

the desired 90
o
 phase shift over the anticipated range of frequencies. 

c) a second order low-pass filter, [24-26]: 

2

n
LPF n2 2

n n

2δω
H (s) =     =  1 90   at  s = jω

s + 2δω s + ω
 

This also may require real time tunability to maintain the desired 90
o
 phase 

shift as the signal frequency varies. 

d) a Hilbert transform FIR filter, to produce an approximate 90
o
 phase shift 

over some specified range of frequencies around the nominal input signal 

frequency ωo, [46].  Because this produces a constant phase shift over some 

frequency range, this does not require any frequency adaptivity.  However, 

this also has a constant amplitude frequency response, which therefore also 

does not provide any attenuation of distortion components. 

e) so-called Adaptive Signal Cancellation, [52], which adaptively estimates the 

amplitudes of the quadrature components of the signal, and then performs an 

elementary complex rotation by /2, similar to the Park transformation. 

f) a second order sinusoidal resonator-based band-pass/low-pass filter, also 

referred to as sinusoidal integrator, [53-56], or second order generalized 

integrator (SOGI), [24-26].  This approach is adopted for several reasons: 

a. it provides both an in-phase band-pass and a quadrature-phase low-

pass filtered output signals, both with unity gain at ωo: 
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n
BPF n2 2

n n

2δω s
H (s) =     =  1 0   at  s = jω

s + 2δω s + ω
 

2

n
LPF n2 2

n n

2δω
H (s) =     =  1 90   at  s = jω

s + 2δω s +ω
 

b. useful filtering operation is intrinsic to the operation, and thus serves 

to attenuate distortion components;  

c. the filter bandwidth and rate of attenuation of distortion components 

can easily be adjusted with the damping factor ζ; 

d. it can be operated at fixed sampling frequency, and it’s center 

frequency can easily be adjusted for the purpose of tracking input 

signal variations, making it very suitable to implement a so-called 

(frequency) adaptive notch filter (ANF); 

e. the simultaneous availability of equal amplitude, in-phase and 

quadrature-phase, filtered, outputs, can serve to individually filter and 

phase-shift α and  signals, and subsequently extract positive and 

negative sequence components of an unbalanced input vector signal; 

f. for all it’s benefits, it is the most computationally economical structure, 

in terms of overall number of memory storage elements and arithmetic 

operations required, making it well suited for real time implementation 

on DSP or FPGA; 

g. this structure can be conveniently realized in a synchronous reference 

frame, again making it very well suited for discrete implementation on 

a DSP or FPGA, and results also in improved performance at higher 

center frequencies and narrower bandwidths, as will be discussed later. 

 

 

2.5 ADAPTIVE NOTCH FILTER FOR FREQUENCY TRACKING  

 

Frequency variations of the input signal make it necessary to provide for 

frequency adaptivity of filtering units, such as the resonator-based quadrature 

signal generator introduced in the previous section.  This section describes the 

operation of this device, from the perspective of augmenting it with a simple 
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frequency-tracking mechanism, together commonly referred to as an adaptive 

notch filter (ANF), [56-64] (due to the notch filtering at the core of the frequency-

tracking functionality), or also frequency-locked loop (FLL), [24].  Such a device 

has been proposed for phase estimation and synchronization purposes, [2], as well 

as for extracting positive and negative sequences of an unbalanced signal, [62-65], 

for a few significant reasons: 

a) the basic ANF structure is a third order, non-linear, dynamical system, 

consisting of a second order resonator, and a simple integrating mechanism.  

However, based on averaging principles, [56-57, 64, 67-69], it’s overall 

operation, for the intended purposes of frequency tracking, can be reduced 

to a first order system, conveniently simplifying it’s analysis and design; 

b) owing to the above, it can easily serve as a front end pre-filter followed by a 

simple two-phase PLL, while the overall dynamics can be treated as just a 

first order sub-system followed by a second order PLL sub-system, with no 

further dynamic interaction between them, and thus again simplifying the 

overall analysis and design; 

c) the afore-mentioned frequency-tracking mechanism in the ANF (a simple 

integrator) can easily be replaced by a two-phase PLL, [70], to provide 

simultaneous frequency-tracking and phase estimation, although this does 

then become a fourth order, non-linear, dynamical system, requiring more 

careful analysis and design. 

 

2.5.1 The Second Order Quadrature Signal Generator 

 

At the core of the frequency-adaptive notch filter is a two-integrator resonator, 

also referred to as a generalized integrator, [53-55], or second order generalized 

integrator (SOGI), [24-26, 71], shown in Fig. 2.8.  With zero input and non-zero 

initial conditions, this produces a constant amplitude oscillation at frequency ωo.  

With a sinusoidal input v(t) at the same frequency ωo, the outputs x(t) and y(t) 

consist of sinusoids, 90
o
 apart, with linearly increasing amplitude, reflecting the 

integrating behaviour from which it gets it’s name; for example, with v(t) = 

cos(ωot): 
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 x(t) = ωo/2  cos(ωot)  t  +  ωo/2  sin(ωot) 

The constant amplitude component will later be seen to vanish, once this structure 

is embedded in a feedback loop, such that only the first component above will be 

relevant. 

 

 

∫ 
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v(t) 

ωo 

x(t) 

y(t) 

 

Fig. 2.8 – Second order generalized integrator 

 

The transfer function from input v(t) to output x(t) can be expressed as in (2.8). 

XV 2 2 2 2

X(s)
T (s) =

V(s) 1

o o

o o

s s

s s
     (2.8) 

The above resonator can be embedded within a feedback loop, as in Fig. 2.9, 

which results in three useful functions at the indicated outputs: 

a) I: band-pass filtered, in-phase with input, and with unity gain at ωo: 

o n
IU 2 2 2 2

o o n n

Kω s 2δω sI(s)
T (s) = = =

U(s) s + Kω s + ω s + 2δω s + ω
  (2.9) 

b) Q: low-pass filtered, in quadrature and with unity gain at ωo; 

2 2

o n
QU 2 2 2 2

o o n n

Kω 2δωQ(s)
T (s) = = =

U(s) s + Kω s +ω s + 2δω s +ω
  (2.10) 

c) ε: notch-filtered, zero output response at ωo: 

2 2 2 2

o n
EU 2 2 2 2

o o n n

s +ω s +ωE(s)
T (s) = = =

U(s) s + Kω s +ω s + 2δω s +ω
            (2.11-a) 

2 2

n n n
EU o 2

n n

ω (ω )(ω )
T (s = j jω ) =

j2δ ω j2δω
 

n

n n

(ω -ω) 2 Δω
                             =

jδω jK ω
             (2.11-b) 
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Fig. 2.9 – SOGI-based band-pass/low-pass filter 

 

The above transfer functions are exemplified in Fig. 2.10, with K = 0.5, at a center 

frequency of 60 Hz.  The BPF and LPF responses can be seen to intersect at ωo 

with unity gain. 
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Fig. 2.10 – SOGI-based BPF, LPF, and notch filter frequency responses 

 

 

2.5.2 Frequency-Adaptive Notch Filter 

 

Close examination of the low-pass and notch filter transfer functions (2.10) and 

(2.11-a) reveals a very useful fact.  The relationship between the two respective 

output signals is that they are either in phase for ω < ωo, or exactly 180
o
 out of 

phase for ω > ωo.  Indeed, the ratio of their transfer functions is purely real:  

2 2 2 2

EU o o o o
EQ 2 2 2

QU o o o

T s + ω ω -ω (ω -ω)(ω + ω)
T (s = jω) = = =

T Kω Kω Kω
 

Frequency, Hz 
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o o i
EQ o

o o o

2(ω -ω) ω -ω ω
T (ω ω ) =  =

Kω δω δω
    (2.12) 

Thus, TEQ gives a useful indication of the direction of ω relative to ωo, and 

suggests that we can form a correlation product Q ε = Q(jω)  ε(jω), [66], which 

then consists of a sinusoid squared with an average non-zero value A
2
  TQU(jω)  

TEU(jω)/2, where A is the input signal amplitude, and this average signal is either 

positive or negative according to whether ω is less than, or greater than, ωo.  This 

product can then be used as an error signal to adjust the filter center frequency to 

converge toward the input signal frequency.  Such an adaptive mechanism can 

easily be realized with an integrator, [24, 58], as in Fig. 2.11, whose output 

consists of an integration of this error signal: 

A
ˆΔω(t) = K Q(t) × ε(t)dt       (2.13) 

The parameter Ka can be adjusted to set the rate of convergence of this frequency 

adaptation process, and speed of response to changes in input signal frequency. 
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Fig. 2.11 – SOGI-based frequency-adaptive notch filter 

 

Fig. 2.12 and 2.13 demonstrate two examples in response to an input signal 

frequency step from 100 to 110 Hz, one with slow convergence, with K = 0.5 and 

KA = 0.05, and one with fast convergence, with K = 1.5 and KA = 0.5.  The case 

of slow convergence serves to clearly show the averaging principle in operation, 

as well as to reveal the approximate character of this averaging mechanism, made 

evident in the ripple in the estimated frequency signal.   
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Figure 2.12 – ANF frequency step response, slow convergence 
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Figure 2.13 – ANF frequency step response, fast convergence 
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The case of faster convergence shows that during the transient response, the 

product signal Qε does very slightly change polarity, and there is significant 

ripple in the estimated frequency signal, but on average Qε is clearly of consistent 

polarity, and therefore useful for the intended purpose of frequency adaptivity.  

As a consequence, this averaging mechanism can be seen to simplify the overall 

dynamics, such that for lower values of KA, and for a signal frequency close to the 

filter center frequency, the system can be usefully described by a first order 

system, as represented in Fig. 2.14, with a time constant set by the adaptation gain 

KA. 

 

 

Δωi Δωo 

KA ωo/2K 

∫ 
 

Fig. 2.14 – First order equivalent of adaptive notch filter 

 

 

2.6 THREE-PHASE SIGNALS AND CLARKE TRANSFORMATION 

 

Whereas power is most economically delivered over a three-wire system, by three 

sinusoidal voltages spaced 120
o
 apart, the signal processing involved in many 

applications can be achieved more efficiently after first transforming the three-

phase signal vector, say vabc(t), using a Clarke transformation, into a two-phase 

vector vα (t) in the so-called α  fixed (also referred to as stationary) reference 

frame (FRF), where the components vα(t) and v (t) are orthogonal to each other: 

v (t)av (t) 1 cos(γ) cos(2γ)α 2
v (t) = = × v (t)  , γ = 2π/3

v (t)αβ b0 sin(γ) -sin(2γ)3β
v (t)c

 (2.14) 

v (t) := T ×v (t)
αβ Clark abc

 

Thus, with vabc(t) defined as: 
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v (t) cos(ωt)a

(t) = v (t) V cos(ωt - 2 /3)
abc b

cos(ωt - 4 /3)v (t)c

v     (2.15) 

with peak magnitude V, the Clarke transformation produces: 

 
v (t) cos(ωt)α

(t) = V 
v (t)αβ sin(ωt)β

v      (2.16) 

It is noteworthy that the Clarke transformation, as described above, aims to 

produce signals vα (t) with vα(t) = va(t), i.e. aligned with va(t), and with the same 

magnitude V as vabc(t).  Thus, the required transformation is not unique, and 

depending on other factors, for example trying to reduce the number of sensors at 

the three-phase system, the Clarke transformation could be alternately 

accomplished.  For example, for a three-wire system, va(t) + vb(t) + vc(t) = 0, such 

that only two signals suffice to obtain the vα (t) signals, such as b and c, as 

follows: 

v (t) v (t)1 1α b(t) = = ×
v (t)αβ 1 3 1 3 v (t)β c

v    (2.17) 

 

 

2.7 POSITIVE AND NEGATIVE SEQUENCES, AND DE-COMPOSITION 

 

With reference to the Park transformation, the phase discrepancy between two 

quadrature signals, measured by the q output, is free of any 2ω component, but 

only when the 2ω components of the two products cancel out exactly.  This exact 

cancellation, however, depends on both components of the input quadrature 

signals to have the same magnitude and to be exactly 90
o
 apart, i.e. that they be 

balanced.  However, since the input quadrature signal is obtained from the three-

phase signal via a Clarke transformation, this two-phase balance depends on the 

three-phase balance of vabc.  Various line and load conditions can adversely affect 

this three-phase balance, and it is then necessary to characterize such three-phase 

unbalanced conditions to properly compensate for them.  
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2.7.1 Three-Phase Symmetrical Components 

 

Three-phase voltage (or current) signals, although nominally balanced, can suffer 

unbalanced conditions, due to asymmetrical loading or line faults, resulting in 

sub-optimal overall operation and power losses.  To deal with such conditions, it 

is useful to represent a three-phase signal in terms of three symmetrical, or 

balanced, components, also referred to as positive, negative, and zero sequences, 

as in (2.18).  Superscripts p, n, and z denote positive, negative, and zero, 

respectively, and the corresponding symmetrical components are defined as in 

(2.19). 

a

-j2 /3 p +j2 /3 n z

b a a a

+j2 /3 -j2 /3

c

v (t) 1 1 1

v (t) v (t) v (t) 1 v (t)

v (t) 1

e e

e e

 

 

a

p n z

abc b abc abc abc

c

v (t)

(t) = v (t) = v (t) + v (t) + v (t)

v (t)

v  

p n z

a a a

p n z

b b b

p n z

c c c

v (t) v (t) v (t)

v (t) v (t) v (t)

v (t) v (t) v (t)

     (2.18) 

p

a

-j2 /3 +j2 /3 n

a

+j2 /3 -j2 /3 z

a

1 1 1 v (t)

1 v (t)

1 v (t)

e e

e e

    (2.19) 

Thus, each symmetrical three-phase component is referred to the phase a signal: 

p p

a

n n n

a

z z z

a

v (t) V cos(ωt)

v (t) = V cos(ωt - )

v (t) V cos(ωt - )

      (2.20) 

In other words: 

a) in the positive sequence vector, phases b and c lag behind phase a by 120
o
 

and 240
o
, respectively; 
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b) in the negative sequence vector, phases b and c lag behind phase a by 240
o
 

and 120
o
, respectively; 

c) in the zero sequence vector, all three phases have the same sinusoidal 

voltage. 

The zero sequence component, being common to all three phases, is then the 

instantaneous average of the three, and requires a common voltage reference point, 

or return path for the common current, and therefore requires a fourth neutral wire 

to exist.  As a consequence, in the case of a three-wire system, the zero sequence 

cannot exist, and there are therefore only two independent voltages to speak of; 

for example, va-b(t) and vc-b(t), both referred to phase b.  Figures 2.15 and 2.16 

depict, for example, phasor diagrams for a balanced and an unbalanced conditions.  

In both cases, vα can be seen to be aligned with va.  In Fig. 2.16, the negative 

sequence v
n

abc can be of any arbitrary phase relative to the positive sequence v
p

abc.  
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 Fig. 2.15 - Three-phase and 2-phase phasors, balanced 
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 Fig. 2.16 - Three -phase and 2-phase phasors, unbalanced 

 

 

2.7.2 Positive And Negative Sequence Extraction 

 

The optimal condition for power delivery in a three-wire system consists of 

balanced three-phase voltage and current, characterized by a symmetrical positive 

sequence, which defines the reference for power transfer.  Thus, when the three-

phase voltage is unbalanced, any corrective action, such as by an active power 

filter, must be referred to, i.e. synchronized to, the positive sequence voltage.  

Therefore, given an actually measured three-phase voltage vabc(t), it becomes 

necessary to estimate from it the positive sequence component, which 

subsequently defines the proper reference for all voltage, current, and phase 

information signals.  One approach consists of instantaneous symmetrical 

component calculation, [21, 72], which requires phase shifting operations on each 

of the three individual phase signals to extract the positive, and possibly also the 

negative, sequence voltage vectors, depending on the application. 
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An alternative approach, not too different from the above in regards to some of 

the underlying operations, but which also serves the additional purpose of phase 

estimation and synchronization, is to transform the three-phase voltage vabc(t) into 

the α  reference frame, using a Clark transformation.  For an unbalanced 

condition, this results in a two-phase voltage vector vα (t), which can similarly be 

expressed in terms of two components, with positive and negative sequences, 

respectively.  These can also be more conveniently expressed by two vectors 

rotating in opposite directions: 

p n p jωt n -jωt-φ

αβ αβ αβ

p n

α α

p n

β β

p n

v (t) = v (t) + v (t) = V e + V e

v (t) v (t)
= +

v (t) v (t)

cos(ωt) cos(ωt + φ)
= V + V

sin(ωt) -sin(ωt + φ)

 

p n
cos(ωt) cos(ωt + φ)

= V + u
sin(ωt) -sin(ωt + φ)

    (2.21) 

 

(2.21) emphasizes a few useful aspects: 

a) the nominal voltage in terms of the positive sequence peak voltage V
p
,  

b) the relative degree of unbalance, u
n
, which is a complex value, 

c) the phase relationships between the α and  components for the positive 

and negative sequence, namely: 
p

βv  lags p

αv  by 90
o
, whereas 

n

βv  leads n

αv  

by 90
o
 

The last point is significant, as it defines a useful perspective for the subsequent 

signal processing required to estimate, or extract, the positive and negative 

sequence signals from the unbalanced signal vα (t).  Consider, for example, the 

unbalanced phasor diagram in Fig. 2.17: 

a) unbalanced three-phase phasors va, vb, and vc 

b) two-phase vα and v , obtained via a Clark transformation; note that vα = va 
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c) there is a useful symmetry in the effect of n

αv  on p

αv , as opposed to the 

effect of 
n

βv  on 
p

βv . 
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Fig 2.17 – Three-phase unbalanced phasors 

 

The above observations suggest the following operations to separately extract the 

positive and negative sequence components from the measured signal vα (t): 

a) perform a phase shift operation of -90
o
 and +90

o
 on signals vα and v , to 

produce signals –jvα and +jv  respectively; 

b) the desired positive sequence component p

αv  is then mid-way between vα 

and +jv , and likewise 
p

βv  is mid-way between v  and –jvα 

These operations are usefully expressed as follows: 

 

p

α α β

p

β β α

v = v + jv 2

v = v - jv 2
                 (2.22-a) 

n

α α β

n

β β α

v = v - jv 2

v = v + jv 2
                 (2.22-b) 
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or, in matrix form: 

 

p
αα

p
β

vv 1 j1
=

vv -j 12
 

α

β

v
=

v

pT        (2.23) 

Similarly, the negative sequence components can be calculated with: 

 

n
αα

n
β

vv 1 -j1
=

vv j 12
 

α

β

v
=

v

nT        (2.24) 

It is noteworthy to observe the effect of each of the above operations on the 

measured signal vα  with regards to the components of opposite sequence.  For 

example, keeping in mind the quadrature relationships between the α and  

components of each of the positive and negative sequences, expressed by the +j 

and –j factors, respectively: 

α α

β β

v v1 j1

v v-j 12

pT  

p n

α α

p n

β β

v v1 j1
= × +

v v-j 12
 

p n

α α

2 2

p n

α α

1 j 1 11
v + v

-j 1 -j j2

1- j 1+ j1
v + v

2 -j- j -j+ j

 

p n

α α

p

α

p

β

2 01
= v + v

-2j 02

v
=

v

 

Thus, the T
p
 operation on vα  effectively cancels the negative sequence 

component out of the desired positive sequence result, and likewise T
n
 cancels the 
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positive sequence component out of the desired negative sequence result.  These 

operations can be depicted as in Fig. 2.18, where PSC designates positive 

sequence calculation, and NSC and PSNC would likewise designate negative, and 

positive-negative, sequence calculation, respectively, combining T
p
 and T

n
, to 

produce four components, two positive and two negative sequence components. 
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Fig. 2.18 – Positive Sequence Calculation 

 

The blocks designated QSG refer to quadrature signal generation, for producing -

90
o
 phase shifted signals, at outputs labeled ―-j‖, from their respective inputs u.  

There are various techniques to perform this phase shifting operation, as discussed 

earlier in section 2.4. 

 

 

2.8 INTERNAL MODEL PRINCIPLE 

 

A very wide range of filtering techniques and design methodologies can be said to 

generally aim at extracting information from a physical signal.  For example, a 

television receiver extracts, in several stages, the video signal for a selected 

channel, for presentation on a screen.  In power electronics and control 

applications, the aim is to produce a usable and reliable output phase information 

signal, such as for the purpose of accurate timing of power control switching 

devices, on the basis of the physically available signal, which may be a distorted 

version of the information-bearing signal of interest.  Thus, generally intrinsic to 

many filters is the aspect of eliminating, or attenuating, the impact of unwanted 
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components in a given physical signal, such as adjacent radio channels, distortion, 

and noise.  An alternate approach to this process  is to estimate the signal of 

interest in the presence of all additional unwanted components.  The output result 

of this estimation process is then an approximation of the signal of interest, and 

the quality of this estimate depends on various design parameters of the filtering 

process.   

 

A relevant implication of this estimation process is that the resulting filtered 

signal is effectively generated by a sub-component within the filtering mechanism, 

which itself is equivalent to the source which produces the signal of interest, to 

which distortion is subsequently added by intermediate physical phenomena.  

Thus, the filtering algorithm aims to minimize the error between the original 

signal of interest and the generated estimate, and effectively embeds an equivalent 

model of the signal source.  This constitutes the so-called internal model principle 

[73], which is used in the proposed PLL techniques, and which is presented in this 

section, as follows: 

a) the IMP is introduced for a simple first order low-pass filter, to establish 

the underlying mechanism to be exploited; 

b) the principle is further demonstrated for single-phase sinusoidal signals, in 

the form of a band-pass filter, previously introduced, and as a basis for 

two-phase signal estimation; 

c) the above sinusoidal estimator is extended to process a quadrature input 

vector signal, in the form of a positive sequence filter (PSF), to filter 

quadrature signals in the α  reference frame. 

 

2.8.1 First Order Low-Pass Filter 

 

In the process of estimating a signal of interest, such as with a filter, the resulting 

signal estimate is expected, at least in the absence of any added distortion, to 

converge exactly to the signal of interest being estimated.  For example, the 

estimation of a temperature transducer signal, consisting of a slowly varying 
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voltage, filtered by a simple first order low-pass filter, may be characterized by 

the following differential equation: 

  vo’(t) + vo(t) = vs(t)       (2.25) 

Such a filter can be depicted by the block diagram in Fig. 2.19. 

 

 

 

Trans- 

ducer ∫ 

1/  

vs(t) vo(t) Err 

 

Fig. 2.19 – First order low-pass filter 

 

The signal vs(t) is assumed to vary slowly, relative to the filter response time, 

such that, for the present purposes, it can be considered to be constant.  Then, 

according to (2.25), it is expected that vo(t) will converge to vs(t), and therefore 

that the error signal will converge to zero.  For constant input vs(t) = Vs, and 

initial condition vo(0) = voo: 

 vo(t)   =  voo + (Vs – voo)(1 – e
-t/

) 

 Err(t) =  (vs – voo) e
-t/  

as also exemplified in Fig. 2.20.   
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Fig. 2.20 – First order LPF step response 
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For the purpose of establishing the salient features of the internal model principle, 

it is necessary to distinguish two aspects in the above scenario.  Whereas the 

actual signal may be produced by a physical device, the transducer, it’s equivalent 

model within the filter, which progressively drives the error to zero, as claimed by 

the IMP, is characterized by dynamic properties, described by a differential 

equation in the time domain, or by an equivalent transfer function in terms of the 

Laplace s variable.  In the s domain, the transfer function description for the LPF 

error signal is: 

 E

s

Err 1
T (s) (s) =

1V 1+
s

     (2.26) 

In the Laplace s domain, a constant signal in the time domain has a zero 

frequency, that is, s = 0.  It is thus already apparent in the above that the filter 

steady state error response at zero frequency will be zero, due to the infinite value 

of the denominator.  Indeed, the error response to a constant input vs(t) = A, is: 

 s E

A
A 1 sErr(s) = V (s) T (s) = =

1 1s 1+ 1+
s s

   (2.27) 

The above expresses that the input constant signal Vs(s) = A/s, in the numerator, 

is matched by a corresponding integration 1/s in the denominator, and the time 

constant  determines the filter’s rate of convergence, or bandwidth.  The steady 

state error response to such a constant input can be determined using Laplace’s 

final value theorem: 

 0 0

A
AsErr(t ) lims = lims

1 s +11+
s

0

s s     (2.28) 

as expected.  Thus, from the perspective of driving the filtering estimation error to 

zero, the practical significance of the above discussion is that the equivalent 

dynamic model of the transducer with constant output voltage is an integrator, as 

suggested in Fig. 2.21, which is characterized by it’s step response to the 

elementary Dirac impulse function (t). 
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vs vo Err 
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 ∫ 

 

Fig. 2.21 – Equivalent model of signal source 

 

One final and most important point in the above examination, and which will 

serve subsequent motives, is that at the characteristic frequency of the signal 

source, namely zero, the corresponding integration block in the filtering operation 

has a gain of infinity, which is the principal mechanism which results in the zero 

steady state error, that is, at that same characteristic frequency.  This zero steady 

state error can be seen to be achieved by the fact that any non-zero error signal is 

continuously integrated, until the output reaches the input, that is, until the error 

reaches zero.   

 

2.8.2 Second-Order Generalized Integrator And Band-Pass Filter 

 

In view of the proposed PLL technique to be presented later on, the internal 

model principle is now demonstrated for the case of a sinusoidal signal.  To 

estimate a single-phase sinusoidal signal, such as in the presence of distortion, a 

band-pass filter structure can be used.  To set the framework for subsequent 

developments, this structure will be reviewed from the perspective of the internal 

model principle.  The core of such a band-pass filter consists of a second order 

generalized integrator (an un-damped resonator), with center frequency ωo 

matching the frequency of the input sinusoidal signal of interest v(t), as 

previously shown in Fig. 2.8.  The transfer function from V to X is:  

XV 2 2 2 2

X
T (s) = (s)

V 1

o o

o o

s s

s s
     (2.29) 

which is characterized by an infinite gain at it’s center frequency ωo, that is:  

2 2lim 0
o

o
s j

s  

such that |TXV(jωo)| → ∞.  The response to an impulse input v(t) = (t), which 

establishes an initial condition x(0) = ωo, is: 
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0+ 0+

o o o
0- 0-

x(0) = ω V(t)dt = ω δ(t)dt = ω     (2.30) 

such that x(t) is simply an un-damped oscillation: 

 x(t) = ωo cos(ωot) := hx(t) 

where hx(t) designates the impulse response at x(t).  For a sinusoidal input v(t) = 

cos(ωot), the response is the convolution of v(t) and hx(t), which, in Laplace terms, 

is: 

 

o
X 2 2 2 2

o o

2

o

2
2 2

o

ω ss
X(s) = V(s)×H (s) = ×

s + ω s + ω

ω s
=

s + ω

    (2.31) 

In the time domain, y(t) is then the inverse Laplace transform of the above: 

 o o o

1
y(t) = sin(ω t) + ω tcos(ω t)

2
     (2.32) 

which consists of two components: 

a) ωo  t  cos(ωot), increasing linearly with time, and which exhibits the 

integrating behaviour of interest, in response to a sinusoidal input at the 

same frequency;   

b) sin(ωot), with constant amplitude; once embedded in a negative feedback 

filter structure, such as a band-pass filter, this component simply vanishes. 

Just as with the first order low-pass filter discussed earlier, it can be seen how the 

resonator structure has the same denominator in the Laplace transform description 

as the sinusoidal input signal, just as the resonator impulse response has the same 

time domain description as the input signal, which results in the response growing 

toward infinity.  This infinite gain at ωo, embedded in a band-pass filter, results in 

a unity gain tracking performance at ωo. 

 

The band-pass filter structure of Fig. 2.9 produces outputs characterized by 

transfer functions (2.9–2.11), with the following significant features of immediate 

interest: 
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a) TIU describes a band-pass filter (BPF), with peak unit magnitude and zero 

phase shift response at it’s center frequency ωo;  thus, at ωo, the estimation 

error is 0, as also confirmed by TEU, presented below; 

b) TQU describes a low-pass filter (LPF), with low-frequency gain K, and unit 

magnitude response with 90
o
 lagging phase relationship relative to output I, 

at ωo.  That is, TQU(s = jωo) = ωo/s = ωo/j ωo = 1/j = -j = e
-j /2

.   

 

Fig. 2.22 shows the band-pass and notch filter responses for K = 0.2, 0.5, and 0.8, 

which determines the filter bandwidth.   
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Fig. 2.22 – BPF and notch filter magnitude responses, K = 0.2, 0.5, 0.8 

 

The time domain response of the filter to a sinusoidal step input at frequency ωo is 

exemplified in Fig. 2.23, and shows how the filter estimate error eventually settles 

to zero.  The top two traces are for K = 0.3, whereas the bottom trace shows only 

the filter state vector magnitude, defined as 
2 2

1 2|| || x + xX , for different values 

of K; higher values of K result in faster response, i.e. faster estimation 

convergence.  

Frequency, Hz 
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 Fig. 2.23 – Filter response to sinusoidal step input 

 

2.8.3 Positive Sequence Filter 

 

The single-input second order generalized integrator can be extended with a 

second input for the purpose of estimating a two-input quadrature signal, in the 

form of a positive sequence generalized integrator (PSGI), shown in Fig. 2.24. 
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Fig. 2.24 – Positive sequence generalized integrator 

 

With two inputs and two outputs, the PSGI can be described by the following 

transfer functions: 

 
o o

XU 2 2 2

oo

ω s ω sX(s)
T (s) = = =

U(s) s + ω1+ ω s
             (2.33-a) 

2

o o
YU XU 2 2

o

ω ωY(s)
T (s) = = T (s)× =

U(s) s s + ω
              (2.33-b) 

Time, Sec. 
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o
YV XU 2 2

o

ω sY(s)
T (s) = = T =

V(s) s + ω
               (2.33-c) 

2

o o
XV YV 2 2

o

-ω -ωX(s)
T (s) = = T (s)× =

V(s) s s + ω
              (2.33-d) 

Furthermore, since the PSGI operation is intended specifically to operate on a 

(complex) balanced two-input quadrature signal, to evaluate it’s performance in 

response to a positive and negative sequences, the two input signals must be 

considered together, which is more conveniently addressed if the above transfer 

functions are expressed in matrix form: 

XU XV

YU YV

T (s) T (s)X(s) U(s)
= ×

T (s) T (s)Y(s) V(s)
 

oo

2 2

oo

s -ω U(s)ω
    = × ×

ω s V(s)s + ω
    (2.34) 

Thus, with a positive input sequence of unit magnitude:  

u(t)  =  cos(ωot)  =  re( ojω t
e ) 

v(t)  =  sin(ωot)  =  re(-j ojω t
e ) 

such that, with s = jωo: 

oo o o jω to

2 2

o o oo

X(jω ) jω -ω 1ω
= re × × ×e

Y(jω ) ω jω -js + ω
 

o

2
jω to

2 2

o

j -1 1ω
= re × × ×e

1 j -js + ω
 

o

2
jω to

2 2

o

j2ω
= re × ×e

1s + ω
     (2.35) 

Two important observations in the above are that: 

a) the denominator 
2 2

os + ω  has an infinite value for an input signal 

frequency ωo, which corresponds to the integrating behaviour of the filter 

in response to an input sequence at ωo, just as with a single-phase input;  

b) the factor j

1

 expresses the quadrature phase relationship of the outputs 

relative to each other and with respect to the respective input signals.  
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However, with a negative input sequence: 

u(t)  =  cos(ωot)  =  re( ojω t
e ) 

v(t)  =  –sin(ωot)  =  re(j ojω t
e ) 

then: 

o

2
o jω to

2 2

o o

X(jω ) j -1 1ω
= re × × ×e

Y(jω ) 1 j js + ω
 

o

2
jω to

2 2

o

0ω
= re × ×e

0s + ω
     (2.36) 

Thus, this PSGI has the very important and defining characteristic of a zero 

response to a negative input sequence, and an infinite response to a positive input 

sequence.  Note that although the same denominator 
2 2

os + ω  also has an infinite 

value at ωo, the internal structure of the filter effectively cancels this infinite 

factor, as expressed in (2.36), and therefore does not result in an infinite response, 

which will in fact be seen to vanish in the proposed overall operation. 

 

Just as with the single-phase band-pass filter discussed previously, the PSGI can 

be embedded in a similar negative feedback structure, as shown in Fig. 2.25, 
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Fig. 2.25 – Positive-Negative Sequence Filter 

 

with the following state variable description: 

 
1 1

o o

2 2

x (t) x (t)-K -1 1 0 u(t)
= ω + Kω

x (t) x (t)1 -K 0 1 v(t)
   (2.37) 

which results in the following transfer function matrix: 
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o

oXU XV 2 2

PSF o 2 2 2
YU YV o o

s Kω +1 -1/K

1/K s Kω +1T (s) T (s)
T (s) K ω

T (s) T (s) s + 2Kω s + 1+ K ω
 (2.38) 

For a positive input sequence at s = jωo, the above results in: 

 
2 2

PSF o o 2 2 2 2

o o o

j K +1 -1 K

1 K j K +1 1
T (jω ) = K ω × ×

-j-ω + j2Kω + 1+ K ω
   (2.39) 

2 2

o 2 2

o

j K +1 -1 K

1 K j K +1 1
              = K ω × ×

-jK ω (j2/K +1)
 

1+ j2 K

-j 1+ j2 K 1
              = =

-j1+ j2 K
 

In other words, the internal resonator produces outputs x(t) and y(t) exactly 

matching inputs u(t) and v(t), respectively, resulting in zero error signals εU(t) and 

εV(t), leaving the resonator effectively un-coupled form the inputs.  On the other 

hand, a negative input sequence at the same frequency ωo produces a response: 

 
2 2

o 2 2 2 2

o o o

j K +1 -1 K

1 K j K +1 1
K ω × ×

j-ω + j2Kω + 1+ K ω
 

 

-1 2

2

1

1j 1 - tan (4 K )
    = =

j1+ j2 K 1+ 4 K
     (2.40) 

which consists of a negative sequence, 
1

j
, phase shifted by an angle of 

-1 2-tan (4 K ) , with a non-zero magnitude of 
21 1 4 K .  In other words, the 

above positive sequence filter only attenuates, and does not completely eliminate 

any negative sequence at the output.  Furthermore, greater attenuation requires a 

smaller value of K, which also slows down the filter response time.  This 

incomplete elimination of the opposite sequence by the filter is in fact the 
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motivation for part of the proposed structure, referred to as Positive-Negative 

Sequence Filter (PNSF), presented in chapter 3. 

 

 

2.9 ADAPTIVE SYNCHRONOUS AMPLITUDE ESTIMATION 

 

A sinusoidal signal is defined by three parameters, namely, amplitude, phase, and 

frequency.  If better knowledge of one parameter can assist in the estimation of 

another, then there is an incentive to estimate all parameters together, resulting in 

potentially faster estimation of all.  Thus, in contrast to more conventional single-

phase PLL synchronization techniques, where only the phase is estimated, and 

implicitly also it’s frequency, a relatively novel introduction in the last few years 

has been to also incorporate an estimation of the signal’s amplitude [74-78], 

resulting primarily in (a) the elimination of any steady state double frequency 

error, (b) the potential elimination of any low-pass filtering to attenuate this error 

signal, and (c) faster overall response.   

 

This section presents: 

a) the basic mechanism of adaptive synchronous amplitude estimation 

(ASAE), for estimating the amplitude of a sinusoidal signal with known 

frequency and phase; 

b) a simple extension of the ASAE to estimate the amplitude of a sinusoidal 

signal with known frequency and unknown phase, also referred to, in 

some applications, as adaptive feed-forward cancellation (AFC), [75-76]. 

These features will provide the necessary basis for further subsequent 

enhancements for two-phase and unbalanced signals. 

 

2.9.1 Single-Phase ASAE with Known Phase 

 

The objective of estimating the amplitude of a sinusoidal signal is not unlike the 

principle of synchronous rectification in power electronic systems, or of 

amplitude de-modulation for an amplitude-modulated radio carrier signal [36].  
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However, in the case of these two familiar applications, the rectification process is 

followed by a low-pass filtering operation aiming to attenuate the ripple due to the 

sinusoidal or periodic ―carrier‖ signal, which normally implies a long time 

constant, relative to the carrier period, and consequently slow dynamic response, 

which is precisely the basis for the desired attenuation.  In the case of phase 

estimation and synchronization, however, a faster response is desired, on the order 

of one to two sinusoidal cycles, thus requiring a shorter time constant in the 

filtering process.  With this objective in mind, the so-called adaptive synchronous 

amplitude estimation (ASAE) algorithm proceeds as follows: 

a) produce an estimate Â(t)  of the signal amplitude of interest at the output 

of an integrator; this amplitude will be subsequently adjusted, by applying 

a suitable error signal to the integrator input, progressively correcting this 

estimate until, ideally, the estimate error converges to zero; 

b) assume that the input signal phase is known; this phase information can be 

established with any suitable PLL, and this assumption will be validated 

by the subsequent development.  Thus, if the input signal is:  u(t) = A 

cos(ωt), then we have access to a locally generated and synchronized, unit 

magnitude, reference signal: r(t) = cos(ωt); 

c) produce an estimate û(t)  of the input signal, based on the amplitude 

estimate and the reference signal: 

ˆˆy(t) = u(t) = A(t) cos(ωt)  

d) compare this estimate with the input u(t), and produce an estimate error: 

ˆˆε(t) u(t) - u(t) = A cos(ωt) - A(t) cos(ωt)

ˆ(A - A(t)) cos(ωt)
 

e) synchronously de-modulate this signal, by multiplying it with the 

reference signal, resulting in: 

2

1
2

ˆ(t) cos(ωt) (A - A(t)) cos(ωt) cos(ωt)

ˆ(A - A(t)) cos (ωt)

ˆ(A - A(t)) 1 cos(2ωt)

 



 57 

f) The term (1+cos(2ωt)) is of positive polarity, such that the above error 

signal has a polarity consistent with that of the estimate error, and can thus 

be used to correct the amplitude estimate Â(t) , as suggested in Fig. 2.26.  

User designed gain KA allows to adjust the rate of convergence of the 

estimation process. 

 

 

∫ 
u(t) = A cos(ωt) 

 

r(t) = cos(ωt) 

KA ε 
ˆy(t) = u(t)  

Â(t)  

 

Fig 2.26 – Adaptive Synchronous Amplitude Estimation 

 

The most important feature of the above mechanism is that as the amplitude 

estimate Â(t)  converges toward the actual input signal amplitude A, the error is 

driven exactly toward zero, resulting in zero ripple in the error and output signals, 

and therefore, the estimation adaptation gain KA can be selected arbitrarily high, 

resulting in much faster response time than with a conventional low-pass filtering 

operation.  This process can be described by the following non-linear dynamic 

system: 

A

A

ˆ ˆA K × cos(ωt)×(u(t) - A(t)×cos(ωt))

ˆK × cos(ωt)×(A cos(ωt)) - A(t)×cos(ωt))
 

2

A

A

ˆK ×cos (ωt)× A - A(t)

ˆK 2× A - A(t)
     (2.41) 

which can be represented by the simplified first order system in Fig. 2.27. 

 

 

∫ 
A(t) Â(t)

 

KA/2 
 

Fig 2.27 – ASAE first order simplified model 
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The approach implied in the preceding analysis is clearly based on the idea of 

averaging the cos
2
(ωt) function, as was also used earlier in the analysis of the 

adaptive notch filter, and is a common tool for analyzing non-linear dynamical 

systems, as may be justified, [66-69].  Thus, the approximation indicated above 

really applies only for smaller values of KA, resulting in slower convergence, and 

serves more to get a better sense of the estimation operation.  However, being a 

first order system, and since the derivative of the estimated amplitude can be seen 

to be always in the same direction as the amplitude estimate error ˆA - A(t) , as 

assured by the non-negative factor cos
2
(ωt), it can be seen that the algorithm will 

always converge.  As a result, the factor KA can be made arbitrarily high, or small, 

depending on specific application requirements.  Fig. 2.28 shows, for example, (a) 

in the top trace, the amplitude estimation process for K = 0.1, 0.2, and 1, and (b) 

amplitude estimation correction signal 
2 ˆcos (ωt)× A - A(t) , with K = 0.1, in the 

lower trace. 
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Fig 2.28 – ASAE process and convergence 
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2.9.2 Single-Phase ASAE with Unknown Phase 

 

The previous ASAE algorithm, which assumed a priori knowledge of the input 

signal phase, can be easily extended to the case where only the frequency is 

known, but not the phase, as shown in Fig. 2.29.  The input signal must now be 

represented in terms of two quadrature components: 

 u(t) =  A cos(ωt-φ)   

       =  Ac cos(ωt) + As sin(ωt) 

        =  A cos(φ) cos(ωt) + A sin(φ) sin(ωt)    (2.42) 

 

 

∫ 

u(t) = A cos(ωt-φ) 
C = cos(ωt) 

∫ 

S = sin(ωt) 

ε (t) 
y(t) 

ˆ
SA (t)

 

yC(t) 

yS(t) 

εC(t) 

εS(t) 

ˆ
CA (t)   

 

Fig. 2.29 – Single-phase ASAE, for unknown phase 

 

Similarly to the previous development, this estimation algorithm can be described 

in terms of two separate amplitude estimation processes, one for amplitude Ac and 

another for amplitude As, which fundamentally depend on the orthogonality of the 

cos and sin trigonometric functions.  The amplitude estimation process can thus 

be described by the following non-linear dynamic equations: 

C S

C S

y(t) = y (t) + y (t)

ˆ ˆ       = A (t) cos( t) + A (t) sin( t)
      (2.43) 

C A

C S

A

C S

Â (t) = K (u(t) - y(t))  cos( t)

A cos( t) + A sin( t)

          = K   cos( t)
ˆ ˆA (t) cos( t) + A (t) sin( t)

 A C C S S
ˆ ˆ          = K A - A ( ) cos( t) A - A ( ) sin( t)   cos( t)t t  
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2

A C C A S S

2

A C C

ˆ ˆ          = K A - A ( ) cos ( t) K A - A ( )  sin( t) cos( t)

ˆ          K A - A ( ) cos ( t)

t t

t
 

Likewise: 

S A

2

A C C A S S

2

A S S

Â (t) = K (u(t) - y(t))  sin( t)

ˆ ˆ          = K A - A ( ) sin( t) cos( t) K A - A ( )  sin ( t)

ˆ          K A - A ( ) sin ( t)

t t

t

 

As indicated, the above approximations are validated for smaller values of KA, in 

which case, the factor cos(ωt) sin(ωt) contributes only to a small ripple, and is 

effectively averaged out, and the two estimation processes can be seen to be very 

conveniently represented by two independent first order dynamic processes, as 

exemplified in Fig. 2.30, for KA = 0.2.  The top trace also shows the transient 

amplitude estimation error, as the amplitude dips after phase changes in the signal.   
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Fig. 2.30 – ASAE estimation of quadrature components,  KA = 0.2  
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With a higher value of KA = 1, the process is also observed to converge more 

rapidly, as shown in Fig. 2.31.  Strictly speaking, due to the non-linear character 

of this dynamic system, a more exacting stability analysis would be required for 

faster rates of convergence with higher values of KA, such as with Lyapunov 

techniques.   
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Fig 2.31 – ASAE estimation of quadrature components.  Ka = 1 

 

However, this particular algorithm, with it’s internal products by sinusoidal 

signals, can be conveniently analyzed using Laplace transforms, and shown to be 

equivalent in behaviour, from an input-output point of view, to a simple LTI 

band-pass filter, as will be discussed later. 

 

 

2.10 SINGLE-PHASE MAGNITUDE/ENHANCED PLL 

 

The ASAE algorithm for known phase, discussed in section 2.9.1, can be 

described as in Fig. 2.32, where the synchronous signal r(t) is estimated 

Time, Sec. 
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independently by a single-phase PLL.  However, using a conventional single-

phase PLL requires that it’s bandwidth be reduced, due to the filtering necessary 

to attenuate the impact of the phase detector output ripple, which inevitably 

results in slower response.   

 

 

PLL 

u(t)                   y(t) 
 

r(t)                     Â  
 

KA   

Â  

ˆy(t) = u(t)  

KA 
ASAE 

u(t) = A cos(ωt-φ) 

 

Fig. 2.32 – ASAE with single-phase PLL 

 

A significant, yet simple, innovation was contributed in recent years to enhance 

the performance of the conventional single-phase PLL, referred to as a 

Magnitude/PLL, [79-80], or also Enhanced PLL (EPLL), [2, 81], shown in Fig. 

2.33.   

 

 

∫ 
u(t)  û(t)

 

r(t) = I(t) 

Â  

KAωo ε 

θ̂
 

I(t) 

Q(t) 

ω̂  

 

P-I 

Conventional 1-φ PLL 

ASAE 

 

Fig. 2.33 – Magnitude/Enhanced PLL 

 

The enhancement consists essentially in driving the PLL not from the input signal 

u(t) itself, as indicated in Fig. 2.32 and by the dashed line in Fig. 2.33, but from 

the error signal in the ASAE process.  Although the PLL operation depends on an 

error signal ε, which itself depends on proper synchronization expected from the 

PLL via signal I(t), the overall dynamical system can be designed to converge 

towards a stable operation, as exemplified in Fig. 2.34, and discussed further 
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below.  A detailed analysis of the internal dynamics and stability of the EPLL is 

discussed in [82].  A very useful conclusion of this analysis is that the linearized 

model reveals two un-coupled dynamic sub-systems, related to the ASAE process 

and to the PLL, respectively.  For the sake of more meaningful analysis and 

comparison in the present discussion, the P-I controller internal structure used 

here is the same as adopted earlier, as in Fig. 2.3. 
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Fig. 2.34 – M/EPLL operation 

 

Fig. 2.34 shows an example of the M/EPLL operation, and emphasizes a few 

significant features: 

a) the test signal consists of an un-distorted sinusoid, with (a) a 30
o
 phase 

step at t = 0.045 sec., (b) a +20 Hz frequency jump at t = 0.08 sec., (c) a 

+50% amplitude jump at t = 0.12 sec., and (d) a -20 Hz frequency jump at 

t = 0.16 sec.; 

b) the PLL parameters are chosen to be:  Ka = 1,  Ks = 0.8, and Kp = 2, for a 

relatively fast response, on the order of one cycle of the input signal at the 

nominal frequency, here 100 Hz; the error signal can be seen to settle in 

under one cycle, and so does the estimated amplitude settle about as fast; 

Time, Sec. 
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c) most importantly, the steady state error can be seen to settle to zero, and 

there is therefore no ripple signal inside the PLL closed loop; 

d) this ripple-free performance is also seen in the estimated frequency signal, 

in the middle trace, which settles to a constant value; 

e) the estimated amplitude suffers a modest transient following a jump in 

phase and frequency; this is inevitable, since the same error signal is used 

to correct both the PLL frequency and phase, as well as the amplitude 

estimation; 

f) the bottom trace displays the source signal phase and the PLL estimated 

phase, and their difference, and it also can be seen to settle in under one 

cycle; 

g) although not shown, the gains can be also adjusted for slower response, 

resulting in narrower bandwidth and more robust performance in the face 

of noise and distortion. 

 

This M/EPLL integrates well the salient features of the adaptive synchronous 

amplitude estimation and conventional PLL mechanisms, and can be seen to be 

capable of fast convergence, yet without any steady state ripple.  A final, 

noteworthy observation is that the one estimate error signal ε is used for both 

amplitude and frequency/phase correction, by effectively correlating it, that is, 

multiplying it, with I and Q signals, respectively.  This mechanism will prove 

useful when extended in the proposed techniques in chapter 3. 

 

 

2.11 EQUIVALENCE OF ASAE TO LTI IMP 

 

Although the ASAE algorithm is characterized by non-linear dynamical equations, 

and is therefore not easily mathematically tractable, for the particular case where 

input and intermediate signals are multiplied by sinusoidal signals, the Laplace 

transform’s frequency shifting property can be used to express the input-output 

relationship in terms of linear time-invariant dynamics.  This will greatly simplify 

subsequent mathematical manipulations, since more traditional and well 
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established tools can then be applied to obtain required results.  Furthermore, for 

lower values of KA, which result in slower convergence and equivalently 

narrower bandwidth, the ASAE algorithm can be usefully approximated by two 

independent first order dynamic systems, in contrast to a single second order 

resonator.  From the perspective of discrete implementation, such as on a DSP, 

this can prove very beneficial, as the ASAE algorithm can be seen to perform 

significantly better than a discrete implementation of a continuous time resonator, 

especially for lower values of KA, i.e. for narrower filter bandwidths, as would be 

required for greater attenuation of distortion components.  Thus, this section 

serves to establish the equivalence between the ASAE algorithm and a LTI band-

pass filter. 

 

2.11.1 Laplace Transform Approach 

 

To establish the overall input-output relationship of the ASAE algorithm for 

unknown phase of an input signal at ωo, it is necessary to first determine the 

intermediate relationship from e(t) to y(t) of the forward block, shown in fig 2.35.  

The overall relationship from e(t) to y(t) can then be determined by considering 

time domain signals and operations, and their equivalents in the Laplace 

transform domain, as shown on the next page. 

 

 

∫ 

C = cos(ωt) 

∫ 

S = sin(ωt) 

ε(t) y(t) 

ˆ
SA (t)

 

yC(t) 

yS(t) 

ε 

C(t) 

ε S(t) 

ˆ
CA (t)   

 

Fig 2.35 – ASAE forward block 
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Equivalence between time domain and Laplace s domain operations of ASAE: 

 

TIME DOMAIN LAPLACE S DOMAIN 

e(t)  e
jωt E(s-jω) 

ec(t) =  e(t)  cos(ωt) 

        = e(t) (e
jωt 

+e
-jωt

)/2 
C

E(s - jω) + E(s + jω)
E (s) =

2
 

es(t) =  e(t)  sin(ωt) 

        = e(t) (e
jωt

 -e
-jωt

)/2j 
S

E(s - jω) - E(s + jω)
E (s) =

2j
 

Ac(t) = ∫ec(t)dt C
C

E (s) E(s - jω) + E(s + jω)
A (s) =

s 2s
 

As(t) = ∫es(t)dt S
S

E (s) E(s - jω) - E(s + jω)
A (s) = =

s 2js
 

yc(t) = Ac(t)  cos(ωt) 

        = Ac(t) (e
jωt

+e
-jωt

)/2 

C C
C

A (s - jω) + A (s + jω)
Y (s) =

2

1 E(s - 2jω) + E(s) E(s) + E(s + 2jω)

2 2(s - jω) 2(s + jω)

 

E(s) (s + jω) + (s - jω)

4(s - jω)(s + jω)

E(s - 2jω) E(s + 2jω)

4(s - jω) 4(s + jω)

 

2 2

sE(s) E(s - 2jω) E(s + 2jω)

2(s + ω ) 4(s - jω) 4(s + jω)
 

ys(t) = As(t)  sin(ωt) 

        = As(t) (e
jωt

-e
-jωt

)/2j 

S S
S

A (s - jω) - A (s + jω)
Y (s) =

2j

1 E(s - 2jω) - E(s) E(s) - E(s + 2jω)

2j 2j(s - jω) 2j(s + jω)

 

2 2

E(s - 2jω) - E(s) E(s) - E(s + 2jω)

4j (s - jω) 4j (s + jω)

E(s) - E(s - 2jω) E(s + 2jω) - E(s)

4(s - jω) 4(s + jω)
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2 2

E(s) (s + jω) + (s - jω) E(s - 2jω) E(s + 2jω)

4(s - jω)(s + jω) 4(s - jω) 4(s + jω)

sE(s) E(s - 2jω) E(s + 2jω)

2(s + ω ) 4(s - jω) 4(s + jω)

 

y(t) =  yc(t) + ys(t) 
C S 2 2

s
Y(s) = Y (s) + Y (s) = E(s)

(s + ω )
 

 

This last expression reveals precisely the operation of a sinusoidal, or second 

order generalized, integrator (SOGI), described earlier, on the input signal e(t).  

With the equivalence established, this mechanism can subsequently be used, as is 

suitable, instead of an actual resonator, to achieve the same functionality, with the 

following benefits: 

a) improved numerical performance when discretized for digital 

implementation on a DSP, especially for narrower bandwidths and greater 

attenuation of distortion harmonic components; 

b) the availability of the amplitudes of each of the quadrature components, 

making possible to determine the phase angle of the input signal relative to 

the reference cos and sin signals; 

c) the above feature thus makes it possible to naturally incorporate this 

mechanism into a frequency-adaptive phase-locked feedback loop, with 

easily adjustable bandwidth.  As well, a second such device, synchronized 

to the first one, can be used to detect the negative sequence component of 

an unbalanced input signal, it’s phase and amplitude, and therefore to 

detect the type of fault that caused the unbalanced condition. 

 

2.11.2 Impulse Response Approach 

 

In order to subsequently extend this principle of equivalence to a positive 

sequence filter with two inputs and two outputs, it is useful to examine the 

internal operation of the above mechanism in response to an impulse input e(t) = 

δ(t-to) applied at an arbitrary time to.  The internal signals then evolve as follows: 
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c s

o o

c o o

e (t)  = e(t) × cos(ωt)                   and :     e (t)  = e(t) × sin(ωt)

         = δ(t - t ) × cos(ωt)                                 = δ(t - t ) × sin(ωt)

A (t) = Step(t - t ) × cos(ωt )                 As o o

o o o o

(t) = Step(t - t ) × sin(ωt )

         := C × Step(t - t )                                   := S × Step(t - t )

 

and: 

c s

o o o o

2 2 -1

o o o o o

-1

o o o

y(t)   = A (t)× cos(ωt) + A (t) × sin(ωt)

         = C × cos(ωt) + S × sin(ωt ) × Step(t - t )

         = C +S × cos(ωt - tan (S C ))× Step(t - t )

         = cos(ωt - tan (cos(ωt ) sin(ωt ))× Step(t - t )

      -1

o o

o o

o o

   = cos(ωt - tan (tan(ωt ))× Step(t - t )

         = cos(ωt - ωt )× Step(t - t )

         = cos(ω(t - t ))× Step(t - t )

 

Thus, as expected, the output response is time shift-invariant, identical, to that of 

the un-damped resonator. 

 

2.11.3 Equivalence of Time-Varying ASAE to LTV IMP 

 

Whereas the previous section applied the internal model principle to demonstrate 

the equivalence of the ASAE algorithm to a linear time-invariant band-pass filter, 

this same principle has more recently been also extended to demonstrate a similar 

equivalence for linear time variant estimator, more appropriately described in 

terms of state variables, [83].  This will prove more appropriate for the purpose of 

frequency-adaptive ASAE-based PLL, as proposed in the next chapter. 

 

 

2.12 DECOUPLED DOUBLE SYNCHRONOUS REFERENCE FRAME PLL 

 

With respect to the H-NSASAE-PLL proposed in chapter 3, which directly 

estimates the positive and negative sequence components, the DDSRF-PLL, [22-

23], is noteworthy in that it performs a similar operation, but indirectly through 

additional transformations and low-pass filters, at greater computational cost.  It’s 

mechanism is also fundamentally different from the adaptive techniques adopted 

for the proposed H-NSASAE-PLL.  Further details are addressed in [22, 23]. 
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3.  PROPOSED PHASE ESTIMATION TECHNIQUES   

 

Based on underlying principles discussed previously, three novel positive 

sequence phase estimation PLL techniques are presented in this chapter, based on 

the novel IMP-based positive-negative sequence filter, which is presented first.  

Additional minor variations on existing techniques are also presented to help 

clarify the development of the proposed PLL techniques.  These are all outlined in 

the table below, with the novel techniques identified by an asterisk. 

 

Table 3.1 – Development of novel estimation techniques 

 Subject Key features 

1.  * IMP-based positive-

negative sequence filter 

 zero steady state error with unbalanced two-

phase sinusoidal signal 

 minimal filter dynamical order  

2.  Discretization of ASAE  robust operation of discrete realization of BPF 

3.  ASAE-based QSG  minor addition to above for quadrature output 

4.  Quadrature signal 

ASAE, known phase 

 extension of ASAE for balanced quadrature 

signal with known phase 

5.  ASAE-based PSF  further extension with unknown phase 

6.  * ASAE-based PNSF  extension of above for unbalanced signal 

7.  * PLL-based positive 

sequence filter 

 extension of ASAE-based PSF with a PLL, for 

frequency-adaptive positive sequence filter 

 user-adjustable bandwidth 

8.  * Hybrid PLL-NSF  frequency-adaptive PNSF, embedding PLL / 

ASAE-based PSF with resonator-based NSF 

 validates proposed frequency-adaptive PNSF 

 minimal order of overall PLL-based PNSF 

9.  * Hybrid PLL with 

negative sequence 

adaptive synchronous 

amplitude estimation 

 frequency-adaptive PNSF, embedding PLL / 

ASAE-based PSF with ASAE-based NSF 

 most robust operation of discretized version of  

Hybrid PLL-NSF 
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The first eight serve mainly to establish operating principles necessary for the last 

one, which uniquely exhibits all the benefits most suitable for real time execution 

on a DSP.  The other structures, which have not been encountered in the literature 

as such, serve as useful intermediate stages to help clarify the overall 

development toward the H-NSASAE-PLL, at which point all it’s key features and 

benefits will be most evident.  Altogether, the PLL phase estimation techniques 

can be classified in three categories, according to which parameters of a 

sinusoidal or quadrature signal are to be estimated:  

a) amplitude of sinusoidal input with known frequency and phase,  

b) estimating amplitude and phase, given known frequency,  

c) estimating frequency, phase, and amplitude of a sinusoid.   

 

 

3.1    IMP–BASED POSITIVE-NEGATIVE SEQUENCE FILTER 

 

As discussed in the previous chapter, a quadrature signal with positive sequence 

can be estimated using the internal model principle, with a two-input two-output 

positive sequence filter (PSF), with two feedback signals, one each for the α and  

components of the two-input signal.  An unbalanced two-phase signal was also 

shown to be usefully represented as a sum of two balanced signals of opposite 

sequence.  It is thus proposed to apply the IMP to combine a PSF and a negative 

sequence filter (NSF), in parallel, to separately estimate the positive and negative 

sequence components of an unbalanced two-phase α  signal, resulting in a 

positive-negative sequence filter (PNSF).  The resulting balanced positive 

sequence can then be further de-modulated by a conventional two-phase PLL.  

Alternately, this structure also allows to actually replace the PSF component with 

a PLL-based PSF, resulting in a minimal order, frequency-adaptive, PNSF. 

 

3.1.1 Proposed IMP-Based PNSF 

 

As discussed earlier, based on a two-phase positive sequence generalized 

integrator (PSGI) as a building block, the internal model principle has been 

applied to create a two-input positive sequence filter, shown in Fig. 3.1.  
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Fig. 3.1 – Positive sequence filter (PSF) 

 

To apply the internal model principle to the case of an unbalanced two-phase α  

signal, it is useful to represent such a signal in terms of it’s positive and negative 

sequence components: 

-j ωt+p n p jωt n

αβ αβ αβ

p n

α α

p n

β β

(t) v (t) + v (t) = V e + V e

v (t) v (t)
=

v (t) v (t)

v

    (3.1) 

p n

αβ αβ

cos(ωt) cos(ωt + )
= V + V

-sin(ωt) sin(ωt + )
    (3.2) 

as depicted in Fig. 3.2.  Thus, to estimate the positive and negative sequence 

components from the physical signals vα(t) and v (t), it is proposed to extend the 

previous two-phase positive sequence filter by adding a negative sequence 

generalized integrator (NSGI) within the same feedback loop, in parallel with the 

positive sequence generalized integrator (PSGI), both driven by the same error 

signals.  The PSGI’s and NSGI’s respective α and  outputs are to be summed 

together, to produce the respective estimated α and  signals, which can then be 

subtracted from the corresponding physical α and  input signals, to produce the 

error signals to be applied to the two filters, as shown in Fig. 3.3.  This parallel 

combination of the α and  output signals thus mirrors the structure of the source 

of the unbalanced α  signal.  Fig. 3.3 further emphasizes the option to separately 

select the K factors for each of the positive and negative sequence filtering 

components. 
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Fig. 3.2 – Unbalanced two-phase signal 
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Fig. 3.3 – Positive-Negative sequence filter (PNSF) 

  

A useful mathematical model of the PNSF can be derived from a state space 

description, as detailed in Fig. 3.4.  
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Fig. 3.4 – State space description of the PNSF 

 

In order to simplify subsequent design and to separate bandwidth design from the 

nominal operating frequency ωo, this factor ωo is applied to each integrator.  The 

PNSF can then be described in standard state space form as follows: 

(t) (t) + (t)

(t) (t) + (t)

x Ax Bu

y Cx Du
       (3.3) 

α1

β2

v (t)u (t)
(t) = =

v (t)u (t)
u       (3.4) 

p

α1 1

p

β2 2

n

α3 3

n

β4 4

v̂ (t)y (t) x (t)

v̂ (t)y (t) x (t)
(t) = = (t) = =

v̂ (t)y (t) x (t)

v̂ (t)y (t) x (t)

y x     (3.5) 
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Ap Ap Ap

Ap Ap Ap

O O

An n An

An An An

-K -1 -K 0 0K

1 -K 0 -K K0
A = ω B = ω

-K 0 -K 1 0K

0 -K -1 -K K0

 (3.6) 

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

C        (3.7) 

 D = 0 

 

3.1.2 Eigenvalue Characterization of PNSF 

 

Based on the state space model of the proposed PNSF, the eigenvalues, or poles, 

of the transfer functions from vα and v  to each of the four outputs, are determined 

by (3.8).  For positive values of Kp and Kn, the poles can be seen to be stable, as 

also confirmed in Fig. 3.5.  For values of Kp and Kn ranging from 0.1 to 2, 

normalized to ωo = 1, these poles follow the loci shown, where the circles identify 

those locations where Kp = Kn.  Arrows across lines indicate how the loci change 

as Kp increases, whereas arrows along lines indicate how Kn increases for any 

given Kp value.  The corresponding time domain response and magnitude transfer 

functions are discussed next. 

2

Ap An Ap AnAp An

1 o

2

Ap An Ap AnAp An

2 o

2

Ap An Ap AnAp An

3 o

2

Ap An Ap AnAp An

4 o

K + K - 4 + i×4 +K - KK + K
p = ω - -

2 2

K + K - 4 + i×4 +K - KK + K
p = ω - +

2 2

K + K - 4 + i×4 -K + KK + K
p = ω - -

2 2

K + K - 4 + i×4 -K + KK + K
p = ω - +

2 2

    (3.8) 
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 Fig. 3.5 – PNSF pole loci vs. Kp and Kn 

 

3.1.3 PNSF Time Domain Response to Sequence Flip 

 

The sequence selective LTI performance of the PNSF can be readily observed by 

first applying a balanced input signal with positive sequence, and then switching 

to a negative sequence, as suggested in Fig. 3.6, where u(t-to) indicates a step 

function at time t = to. 
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Fig. 3.6 – Change of sequence of balanced α  signal 

 

Such a signal can be described by: 
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αβ O

O

cos(ωt)
for t  t

sin(ωt)

cos(ωt)
= for t  t

-sin(ωt)

V <

      (3.9) 

An example response of a PNSF to such a signal, with KAp = KAn 0.5 is presented 

in Fig. 3.7, which shows: 

a) an α  input signal with positive sequence, up to t = 0.03; 

b) an α  input signal with negative sequence, after t = 0.03; 

c) the response of just a positive sequence filter (PSF), with K = 0.5, in the 

top trace, which shows a full response to the positive sequence input, but 

only partial attenuation of the response to a negative sequence; 

d) the positive sequence output of the PNSF, in the middle trace, and 

magnitude of the PSGI state vector, showing zero steady state response to 

the negative sequence, after t = 0.03; 

e) the negative sequence output of the PNSF, in the bottom trace, and 

magnitude of the PSGI state vector, showing zero steady state response to 

the positive sequence, up to t = 0.03. 
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Fig. 3.7 – PNSF time domain response to sequence flip 
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Thus, the two internal PSGI and NSGI can be seen to correctly and fully reject 

input signals of opposite sequence, respectively.  This will also be evident in the 

frequency domain magnitude response, discussed in the next section.    
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Fig. 3.8 – PNSF response to sequence flip, with different KAp and KAn 

 

Fig. 3.8 presents again the time domain response of a PNSF to an input sequence 

flip, with different values for the positive and negative sequence filters: 

a) the input signal with alternating sequences in the top trace; 

b) the positive filter output response in the middle trace, and also the filter 

state vector magnitude as a useful indicator of response time.  With Kp = 

0.2, the positive sequence filter has a slower response, and 

correspondingly narrower bandwidth, as would be desirable for greater 

distortion attenuation before applying the output signal to a PLL. 

c) the negative filter response in the bottom trace, also accompanied by the 

filter state vector magnitude, also for a useful indication of response time.  

With Kn = 1, the negative sequence filter has a faster response, allowing 

Time, Sec. 



 78 

for faster detection of a negative sequence component, as might result 

from an unbalanced condition, such as due to a line fault. 

 In conclusion, the proposed PNSF clearly shows how the PSF and NSF sub-

filters each completely reject an input signal of the opposite sequence, and the 

ability for independent user-selected bandwidth and time domain response. 

 

3.1.4 PNSF Magnitude Frequency Response 

 

In the frequency domain, the positive and negative sequences are effectively 

distinguished by their frequencies, being positive and negative, identified by s = 

jω and s = -jω, respectively.  Fig. 3.9 shows the frequency responses for the 

positive and negative sequence filter outputs, with different values of Kp (or KAp) 

and Kn (or KAn).  It can be observed that the two internal filter bandwidths can be 

separately selected, although there is some slight interaction between the two 

filters, as is evident by the presence of several overlapping but slightly different 

positive sequence filter responses for a single value of KAp. 
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 Fig. 3.9 – PNSF magnitude frequency responses 
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3.2   DISCRETIZATION OF ASAE 

 

As indicated earlier, as the ASAE algorithm simultaneously estimates the 

amplitudes of the two quadrature components of a sinusoidal input signal, it can 

be seen to effectively operate as two independent, un-coupled, first order dynamic 

processes.  As will be explained in this section, this proves to be very beneficial 

from the perspective of discrete implementation on a DSP in real time, especially 

for narrower bandwidths, as required for greater distortion attenuation, and 

therefore a very desirable aspect of the overall PLL implementation.  To establish 

this benefit, this section first discusses the idealized band-pass filter for filtering 

and estimating a distorted sinusoid, and presents it’s major drawback when 

discretized for digital implementation, which will serve to more clearly reveal the 

benefits of the ASAE algorithm. 

 

3.2.1 Discretization of Continuous Time Resonator 

 

Given the basic two-integrator resonator at the core of the continuous time model 

for the band-pass filter, it’s simplest and computationally most economical 

discretization consists of simply replacing each integrator with a first order Euler 

type discrete approximation: 

S

S

nT

S S S S S
(n-1)T

S S S S

y(nT ) = y((n -1)T ) + v(t)dt y((n -1)T ) + v((n -1)T )×T

y((n +1)T ) y(nT ) + v(nT )×T

 (3.10) 

The second expression indicates that the current value of the input signal v(nTs) 

will serve to compute the next value of the output y((n+1)Ts), which is a more 

realistic realization of the discrete implementation.  This discretized version of the 

above integrator can be represented as in Fig. 3.10, where Z
-1

 denotes the Z 

transform of the single-sample delay operator, and the discretized version of the 

two-integrator resonator becomes as shown in Fig. 3.11.  Fig. 3.11 also 

emphasizes the separation of the sampling time Ts and the nominal operating 

frequency ωo, which serves to set the ―time scale‖ for each integrator, and 

subsequently of any dynamic system, as a whole.   
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Fig. 3.10 – Euler discretization of integrator 
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Fig. 3.11 – Discretized resonator 

 

In state variable form, the system of Fig. 3.11 can be expressed as: 

o S1 1 o S

o S2 2

1 -ω Tx (n +1) x (n) ω T
= + v(n)

ω T 1x (n +1) x (n) 0
   (3.11) 

with characteristic equation: 

o S o S

o S o S

2 2

o S

1 -ω T Z -1 ω T
det ZI - det

ω T 1 -ω T Z -1

Z -1 ω T

 

2 2 2

o SZ - 2Z+ 1+ω T        (3.12) 

and eigenvalues:     

Z1,2 = 1 ± jωoTs 

The eigenvalues for this discrete system can be seen to have a magnitude greater 

than one, such that this simplest discretization of a resonator is intrinsically 

unstable.  Thus, it requires a minimum, frequency dependent, positive factor K to 

ensure stability, such as shown in the discretized band-pass filter, in Fig. 3.12. 
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Fig. 3.12 – Discretized band-pass filter 

 

The above can be described by the following state space realization: 

o S o S1 1 o S

o S2 2

1- Kω T -ω Tx (n +1) x (n) Kω T
= + u(n)

ω T 1x (n +1) x (n) 0
  (3.13) 

with the following eigenvalues: 

2
o S o S o S o S

1,2

o S

1- Kω T -ω T Kω T ω T K - 4
Z = eig 1

ω T 1 2 2
  (3.14) 

with magnitude: 

2 2

1,2 o S o SZ 1 Kω T ω T       (3.15) 

Thus, to ensure stability, this requires a minimum value of: 

K > ωoTs 

which prevents the possibility of arbitrarily small filter bandwidths, as would be 

required for higher rate of harmonic attenuation. 

 

3.2.2 Discretization of the ASAE Algorithm 

 

In contrast to the discretized resonator, as indicated earlier, for the discretized 

version of the ASAE algorithm, implemented as shown in Fig. 3.13, it can 

usefully be treated and analyzed as two independent first order dynamic systems, 

one for each of the quadrature components of a sinusoidal signal at ωo, as in Fig. 

3.14.  Thus, for example, the dynamic system for the estimation of the amplitude 
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ˆ
CA  of the cosine component of u(nTs), represented by state x1(n), can be 

described by (3.16). 
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Fig. 3.13 – Discretized ASAE 
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Fig. 3.14 – Two independent first-order processes of discretized ASAE 

 

1 1 A o S o S 1 o S

2

1 A o S o S

A o S o S

x (n +1) = x (n) + K ω T cos(nω T ) u(n) - x (n) cos(nω T )

               = x (n) 1 K ω T cos (nω T )

                    K ω T cos(nω T ) u(n)

   3.16) 

The stability of the dynamic system, with u(nTs) = 0, can be characterized by the 

feedback factor r, from x(n) to x(n+1), which would normally be referred to as the 

eigenvalue in the case of a constant value, and which is seen to be:   

r = 1 – KAωoTs cos
2
(nωoTs)        (3.17) 
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For a discrete system, r can be positive or negative, but it’s magnitude must be 

less than 1, in which case, the sequence x(n), with zero input, would progressively 

converge to zero. 

 

3.2.3 Comparison of Discretized BPF and ASAE Algorithms 

 

To appreciate the benefit of the ASAE algorithm over the BPF, it is necessary to 

emphasize some of the more pertinent aspects and constraints that arise in a 

typical realization: 

a) greater savings in development time of the various algorithms can be 

achieved with graphical design tools, such as The Mathworks’ Simulink, 

which makes possible block diagram design, for rapid development and 

simulation of solutions to be explored, and which motivates the usage of 

such tools. 

b) initial exploration and validation of any proposed algorithm typically 

entails simulation with the highest order differential equation solver, such 

as Simulink’s ode-5, which can produce near idealized results, and which 

can serve to initially validate a proposed principle under study.  For 

example, a two-integrator resonator, resonating at a frequency of 100 Hz, 

with initial state (x1, x2) = (1, 0), simulated with a step time of 100 Sec. 

over an interval of 10 sec., can be seen to maintain a constant amplitude to 

the end of this simulation interval.  In contrast, as discussed earlier, using 

ode-1 solver, which uses a simple Euler first order discrete integrator to 

discretize the continuous time integrator in the original model, is 

intrinsically unstable and therefore fundamentally mis-represents the 

theoretically expected results in continuous time.  However, the 

computational demands of the ode-5 solver are significantly greater than 

for the ode-1 solver, and this therefore motivates the usage of a suitable 

alternative equivalent model. 

c) an actual discrete implementation in real time is inherently constrained by 

the computational resources of the target processor, and efficiency of the 

chosen compiler.  For Simulink models, The Mathworks provides the Real 
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Time Workshop (RTW) tool to compile the models into standard C code, 

which is subsequently further compiled for the target platform, such as 

dSPACE’s DS1104, adopted for this PLL project.  Therefore, if possible, 

it is desirable to implement the algorithm with the simplest ode solver, and 

the ode-1 solver serves as a useful criterion by which to assess the overall 

value of the proposed solution and real time implementation. 

The proposed ASAE algorithm is compared with a band-pass filter, by simulation 

with Simulink, first with ode-5 solver to establish idealized performance for 

reference, and then with the ode-1 solver; this is further validated with 

experimental results.   An example is presented in Fig. 3.15.   
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 Fig. 3.15 – BPF and ASAE performances, idealized vs. discretized 

 

The two algorithms, tuned to a center frequency ωo = 100 Hz, using K = 0.2, are 

subjected to an amplitude and phase step modulated sinusoid at 100 Hz: 

a) simulation with ode-5 serves to establish idealized continuous time 

performance for reference to compare with, and shows the consistency of 

performance between the two, as expected from their equivalency; 

b) the top trace shows the filtered output and it’s amplitude, which will better 

serve to subsequently compare the performances of the two algorithms; 

Time, Sec. 
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c) simulation with ode-1 clearly shows the consistency of the ASAE 

algorithm with idealized results obtained with ode-5; 

d) simulation with ode-1 also clearly shows how the resonator-based BPF 

performs significantly differently, resulting in a larger amplitude, as 

expected, since it’s un-damped eigenvalues are unstable.  In effect, the 

discretized BPF performance deviates too much from the idealized case to 

be acceptable.  

e) the bottom trace shows the performance of the idealized BPF and of a 

discrete ASAE algorithm, as opposed to using continuous time integrators 

which are discretized by Simulink.  The discrete ASAE can be seen to 

produce an identical result to the idealized BPF, making it clearly best 

suited for real time implementation. 

Fig. 3.16 shows the response of the discrete ASAE algorithm to a step in 

amplitude of the input signal, and compares it to the idealized BPF, for different 

values of K, from 0.1 to 0.9.  Again, the ASAE can be seen to perform as well as 

the idealized BPF. 
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Fig. 3.16 – Idealized BPF and discrete ASAE with ode-1, with various K 

 

Time, Sec. 



 86 

3.2.4 Discrete Integration by Bilinear Transformation  

 

Whereas the Euler discretization treats the integrated variable as constant over a 

sampling interval, a trapezoidal approximation, [84], produces a better 

approximation of the integration.  However, coupling two such integrators, as in 

Fig. 3.11, results in a mutual computational dependence at any instant n.  Such a 

mutual dependence is referred to, for example, as an algebraic loop in a 

Matlab/Simulink model, which typically requires some re-structuring of the 

model, such as by introducing a memory delay stage in the loop.  However, such 

an addition is precisely to be avoided, in order to keep a minimal dynamical order. 

 

In conclusion, the proposed discrete ASAE algorithm shows a performance far 

superior to the discretized BPF, and specifically with the least computationally 

intensive implementation of the integrator operations, making it very attractive for 

real time implementation on a DSP. 

 

 

3.3  ASAE-BASED QUADRATURE SIGNAL GENERATOR 

 

Building on the ASAE algorithm, this section presents an extension to generate a 

quadrature output signal, referred to as ASAE-QG, shown in Fig. 3.17.   
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Fig. 3.17 – ASAE-based quadrature signal generator 
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Thus, given the earlier output signal from the resonator equivalent system: 

y(t) =  Ac(t)  cos(ωot)  +  As(t)  sin(ωot) 

a quadrature version can be produced according to: 

yq(t) =  Ac(t)  sin(ωot)  –  As(t)  cos(ωot) 

Following a similar development as presented earlier, and building on it, the 

transfer function from E(s) to Yq(s) can be shown to be the same as for a LTI 

resonator: 

 

IN TIME DOMAIN IN LAPLACE S DOMAIN 

Ac(t) = ∫ec(t)dt C
C

E (s) E(s - jω) + E(s + jω)
A (s) =

s 2s
 

As(t) = ∫es(t)dt S
S

E (s) E(s - jω) - E(s + jω)
A (s) = =

s 2js
 

T1(t) = As(t)  cos(ωt)  

        = As(t) (e
jωt

+e
-jωt

)/2 

S S
1

A (s - jω) + A (s + jω)
T (s) =

2

1 E(s - 2jω) - E(s) E(s) - E(s + 2jω)

2 2j(s - jω) 2j(s + jω)

 

E(s) (s - jω) - (s + jω) E(s - 2jω) E(s + 2jω)
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2 2
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T (s) =

2j

1 E(s - 2jω) + E(s) E(s) + E(s + 2jω)

2j 2(s - jω) 2(s + jω)

 

E(s - 2jω) + E(s) E(s) + E(s + 2jω)

4j(s - jω) 4j(s + jω)

E(s) E(s) E(s - 2jω) E(s + 2jω)

4j(s - jω) 4j(s + jω) 4j(s - jω) 4j(s + jω)
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2 2

E(s) (s + jω) - (s - jω) E(s - 2jω) E(s + 2jω)

4j(s - jω)(s + jω) 4j(s - jω) 4j(s + jω)

ωE(s) E(s - 2jω) E(s + 2jω)

2(s + ω ) 4j(s - jω) 4j(s + jω)

 

yq(t) =  T2(t) – T1(t) 
2 1 2 2

ω
Y(s) = T (s) -T (s) = E(s)

(s + ω )
 

 

In conclusion, this extension to the ASAE-based band-pass filter can be used, 

equivalently to the band-pass filter, to generate quadrature signals for subsequent 

processing by a conventional 2-phase PLL. 

 

 

3.4   QUADRATURE SIGNAL ASAE WITH KNOWN PHASE 

 

The present section proposes an extension to the first ASAE algorithm for a 

single-phase input signal with known phase, to estimate the amplitude of a 

balanced quadrature signal with known phase, described by:  

 
α

αβ

β

v (t) cos( t)
(t) = = A

v (t) sin( t)
v  

Thus, the proposed ASAE algorithm aims to generate an estimate of the above, by 

indirectly estimating the common amplitude of the two quadrature components: 

 
α

αβ

β

v̂ (t) cos( t)ˆˆ (t) = = A(t)
v̂ (t) sin( t)

v  

and then feed back these estimates for comparison with the actual input signals, to 

produce the estimate error signals εα and ε , as shown in Fig. 3.18.  The resulting 

dynamic system is thus of first order, since it entails only one dynamic variable, 

and can be described as in (3.18), where pα(t) and p (t) are the intermediate 

products indicated in Fig. 3.18.  Each of these products can be seen to behave in a 

manner very similar to the ASAE process with known phase, as described in 

(3.19). 
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pα 
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Fig. 3.18 – Quadrature Adaptive Synchronous Amplitude Estimation 

 

 A α βÂ(t) = K ×ω×(p (t) + p (t))       (3.18) 

 
α

2

ˆp (t) = Acos(ωt) - A(t)×cos(ωt) ×cos(ωt)

ˆ         = A - A(t) ×cos (ωt)
   (3.19) 

Similarly: 

2

β
ˆp (t) = A - A(t) ×sin (ωt)  

The overall dynamic process for the estimation of the common amplitude can thus 

be described by the first order dynamic system in (3.20), as shown in Fig. 3.19. 

 

2 2

A

A

ˆ ˆA(t) = K ω× A - A(t) × cos (ωt) +sin (ωt)

ˆ       =  K ω× A - A(t)

   (3.20) 

 

 

∫ 
A(t) Â(t)

 

KAω  

Fig. 3.19 – First order dynamic equivalent of Quadrature ASAE 
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In contrast to the single-phase ASAE with known phase, this quadrature ASAE 

process, or QASAE, with effectively twice the signal energy, has half the 

estimation time constant, and is also free of any ripple, due to the 

complementarity of the sin
2
(ωt) and cos

2
(ωt) components. 

 

3.5   ASAE-BASED POSITIVE SEQUENCE FILTER 

 

Based on the variations of the ASAE algorithm developed thus far, the principle 

can be further extended to a quadrature signal of unknown phase, as shown in Fig. 

3.20, which also emphasizes a distinction between an inner ASAE-based positive 

sequence generalized integrator (PSGI) equivalent, and an outer feedback loop, 

which will serve a further subsequent development.  This structure, referred to as 

ASAE-PSF, is thus equivalent to a resonator-based positive sequence filter.   

Extending the previous equations, this ASAE-PSF is governed by the following 

equations for the estimated amplitude state variables 
I Q

ˆ ˆA  and A : 

α I Q
ˆ ˆv̂ (t) = A (t)×cos(ωt) +A (t)×sin(ωt)     (3.21a) 

β I Q
ˆ ˆv̂ (t) = A (t)×sin(ωt) -A (t)×cos(ωt)     (3.21b) 

I A α α β β
ˆ ˆ ˆA (t) = K ω× cos(ωt)× v (t) - v (t) sin(ωt)× v (t) - v (t)  (3.21c) 

Q A α α β β
ˆ ˆ ˆA (t) = K ω× sin(ωt)× v (t) - v (t) cos(ωt)× v (t) - v (t)  (3.21d) 

This dynamic system is essentially the same as before, but also reflects the fact 

that there is now effectively twice the energy about the same phase information, 

available from two quadrature components, of equal magnitude, but 90
o
 apart.  

The I and Q subscripts serve to generalize from the previous C and S subscripts.  

In contrast to the single-phase ASAE, which estimates the cos and sin 

components of  input sinusoid, which are nominally in-phase and in quadrature 

with the input signal, Fig. 3.21 emphasizes that the ASAE-PSF estimates the 

corresponding in-phase (I) and quadrature (Q) components of each component of 

the input quadrature signal Vα .   
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Fig. 3.20 – ASAE-based Positive Sequence Filter 

 

Fig. 3.21 also reveals the underlying mechanism expressed in (3.21): 

a) (3.21c and d) express how the estimates are defined from the amplitude 

estimates of the in-phase and quadrature components 

b) (3.21a and b) express how the amplitude estimates are adjusted by 

correlating, i.e. multiplying, the estimate errors εα and ε  by the cos and 

sin components, and adding appropriately. 

The response of the ASAE-PSF to a quadrature input signal with various phase 

and amplitude steps is exemplified in Fig. 3.22, which shows: 

a) phase steps from an initial value of + /3 to - /3, and by + /2 at t = 0.05 

and 0.15 sec., respectively, and an amplitude step of +100% at t = 0.1 sec.; 

b) the top trace shows just the α component of the input and output response 

signals, and the internal state vector magnitude, which displays a transient 

droop at phase jumps;  
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Fig. 3.21 – ASAE-PSF phasor diagram 

 

c) the bottom trace shows the quadrature components of the output α signal 

and their respective magnitudes. 
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Fig. 3.22 – ASAE-PSF response to amplitude and phase steps; K = 0.2 

 

The exponential responses of the quadrature components’ magnitudes, free of any 

ripple, and without any transient oscillations, reveal a robust performance of the 

Time, Sec. 
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ASAE-based positive sequence filter.  A comparison of this device’s α and  

output signals, as well as the state vector magnitude with those of a resonator 

based PSF, with first order Euler discretized integrators, can be shown to exhibit  

the same inadequacies as discussed earlier, and again confirms the merits of the 

ASAE-based realization of the PSF function. 

 

 

3.6   ASAE-BASED POSITIVE-NEGATIVE SEQUENCE FILTER 

 

Having established the equivalence of the ASAE algorithm for single-phase and 

quadrature-phase signals to the resonator based BPF and PSF, respectively, two 

ASAE-based generalized integrators, a ASAE-PSGI and a ASAE-NSGI can be 

combined within a negative feedback structure in a manner similar to Fig. 3.3, to 

handle positive and negative sequences, respectively, to implement a ASAE-

PNSF, as in Fig. 3.23.  Referring to Fig. 3.20 and equations 3.21, the dynamics of 

the ASAE-PNSF can similarly be described in terms of four dynamic state 

variables for the magnitudes of the in-phase and quadrature components for both 

the positive and negative sequences, 
Ip Qp In Qn

ˆ ˆ ˆ ˆA ,  A ,  A ,  and A .  The α and  signal 

estimates, and estimate errors can be expressed as: 

 
α α α

αβ αβ αβ

β β β

ˆε (t) v (t) - v (t)
ˆ(t) = (t) - (t) = =

ˆε (t) v (t) - v (t)
ε v v    (3.22a) 

 
α αp αn

αβ αβp αβn

β βp βn

ˆ ˆ ˆv (t) v (t) + v (t)
ˆ ˆ ˆ(t) = = (t) + (t) =

ˆ ˆ ˆv (t) v (t) + v (t)
v v v    (3.22b) 

αp Ip Qp

αβp

βp Ip Qp

ˆ ˆv̂ (t) A (t)×cos(ωt) + A (t)×sin(ωt)
ˆ (t) = =  

ˆ ˆv̂ (t) A (t)×sin(ωt) - A (t)×cos(ωt)
v  

Ip

Qp

Â (t)cos(ωt) sin(ωt)
           =

ˆsin(ωt) -cos(ωt) A (t)
    (3.22c) 

αn In

αβn

βn Qn

ˆv̂ (t) A (t)cos(ωt) sin(ωt)
ˆ (t) = =

ˆv̂ (t) -sin(ωt) cos(ωt) A (t)
v    (3.22d) 
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Fig. 3.23 – ASAE-based positive-negative sequence filter 

 

The resulting state derivative equations are:  

 
Ip Ap o α βÂ (t) = K ω × ε ×cos(ωt) ε ×sin(ωt)     (3.22e) 

 
Qp Ap o α βÂ (t) = K ω × ε ×sin(ωt) -ε ×cos(ωt)     (3.22f) 

 
In Ap o α βÂ (t) = K ω × ε ×cos(ωt) -ε ×sin(ωt)     (3.22g) 

 
Qn Ap o α βÂ (t) = K ω × ε ×sin(ωt) +ε ×cos(ωt)     (3.22f) 

The performance of the ASAE-PNSF is exemplified in Fig. 3.24: 

a) the top trace displays a two-phase signal, initially balanced, up to t = 0.05, 

and subsequently unbalanced by a negative sequence component with a 

magnitude of 0.5, and with phase jumps of - /3 and + /2 at t = 0.08 and t 

= 0.11 sec., respectively; the positive sequence amplitude steps up by 50% 

at t = 0.15; 

b) the ASAE-PNSF is operated with KAp = 0.2 and Kn = 1; 

c) the second trace (B) displays the positive sequence output and magnitude; 

a slow response can is observed, due to a low KAp value; 

d) the third trace (C) displays the negative sequence  component at the 

source and output, and magnitude;  the source and output signals are 

barely distinguishable, due to the low Kn value and fast response; 
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e) the negative sequence output magnitude shows a response time of 

approximately ¼ cycle, after the negative sequence appears at t = 0.05;  

slight transients can be observed after phase steps at t = 0.08 and t = 0.11;  

an oscillatory transient is observed also when the positive sequence 

component amplitude jumps, at t = 0.15 Sec., which reflects the internal 

coupling between the two sub-filters, as well as the wider bandwidth of 

the negative sequence sub-filter;  

f) the bottom trace (D) displays the quadrature components of just the α 

component of the negative sequence output, and their respective 

magnitudes. 

The ASAE-PNSF can be seen to clearly extract the positive and negative 

sequence components of an unbalanced two-phase input, and to allow useful and 

independent adjustment of the respective detection response times. 
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Fig 3.24 – ASAE-PNSF response to negative sequence input 
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3.7  QASAE-BASED POSITIVE SEQUENCE FILTER PLL 

 

Whereas the ASAE-based filters discussed so far assumed a known and fixed 

input signal frequency, the present and subsequent PLL systems aim to further 

track an input signal’s varying frequency.  For this purpose, they include a phase 

detection mechanism, based on the commonly used Park transformation, to 

measure phase discrepancy between the input sinusoidal signal and the generated 

cos and sin signals, and control the tracking frequency accordingly, for the proper 

operation of the PNSF and ASAE sub-components.  Thus, building on the 

QASAE from Fig. 3.18, the PLL-based frequency-tracking positive sequence 

filter is proposed, shown in Fig. 3.25, and is referred to as PSF-PLL. 

 

 

θ̂  

ˆI = cos(θ(t))  

∫ 
Â  

ˆQ = sin(θ(t))  

αv  

βv  

ω̂  

 

PI 
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d 

M1 

S1 

M2 

M3 

M4 

S2 

αv̂  

βv̂
 

αε  

βε
 

KA 

ωo 

 

Fig. 3.25 – PLL-based frequency-tracking positive sequence filter 

 

The PSF-PLL operates as follows: 

a) phase detection is implemented by multipliers M1 and M2 and summer S1, 

which generates the Park transformation’s q(t) output signal, based on the 

input error signals εα and ε  and generated I and Q signals;  

b) this q(t) signal is applied to a regular PI controller, which produces (i) a 

frequency estimate signal ωo to control the signal generator frequency, and 

(ii) a low-pass filtered frequency estimate ω̂ , which is simply taken from 

the PI controller’s integrator output, and is thus a smoother and better 
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quality estimate of the signal frequency, with higher frequency 

components attenuated relative to the ωo signal; 

c) multipliers M3 and M4 and summer S2 produce the Park transformation’s 

d(t) output signal.  It is important to note, however, that due to the 

negative feedback of the estimated α and  signals, under sinusoidal and 

balanced conditions, the steady state error vector (εα(t), ε (t))
T
 converges 

to zero, which will also drive d(t) to zero, in contrast to the operation of 

the conventional two-phase PLL.  Thus, in the PSF-PLL, as d(t) converges 

to zero, the estimated amplitude Â(t)  output converges to the actual 

positive sequence amplitude. 

From the perspective of implementation, multipliers M1 to M4, together with 

summers S1 and S2 in fact constitute a Park transformation, such that the PSGI 

equivalent can be seen in terms of the familiar conventional two-phase PLL, as 

suggested in Fig. 3.26, referred to as a PSGI-PLL.  Such a standard PLL building 

block is commonly available in programming libraries, typically optimized for 

real time execution, which makes it convenient for implementing this PSF-PLL.   

The performance of the PSF-PLL is exemplified in Fig. 3.27 and 3.28.  Fig. 3.27 

displays: 

a) in the top trace, the α component of the input signal, and the PSF-PLL 

output α component, with KA = 0.1 for a slow response, equivalent to a 

narrow bandwidth for greater attenuation of distortion; 

b) in the middle trace, the source and PSF-PLL phase signals, and their 

difference, all normalized to an amplitude of 1, with Ks = 1 for a fast 

response to phase and frequency changes;  

c) in the bottom trace, the PSF-PLL estimated frequency output, with Kp = 

1.7 for minimal overshoot; the response is also compared to a standard 2-

phase PLL, and a slight transient can be observed in response to an input 

amplitude step of 50%. 
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Fig. 3.26 - PSGI-PLL based on conventional two-phase PLL 

 

Fig. 3.28 displays the PSF-PLL response to frequency steps with different values 

of Ks, from 0.1 to 1, with Kp fixed at 1.7 for the same overshoot requirement. 
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Fig. 3.27 – PSF-PLL response to phase, frequency, and amplitude steps 
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Fig. 3.28 – PSF-PLL response to frequency steps, with Ks = 0.1, 0.3, 1 

 

Although not emphasized in the above two figures, the PSF-PLL design can be 

observed to exhibit conveniently independent adjustments of the different 

parameters: 

a) KA sets the rate of amplitude estimation, equivalently to a band-pass filter’s 

bandwidth; 

b) Kp sets the damping factor and overshoot of the phase/frequency feedback 

loop, and can be set once, according to allowable transient dynamic 

performance, such as keeping frequency estimate overshoot to under 5%; 

c) Ks sets the rate of frequency estimation of the PLL, and thus the frequency 

tracking bandwidth and sensitivity to noise and distortion in the input signal. 

 

 

3.8 HYBRID NSF-PLL 

 

Whereas the PSF-PLL previously discussed can track frequency variations of a 

positive sequence signal, it implements only a positive sequence filter, and can 

thus only attenuate, and not completely cancel, any negative sequence component 

Time, Sec. 
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of an unbalanced signal, as discussed earlier.  To address this shortcoming, the 

PNSF principle, proposed in Fig. 3.3, can be modified by replacing the fixed 

frequency PSGI with the PSGI-PLL, as in Fig. 3.29.  The proposed structure thus 

consists of two sub-components: (i) one, the PSGI-PLL operating in synchronous 

reference frame (SRF), and (ii) the other, the NSGI, operating in stationary, or 

fixed, reference frame (FRF), resulting in a hybrid combination, referred to hybrid 

NSGI-PLL, or H-NSGI-PLL.  Fig. 3.29 emphasizes: 

a) the PSGI-PLL, within a negative feedback structure, produces an estimate 

of an unbalanced input signal’s positive sequence component, and thus, by 

itself, constitutes a frequency-tracking PSF, or PSF-PLL; 

b) the NSGI serves to estimate the negative sequence of an unbalanced input 

signal, and by the negative feedback, it aims to cancel this negative 

sequence component from the input to the above PSF-PLL; 

c) the estimated frequency is used to tune the NSGI, enabling it to ensure 

optimal estimation of the negative sequence component, in the face of 

frequency variations; 

d) independent adjustments of the rates of estimations for the positive and 

negative sequence, via Kap and Kan, respectively.  
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Fig. 3.29 – Hybrid NSGI with PSF-PLL 
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3.8.1 Phase and Frequency Step Response 

 

Fig. 3.30 demonstrates the performance of the H-NSGI-PLL to a phase step of 

/12 at t = 0.05, and a 20 Hz step in input signal frequency at t = 0.1, with Ks = 

0.2, 0.5, and 1, while Kp = 1.7, KAp = 0.2, and KAn = 1; ode-5 is used;  thus: 

a) the top trace compares the frequency tracking response of the proposed H-

NSF-PLL and of a conventional 2-phase PLL, for a balanced input signal.  

The performance is seen to be very robust over a wide range of Ks values. 

b) the middle trace displays the phase of the source signal and as estimated 

by the H-NSF-PLL.  With Ks = 1, the H-NSF-PLL is seen to catch up to 

the source phase within one cycle, and over 4 cycles with the slower value 

of Ks = 0.2. 

c) the bottom trace displays the negatve sequence filter  output and state 

vector magnitude.  The transient response is directly dependent on the 

time it takes for the PLL to catch up in phase to the input signal. 
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Fig. 3.30 – H-NSGI-PLL response to phase and frequency variations 
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3.8.2 H-NSF-PLL Response To Unbalanced Input 

 

Fig. 3.31 demonstrates the performance of the H-NSGI-PLL to an unbalanced 

input condition, characterized by 0.5 pu of negative sequence, starting at t = 0.15, 

with Ks = 1, Kp = 1.7, KAp = 0.2, and KAn = 1; ode-5 is again used. 
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Fig. 3.31 – H-NSF-PLL response to unbalanced input 

 

Fig. 3.31 presents: 

a) in the top trace, the positive sequence α output component of the H-NSF-

PLL shows a constant amplitude, with a barely noticeable transient after 

the step in negative sequence. 

b) the second trace compares the estimated frequency output of the H-NSF-

PLL and of a conventional PLL;  after a brief transient, the H-NSF-PLL 

frequency estimate settles, while the conventional PLL produces a steady 

state ripple, as it has no built-in mechanism to compensate for the 

unbalanced input. 
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c) the third trace shows the phase angles at the sources and estimated by the 

H-NSF-PLL, and compares the phase difference for the H-NSF-PLL and a 

conventional PLL;  again, the conventional PLL shows a steady state 

ripple, whereas the H-NSF-PLL quickly settles to a zero steady state error. 

d) the forth trace shows the rapid response of the negative sequence output of 

the H-NSF-PLL, settling within a half-cycle. 

 

3.8.3 H-NSF-PLL Response To Input Amplitude Step 

 

Fig. 3.32 demonstrates the performance of the H-NSGI-PLL to a +50% step in 

amplitude of the input signal, starting at t = 0.15, with Ks = 1, Kp = 1.7, KAn = 1, 

and KAp = 0.2, 0.5, and 1; again, ode-5 is used. 
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Fig. 3.32 – H-NSF-PLL response to amplitude step 

 

Fig. 3.32 shows: 

a) the top trace shows the positive sequence α output and amplitude; 

Time, Sec. 
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b) the second and third traces show the estimated frequency and phase 

outputs;  the settling time is dependent on the time constant for the 

amplitude estimation, and is shorter with higher values of KAp; 

c) the bottom trace shows how the negative sequence output undergoes a 

transient response to the positive sequence filter operation.  

 

 

3.9 HYBRID NSASAE-PLL 

 

As indicated in the previous case of the H-NSF-PLL, the idealized performance 

was demonstrated using ode-5, to ensure optimal discretization of the resonator-

based NSGI for the purpose of verifying the proper operation of the H-NSF-PLL.  

However, although this can be implemented in real time, ode-5 discretization 

would require significantly higher computational resources, namely time.  Thus, it 

is proposed to replace the resonator-based NSGI by a ASAE-based equivalent, 

discussed earlier, which makes possible to implement it with the simplest, and 

computationally most effective, first order discretization.  This results in the 

structure in Fig. 3.33, referred to as a hybrid negative sequence ASAE with PLL, 

or H-NSASAE-PLL.   
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Fig. 3.33 – Hybrid NS-ASAE with PSF-PLL 
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The principal and only distinction from the previous H-NSF-PLL is that instead of 

feeding the estimated frequency from the PLL to the negative sequence estimator, 

the unit magnitude quadrature signals are communicated to it.  The performance 

of the H-NSASAE-PLL is exemplified in Fig. 3.34 to 3.36, which show 

essentially the same performance as for the H-NSF-PLL: 

a) Fig. 3.34 shows the response to phase and frequency steps with Ks = 0.2, 0.5, 

and 1.0.  The estimated frequency shows a robust response over a wide 

range of Ks, allowing convenient adjustment according to application 

requirements; 

b) Fig. 3.35 shows the response to unbalanced input: the positive sequence and 

estimated phase angle output shows almost no reaction, and the negative 

sequence is detected in under a half-cycle; 

c) Fig. 3.36 shows the response to a +50% step in input amplitude, and the 

angle estimate remains within 5
o
 with the fastest setting of KAp = 1. 
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Fig. 3.34 – H-NSASAE-PLL response to phase and frequency variations 
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Fig. 3.35 – H-NSASAE-PLL response to unbalanced input 
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Fig. 3.36 – H-NSASAE-PLL response to amplitude variations 
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As indicated earlier, due to the intrinsic coupling between the positive and 

negative sequence filters within the same loop, the negative and positive sequence 

outputs are not entirely independent, and the severity of the negative sequence 

output transient is seen to last longer and with greater intensity with a lower PLL 

frequency tracking bandwidth, attributed to lower Ks. 

 

 

3.10 CHAPTER SUMMARY 

 

This chapter presented a number of novel techniques for filtering and extracting 

positive and negative sequence signals from a quadrature input signal, on the 

basis of the internal model principle and adaptive synchronous amplitude 

estimation.  The IMP served as a basis for a parallel combination of two 

generalized (resonating) integrators, one each for extracting the positive and 

negative sequences.  The ASAE served to synchronously estimate the amplitudes 

of the in-phase and quadrature components of the positive and negative sequence 

components of an unbalanced, quadrature, signal.  Finally, these two principles 

were combined with a conventional two-phase PLL, within a phase and 

frequency-tracking negative feedback loop, to estimate the phase of the positive 

sequence component of an unbalanced two-phase signal.  The primary benefit of 

the ASAE mechanism is that it can be implemented with a first order Euler 

discretization, resulting in lower computational burden, thus making it more 

attractive for real time applications, while performing as well as it’s 

computationally more intensive resonator-based filter equivalent. 
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4.   DEVELOPMENT AND EXPERIMENTAL SETUP 

 

 This chapter discusses the software and hardware platform which serve for the  

experimental setup for evaluating and comparing the performance of various PLL 

techniques.  The overall development and evaluation framework can be described 

in terms of 4 principal components: 

a) the Matlab/Simulink graphical design platform, by The Mathworks, in 

which two main sub-systems are developed: 

i. the various PLL algorithms of interest to evaluate, 

ii. test signal and pattern generation and output to DAC (digital to analog 

converters) for observation and measurement on an oscilloscope, as 

well as output to disk file for subsequent analysis and plotting; 

b) the dSPACE DS1104 R&D Controller board, on which the Simulink test 

signal generator and PLL algorithms are executed in real time; 

c) the dSPACE ControlDesk platform, with which a control panel can be 

designed to interface and interact with the above program in real time. 

Specifically, this chapter presents the following: 

a) a brief overview of the DS1104 R&D Controller Board, and the primary 

features of specific interest for studying the proposed PLL techniques; 

b) the Simulink test program, PLL_tests.mdl, which has been developed for 

evaluating the proposed PLL techniques; 

c) the dSPACE ControlDesk program for operating the DS1104, and more 

specifically, the user operated experiment, PLL_tests_x2.cdx, which 

presents a convenient control panel for the user to interact with the above 

PLL test program, as it executes in real time. 

 

 It is noteworthy that, although much of the programming for both the test 

signal generation and the PLL algorithms could be written in such a widely used 

language as C, it is much more time consuming than with a graphical design tool 

such as Simulink, and especially costly at the development stage.  The graphical 

design approach allows a much higher degree of flexibility and time-efficiency to 
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explore, refine, and compare system variations.  Once an algorithm has been 

evaluated and ascertained for robust performance, it can subsequently be re-

written in C, or even in assembly language, with a much clearer focus, higher 

productivity, and with far fewer errors, saving much troubleshooting and 

debugging time.  The graphical approach also makes for much clearer self-

documentation and maintainability, further lowering overall development costs. 

 

4.1 THE DSPACE DS1104 R&D CONTROLLER BOARD 

 

 The dSPACE DS1104 R&D Controller board, which serves to execute the 

compiled Simulink model program, is shown in Fig. 4.1.  It consists of a PCI card, 

installed in a PC as a peripheral device, and provides an I/O connector through 

which to carry analog and digital signals to and from external devices.  The board 

contains one main floating point CPU, and a separate DSP for additional DSP-

specific computational power and peripherals. 

 

 
 

Figure 4.1 – DS1104 R&D Controller board 

 

The DS1104 I/O connector interfaces to a CP1104 connector panel, shown in Fig. 

4.2, which provides separate connections for signals including: 

a) 8 analog input and 8 analog output signals 
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b) 20 digital I/O signals 

c) 3 PWM channels 

d) timer inputs and outputs 

e) RS-232 asynchronous serial communication 

 

 
 

Fig. 4.2 – dSPACE CP1104 connector panel 

 

The DS1104 functionality is represented by the block diagram in Fig. 4.3 

 

 
 

Figure 4.3 – DS1104 block diagram (source: www.dspaceinc.com) 
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The DS1104 offers the following main features of interest: 

 Freescale MPC8240 32-bit floating point processor with PPC603e core 

and on-chip peripherals, with 250 MHz CPU clock; 

 four general purpose 32-bit timers; 

 4-channel 12-bit parallel and 4-channel 16-bit sequential A-D converters, 

with +/- 10 V input voltage range, with conversion time under 2 uSec.; 

 8-channel 16-bit D-A converter, with +/- 10 V output voltage range; 

 20-bit parallel, TTL compatible, digital I/O; 

 Texas Instruments 16-bit fixed-point TMS320F240 DSP, with 20 MHz 

CPU clock, 10 PWM channels, three 16-bit general purpose timers, 16-

channel 12-bit A-D converter 

The DS1104 platform is also supported by a library of Simulink blocks to easily 

access it’s various peripherals. 

 

 

 

4.2 THE SIMULINK PLL TESTS MODEL PROGRAM 

 

 The overall Simulink PLL test program is represented in Fig. 4.4, and consists 

of 2 principal sub-components: 

a) test signal generator; 

b) PLL algorithms under evaluation, collected in one block; one PLL 

algorithm can be selected, or enabled, at any time, for evaluation; 

and also the following: 

c) a simple switching unit, to connect the test signals either (a) directly to the 

PLL, such as for simulation, or (b) via DAC and back into ADC, such as 

for real-time operation, or for evaluating the PLL operation with test 

signals from another external source; 

d) DAC output unit; all the principal signals of interest are directed to several 

DAC channels, suitably scaled, for observation on an oscilloscope.  Due to 

the large number of signals, and limited number of DAC channels and 

typically few oscilloscope channels, all signals are directed to a switch, by 

which the user can select which signals to send out to the DAC’s.  
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Furthermore, a standard TTL level digital signal is output for external 

synchronization of the oscilloscope, for convenient and steady display. 

e) output to a Simulink scope block, which is useful for non-real time 

simulation, and which can be deleted before compiling the program for 

real-time execution on the DS1104; 

f) a signal sampling block, to sample signals in steady state after transients 

have settled; signals may be sampled on the rising or falling edge of the 

signal generator’s modulation state signal. 
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Figure 4.4 – Simulink PLL Tests program block diagram 

 

 

4.2.1 Test Signal Generator 

 

 Phase estimation and synchronization is subject to various signal degradations 

of the input signal from an ideal constant sinusoidal, such as phase jumps, 

frequency variations, harmonic distortions, unbalanced and others conditions.  

Thus, representative test signals need to be synthesized to evaluate proposed PLL 

algorithms, a task which can also be accomplished with Simulink on the DS1104.  

The test signal generator operation can be described in terms of two principal 

components, represented by the block diagrams in Fig. 4.5 and 4.6, respectively: 

a) a modulated signal source, which can synthesize: 

i. pure un-distorted two-phase, balanced, sinusoidal signal 

ii. square frequency modulation, e.g. jumping between 60 and 65 Hz 

iii. square phase modulation, e.g. jumping between 0 and 30
o
 

iv. square amplitude modulation, e.g. jumping between 1 and 1.5 pu 
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v. square unbalance modulation, e.g. type CA between 0 and 0.5 pu 

vi. square distortion modulation, e.g. between 0 and 20% THD of 5
th

 

harmonic 

The various modulation values, such as frequency jumps, phase jumps, 

etc., can be set by the user at run time. 

b) a counter, which toggles it’s output signal between two states, which is 

used to determine the state of modulation of the above signal generator.  

The user can specify the number of whole signal cycles for each 

modulation state, which makes for convenient observation of transient 

performance after jumps in phase, frequency, etc.  The user can also set 

the phase angle within a cycle at which the modulation state changes.  

This allows evaluation of how PLL transient dynamic performance may 

vary as a function of the instant of modulation state change, e.g. when the 

phase jumps at the zero crossing of the signal, vs. at the instant of its’ peak 

value.  
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Fig. 4.5 – Modulated test signal generator 
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The following signal source parameters can be set by the user: 

a) F1 and F2: signal frequency, e.g. 60 and 65 Hz 

b) P2: phase jump; e.g. 30
o
 

c) A2: amplitude jump; e.g. 0.5 pu 

d) U: degree and type of unbalance; e.g. 0.3 pu of type CA 

e) H, and AH: index of harmonic component to add, e.g. 5
th

, and amount AH, 

e.g. 0.25 pu (25% THD).  Due to limited CPU resources, only one 

harmonic can be selected at any time. 

The modulation state counter operation is determined by three parameters: 

- N1: number of signal cycles in state 1 (e.g. at F1) or un-modulated 

condition (e.g. 1.0 pu amplitude); 

- N2: number of signal cycles in state 2 (e.g. at F2) or modulated condition 

(e.g. 1.5 pu amplitude); 

- the phase, within a cycle, at which the modulation state changes. 
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Fig. 4.6 – Modulation state generator 

 

4.2.2 PLL and Output Signal Selection 

 

 Simulink provides a convenient non-switched mechanism of selecting one of 

several signals, referred to as signal merging, as shown in Fig. 4.7.  Thus, the user 

can specify a number to identify one PLL to be enabled, and it’s output signals are 

correctly directed to the single, common, group of output signals for examination. 
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Fig. 4.7 – PLL selection for evaluation 

 

4.2.3 PLL Test Program Operation 

 

The overall operation of the PLL test program can be summarized as follows: 

a) the rate of execution of the model, or sampling rate, is set to 10 KHz, 

being representative of PWM and sampling frequencies commonly used;  

b) the test signal generator produces a 3-phase sinusoidal signal, which can 

be modulated in steps between two states, such as between two 

frequencies, phases, or amplitudes, etc.; the signal is transformed to two-

phase α  for processing by the selected PLL; 

c) the signal can be not modulated at all, for initial verification, or the 

modulation can be activated for N1 cycles, and de-activated for N2 cycles; 

N1 and N2 are user-selectable integer values, and serve mainly to define 

an interval during which the PLL transient response can be conveniently 

observed on an oscilloscope, for example when the amplitude is stepped 

up by 0.5 pu, and back down by 0.5 pu; 

d) the instants when the signal modulation is activated and de-activated is 

reflected in a digital synchronization signal on the connector panel, at 

connector CP17, on pin 20: DIO0, and is intended for external trigger of 

the oscilloscope.  Furthermore, the modulating signal changes state and 

remains in either state for an integer number of signal cycles, thus making 

for a steady signal to be observed on the oscilloscope; as well, the 

triggering signal for the oscilloscope can be selected at either change of 

modulation; 
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e) the phase, between 0 and 360
o
, within a cycle of the signal, at which this 

synchronization signal changes state, can be adjusted by the user, in order 

to examine how the PLL response may vary as a function of the timing of 

the change of modulation.  Thus, for example, the signal generator may 

produce a signal at 60 Hz, starting at a phase of 45
o
, for a duration of 

exactly 10 cycles, and then switch to 65 Hz, when the phase crosses 45
o
, 

and vice versa; 

f) the user may select one, or several, or all, of the modulations discussed 

earlier (phase, frequency, amplitude, etc.), and the amount of each (e.g. 

phase step of +/- 45
o
, frequency step between 60 and 70 Hz, etc.); 

g) because of the relative complexity of the overall Simulink model, the 

operational features are limited, such that, by design, only one harmonic 

frequency can be selected at a time; however, power electronic systems 

can entail harmonics of quite high frequency, such that a sampling rate of 

10 KHz has been deemed an adequate minimum; 

h) the 3-phase generated signal is transformed to a 2-phase αβ signal for the 

PLL; although 3-phase input PLL algorithms could be studied, it is most 

common in the literature that 3-phase signals are first transformed to 2-

phase αβ reference frame;  thus, because of the linear transformation and 

equivalence between three-phase and two-phase signals, for the sake of 

clarity, all relevant signals are examined in the two-dimensional α  

reference frame; 

i) the user can select to connect the αβ signal directly to the PLL, or out to 

DAC, and then back in via ADC and then to the PLL; this allows the 

possibility of applying some other external signal, such as from a 3-phase 

power source, to the PLL for synchronization; 

j) the various PLL parameters can be adjusted by the user; 

k) when simulated in the Simulink environment, the PLL output signals can 

be directed to the Matlab workspace, for subsequent plotting and analysis;  

l) for real time operation on the DS1104 platform, the PLL output signals are 

directed to DAC output, for examination on an oscilloscope.  Due to the 
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limited number of DAC channels, some PLL signals are permanently 

output to some dedicated DAC channels, and other signals can be selected 

for output, one at a time, to DAC channel 6, 7, or 8.  Thus, the user can 

conveniently examine any of all PLL signals, up to 4 at a time on a 4-

channel oscilloscope; 

m) some signals can be sampled on either the rising or falling edge of the 

modulation synchronization signal, for output on a numeric display on the 

ControlDesk control panel, to examine their steady state values after 

settling of the PLL transient response; these signals include: (a) the PLL 

estimated frequency, (b) positive sequence amplitude, (c) negative 

sequence amplitude, (d) the amplitude of the selected harmonic; 

n) up to 15 signals of interest can be recorded to Microsoft Excel compatible 

disk file.  Typically, this can be set up to occur at some threshold time 

after user button click, for a user specified number of samples.  The date 

can be subsequently further analyzed and plotted. 

 

 

4.3 dSPACE CONTROLDESK REAL-TIME OPERATION PLATFORM 

 

 The dSPACE DS1104 operation is supported by the dSPACE ControlDesk 

platform, with which so-called experiments can be designed.  Such an experiment 

consists mainly of a control panel designed with user operated controls, indicators, 

and signal display devices, and provides the ability to record signals to disk files.  

Thus, the Simulink PLL test program is operated by the PLL_test_x2.cdx 

experiment, which appears as in Fig. 4.8, and consists of the sub-components 

described below. 

 

4.3.1 Documentary and Operational Information 

 
 

Brief program information is provided in the following: 

a) the title box, at the top left, identifies the principal source files involved in 

the compilation of this entire operation; 
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Figure 4.8 – dSPACE ControlDesk PLL Tests experiment control panel
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b) the version number for the Simulink PLL Tests model file, which is 

typically updated in the Simulink model whenever it is edited, before 

compilation, as a means of confirmation that the program running under 

ControlDesk is actually the latest edited version; 

c) CPU load % – this indicates the fraction of time, per sampling interval, 

assuming 10 KHz sampling rate, that the CPU is busy executing the model.  

This factor depends on the model complexity, and also on the solver 

selected in the Simulink model before compilation, and is a useful indicator 

for purposes of optimizing the model design; 

d) Sig Gen check box – this is provided to enable or disable the signal 

generation function, and serves mainly to monitor it's impact on the CPU 

loading, as well as the loading of the selected PLL algorithm; 

e) very brief summary of operating instructions; 

f) summary of the 8 DAC output signals; 

 

4.3.2 Signal Generation 
 

Test signal synthesis is controlled by the following user set parameters: 

a) SYNCH DELAY – this allows the user to adjust the phase, within a cycle of 

the generated sinusoidal signal, at which the modulating command signal 

will change state;  on an oscilloscope display, this will cause the display to 

shift left or right as this slider is adjusted;  

b) N1 CYCLES – this selects an integer number of signal cycles in one state of 

the modulation pattern; 

c) N2 CYCLES – this selects an integer number of signal cycles in the other 

state of the modulation pattern; 

d) FREQ STEP check box, F1 Hz, and F2 Hz – these select one and another 

frequency of the signal, when the FREQ STEP is checked on, producing a 

frequency step modulation pattern; 

e) AMPL STEP check box, and Ampl Step slider – this enables step amplitude 

modulation, and the amount, in pu; 
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f) Phase Step check box, and Phase Step slider – this enables phase 

modulation, and the amount, in degrees; 

g) Harmonic selection, and amplitude slider – this enables harmonic 

modulation, on and off, and the amount, in pu; 

h) Unbalance selection, and slider – this enables 3-phase unbalance 

modulation, on and off, and the amount of the negative sequence, in pu.  

One of the three selections can be made, of U-A, U-B, or U-C, which 

correspond to unbalance types CA, CB, and CC, respectively; 

 

4.3.3 PLL Parameters 

 

PLL operation is determined by the following user settings: 

a) PLL TYPE selection – this allows to select one of several pre-defined PLL 

algorithms, including: 

1. straight through connection of αβ inputs to AB
+
 and AB

–
 with no PLL 

at all; this is provided just for testing and verification purposes;  

2. conventional single-phase PLL, for reference; 

3. conventional quadrature-phase PLL, alsofor reference; 

4. PSF-PLL 

5. Hybrid NSF-PLL – a novel proposed algorithm 

6. Hybrid NSASAE-PLL – another novel proposed algorithm 

b) K_PLL slider – this is normally set to 1, but allows to adjust all dynamic 

PLL parameters, i.e. KA, KS, and KRES, together, to change the time scale 

and response time of the PLL operation; 

c) K_A – this adjusts the rate of ASAE in the Hybrid NSF-PLL and Hybrid 

NSASAE-PLL algorithms, and effectively sets the bandwidth for amplitude 

response, and attenuation of harmonics in the extracted positive sequence 

output signals; 

d) K_S – this sets the speed of response of the PLL phase detection loop;  

e) K_P – this sets the proportional gain in the PLL phase detection loop; 

f) K_NSF – this sets the bandwidth for the negative sequence filter; 
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g) PLL INPUT check box – select: DIRECT connection of signal generator to 

PLL, or via DAC to ADC 

h) Harmonic Detection Rate (bandwidth) slider – this sets the bandwidth for 

the harmonic detection; 

 

4.3.4 DAC Signal Output 
 

 To accommodate all signals to be output for observation through a limited 

number of DAC channels, the signals can be selected for output, as follows: 

a) DACs 3 & 4 check box: select signal source α and , or PLL positive 

sequence α+ and + output; 

b) DAC 6, 7, and 8 signals – select one of the signals indicated for output, e.g. 

for observation on an oscilloscope 

 

4.3.5 Steady State Value Display 
 

 Dynamic system performance is characterized, among other things, by steady 

state quantities, after the transient response has settled.  A mechanism is provided 

to sample various values of interest, such as estimated frequency, on the transition 

of the modulation state signal, thus sampling designated signals in their steady 

state condition, provided that N1 and/or N2 are adequately selected to ensure 

sufficient settling time.  These values are identified in the panel entitled 

―SAMPLED VALUES ON / or \ SYNCH EDGE‖: 

a) SYNCH EDGE check box – select the edge of the modulation comnand 

signal on which to  trigger the oscilloscope; 

b) F est /  and F est \ – this indicates the sampled value of the PLL output 

estimated frequency at either the rising or falling edge of the above 

synchronization signal;   

c) Ampl
+
 and Ampl

–
 – this indicates the sampled value of the PLL output 

estimated amplitude of the positive and negative sequences, at either the 

rising or falling edge of the above synchronization signal;  

d) Harmonic – this indicates the detected harmonic amplitude level at the 

selected edge of the synchronizaton signal; 
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e) HARM DIST check box – select source for the harmonic estimation unit, 

ether at the α input to the PLL, or at the PLL A
+
 output; this allows a 

subsequent measure of the harmonic attenuation. 

 

4.3.6 Data Output to Disk File 

 

 Although it appears as part of the control panel design, the Capture Settings 

Window is actually a floating, un-docked, panel that can be moved around, but 

has been placed in the upper right corner for visual convenience.  Further 

operation details are provided in the ControlDesk reference documentation. 

 

 

4.4 OVERALL PERFORMANCE 

 

In view of all aspects of development and real time operation of the test 

program, the overall performance can be characterized by such measures as: 

a) development effort and time: at one extreme, graphical design tools, such as 

Matlab/Simulink, are extremely productive, for the high level at which a 

programming task can be formulated, and meaningful results can be 

obtained very quickly.  In contrast, text based programming, such as in C, is 

intrinsically at a lower level, and thus requires more detail to be specified.  

b) efficiency of compiled code: generally, a program developed at a higher 

level will result in significantly more executable code, and greater execution 

time than code produced from a text based program.  The overall program 

development task can be partitioned between the two, but this is very much 

a matter of programmer experience. 

c) hardware platform speed: this ultimately defines a real limit to the amount 

of computations that can be performed, and may therefore strongly dictate 

how an overall programming task is to be partitioned between higher level 

graphical design and lower level text based coding. 

The end goal thus dictates various constraints and costs, and determines the 

emphasis to be attributed to the respective factors identified above. 
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5.  EXPERIMENTAL RESULTS 
 

 This chapter presents experimental results of performance tests, which 

compare the proposed PSF-PLL, H-NSF-PLL, H-NSASAE-PLL algorithms with 

the conventional two-phase PLL.  The test signal generator and PLL algorithms 

execute together as part of a single Simulink model, running in real time on a 

dSPACE DS1104 platform, at a sampling rate of 10 KHz.  The tests are 

categorized as follows, with the respective objectives as indicated, aiming 

ultimately to emphasize the superior performance of the adaptive techniques, and 

especially of the H-NSASAE-PLL under unbalanced input conditions: 

a) Frequency step and phase step tests 

These standard tests show that the performance of the proposed adaptive 

techniques does not suffer at all as a consequence of the additional 

complexity over the conventional PLL. 

b) Amplitude and distortion tests 

These standard tests show the superior performance of the adaptive 

techniques over the conventional PLL, in their frequency selective 

filtering ability.  Thus, they are able to attenuate distortion in the estimated 

output signals, with a rate of attenuation determined by the gain Ka. 

c) Unbalance tests 

The unbalanced input tests show the ability of the H-NSASAE-PLL to 

completely compensate for unbalanced input conditions, resulting in zero 

steady state error in under one cycle, even with an extreme unbalanced 

condition, as might result from a fault on the utility grid. 

Thus, these experiments aim mainly to verify the primary targeted benefit of the 

negative sequence detection and compensation of the proposed H-NSASAE-PLL, 

and it’s superior performance with the simplest order of discretization.  Finally, it 

should be noted that for first order discretization of the Simulink model, the 

synchronous amplitude estimation in the H-NSASAE-PLL results in markedly 

superior performance over the H-NSF-PLL.  As a result, for some tests, the H-

NSF-PLL is not considered. 
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5.1 FREQUENCY STEP TESTS 

 

Two frequency step tests, executed in real time, are presented to verify that: 

a) the performance of the proposed H-NSF-PLL and H-NSASAE-PLL is 

comparable to that of the conventional PLL, with little or no adverse 

impact due to the additional negative sequence detection mechanism; 

b) the performance remains robust over a wide range of the parameter Ks, 

which thus allows tuning of the PLL operation according to application 

requirements.  

 

5.1.1 Frequency Step – Fast Response 

 

The first frequency step test is defined by Ks = 1, for a fast frequency estimation 

response of the PLL.  The negative sequence detection filter response is adjusted 

with Kn = 0.5, to dampen oscillations due to it’s dynamic interaction with the 

positive sequence detection achieved by the PLL with adaptive positive sequence 

amplitude estimation.  The response is shown in Fig. 5.2, for an input frequency 

step from 60 to 70 Hz.  The estimated frequency signals can be seen to be almost 

identical for all four PLL types.  The source and PLL estimated phase signals for 

the H-NSASAE-PLL are shown in trace (B).  The major distinction appears in the 

estimated phase deviation signal, in trace (C);  the H-NSF-PLL and H-NSASAE-

PLL show slightly greater peak phase deviation, but with slightly faster settling.   

 

5.1.2 Frequency Step Response with Varying Ks 

 

The second frequency step test is defined by Ks = 1, 0.33, and 0.1, for different 

speeds of frequency estimation response of the PLL.  The responses are shown in 

Fig. 5.2.  The negative sequence detection filter response is adjusted with Kn = 1, 

which results in slight overshoot in, and slightly faster, frequency response for the 

H-NSF-PLL and H-NSASAE-PLL.  Except for the fastest setting of Ks, the 

frequency responses can be seen to be near identical for all PLL types. 
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Figure 5.1 – Frequency step responses,  Ks = 1.0.  Experimental results. 
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Figure 5.2 – Frequency step responses, with Ks = 1.0, 0.34, 0.1.  Experimental results. 
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5.2 PHASE STEP TESTS 

 

 In view of the primary purpose of a PLL to provide an estimate of the input 

signal phase, phase jumps, such as due to loads being suddenly connected or dis-

connected, or line faults, probably constitute the most severe disturbances that a 

PLL can be subjected to.  Phase disturbances, for purposes of evaluating PLL 

performance, can be usefully categorized as: 

a) due to loads being connected or dis-connected, resulting in the same phase 

jump on all three phases of the source voltage, and nominally constant 

voltage amplitude; 

b) due to unbalanced line conditions, such as due to an unbalanced load, or 

due to line faults, which result in unequal phase and amplitude jumps on all 

three phases.  This case is dealt with in the unbalanced input test. 

Fig. 5.3 shows the PLL estimated frequency and phase in response to a phase 

jump of 25
o
, with Ks = 0.8, Kp = 1.7, Ka = 1, Kn = 0.4.   
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Figure 5.3 – Phase step response,  Ks = 0.8, Kp = 1.7, Ka = 1, Kn = 0.4.  Experimental 

results. 
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The parameters, and especially Kn, are set to minimize the H-NSF-PLL and H-

NSASAE-PLL transient oscillations due to the negative sequence estimation filter.  

The top trace (A) shows the phase jump of the input α signal, and the estimated α 

output signal from the H-NSASAE-PLL. The estimated phase and frequency 

signals from all four PLL types are shown in traces (B) and (C), respectively, and 

can be seen to be very similar.  As observed before, the H-NSF-PLL and H-

NSASAE-PLL exhibit slightly less damped transient oscillations, due to the 

negative sequence filter component.  However, given the same Ks and Kp 

parameter values for all PLL types, Kn can be adjusted for the H-NSF-PLL and 

H-NSASAE-PLL to attenuate these transient deviations to acceptable levels. 

 

Fig. 5.4 shows the PLL phase responses to a 25
o
 phase step, with Ks = 0.8, 0.45, 

and 0.1, and emphasizes the robust performance of all PLL types with respect to 

the speed parameter.  Kn is again set for minimal transient oscillations in the H-

NSF-PLL and H-NSASAE-PLL types.  Except for a small difference in response 

for the fastest value of Ks, all PLL types show almost the same performance, 

characterized by the same transient phase undershoot of approximately 4
o
. 
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Figure 5.4 – Phase step responses,  Ks = 0.8, 0.45, 0.1.  Experimental results. 
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5.3 AMPLITUDE STEP TESTS 

 

Fig. 5.5 shows the various PLL estimated amplitude responses to a +50% 

amplitude step, for amplitude adaptation gain Ka values of 1, 0.3, and 0.1.  The 

instantaneous response of conventional PLL stands out because of the absence of 

any filtering; it’s amplitude signal comes from the Park transformation unit, 

which embeds no dynamics at all, and thus produces an instantaneous result.  It’s 

amplitude output signal is thus the fastest, but as the distortion test will also show, 

it is the most sensitive to amplitude distortions.  In contrast, all the other PLL’s 

embed an amplitude estimation process, with user adjustable rate of convergence, 

which effectively accomplishes a filtering action which will prove beneficial to 

attenuate the impact of harmonic distortion in the input signal.   
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Figure 5.5 – Amplitude step response, Ka = 1, 0.3, 0.1.  Experimental results. 

 

For these three PLL algorithms, since the amplitude estimation process is the 

same, by design, their amplitude estimates have almost the same response.  Close 

examination reveals a slight transient oscillation for the H-NSF-PLL and H-

NSASAE-PLL, again, due to the dynamic interaction between the positive and 
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negative sequence estimation sub-filters.  However, except for this small 

oscillation, the rate of convergence closely agrees with the PSF-PLL. 

  

Fig. 5.6 indicates the sensitivity of the phase and negative sequence estimation 

dynamics to an amplitude step, and specifically to parameter Ka.  For a +50% 

amplitude step, the peak phase deviation is under 3
o
 at the slowest setting of Ka = 

0.1, and under 2
o
 at the fastest setting, Ka = 1.  Similarly, the negative sequence 

peak amplitude is under 0.1 pu for Ka = 0.1, and under 0.05 pu for Ka = 1.  These 

transients reflect the intrinsic dynamic interaction between the positive and 

negative sequence filters, and the response speed of the negative sequence 

estimation.  Depending on requirements for a specific application, the negative 

sequence filter response can be further improved with suitable adjustment of Kn. 
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Figure 5.6 – Phase and negative sequence responses to amplitude step.  Experimental 

results. 
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5.4 HARMONIC DISTORTION TESTS 

 

Due to the overall complexity of the Simulink test model, and limited computing 

resources on the DS1104 platform for real time execution and data recording, 

harmonic distortion tests are performed with a single harmonic component, 

namely the fifth, since it is typically the dominant component in three-phase 

systems.  Because of the relative independence of the amplitude estimation 

dynamics from the phase-frequency estimation dynamics, the impact of input 

harmonic distortion can be controlled quite independently on the α  output 

signals and on the phase and frequency signals.  Thus, the level of distortion in 

the α  output signals is mainly determined by Ka, which effectively sets the 

bandwidth of the PSF-PLL, H-NSF-PLL, and H-NSASAE-PLL as frequency-

tracking band-pass filters.  In contrast, Ks determines the frequency estimation 

bandwidth, and thus the impact of the input distortion on the estimated phase. 

 

Fig. 5.7 shows the input α signal in trace (A), and the α signal from a 

conventional PLL in trace (B), and from the H-NSASAE-PLL, with Ks = 1 and 

0.1, in traces (C) and (D), respectively.  The conventional PLL exhibits little 

variation in output distortion as Ks is varied from 1 to 0.1, which reflects the 

direct coupling of input distortion through the Park transformation, to the output.  

In contrast, the H-NSASAE-PLL exhibits a level of distortion in the output α and 

 which directly depends on Ka.   Furthermore, since the cos and sin functions in 

the α and  signals depend on the estimated phase angle, any ripple in that 

quantity is reflected in the α and  outputs, which thus further depends on Ks.  

Trace (D) shows, for Ka = Ks = 0.1, a level of distortion of 0.8%, which 

represents an attenuation of 31 times, or 30 dB.   

 

Fig. 5.8 indicates the independence of the conventional PLL output distortion 

from either Ka or Ks.  In contrast, the PSF-PLL, H-NSF-PLL, and H-NSASAE-

PLL α  outputs are determined by the adaptive amplitude estimation, which is 
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determined by Ka, which allows for the level of distortion to be controlled by the 

user.   
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Figure 5.7 – Alpha input and output signals.  Experimental results. 
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Figure 5.8 – PLL α output distortion, and peak phase deviation.  Experimental results. 
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Fig. 5.9 shows the specific case of the dependence of the H-NSASAE-PLL 

estimated phase and peak deviation on Ks, and clearly shows the direct nearly 

proportional relationship between these two quantities. 
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Figure 5.9 – H-NSASAE-PLL estimated phase and deviation.  Experimental results. 

 

 

5.5 UNBALANCE TESTS 

 

The unbalanced input tests show the superior performance of the H-NSASAE-

PLL over the other PLL algorithms being examined.  The following aspects 

become evident in the results presented in this section: 

a) the conventional 2-phase PLL provides no compensation for unbalanced 

inputs, which is most clearly revealed in the estimated phase and phase 

deviation signals; 

b) the PSF-PLL can only attenuate the impact of the negative sequence 

component, according to the Ka parameter, but not completely compensate 

for it; 

c) the H-NSF-PLL exhibits a small steady state oscillation in the phase 

deviation, most likely on account of the discretization of the continuous 
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time model;  this aspect has not been examined in any further detail in the 

present scope of study; 

d) the H-NSASAE-PLL clearly compensates for the unbalanced input, as 

evidenced in the zero steady state phase deviation.  Furthermore: 

i. the peak phase deviation is directly controlled by the Ks parameter; 

ii. the rate of estimation of the negative sequence amplitude is 

controlled by Kn; 

iii. some internal oscillatory interaction is evident, between the positive 

and negative sequence detection filters, which can be controlled and 

minimized by lowering parameters Ka and Kn; 

iv. a higher setting of Kn results in faster negative sequence amplitude 

estimation and also in higher peak phase deviation, but this can be 

reduced with a lower value of Ks. 

For the sake of clarity in the results presented, unbalances comparable to type CA, 

[7-8], are examined, which is found to be representative of other types of 

unbalance.  Such unbalance is characterized by (A) a larger magnitude of phase X, 

relative to the magnitude of the other two phases, and (B) a symmetrical change 

of phase in these other two phases, as impacted by a symmetrical three-phase 

negative sequence component.  After a Park transformation, the resulting α and  

components are orthogonal, and therefore more convenient to examine. 

 

5.5.1 Estimated Phase Response to Unbalanced Input 

 

Fig. 5.10 displays the following: 

(A) an unbalanced 2-phase input, with the α and  signals increased and 

decreased by 50%, respectively,  

(B) estimated phase responses from a conventional 2-phase PLL;  phase 

angle contains a steady state ripple at 2ω ; 

(C) estimated phase responses from a PSF-PLL;  similarly, phase angle 

contains a steady state ripple at 2ω ; 

(D) estimated phase responses from a H-NSASAE-PLL.   
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The H-NSASAE-PLL shows the clearest phase response in steady state, as is 

further confirmed in Fig. 5.11, which shows the phase deviation.   
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Figure 5.10 – Estimated phase response to unbalanced input.  Experimental results. 
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Figure 5.11 – Estimated phase deviation response to unbalanced input.  Experimental 

results. 



 135 

Trace (D) in Fig. 5.11 also shows how the peak phase deviation, which reflects 

the phase-frequency estimation feedback loop, is controlled by the Ks parameter: 

- with Ks = 1.0: peak phase deviation = 16.6
o
 

- with Ks = 0.5: peak phase deviation = 8.7
o
 

- with Ks = 0.2: peak phase deviation = 3.8
o
 

The H-NSASAE-PLL clearly and completely compensates for the negative 

sequence component in the unbalanced input signal. 

 

5.5.2 Positive and Negative Sequence Estimated Amplitudes 

 

Fig. 5.12 shows the estimated positive and negative sequences and amplitudes, in 

response to an unbalanced input.  The positive sequence amplitude can be seen to 

be barely affected, and the negative sequence estimated amplitude settles within 

approximately a ½ cycle.  
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Figure 5.12 – Positive and negative sequence estimated amplitudes.  Experimental results. 
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In Fig. 5.13, parameters Ka and Kn are increased from their previous values for a 

faster response of the estimated amplitudes, and Ks is varied from 0.2 to 1.0.  

Although not shown, the amount of transient oscillation in the negative sequence 

amplitude depends on the instant within a cycle at which the unbalance occurs, 

and the worst case is displayed in Fig. 5.13.  As trace (B) shows, the amount of 

oscillation in the negative sequence amplitude can be controlled by the Ks 

parameter, which also affects the peak estimated phase deviation, shown in trace 

(C).  With Ks = 0.5, there is small overshoot, and the amplitude is detected in 

under a ½ cycle. 
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 Figure 5.13 – Faster negative sequence estimation.  Experimental results. 

 

5.5.3 Extreme Unbalanced Condition 

 

Fig. 5.14 shows the H-NSASAE-PLL positive and negative sequences and 

respective amplitudes, and phase deviation responses to an unbalanced condition 

with the α and  signals at 2 pu and 0 pu, respectively, which exemplifies a line 

fault condition.  With Ka = Kn = 0.5, the response is not as fast as with Ka = Kn = 
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1, but a robust performance is assured in response to such an extreme unbalanced 

condition.  The negative sequence amplitude is seen to settle in under one cycle. 

- with Ks = 1.0: peak phase deviation = 47
o
 

- with Ks = 0.5: peak phase deviation = 21.5
o
 

- with Ks = 0.2: peak phase deviation = 7.9
o
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Figure 5.14 – Extreme unbalanced input condition.  Experimental results. 

 

 

5.6 EXECUTION TIMES 

 

Although a graphical tool such as Simulink typically leads to very significant 

savings in development time, there is intrinsically a cost in another aspect of the 

overall system design.  The underlying mechanism of such a tool, which makes it 

easy to use, and is completely transparent to the designer, typically results in 

compiled code, which is actually executed in real time by the target processor, 

which is considerably more complex than if it were developed by an experienced 

text-oriented programmer, such as in C.  Indeed, programming in a well 

established language for such purposes, such as C, at a lower level of detail, 
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closer to the target platform, that is, in terms more specific to the target platform, 

typically results in much less actual executable code, which is thus less 

demanding of CPU execution time.  It is thus of some interest to consider the 

execution times for the various PLL types examined in this chapter, to get a sense 

of the implication of coding the equivalent functionality in C, especially from the 

perspective of an experienced programmer. 

 

Table 5.1 serves to compare the PLL algorithms examined in this chapter, 

executed on the dSPACE DS1104 platform, with a main 32-bit floating point 

processor running at a 250 MHz clock speed.  It is noteworthy that the version of 

Matlab/Simulink used for this development, namely version 2008a, supports only 

64-bit floating point integrators, which results in additional computational burden 

on a 32-bit floating point processor.  One can thus immediately anticipate a 

significant gain in execution speed, if some, or all, of the equivalent functionality 

were programmed in C using 32-bit float type variables.  Whereas the CPU load 

accounts for the execution of the entire program, including the test signal 

generator, the PLL load figure measures the difference in CPU load relative to the 

first case of no PLL, and thus indicates the figure of interest for each respective 

PLL.  The execution time is calculated on the basis of the 250 MHz CPU clock 

speed, and a program sampling rate of 10 KHz.  All indicated figures are 

approximate within about 1-2 units, as the CPU load value is sampled by the 

ControlDesk platform, and is somewhat jittery. 

 

Table 5.1 – PLL execution times 

 PLL Type CPU Load % PLL Load % Execution 

time Sec. 

i.  None 73 N/A N/A 

ii.  Conventional 1-phase 78 5 5 

iii.  Conventional 2-phase 80 7 7 

iv.  PSF-PLL 80 7 7 

v.  H-NSF-PLL 84 11 11 

vi.  H-NSASAE-PLL 80 7 7 
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5.7 SUMMARY 

 

The main conclusions of interest indicated by the experiments presented in this 

section can be summarized as follows: 

a) for un-distorted sinusoidal inputs, for the same values of Ks and Kp, the 

frequency and phase step responses are almost identical.  This basically 

reflects the fact that the estimated amplitude dynamics are independent of 

the other two phase and frequency estimate states, which are closely coupled.  

As a direct consequence, phase and frequency deviation input stimulus 

excites the dynamic sub-system defined by the latter two states, and not the 

amplitude estimate state. 

b) Amplitude variations, while the signal itself remains at constant 

fundamental frequency, excite the amplitude estimate loop dynamics, and 

the impact will be reflected in the output signal amplitude, and will thus be 

determined by the amplitude estimate adaptation gain Ka.  Ka thus 

effectively controls the response time, such that the input-output relationship 

reflects a band-pass filter with bandwidth set by Ka.  In contrast, the 

conventional PLL produces an instantaneous output amplitude signal 

directly from the Park transformation, without any filtering, and will thus 

reflect the same level of amplitude variation as in the input signal. 

c) Harmonic distortion of the input signal impacts both the amplitude 

estimation and the phase-frequency estimation dynamics.  The net estimated 

positive sequence α and  output signal distortion is then due to: 

i. the estimated amplitude dynamics, which is determined by Ka;  a 

lower Ka slows down the estimation dynamics, and thus the 

bandwidth, and the level of output distortion; 

ii. the estimated phase and frequency dynamics, which is mainly 

determined by Ks;  similarly, a lower Ks values reduces the level of 

output distortion.  Thus, any ripple in the estimated angle is reflected 

in the instantaneous output α and  signals. 
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In contrast to the techniques with adaptive amplitude estimation, the 

conventional PLL provides no inherent mechanism to attenuate the impact 

of harmonic distortion, which thus directly impacts the PLL estimated phase 

and frequency.  

d) For an unbalanced input, only the H-NSASAE-PLL provides the necessary 

mechanism to counteract it’s negative sequence component and thus 

eliminate it’s effect on the estimated amplitude, phase and frequency in 

steady state operation. 

e) The parameters can be conveniently tuned to meet the needs of a given 

application, to ensure performance within specified tolerances. 
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6.  CONCLUSION 
 

 

This thesis presents a novel PLL algorithm to estimate the phase of the positive 

sequence of an unbalanced and distorted three-phase grid voltage.  The proposed 

technique consists of two estimators operating in parallel, in synchronous 

reference frame, within a quadrature signal feedback structure, one each to 

estimate the positive and negative sequence of an unbalanced two-phase signal.  

The positive sequence estimator consists of a conventional two-phase PLL, 

augmented with synchronously adaptive estimation of the positive sequence 

amplitude.  The negative sequence estimator performs a similar adaptive 

synchronous estimation of the negative sequence, using the quadrature signals, 

with unit magnitude, from the PLL.  The two operate together, according to the 

internal model principle, such that the estimated negative sequence cancels the 

actual negative sequence of the input signal, resulting in improved performance of 

the positive sequence PLL.  The phase of the positive sequence can be estimated 

rapidly, and with zero steady state error with respect to the unbalanced condition. 

 

6.1 CONTRIBUTIONS AND BENEFITS 

The principal contributions of this thesis, and respective benefits, can be 

summarized as follows: 

a) H-NSASAE-PLL algorithm 

 The internal structure of the H-NSASAE-PLL is of minimal dynamical 

order, namely 5, required to estimate the positive sequence phase, 

frequency, and amplitude, and of the negative sequence quadrature 

components. 

 The synchronous nature of the estimation algorithm makes it 

straightforward to discretize it, using the simplest Euler type integrations 

for all estimated quantities. 
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 Such discretization makes it easily realizable for real time execution on a 

DSP, at minimal computational cost. 

 The proposed structure allows for simple and convenient adjustment of the 

PLL parameters to accommodate a wide range of application requirements. 

 The performance is robust with respect to PLL parameters and input signal 

conditions. 

b) H-NSF-PLL algorithm 

 This establishes the validity of the frequency-tracking ability of the H-

NSASAE-PLL.  In contrast to the H-NSASAE-PLL, the negative sequence 

is estimated by a second order generalized integrator, which performs well 

with higher solver order, as offered by the Matlab/Simulink platform, but 

which is computationally more demanding and less suited for real time 

execution on a typical DSP.   

 For real time implementation with the lowest order of integration, this 

algorithm motivates the synchronous approach in the H-NSASAE-PLL to 

estimate the negative sequence. 

c) PNSF 

 This establishes the validity of the fundamental underlying principle at 

work in the above two, namely the parallel estimation of the positive and 

negative sequences of an unbalanced signal within a common feedback 

structure, which makes possible the rapid estimation of the phase of the 

positive sequence with zero steady state error. 

 The parallel structure of two separate second order generalized integrators, 

one for each sequence, makes possible to adjust each independently for 

different bandwidths, as dictated by requirements for a given application.  
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d) PSF-PLL algorithm 

 This constitutes a frequency-adaptive positive sequence filter, with 

adjustable bandwidth. 

 This serves primarily to establish the mathematical foundation and practical 

usefulness of the equivalency between the second order generalized 

integrator and the adaptive synchronous amplitude estimation processes, 

for a time-varying signal frequency. 

e) Test signal generator program 

 This generator, developed in the Matlab/Simulink environment, produces a 

variety of standard test signals, with easily adjustable signal and PLL 

parameters, to evaluate any selected PLL algorithm. 

 This generator executes in real time within the same program as the 

selected PLL under evaluation, and enables rapid and convenient 

comparison of PLL performances. 

 Signals can be easily recorded to Microsoft Excel-compatible disk file, for 

subsequent analysis and plotting. 

 

6.2 FUTURE WORK 

The H-NSASAE-PLL algorithm presented in this thesis is a starting point, 

with many opportunities for further work.  Whereas the development of the H-

NSASAE-PLL was accomplished in the convenient graphical language of the 

Matlab/Simulink platform, with enormous savings in development time, the 

resulting compiled code is not efficient, as indicated by the level of CPU usage to 

execute the code in real time on the experimental DS1104 platform.  In order to 

maximize the utilization of a DSP’s various resources in real time, especially if 

some control operation is also required in the application, algorithms are often 

written in the well established C language, which has been widely adopted for 
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embedded DSP applications, such as in power electronics applications.  Thus, any 

consideration to adopt the H-NSASAE-PLL in any power electronic application 

should first address this aspect of implementation. 

 

Furthermore, the theoretical stability of the H-NSASAE-PLL was essentially 

inferred on the basis of the established stability of the various underlying 

principles, namely the conventional two-phase PLL, the ASAE, and the PNSF.  

The stability of the combination of a PLL with ASAE was likewise established 

for the single-phase EPLL, which revealed the independence of the phase-

frequency and of the amplitude estimation dynamics, and this served as the 

starting point for the proposed H-NSASAE-PLL.  Although experimental results 

were in agreement with the simulation results, and clearly demonstrated the 

stability of the H-NSASAE-PLL, it should nevertheless prove worthwhile to 

establish it’s theoretical stability, for example, on the basis of Lyapunov stability 

theory.  

 

Finally, this new H-NSASAE-PLL approach essentially addresses a simple 

fundamental question: what information is available in the input signal that can be 

used to improve this estimation process.  Based on the adaptive notch filter 

principle presented in chapter 2, it is evident that additional frequency deviation 

information is also available, that can potentially be used, for example, in a feed-

forward manner to accelerate the phase estimation process.  In the same view, in 

the case of three-phase, four-wire, grid voltage, there are three independent 

signals, and not just two, as implied by the conventional three-phase to two-phase 

Clarke transformation, as typically used before application to a two-phase PLL.  

Thus, this also presents the availability of additional information with which to 

estimate the phase of interest.  Admittedly, such a frequency deviation signal is 

equivalent to a derivative action on the phase deviation signal, and thus also risks 

introducing more noise.  However, this is a matter to be carefully weighed against 

the benefit of the additional information provided by the frequency deviation 

signal. 
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APPENDIX A – SIMULINK BLOCK LIBRARY 
 

The following appendix lists Simulink building blocks defined for various PLL 

development and signal generation functions.   

 

 

A.1 SIGNAL TRANSFORMATIONS 

 

A.1.1 Three-Phase abc to Two-Phase α  Clarke Transformation 

 

Name:   Clarke 

Function: Linear transformation of 3-phase abc to 2-phase α  signals 

Inputs:  Outputs:  

a 3-phase a component A Equivalent to α 

b 3-phase b component B Equivalent to  

c 3-phase c component   

Block symbol: 

 

a
b
c

A

B

Clarke

 
 

Internal schematic: 

1/sqrt(3)

2

B

1

A

0.5

-K-

3

c

2

b

1

a

 
 

 

A.1.2 2-Phase to 3-Phase Inverse Clarke transformation 

 

Name:   InvClarke 

Function: Linear transformation of 2-phase α  to 3-phase abc signals 

Inputs:  Outputs:  

A α component of 

quadrature signal 

a 3-phase a component 

B  component of 

quadrature signal 

b 3-phase b component 

  c 3-phase c component 

Block symbol: 

 

A

B

a
b
c

InvClarke

 

Internal schematic: 

0.866

3

c

2

b

1

a

-K-

0.5

2

B

1

A
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A.1.3 3-Phase Un-balance 

 

Name:   Unbal_3ph 

Function: Generates unbalanced 3-phase signal, from balanced abc signal 

Inputs:  Outputs:  

a+, b+, c+ balanced 3-phase signals a, b, c un-balanced abc signals 

Ua un-balance factor, in pu, 

for type CA 

a-, b-, c- negative sequence abc 

signals 

Ub, Ub Same, for type CB and CC   

Block symbol: 

 

a+
b+
c+
Ua
Ub
Uc

a
b
c

a-
b-
c-

Unbal-3ph

 

Internal schematic: 

Uc * c+

Ua * b+

Ub * a+

Ua * c+

Ub * b+

Uc * a+

Ub * c+

Uc * b+

Ua * a+

6

c-

5

b-

4

a-

3

c

2

b

1

a

6

Uc

5

Ub

4

Ua

3

c+

2

b+

1

a+
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A.1.4 Two-phase distortion adder 

 

Name:   Dist_2ph 

Function: Adds up to three harmonic components to 2-phase signal 

Inputs:  Outputs:  

Phase Phase of fundamental 

signal 

Cos_mod Fund. cos plus harmonics 

Cos Reference cos signal Sin_mod Fund. sin plus harmonics 

Sin Reference sin signal   

AM Amplitude modulation 

control 

  

H1 Index of harmonic to add 

to above reference signals 

Block symbol: 

 

Phase
Cos
Sin
AM
H1
AH1
Ph1
H2
AH2
Ph2
H3
AH3
Ph3

Cos_mod

Sin_mod

Dist_2ph

 

AH1 Amplitude, in pu, of 

harmonic to add to above 

reference signals 

Ph1 Phase of harmonic to add 

to above reference signals 

H2, 

AH2, 

Ph2 

Same as above, for a 

second harmonic 

component 

H3, 

AH3, 

Ph3 

Same as above, for a third 

harmonic component 

 

Internal schematic: 

Amplitude

Modulation

2

Sin_mod

1

Cos_mod

cos

sin

cos

sin

cos

sin

1

13

Ph3

12

AH3

11

H3

10

Ph2

9

AH2

8

H2

7

Ph1

6

AH1

5

H1

4

AM

3

Sin

2

Cos

1

Phase
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A.1.5 Three-phase distortion adder 

 

Name:   Dist_3ph 

Function: Adds one harmonic component to 3-phase signal 

Inputs:  Outputs:  

Phase Phase of fundamental a = a_i + harmonic 

H Index of harmonic to be 

added 

b = b_i + harmonic 

A_H Harmonic amplitude c = c_i + harmonic 

Ph_H Phase of harmonic   

a_i 3-phase a input   

b_i 3-phase b input   

c_i 3-phase c input   

Block symbol: 
 

 
Phase

H

A_H

Ph_H

a_i

b_i

c_i

a

b

c

Dist_3ph

 
 

Internal schematic: 

 

3

c

2

b

1

a

cos

cos

cos

4/3*pi

2/3*pi

7

c_i

6

b_i

5

a_i

4

Ph_H

3

A_H

2

H

1

Phase
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A.1.6 Positive Negative Sequence Calculation (PNSC) 
 

Name:   PNSC 

Function: Calculates positive and negative α  sequence signals from un-

balanced α and  signals and their phase shifted versions –jα and –j  

Inputs:  Outputs:  

A α component of un-

balanced α  signal 

A+ Positive sequence α signal 

–jα Same, shifted -90
o 

B+ Positive sequence  signal 

B  component of un-

balanced α  signal 

A- Negative sequence α signal 

–j  Same, shifted +90
o
 B- Negative sequence  signal 

Block symbol: 

 

A

-jA

B

-jB

A+

B+

A-

B-

PNSC

 

Internal schematic: 

4

B-

3

A-

2

B+

1

A+

0.5

0.5

0.5

0.5

4

jB

3

B

2

-jA

1

A

 
 

 

 

A.1.7 Park Transformation 

 

Name:   Park 

Function: Generates d and q signals from input signal vAB and VCO IQ signals 

Inputs:  Outputs:  

A α component of α  signal d = VAB cos( Angle) 

B  component of α  signal q = VAB sin( Angle) 

I I (cos) VCO signal  

Q Q (sin) VCO signal 

Block symbol: 

A

B

I

Q

d

q

Park

 

Internal schematic: 

2

q

1

d

4

Q

3

I

2

B

1

A
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A.2 SIGNAL GENERATION 

 

A.2.1 Elementary precision frequency signal generator: ramp/cos/sin, with FM, 

PM, and AM 

 

Name:   Prcsn_Gen 

Function: Generates frequency controlled signals, including unit magnitude 

phase ramp, quadrature sinusoids, and phase and amplitude 

modulated phase and quadrature sinusoidal signals 

Inputs:  Outputs:  

fo Hz frequency, in Hz Ramp unit amplitude ramp signal, 

only frequency modulated 

dF Freq. modulation, 

deviation from fo 

Cos reference signal, only 

frequency modulated 

PM Phase Modulation Sin reference signal, only 

frequency modulated 

AM Ampl. modulation; output 

amplitude = 1 + this value 

Cos_mod modulated Cos signal 

  Sin_mod modulated Sin signal 

  Phase Phase modulated ramp 

signal 

Block symbol: 

 f o Hz

dF

PM

AM

Ramp

Cos

Sin

Phase

Cos_mod

Sin_mod

Prcsn_Gen

 
 

Internal schematic: 

 

Integrator

state o/p

Precision VCO

Amplitude

Modulation

Phase

Modulation

Frequency

Modulation

6

Phase

5

Sin_mod

4

Sin

3

Cos_mod

2

Cos

1

Ramp

sin

cos

sin

cos

mod

1

s
xo

[0]

2*pi

1

1

2*pi

4

AM

3

PM

2

dF

1

fo Hz
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A.2.2 Precision frequency signal generation with delayed square wave 

 

Name:   Prcsn_Gen_Dly_Sq 

Function: Same as Prcsn_Gen, plus square signal with controlled phase 

Inputs:  Outputs:  

Frq Hz frequency, in Hz Ramp unit amplitude ramp signal, 

only frequency modulated 

dF Freq. modulation, 

deviation from fo 

Cos reference signal, only 

frequency modulated 

PM Phase Modulation Sin reference signal, only 

frequency modulated 

AM Ampl. modulation; output 

amplitude = 1 + this value 

Cos_mod modulated Cos signal 

Thrshld Threshold phase for square 

output toggle, in radians 

Sin_mod modulated Sin signal 

  Phase Phase modulated ramp 

signal 

Block symbol: 

f o Hz

dF

PM

AM

Thrshld

Ramp

Cos

Sin

Phase

Cos_mod

Sin_mod

Dly d_sq

Prcsn_Gen_Dly_Sq

 
 

Internal schematic: 

0 <= Thrshld <= pi

7

Dlyd_sq

6

Phase

5

Sin_mod

4

Cos_mod

3

Sin

2

Cos

1

Ramp

>=

>=

Frq Hz

dF

PM

AM

Ramp

Cos

Sin

Phase

Cos_mod

Sin_mod

Prcsn_Gen

2*pi

Convert

Convert

pi

5

Thrshld

4

AM

3

PM

2

dF

1

fo Hz
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A.2.3 Precision frequency generator with harmonic distortion 

 

Name:   PrcsnGen_wH2ph-II 

Function: Same as Prcsn_Gen, plus square signal with controlled phase 

Inputs:  Outputs:  

fo Hz frequency, in Hz Ramp Reference phase (un-

modulated) ramp signal 

dF Freq. modulation, 

deviation from fo 

I Reference cos signal, only 

frequency modulated 

PM Phase Modulation Q Reference sin signal, only 

frequency modulated 

AM Ampl. modulation; output 

amplitude = 1 + this value 

Phase Phase modulated phase 

signal 

H1, H2, 

H3 

Indices of 3 harmonics to 

add to fundamental 

A Output α signal 

AH1-

AH3 

Amplitudes of each 

harmonic added 

B Output  signal 

Ph1-Ph3 Phases of each harmonic 

added 

  

Block symbol: 

 

f o Hz
dF
PM
AM
H1
AH1
Ph1
H2
AH2
Ph2
H3
AH3
Ph3

Ramp

I

Q

Phase

A

B

PrcsnGen_wH2ph

 

Internal schematic: 

6

Phase

5

B

4

A

3

Q

2

I

1

Ramp

f o Hz

dF

PM

Ramp

Cos

Sin

Phase

Cos_mod

Sin_mod

Prcsn_Gen

Phase

Cos

Sin

AM

H1

AH1

Ph1

H2

AH2

Ph2

H3

AH3

Ph3

Cos_mod

Sin_mod

Dist_2ph

13

Ph3

12

AH3

11

H3

10

Ph2

9

AH2

8

H2

7

Ph1

6

AH1

5

H1

4

AM

3

PM

2

dF

1

fo Hz
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A.2.4 Precision frequency un-balanced 3-phase generator 

 

Name:   PrcsnGen_3ph 

Function: Three-phase un-balanced signal generator 

Inputs:  Outputs:  

fo Hz frequency, in Hz Ramp Reference phase signal, 

only frequency modulated 

dF Freq. modulation, 

deviation from fo 

I Reference cos signal, only 

frequency modulated 

PM Phase Modulation Q Reference sin signal, only 

frequency modulated 

AM Ampl. modulation; output 

amplitude = 1 + this value 

Phase Phase modulated phase 

signal 

Ua-Uc Un-balance factors, in pu,  

for types CA, CB, and CC  

A and B Modulated α and  signals 

  a+ to c+ Positive seq. 3-phase signal 

  a- to c- Negative seq. 3-ph. signal 

  a to c Un-balanced 3-phase signal 

Block symbol: 

f o Hz

dF

PM

AM

Ua

Ub

Uc

Ramp
I

Q
Phase

A
B
a
b
c

a-
b-
c-
a+
b+
c+

PrcsnGen_3ph

 

Internal schematic: 

15

c+

14

b+

13

a+

12

c-

11

b-

10

a-

9

c

8

b

7

a

6

B

5

A

4

Phase

3

Q

2

I

1

Ramp

a+
b+
c+
Ua
Ub
Uc

a
b
c

a-
b-
c-

Unbal_3ph

f o Hz

dF

PM

AM

Ramp

I

Q

Phase

A

B

PrcsnGen

A

B

a
b
c

InvClarke

7

Uc

6

Ub

5

Ua

4

AM

3

PM

2

dF

1

fo Hz
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A.2.5 Precision frequency 2-phase generator, with separate positive and negative 

sequence amplitude and phase control 

 

Name:   SigGen_PN_2ph 

Function: Controlled frequency quadrature signal generator with separate 

positive and negative sequence amplitude and phase control 

Inputs:  Outputs:  

fo Hz Frequency, in Hz Ramp Un-modulated phase ref., 

only frequency modulated 

dF Deviation from fo I Un-modulated cos ref. 

PM_p Phase modulation for 

positive sequence 

Q Un-modulated sin ref. 

AM_p Amplitude modulation 

for positive sequence 

A_p Positive sequence α output 

PM_n Phase mod. for neg. seq. B_p Positive sequence  output 

AM_n Ampl. mod. for neg. seq. A_n Negative sequence α output 

  B_n Negative sequence  output 

  A Un-balanced α output 

  B Un-balanced  output 

Block symbol: 

 f o Hz

dF

PM_p

AM_p

PM_n

AM_n

Ramp
I

Q
A_p
B_p
A_n
B_n

A
B

SigGen_PN_2ph

 
 

Internal schematic: 

VCO

Integrator

state o/p

9

B

8

A

7

B_n

6

A_n

5

B_p

4

A_p

3

Q

2

I

1

Ramp

sin

cos

sin

cos

sin

cos

mod

mod

1

s
xo

[0]

-1

2*pi

1

2*pi

2*pi

6

AM_n

5

PM_n

4

AM_p

3

PM_p

2

dF

1

fo Hz
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A.2.6 Precision frequency 3-phase generator, with built-in auto-modulation 

 

Name:   SigGen_3ph_Mod 

Function: Generates 3-phase signal, with FM, PM, AM, un-balance, and 

distortion modulation, with square stepping modulation  

Inputs:  Outputs:  

F_mod 1 = Enables FM Mod_synch Mod edge for external 

scope triggering 

P_mod 1 = Enables PM Mod Modulation state 

A_mod 1 = Enables AM Phase Modulated signal 

phase 

f1 Signal frequency  

when Mod = 0 

Cos Frequency, Phase, and 

Amplitude modulated 

cos reference 

f2 Signal frequency  

when Mod = 1 

Sin Frequency, Phase, and 

Amplitude modulated 

sin reference 

Ph2 Signal phase  

when Mod = 0 

NOTE: the above Cos and Sin 

reference signals are balanced 

dAmpl2 Signal ampl. increment 

when Mod = 0 

abc 3-phase vector signal 

Unbal Amount of unbalance, pu fo Signal frequency 

Usel_abc Select no un-balance, or 

type CA, CB, or CC 

  

Synch_Dly Delay threshold for 

modulation toggle 

  

Synch_Edge Select Mod edge to 

toggle between signal 

modulation states 

  

N1_cycles, 

N2_cycles 

Number of cycles when 

Mod = 0 / 1, respectively 

  

H Index of harmonic to add   

AH, Ph_H Amplitude and phase of 

harmonic component 

  

Block symbol: 

 F_mod
P_mod
A_mod
f 1
f 2
Ph2
dAmpl2
Unbal
Usel_0abc
Sy nch_Dly
Sy nch_Edge
N1_cy cles
N2_cy cles
H
AH
Ph_H

Mod_Sy nch

Mod

Phase

Cos

Sin

abc

f o

SigGen_3ph_Mod

 
 

Internal schematic: next page 
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SigGen_3ph_Mod – Internal schematic:  

 

7

fo

6

abc

5

Sin

4

Cos

3

Phase

2

Mod

1

Mod_Synch

f o Hz

dF

PM

AM

Ua

Ub

Uc

Ramp

Cos

Sin

Phase

Square

a

b

c

PrcsnGen_3ph

1/360

Ofs

AND

Phase

H

A_H

Ph_H

a_i

b_i

c_i

a

b

c

Harmonics_3ph

1/360

1/2/pi

N1

N2

Toggl

~Toggl

Counter

0

0

0

0

0

0

0

0

0

0

> 0

~= 0

== 3

== 2

== 1

16

Ph_H

15

AH

14

H

13

N2_cycles

12

N1_cycles

11

Synch_Edge

10

Synch_Dly

9

Usel_0abc

8

Unbal

7

dAmpl2

6

Ph2

5

f2

4

f1

3

A_mod

2

P_mod

1

F_mod
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A.3 FILTERS 
 

A.3.1 Controlled frequency single-phase quadrature signal generator/band/low-

pass filter 

 

Name:   QSG 

Function: Implements resonator-based quadrature signal generator / low-pass 

/ band-pass / notch filter 

Inputs:  Outputs:  

fo Filter center frequency I In-phase, band-pass output 

K Filter K factor = 2ζ Q Low-pass output, in 

quadrature with input 

In Single-phase input signal Err Notch filter output 

Block symbol: 

 

f o

K

In

I

Q

Err

QSG

 

Internal schematic: 

0 --> inf

3

Err

2

Q

1

I

1

s

1

s

2*pi

3

K

2

In

1

fo

 
 

A.3.2 Positive sequence filter (PSF) 

 

Name:  PSF 

Function: Implements resonator-based positive sequence filter 

Inputs:  Outputs:  

fo Filter center frequency A+, B+ Filtered α  pos. seq. output 

K Filter K factor  

A, B Quadrature-phase α   

input signal 

Block symbol: 

 

f o Hz

K

A

B

A+

B+

PSF

 

Internal schematic: 

A+

B+

Aerr

Berr
2

B+

1

A+

1

s

1

s

2*pi

4

K

3

B

2

A

1

fo Hz
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A.3.3 QSG-based Positive-Negative Sequence Calculation 

 

Name:  QSG-PNSC 

Function: Implements QSG-based positive-negative sequence calculation 

Inputs:  Outputs:  

fo Filter center frequency A+, B+ Positive seq. α   signal 

K Filter K factor Ampl+ Positive seq. amplitude 

a, b, c Three-phase signals, un-

balanced 

A-, B- Negative seq. α   signal 

  Ampl- Negative seq. amplitude 

Block symbol: 

f o

K

a

b

c

A+
B+
A-
B-

Ampl+
Ampl-

QSG_PNSC

 

 

 

Internal schematic: 

 

6

Ampl-

5

Ampl+

4

B-

3

A-

2

B+

1

A+

In

f o

K

I

Err

Q

QSG_B

In

f o

K

I

Err

Q

QSG_A

A

-jA

B

-jB

A+

B+

A-

B-

PNSC

x

y
Ampl

x

y
Ampl

a
b
c

A

B

Clarke

5

c

4

b

3

a

2

K

1

fo
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A.3.4 Positive-Negative Sequence Filter (PNSF) 

 

Name:  PNSF 

Function: Performs positive-negative sequence extraction 

Inputs:  Outputs:  

fo Filter center frequency A+, B+ Positive seq. α   signal 

A, B Three-phase signals, un-

balanced 

Ampl+ Positive seq. amplitude 

Kp Pos. seq. filter K factor A-, B- Negative seq. α   signal 

Kn Neg. seq. filter K factor Ampl- Negative seq. amplitude 

Block symbol: 

 f o Hz

A

B

Kp

Kn

A+

B+

Ampl+

A-

B-

Ampl-

PNSF

 
 

Internal schematic: 

 

6

Ampl-

5

B-

4

A-

3

Ampl+

2

B+

1

A+

1

s

1

s

1

s

1

s

2*pi

x

y
Ampl

x

y
Ampl

5

Kn

4

Kp

3

B

2

A

1

fo Hz
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A.3.5 Frequency Adaptive Quadrature Signal Generator 

 

Name:  FAQSG 

Function: Performs quadrature signal generation, with low-pass, band-pass, 

and notch filtering, while tracking input signal frequency 

Inputs:  Outputs:  

fo Hz Filter center frequency I, Q In-phase and quadrature-

phase outputs 

U Single-phase input Err  = U – I 

K Filter K factor f_est Estimated input signal 

frequency 

Ka Frequency estimation 

adaptation gain 

df_est Deviation of f_est from fo 

  QxE Product of –Q and Err = 

correction for freq. estimate 

Block symbol: 

f o Hz

U

K

Ka

I
Q

Err
f _est
QxE

df _est

FAQSG

 
 

Internal schematic: 
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u
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A.4 ADAPTIVE SYNCHRONOUS AMPLITUDE ESTIMATION 

 

A.4.1 Single-Phase ASAE for Known Phase 

 

NAME:   ASAE_1ph 

Function: Estimates amplitude of single-phase, phase-synchronized, sinusoid 

Inputs  Outputs  

fo Hz freq. in Hz; serves to set 

time scale for adaptation  

U_est Estimate of input signal U 

Ref Ref. sinusoid, phase-

synch’d to input U 

Ampl Estimated amplitude 

U input sinusoid with 

unknown amplitude 

Err Estimate error 

Ka Amplitude estimation 

adaptation gain 

  

Block symbol: 

f o Hz

Ref

U

Ka

U_est

Ampl

Err

ASAE_1ph

 
 

Internal schematic: 

AmplErr

3

Err

2

Ampl

1
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3
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2
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1
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A.4.2 Single-Phase ASAE for Unknown Phase 

 

NAME:   ASAE_1phU 

Function: Estimates amplitude of single-phase, frequency-synchronized, 

sinusoid 

Inputs  Outputs  

fo Hz freq. in Hz; sets time 

scale for adaptation  

U_est Estimate of input signal U 

Ka Adaptation gain Ampl Estimated amplitude 

C_ref Ref. cos, frequency-

synch’d to input U 

Err Estimate error 

S_ref Ref. sin, frequency-

synch’d to input U 

Block symbol: 

f o Hz

Ka

C_ref

S_ref

U

U_est

Ampl

Err

ASAE_1phU

 

U Input sinusoid with 

unknown amplitude and 

phase 

 

Internal schematic: 
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A.4.3 ASAE-based Harmonic Filter 

 

NAME:   HASAE_PhU_SAE_FN 

Function: ASAE-based harmonic estimation, with ASAE-based fundamental 

notch pre-filtering 

Inputs  Outputs  

fo Hz freq. in Hz; sets time 

scale for adaptation  

U_est Estimate of input signal U 

K_notch K for notch filter H_est  

H Harmonic index Ampl Estimated amplitude 

K_H K for harmonic filter Block symbol: 

f o Hz

H

Knotch

K_H

U

H_est

H_A

HASAE_PhU_SAE_FN

 

U Input  

 

Internal schematic: 
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A.4.4 Single-Phase ASAE-based Quadrature Signal Generator 

 

NAME:   ASAEQG 

Function: Performs quadrature signal generation of single-phase input using 

ASAE technique 

Inputs  Outputs  

fo Hz freq. in Hz; sets time 

scale for adaptation  

U_est Estimate of input signal U 

Ka Adaptation gain Uq_est - /2 shifted version of 

U_est 

C_ref Ref. cos, frequency-

synch’d to input U 

Ampl Estimated amplitude 

S_ref Ref. sin, frequency-

synch’d to input U 

Block symbol: 

f o Hz

C_ref

S_ref

U

Ka

U_est

Ampl

Uq_est

ASAEQG

 

U input sinusoid with 

unknown amplitude 

 

Internal schematic: 
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A.4.5 Discretized Single-Phase ASAE for Unknown Phase 

 

NAME:   ASAE_DT 

Function: Explicitly discretized version of ASAE_1phU 

Inputs  Outputs  

fo Hz freq. in Hz; serves to set 

time scale for adaptation  

U_est Estimate of input signal U 

Ts Sampling time Ampl Estimated amplitude 

Ka Adaptation gain Err Estimate error 

C_ref Ref. cos, frequency-

synch’d to input U 

Block symbol: 

f o Hz

Ts

Ka

C_ref

S_ref

U

U_est

Ampl

Err

ASAE_DT

 

S_ref Ref. sin, frequency-

synch’d to input U 

U input sinusoid with 

unknown amplitude 

 

Internal schematic: 
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A.4.6 Quadrature-Phase ASAE for Known Phase 

 

Name:   QASAE 

Function: ASAE-based quadrature signal amplitude estimation 

Inputs:  Outputs:  

fo Hz freq. in Hz; serves to set 

time scale for adaptation  

A_est Estimate of α input signal 

Ka Adaptation gain B_est Estimate of  input signal 

C_ref Ref. cos, frequency-

synch’d to α  inputs 

Ampl Estimated amplitude 

S_ref Ref. sin, frequency-

synch’d to α  inputs 

Block symbol: 

f o Hz

Ka

C_ref

S_ref

A

B

A_est

B_est

Ampl

QASAE

 

A, B α and  balanced 

quadrature components, 

with unknown amplitude 

 

Internal schematic: 
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A.4.7 ASAE-based Positive Sequence Filter 

 

Name:   ASAE_PSF 

Function: ASAE-based positive sequence filter 

Inputs  Outputs  

fo Hz freq. in Hz; serves to set 

time scale for adaptation  

A_est Estimate of α input signal 

Ka Adaptation gain B_est Estimate of  input signal 

C_ref Ref. cos, frequency-

synch’d to α  inputs 

Ampl Estimated amplitude 

S_ref Ref. sin, frequency-

synch’d to α  inputs 

Block symbol: 

f o Hz

Ka

C_ref

S_ref

A

B

A_est

B_est

Ampl

ASAE_PSF

 

A, B α and  balanced 

quadrature components, 

with unknown amplitude 

 

Internal schematic: 
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A.4.8 ASAE-based Positive-Negative Sequence Filter 

 

Name:   PNASAE 

Function: ASAE-based positive-negative sequence filter 

Inputs  Outputs  

fo Hz freq. in Hz; serves to set 

time scale for adaptation  

A+, B+ Estimates of positive 

sequence α  input 

C Ref. cos, frequency-

synch’d to α  inputs 

Ampl+ Estimated positive 

sequence amplitude 

S Ref. sin, frequency-

synch’d to α  inputs 

A-, B- Estimates of negative 

sequence α  input 

Kp Positive sequence 

adaptation gain 

Ampl- Estimated negative 

sequence amplitude 

Kn Negative sequence 

adaptation gain 

Block symbol: 

f o Hz

C

S

Kp

Kn

A

B

A+

B+

Ampl+

A-

B-

Ampl-

PNASAE

 

A, B α and  balanced 

quadrature components, 

with unknown amplitude 

 

Internal schematic: next page. 
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PNASAE – Internal schematic: 
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A.5 PHASE-LOCKED LOOPS 

 

A.5.1 Frequency normalized P-I controller 

 

Name:   PI 

Function: Frequency normalized P-I controller 

Inputs:  Outputs:  

fo Hz Nominal frequency PI_out P-I controller output 

In Input Int_out P-I controller integrator 

output 

Kp Frequency normalized 

proportional gain 

  

Ks Freq. norm’d integral gain   

Block symbol: 

f o

In

Kp

Ks

PI_out

Int_out

PI

 

Internal schematic: 

2
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PI_out

1
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2*pi

4
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3

Kp

2

In

1

fo  
 

A.5.2 Conventional single-phase PLL with unit magnitude I-Q outputs 

 

Name:   PLL_1ph_conv 

Function: Single-phase PLL 

Inputs:  Outputs:  

fo Hz Nominal operating 

frequency 

Ramp Unit magnitude, estimated 

phase angle 

In Single-phase input signal I, Q Estimated In-phase and 

Quadrature, unit magnitude 

sinusoidal outputs 

Kp P-I controller frequency 

normalized proportional 

gain 

f_est Estimated frequency 

Ks P-I controller frequency 

normalized speed gain 

PD Phase detector output 

Block symbol: 

f o Hz

In

Kp

Ks

Ramp
I

Q
f _est

PD

PLL_1ph_conv

 

Internal schematic: 
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A.5.3 Conventional two-phase PLL with estimated positive sequence α+ and + 

outputs 

 

Name:   PLL_2ph_conv 

Function: Estimates phase and positive sequence of input α  signal 

Inputs:  Outputs:  

fo Hz Nominal operating 

frequency 

Ramp Estimated phase 

A, B Quadrature-phase α  

input signal 

I, Q Unit magnitude quadrature 

signal 

Ks P-I controller frequency 

normalized speed gain 

A+, B+ Estimated positive 

sequence 

Kp P-I controller frequency 

normalized proportional 

gain 

f_est Estimated frequency 

  PD_d Estimated positive 

sequence amplitude 

  PD_q Phase detector q output 

Block symbol: 

 f o Hz

A

B

Ks

Kp

Ramp
I

Q
A+
B+

f _est
PD_d
PD_q

PLL_2ph_conv

 
 

Internal schematic: 
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A.5.4 Single-phase Magnitude/Phase Locked Loop / Enhanced PLL 

 

Name:   MEPLL 

Function: Estimates phase, frequency, and amplitude of single-phase sinusoid 

Inputs:  Outputs:  

fo Hz Nominal operating 

frequency 

Ramp Estimated phase 

U Single-phase input I, Q Estimated unit magnitude 

quadrature signal 

Ka Amplitude estimation 

adaptation gain 

U_est, 

Q_est 
Estimated input, and - /2 

shifted version 

Ks PLL P-I controller 

proportional gain 

A_est Estimated amplitude 

Kp PLL P-I controller speed 

gain 

f_est Estimated frequency 

  Err Estimate error 

  QxErr Q times estimate error = 

phase detector output 

Block symbol: 

 f o Hz

U

Ka

Ks

Kp

Ramp
I

Q
U_est
Q_est
A_est
f _est

Err
QxErr

MEPLL

 
 

Internal schematic: 
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A.5.5 Conventional two-phase PLL-based Positive Sequence Filter 

 

Name:   PLL_PSF 

Function: Implements a frequency-tracking positive sequence filter 

Inputs:  Outputs:  

fo Hz Nominal operating 

frequency 

Ramp Unit amplitude estimated 

phase 

A, B Quadrature-phase signal A+, B+ Estimated positive 

sequence 

Ka Amplitude estimation 

adaptation gain 

Ampl+ Estimated positive 

sequence amplitude 

Ks PLL P-I controller speed 

gain 

f_est Estimated frequency 

Kp PLL P-I controller 

proportional gain 

PD Phase detector q output 

Block symbol: 

 f o

A

B

Kp

Ks

Ka

Ramp

PD

A+

B+

Ampl+

f _est

PLL_PSF

 
 

Internal schematic: 
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A.5.6 Hybrid Negative Sequence Filter with PLL (H-NSF-PLL) 

 

Name:   H_NSF_PLL 

Function: Estimates positive sequence and phase, and negative sequence, of 

two-phase un-balanced input 

Inputs:  Outputs:  

fo Hz Nominal operating 

frequency 

Ramp Unit amplitude estimated 

phase 

A, B Quadrature-phase signal A+, B+ Estimated positive 

sequence 

Ks PLL P-I controller speed 

gain 

Ampl+ Estimated positive 

sequence amplitude 

Kp PLL P-I controller 

proportional gain 

f_est Estimated frequency 

Kap Amplitude estimation 

adaptation gain for 

positive sequence 

A-, B- Estimated negative 

sequence 

Kan Amp. estim. adaptation 

gain for neg. seq. 

Ampl- Estimated negative 

sequence amplitude 

  PD_q Phase detector q output 

Block symbol: 

 f o Hz

A

B

Ks

Kp

Kap

Kan

Ramp

A+

B+

Ampl+

f _est

A-

B-

Ampl-

PD_q

H_NSF_PLL

 
 

Internal schematic: next page 
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H-NSF-PLL – Internal schematic 
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A.5.7 Hybrid Negative ASAE with PLL (H-NSASAE-PLL) 

 

Name:   H_NSASAE_PLL 

Function: Estimates positive sequence and phase, and negative sequence, of 

two-phase un-balanced input, using ASAE technique 

Inputs:  Outputs:  

fo Hz Nominal operating 

frequency 

Ramp+ Unit amplitude estimated 

phase of positive sequence 

A, B Quadrature-phase signal A+, B+ Estimated positive 

sequence 

Ks PLL P-I controller speed 

gain 

Ampl+ Estimated positive 

sequence amplitude 

Kp PLL P-I controller 

proportional gain 

f_est Estimated frequency 

Kap Amplitude estimation 

adaptation gain for 

positive sequence 

A-, B- Estimated negative 

sequence 

Kan Amp. estim. adaptation 

gain for neg. seq. 

Ampl- Estimated negative 

sequence amplitude 

  PD_q Phase detector q output 

Block symbol: 

 f o Hz

A

B

Ks

Kp

Kap

Kan

Ramp+
PD_q

A+
B+

Ampl+
A-
B-

Ampl-
f _est

H_NSASAE_PLL

 
 

Internal schematic: next page 
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H-NSASAE-PLL – Internal schematic 
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A.5.8 PLLs Under Test 

 

Name:   PLLs_UNDER_TEST 

Function: This block collects together various PLL blocks for evaluation, for 

convenient run-time selection. 

Inputs:  Outputs:  

PLL_sel Numerical value to select 

one of the PLL blocks 

  

fo Hz Nominal operating 

frequency 

Phase Unit amplitude estimated 

phase of positive sequence 

A, B Quadrature-phase signal PD Phase detector q output 

Kp PLL P-I controller 

proportional gain 

A+, B+ Estimated positive 

sequence 

Ks PLL P-I controller speed 

gain 

Ampl+ Estimated positive 

sequence amplitude 

Kn Amplitude estimation 

adaptation gain for neg. 

seq. filter 

dfn Estimated frequency 

deviation from fo, as a 

fraction of fo 

Ka Amp. estim. adaptation 

gain for pos. seq. 

A-, B- Estimated negative 

sequence 

K_PLL Multiplicative factor for 

Ks, Kn, and Ka 

default = 1 

Ampl- Estimated negative 

sequence amplitude 

  f_est Estimated frequency 

Block symbol: 

 
PLL_sel

f o Hz

A

B

Kp

Ks

Kn

Ka

K_PLL

Phase

PD

A+

B+

Ampl+

df n

A-

B-

Ampl-

f _est

PLLs_UNDER_TEST

 
 

Internal schematic: next page 
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PLLs_UNDER_TEST – Internal schematic 
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Phase

Ph_err

A+

B+

Ampl+

df n

A-

B-

Ampl-
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APPENDIX B – dSPACE CONTROLDESK OPERATION 

 

This appendix presents a brief guideline to operating the Simulink PLL test 

program on the dSPACE DS1104 platform, under control of the ControlDesk 

program. 

 

A) PROGRAM EXECUTION 

 

1) Start ControlDesk, either via it's icon ( ) on the desk top, or from 

Windows' Start menu, in the dSPACE Tools folder, which should normally 

open up a window as shown below.  If the Navigator pane is not visible to 

the left side, as seen below, then press ALT-1 (or select View on the top 

main menu bar, and select Activate Navigator), and likewise, if the Tool 

Window does not appear at the bottom, then press ALT-2 (or select View on 

the top main menu bar, and select Activate Tool Window). 
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2) At the bottom of the Navigator Pane are four tabs; select the Platform tab 

(third, green rectangle), which should present a list of available platforms, 

including the Simulink and DS1104 choices, as shown below.  The platform 

on which the program is to execute will be selected next. 

 

3) In the Tool Window at the bottom, select the File Selector tab, as shown 

below, and navigate to the drive and folder where the program sdf file is 

located, and locate the executable file PLL_Tests_x1.sdf. 

 

 

 

4) Click once on the PLL_Tests_x1.sdf file, and drag it to, and drop it on, the 

ds1104 platform in the Navigator pane, which effectively loads the program 

onto the DS1104 platform, and should start executing it. 

 

5) Close the Navigator and Tool Window panes, by clicking on the small close 

buttons ( ); if necessary, these can later be re-opened by pressing ALT-1 

and ALT-2, respectively. 

 

6) The program execution can be monitored and controlled in real time via a 

so-called experiment, which consists of a user-designed control panel, as 

shown below. Open the PLL tests experiment from the main top menu bar: 

select FILE, then Open Experiment (or press CTRL-SHIFT-O), and browse 
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as necessary to locate and select the file PLL_tests_x2.cdx; re-size the main 

ControlDesk window as necessary, to appear as shown in the partial display 

below.  The experiment is not yet running, and must be switched to 

Animation Mode: from the main menu bar, select Instrumentation, then 

select Animation Mode (or press F5).   

 

 

 

It may also be necessary to re-position the Capture Settings window, to 

appear within the frame of the main program panel, as suggested by the 

message ―IF CAPTURE SETTINGS …‖, as shown below.  Note that the 

Capture Settings window is in fact a separate entity, not docked to the main 

window, and depending on previous session operation, it may not appear.  It 

can be opened from the main menu, via View, and then selecting Capture 

Settings Window. 
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B) PROGRAM OPERATION 

 

The overall program layout and operation can be briefly summarized as follows.  

Refer to chapter 4 for further details. 

 

7) The top left corner presents some general information, including: 

i.  names of related ControlDesk experiment, ControlDesk layout, and 

Simulink files  

ii. Simulink program file version number 

iii. which Simulink solver was used to compile the program 

iv. run time relative CPU loading, which serves more as a guide as a 

program grows in complexity 

v. a very brief summary of user controls 

vi. a summary of signals output to the DS1104 DAC's for observation 

 

8) The test signal generator operation can be controlled by the user via the 

following parameters: 
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i.  N1 and N2: these select the duration, in cycles at F1 and F2, for each 

switching state of the selected signal modulations.  For example, the 

frequency switching can be enabled, via FREQ STEP, below, to 

switch between 60 Hz for 10 cycles, and 70 Hz for 8 cycles; 

ii. FREQ STEP: selects frequency switching on or off, to switch 

between F1 and F2 Hz; 

iii. AMPL STEP: selects amplitude switching on or off, to switch 

between 1 and 1+Ampl2, for example between 1 and 1.5 pu; 

iv. Phase Step: selects phase stepping on or off, to switch between 0 and 

the indicated value, in degrees; 

v. HARMONIC: select which harmonic to switch on and off, and 

adjust the selected harmonic amplitude with the slider control; select 

0 to disable harmonics; 

vi. UNBALANCE: select the type of un-balance to introduce; for 

example U-A selects unbalance type CA, which alternates between 0 

and an amount corresponding to phase A amplitude = 1 + value 

selected with the slider; phases B and C change accordingly to 

maintain a zero sequence amplitude equal to 0; 

vii. SYNCH DELAY: allows to adjust at which angle within a cycle that 

the selected parameters switching is to occur; for example, at a value 

of 0.2, the frequency will switch after N1 and N2 cycles when the 

phase crosses 0.2 cycle, i.e. 72
o
; 

viii. Synch Edge: selects the phase relation between the modulation 

switching and the trigger signal sent to the digital output pin 0 for 

scope triggering; this allows to select which transient response to 

observe on an oscilloscope. 

 

9) The PLL parameters can be selected as follows: 

i.  select PLL type for testing 

ii. the main PLL parameters consist of: 
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a.  Ka: the positive sequence adaptive amplitude gain and 

bandwidth 

b. Ks: the positive sequence PLL frequency tracking bandwidth 

c.  Kp: the positive sequence PLL proportional gain 

d. Kn: the negative sequence adaptive amplitude gain and 

bandwidth 

e.  K_PLL: adjusts together parameters Ka, Ks, and Kn, to change 

the common speed of response, or "time scale", and bandwidth, 

of the PLL 

 

10) Input and output signals:  the actual PLL input signals can be selected from: 

i.  ADC inputs 1 and 2, which can be connected either to a physical 

signal, or to DAC outputs 1 and 2, respectively, which produce the 

internal signal generator's α and β signals, or 

ii. the internal signal generator, directly without going through the 

DAC-ADC connection; this is useful for verifying that all is 

operating properly: 

iii. any three of various internal signals of interest can be selected for 

output via DAC outputs 6-8 for observation: 

 

11) The steady state values of certain signals of interest (ex. PLL estimated 

frequency, or positive or negative sequence amplitude, or harmonic level) 

can be sampled just before the step in modulation, i.e. on the rising or falling 

edge of the modulation control signal.  It is important allow a suitable 

duration, via N1 and N2, for the signals to settle after their transients, 

especially for lower values of Ka, Ks, and Kn, which result in slower 

convergence. 

 

12) The selected harmonic component added to the generated signal for 

distortion: 
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i. can be observed by it's amplitude, either at (a) the α input of the PLL, or 

(b) at it's α output; this can serve to measure the rate of attenuation of 

any harmonic component from input to output; 

ii. can be sampled on either the rising or falling edge of the modulation 

control signal; 

iii. is first processed by a band-pass filter with user-adjustable bandwidth, 

via it's K factor, adjustable from 0.01 to 0.2;  for this reason, as 

mentioned above, N1 and N2 should be adjusted to allow adequate 

transient settling time, especially for low values of K. 

 

C) DATA ACQISITION 

 

Because of constraints on CPU resources, not all analyses of interest can be 

implemented in real time.  Thus, it may become necessary to record various 

signals of interest to disk for subsequent analysis, such as with Matlab.  For this 

purpose, ControlDesk provides a capability for signal capture, which is 

configured via the Capture Settings Window, shown below.  

      

 

1) Click on the Settings button, and then select the Capture Variables tab; a list 

of variables should appear as show below: 
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2) A file name must be specified in which to save the signals: select the 

Acquisition tab, and then check the Autosave selection, and then specify a 

file name, with extension .CSV (Comma Separated Variables), which is 

compatible with Excel, and suitable for input to Matlab. 

 

 

3) The signals can be stored to the above-named file upon specified conditions, 

such as a trigger event, and for a limited record, as specified by selecting the 

Capture tab, as shown below: 

 

4) Subsequently, as the program is running, at any time, the Start button can be 

pressed, to cause one data record to be saved to disk. 
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5) Finally, depending on the data resolution required, such as for subsequent 

plotting, it may be determined that not all data samples need be recorded to 

disk, such that the data may be downsampled.  For example, whereas the 

model runs at 10 KHz, and thus generates data samples every 100 Sec., 

with the Downsampling parameter set to 2, only every second sample of 

every selected signal will be recorded to disk. 

 

 

 


