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ABSTRACT 

We consider problems of stochastic control with regime switching: maxi­

mization problems for stochastic models that are modulated by an observable 

finite-state continuous-time Markov chain. We develop the theory required 

to solve those problems, and we apply that theory to important problems in 

Financial Economics. 

We present new results on the theory of classical control with regime switch­

ing, and on the theory of singular control with regime switching. We also de­

velop the theory of impulse control with regime switching. In fact, we obtain 

the first version of the Hamilton-Jacobi-Bellman equation for a problem of 

classical stochastic control with regime switching in random time horizon and 

for a utility function or cost function dependent on the regime. We obtain as 

well the first verification theorem for a problem of stochastic impulse control 

with regime switching. 

Furthermore, we apply our results to solve the consumption-investment 

problem in financial markets with regime switching, and the dividend policy 

problem for a company that presents business cycles. The first problem is 

solved explicitly, while the second problem is solved analytically for bounded 

dividend rates, for unbounded dividend rates and for the case in which there 

are dividend taxes and a fixed cost associated with each dividend payment. 
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Chapter 1 

Introduction 

Traditionally, continuous-time financial models are built on Brownian mo­

tion: they focus on capturing the uncertainty generated by the continuous and 

minuscule movements of the financial market. Examples of this include the 

Black-Scholes model for option pricing, consumption-investment models (as in 

Merton (1969)), dividend policy models (as in Jeanblanc-Pique and Shiryaev 

(1995), and Asmussen and Taksar (1997)), stochastic volatility models (as in 

Hull and White (1987)) and interest rate models (as in Vasicek (1977), among 

many others). However, the financial market also presents more steady long-

term movements. In fact, the behavior of the financial market is affected by 

long-standing macroeconomic conditions. 

The macroeconomic effect on the financial market has been well docu­

mented in the empirical Finance literature. Chen, Roll, and Ross (1986), Chen 

(1991), Fama (1981,1990), Huang and Kracaw (1984), Maheu and McCurdy 

(2000), Guerra and Tabak (2002), Pearce and Roley (1988), Schaller and Van 

Norden (1997), Schwert (1987,1989), and Wei and Wong (1992), among others, 

have studied the relationship between the financial market and macroeconomic 

activities by considering, for instance, factors such as asset prices, production 

rates, productivity, growth rate, unemployment, yield spread, interest rates, 
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inflation, and dividend yields. Evidence that the financial market follows the 

economy is found in all of these studies. 

Regime switching models capture the long-term movements in the financial 

modeling by including a finite-state continuous-time Markov chain that repre­

sents the uncertainty generated by the more steady market conditions. Regime 

switching models were originally proposed in financial modeling by Hamilton 

(1989) to model stock return time series, and showed to be a more accurate 

representation of the financial reality than the usual models with deterministic 

coefficients. 

Financial models with regime switching have been recently studied in dif­

ferent contexts. Buffington and Elliott (2002), Di Graziano and Rogers (2006), 

Guo (2001), Guo and Shepp (2001), Guo and Zhang (2004), Jobert and Rogers 

(2006), Mamon and Rodrigo (2005), and Yao, Zhang and Zhou (2004) solve 

option pricing problems in financial markets with regime switching. Optimal 

selling rules in a regime switching framework are studied by Zhang (2001), and 

Guo and Zhang (2005). 

Portfolio management problems have been studied using techniques of clas­

sical stochastic control with regime switching by Zhang and Yin (2004), and 

Zhou and Yin (2003). Honda (2003), Nagai and Runggaldier (2005), and Sass 

and Haussmann (2004) also study portfolio optimization problems, but under 

the assumption of partial information: the stock prices are observable while 

the Markov process that models the market regime is hidden. All the above 

mentioned papers in classical stochastic control with regime switching consider 

a finite horizon formulation and none of them consider the utility function de­

pendent on the Markov chain. Moreover, only Zhou and Yin (2003) consider all 

the parameters of the model to depend on the Markov chain, although they 

only succeed in giving an explicitly solution for independent interest rates. 

Stockbridge (2002) presents an infinite horizon portfolio optimization prob-
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lem with regime switching, but with a different approach: he establishes an 

equivalent linear programming formulation of the problem. 

Zariphopoulou (1992) considers an infinite horizon investment-consumption 

problem in which the rate of return of the stock is a continuous-time Markov 

chain. She formulates a verification theorem for this problem of singular 

stochastic control with regime switching, but does not provide a proof of the 

theorem. Guo, Miao and Morellec (2005) also present a verification theorem 

for a stochastic singular control with regime switching problem of irreversible 

investment, but fail as well to provide a rigorous mathematical proof. 

In this thesis, we present new results on the theory of stochastic control 

with regime switching. We generalize stochastic control techniques for random 

time horizon problems to include regime switching models in which the regime 

is modeled by an observable continuous-time finite-state Markov chain. Fur­

thermore, we formalize the generalized techniques through rigorously proved 

verification theorems. In the formulation, we consider the dependence of the 

utility functions (or cost functions) on the Markov chain. 

In the case of classical stochastic control with regime switching, we present 

the first version of the Hamilton-Jacobi-Bellman equation for problems with 

random time horizon and with a regime-dependent utility function. The theory 

of classical stochastic control with regime switching is presented in Chapter 2. 

For singular stochastic control with regime switching, we present the first 

version of the variational inequalities for those type of problems, that is, for 

problems with random time horizon and with a regime-dependent utility func­

tion. In addition, we give the first rigorous mathematical proof of a verification 

theorem for singular stochastic control with regime switching problems. The 

theory of singular stochastic control with regime switching is presented in 

Chapter 5. 

In Chapter 7, we develop the theory of stochastic impulse control with 
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regime switching and, as a result, we obtain the first verification theorem for 

those kind of problems. The use of stochastic impulse control techniques for 

solving problems in a regime switching formulation is a novel concept in the 

Mathematical Finance literature. 

The generalized techniques for stochastic control with regime switching are 

later applied to solve important problems in Financial Economics. 

In chapter 3, we use the classical stochastic control with regime switching 

techniques to solve explicitly a consumption-investment problem in a financial 

market with regime switching. The problem consists of a single investor that 

selects an investment policy and a consumption rate to maximize his total 

expected utility of consumption until bankruptcy. All the market parameters 

and the investor's utility of consumption are dependent on the regime of the 

market. We obtain explicit optimal consumption and investment policies for 

specific HARA utility functions. Our solutions show that the optimal policy 

depends on the regime. We include an economical analysis of the solutions, 

which shows how both the optimal proportion to allocate in a stock and the 

optimal consumption to wealth ratio behave in terms of the economical con­

ditions and in terms of the investor's level of risk aversion. 

In Chapter 4, a second application of the techniques for classical stochastic 

control with regime switching is presented. We consider a company whose cash 

reservoir is affected by macroeconomic conditions (a company that presents 

business cycles) and model the cash reservoir as a Brownian motion with 

both drift and volatility modulated by the Markov chain representing the 

regime of the economy. The problem consists in selecting the bounded dividend 

rate that maximizes the expected total discounted dividend payments to be 

received by the shareholders. We succeed in solving analytically the problem 

and our solution shows that the optimal dividend policy depends strongly on 

the macroeconomic conditions. 
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In Chapter 6, we use the generalized techniques for singular stochastic 

control with regime switching to analytically solve a different type of dividend 

payment problem. In this problem, the cash reservoir of the company again 

varies according to macroeconomic conditions and is represented by a Brown-

ian motion with Markov-modulated drift and volatility. However, in this case 

we consider that the dividend rates are not bounded and hence the problem 

consists of finding the unbounded dividend policy that maximizes the expected 

total discounted dividend payments received by the shareholders. Also in this 

problem, our solution shows a strong dependence on macroeconomic condi­

tions. 

In Chapter 8, we apply the techniques for stochastic impulse control with 

regime switching to solve a third type of dividend payment problem. The 

management of a company, whose cash reservoir is affected by business cy­

cles, wants to optimize the expected total dividends that will be paid to their 

shareholders. We consider the presence of a fixed cost associated with each 

dividend payment and the presence of dividend taxes. The problem consists 

of selecting the optimal times and optimal amounts of dividends to be paid 

by the company to its shareholders. We succeed in obtaining the optimal div­

idend policy for this problem. To the best of our knowledge, this is the first 

application of stochastic impulse control with regime switching to a Financial 

Economics problem. 

The three problems of optimal dividend policy that are presented in Chap­

ters 4, 6 and 8 are the only mathematical formulations that allow business 

cycles (generated by macroeconomic conditions) to affect the cash reservoir of 

a company. As pointed out by Ho and Wu (2001): "Firm's earnings are usu­

ally correlated with the overall market movements and are often influenced by 

business cycles" (p.973). In the dividend problems presented in this thesis, the 

earnings of a company that are used to pay dividends are represented by the 
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cash reservoir process. The empirical evidence of the effect of business cycles 

on a company's cash reservoir leads us to actually suggest the use of regime 

switching for modeling the dynamics of cash reservoir processes, to provide a 

more accurate representation of the financial reality. 

We finish this thesis by giving a review of our main results, both mathe­

matical and financial. In Appendix A, we present the derivation of the Ito's 

formula for Markov modulated processes. That version of the Ito's formula is 

used in the different verification theorems in this thesis. The proofs of some 

Lemmas are provided in the other appendices as they are significantly long 

and do not particularly contribute to the research process adhered to by the 

main text. 

The contributions of this thesis are both mathematical and financial. The 

main contributions in Mathematics are the generalized stochastic control tech­

niques that include the regime switching characteristic, and the formalization 

of the corresponding verification theorems. An explicit solution to a prob­

lem of classical stochastic control with regime switching is also given, along 

with analytical solutions to a different problem of classical stochastic control 

with regime switching, a problem of singular stochastic control with regime 

switching, and finally to a problem of stochastic impulse control with regime 

switching. 

From the financial point of view, we consider a type of modeling that 

grants a more accurate representation of the financial reality by including the 

macroeconomic effect on the behavior of the financial market. We also find 

the first explicit optimal consumption-investment policies for certain HARA 

utility functions when the effect of the macroeconomic conditions are taking 

into account. Furthermore, we present the first mathematical model in the 

literature that considers the cash reservoir of a company and their dividend 

policies dependent on macroeconomic conditions. 
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Chapter 2 

Classical stochastic control with 

regime switching 

Consider a probability space (0, J7, P). Consider also a JV-dimensional stan­

dard Brownian motion W — {Wt, t > 0}; and an observable continuous-

time, stationary, finite-state Markov chain e = {et, t > 0}. Let us denote 

by S the state-space of this Markov chain; that is, for every t G [0, oo): 

et = e(t) G S = {1, 2 , . . . , S}, where S > 2. We assume that the stochastic 

processes W and e are independent. Furthermore, we assume that the Markov 

chain has a strongly irreducible generator Q = [%-]sxs> where qu :— — Aj < 0 

and J2jes1ij = ® f° r everY regime i G <S. We denote by F = {̂ "t, * > 0} 

the P-augmentation of the filtration {F™'€, t>ti} generated by the stochastic 

processes W and e. Here, Tt
 ,e :— a{Ws, es : 0 < s < t} for every t G [0, oo). 

Let [ /be a closed convex subset of M.d and it : [ 0, oo) x 0 —> U be an F-

adapted control process. Moreover, let C be an open, nonempty, convex subset 

of MM (the solvency region). Consider an F-adapted process X = {Xt, t > 0} 

that satisfies the stochastic integral equation 

(2.1) Xt = x + I f(Xs,es,us)ds+ f g{Xs,es,us)dWs, 
Jo Jo 

7 



with initial value XQ = x 6 O and initial state e0 = e(0) = i € S. We assume 

here that / : 1 M x 5 x [/ -4 1 M and 5 : RM x 5 x (7 ^ RMxN. We define 

the function G : RM x S x U ^ RMxM as G(x,i,u) := ^ (X,I ,M) • g(x,i,u)T, 

where AT denotes the transpose of the matrix A. 

Let us denote the Euclidean norm in W, p e N, by || • ||p. Also, for any 

A, B £ Rpxi, p,qeN, we define 

P Q 

A»B := trace (A • BT) = ^^T,AikBjk. 
3=1 k=i 

We note then that \\A\\pxq = (A» A)1/2 for every A e Rpxq, p,qGN. 

The following definitions are the standard definitions of existence and 

uniqueness of strong solutions for the stochastic integral equation (2.1). 

Definition 2.1. A strong solution of the stochastic integral equation (2.1) is 

an F-adapted process X — {Xt,t > 0} such that XQ = x, P-a.s., that satisfies 

(2.1), and such that, for every t G [0,00): 

(2.2) P J J \\f(Xa,ea,uB)\\Mds < +001 = 1 

(2.3) P J J (g»g)(Xs,es,us)ds < +001 - 1. 

Here, (g»g)(x,i,u) := g(x,i,u) • g(x,i,u). 

Definition 2.2. The stochastic integral equation (2.1) has a unique strong 

solution if, for any two strong solutions X and Y of (2.1), P{Xt = Yt, t e 

[0,oo)} = 1 holds. 

Consider the first time when the process X leaves the solvency region. 

Define such stopping time as 

B = ex := inf{t > 0 : Xt <£ O } 
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and impose Xt — XQ for every t e [0, oo). 

Let H : MM x S x U —> R be a given function. Define then the functional 

(2.4) J(x,i;u) := Ex f e-StH(Xuet,ut) 
Jo 

dt 

where EXti represents the expectation conditioned to the initial values XQ — x 

and eo = i. The parameter S > 0 is the discount rate for H. In order for the 

functional (2.4) to be well defined, we need that 

(2.5) P { f e-Ss\H{Xs,es,us)\ds < +oo | = 1. 

Definition 2.3. For every i e O and i € <S, we define an admissible control 

process as an adapted control process u : [ 0, oo) x Q, —* U such that the tra­

jectory X = Xu is the unique strong solution of (2.1), and such that condition 

(2.5) is satisfied. The set of such admissible controls will be denoted by A(x, i). 

Problem 2.1. The stochastic control problem related to this setup is to select, 

for every x G O and i G 5, an optimal admissible control u* G A(x, i) that 

maximizes the functional (2.4), and define the value function 

(2.6) V(x,i) := J(x,i;u*) = sup J(x,i;u). 

Problem 2.1 is a problem of classical stochastic control with regime switch­

ing. In order to solve it, we state the adequate verification theorem that gives 

the sufficient conditions for the solution of the problem. 
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2.1 The verification theorem 

Consider ip : RM x S —> R and define the operators Li(u), for each ? G <S, by 

Li(u)il>(x,i) := -G(x,i,u)»ipxx(x,i) + f(x,i,u)Tipx(x,i)-64?(x,i) 

M M 

m=l p=l y 

+ ^2fm{x,i,u)-—(x,i) - 5if)(x,i). 
m=l °Xm 

Here, ^ denotes the gradient of ip with respect to x, and ipxx denotes the 

Jacobian matrix of ip with respect to x. 

Following the notation given by Yin and Zhang (1998), we define as well, 

for each i € S, 

Qip(x,-)(i) := ^2qijip(x,j) = -\ij)(x,i) + J ^ qijijj(x,j). 
jes jes\{i} 

Furthermore, we use B(A) and Cl(A) to denote, respectively, the border 

and the closure of the set A. 

Theorem 2.1. Let v(-,i) e Cx(0) n C2(G\Ni), i € S, be a real function in 

O, where JVj, i G 5 , are finite subsets of O. Consider d : S —• M, and assume 

that for every y G # ( 0 ) , limx_,.j,t;(a;, i) = #(z) < oo, i G <S. Moreover, assume 

that v(-,i) has polynomial growth, for each i G <S. Suppose that the function 

^(•,i), i £ S, satisfies the Hamilton-Jacobi-Bellman equation 

(2.7) sup{Li(u)v(x,i) + H(x,i,u)} + Q(v(x,-)-&(•))(i) = 0, 
ueu 
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for every x EG, and define the control process u by 

(2.8) u(t) := wcgsup{Le(t)(a)v(Xt,et) +H(Xt,et,a)} 
aeu 

for every t £ [0,0), and by u(t) := 0 for every t G [O, oo), where 0 = 0x«-

Then, if the control u is admissible, it is an optimal control for Problem 2.1. 

Moreover, the value function is given, for i G <S, by 

V{x,i) = Ex f e-5sH{Xs,es,us)ds 
Jo 

f 
Jo 

= v(x,i) - $(i) + 5 Ex>, e-6s${es) ds 

for every x E O, and by V(x, i) = 0 for every x ^ O. 

Proof. Consider the function </?(•, •, i), i G <S, defined as ip(t, x, i) := e~6t(v(x, i) — 

#(i)) and consider an arbitrary admissible control u. Using the Ito's formula 

for Markov-modulated processes (the derivation of the formula is given in Ap­

pendix A), we obtain 

M 

d<p(t,Xt,et) = (pt(t,Xt,et)dt + J2^-(t,Xt,et)d(Xm)t 

m=l 

dip 
oxm 

M M 

+5EE 
av 

L OXmOXp 
(£, Xt, et) d < Xm, Xp >t 

+ Q<p(t,Xt,-)(et)dt + dM?, 

M 

<Pt 
dcp 

(t,Xuet)dt + J2fm(Xt,et,ut)^-(t,Xt,et)dt 
m—l 

M N dip 
+ YlYl9mn{Xt,euUt)-^{t,Xt,et)d{Wn)t 

m = l n = l 

M M 1 d2(p 

+2EE G m " ( X t > e *> w <)Q X QX fox*'e*)dt 

m = l p = l " 

+ <2<^,xi,-)(ei)^ + dMf, 
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where Xm and Xp denote de ra-th and the p-th component of X, respectively, 

and Wn denotes the n-tli component of W. 

The process {M?,t > 0} is a real-valued, square integrable martingale, 

with M$ = 0 P-a.s., when <p{;-,i), i G S, is bounded. In fact, {M?,t > 0} 

is a martingale when v(-,i), i G <S, is bounded because i?(i) is finite for every 

i G S. We have then, 

d<p(t,Xt,et) 

= -5e-5t(v(Xt, et) - 0(et))dt + e'5t £ fm(Xt, et, ut)^- (Xt, et)dt 

M a 
ov 
dxr, 

m=l 
M N p. 

+ e~5t J2 £ 9mn{Xu et, ut) -^- (Xt, et) d(Wn)t 

m=l n=l 

1 M M pp. 

+ 2 e'st ̂  52 Gmp {Xu euUt) wik~{Xu €t) dt 

ro=l p—1 m P 

+ e-5tQ(v(Xt,-)-$(-))(et)dt + dM? 

= e-s\L<t){ut)v{Xuet)+Q{v{Xu-)-d{-)){et))dt + 5e-sH{et)dt 

M N r, 

+ e~5t £ £ 9mn{Xu et, ut) -^- (Xu et) d(Wn)t + dM?. 
m=l n = l 

Recall that v(-,i), i G <S, satisfies the HJB equation (2.7). Therefore, 

Mt,Xt,et) < -e-StH(Xt,et,ut)dt + 5e-St$(6t)dt 

M N n 

+ e-6t J2 £ 3mn{Xt, et, ut) ^ - (Xt, et) d(Wn)t + dM?. 
m=\ n=l m 

Consider U = {£/&, k > 1} to be an open cover of O. Let k > 1 be such 

that XQ = x G Uj=1Uj C O and such that \Jj=1Uj is bounded, and define the 

stopping time r^ := inf{£ > 0 : Xt $. Dj=iUj } . For every time t E [0, oo), we 
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get 

<p(t A rfc, XtATk, e tArJ - (p(0, X0, €0) 

ftAr fc 

< 
/•tATfc /-tATfc 

- / e-SsH(Xs,es,us)ds + S e-Ssd(ea)ds 
Jo Jo 

ftArk MJL f)v 

+ / e-5sy2J29mn(Xs,es,us)^—(Xs,es)d(Wn)s + MrATk. 
J° m=X n=l °Xm 

By taking the conditional expectation to both sides of the inequality above 

given XQ = x and eo = i, we have 

#*,» M * A rfc, XtATfc, eM rJ ] - (u(a;, i) - tf(i)) 

= E ^ [ ip(t A rfc, XtArfc, etATk)} - EX;i [ v(X0, e0) - #(eo) ] 

< — £<*.; 

+ £* 

/ • *AT f c 

/ e-5sif(Xs,es,«s) 
Jo 

ds + 5EXti 

pt/\Tk 

/ e-5^(e s) 
Jo 

/ e~5s z2 z29mn(Xs, es, us)^— (X3, es) d(Wn) 

ds 

<.ihTk M N 

(2.9) ^MWJ 

We note that inequality (2.9) is well defined because u is an admissible process, 

which implies that (2.5) is satisfied. We also note that Xs G Cl(L)j=iUj) when 

s G [0, t A Tfc ]. Then, for every m = 1 , . . . , M, 

dv 

oxm 

(Xs, es) is bounded for every s £ [0, t A T& ], 

due to the continuity of dv/dxm(-, i), i G <S. Define 

M := max -j TT—(^,«) : x £ CI (u*=i#j) ,ieS>< +oo. 
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Then, 

j f ATke-2Ssg2
mn(Xs, es, u.) (J^- (Xs, e.)) ds 

< M2Ex,i / g2
mn{Xs,es,us)ds 

(2-10) < M2Ex,iU g2
mn(Xs,es,us)ds 

Recall that u is an admissible process. Hence, X — Xu is a strong solution for 

(2.1) and, therefore, condition (2.3) is satisfied. Thus, 

/ 9mn(xs,£s,us)ds < / (g • g)(Xs,es,us) ds < +oo, P - a . s . , 
Jo Jo 

for every t G [0,oo), and every m = 1,...,M and n = 1,...,N. Then, 

inequality (2.10) implies that 

E. X,l f*ATke-2S892
mn(Xs, es, us) (jt]L (Xs, es) ) ds < +oo, 

for every t £ [0, oo), which further implies that 

T ftATk dv 
Ex,i / e-Ssgmn(Xs, es,O^T" (Xa, es) d(Wn) 

= 0, 

for every m — 1 , . . . , M and every n = 1 , . . . , N. Furthermore, we note that 

v(x,i) is bounded for every x G CI (u^C/?) , for every i G S, because v(-,i) 

is continuous. Thus, v(Xs,es) is bounded for every s € [0, t A r&]. Then, 

{MfATk,t > 0} is a square integrable martingale and hence EXii[MfATk] = 
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EX^MQ] — 0. Therefore, we can write inequality (2.9) as 

•LJx,t / e-6sH{Xs,es,us)ds 
Jo 

< -EXj [tp(t A rfc, XtATk, etArk) ] + v(x, i) - tf(z) + 6EXti 
Jo 

ds 

We note that the inequality above is well defined because u is admissible and, 

hence, (2.5) is satisfied. Letting k —> +oo, we get that r^ —• 0 . Hence, 

rtAe 
J e-SsH(Xs,es,us)ds 

< -EXti [e-^tAe\v(XtAe, etA@) - 0(e tAe)) /{e<+oc} ] 

-EXii [e-St(v(Xt, et) - 0(et)) I{Q=+oo} ] 

r rtA0 
+ v{x, i) - tf(i) + 5EXti / e-5stf{es) ds 

Letting t —»• oo, if © < +oo, we have that XtAe —»• XQ. Thus, 

lim (v(XtAe, etAe) - #(etAe)) = lim v(x, ee) - t?(ee) = #(ee) - t?(ee) = 0 
t—»oo i - i X g 

because Xe(u;) G 23(0) for every w e f l such that Q(u) < +oo. Moreover, the 

polynomial growth condition of v(-,i) and the fact that #(i) is finite, i e S, 

implies that 

KmEXti[e-6t(v{Xt,et)-&(et))I{e=+oo}] = 0. 

Hence, recalling that (2.5) is satisfied and applying the Dominated Conver-
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gence Theorem, we obtain 

Ex>i \J e~dsH(Xs, es, us) ds < -Ex>i [e~6e{•&(€&) - <?(e©)) /{0<+oo} ] 

/ e-5sti(es) 
Jo 

- v(x, i) - •&{%) + 8EXit ds 

Equivalently, 

J(x,i;u) < v(x,i)—$(i) + 8 Ex 

Note that if u = u as in (2.8) then 

re 

Jo 
ds 

v(x,i) - tf(i) + 5 EXti 

(2.11) = Ex 

/ e-6s$(es)ds 
Jo 

/ e-SaH{Xa,ea,u8)ds 
Jo 

= V(x,i). 

D 

The following Corollary gives a different way to express the value function 

of Problem 2.1, which might come specially handy if P{0 = +00} = 1 or 

Qti(-)(i) = 0 for every ieS. 

Corollary 2.1. The value function of Problem 2.1 is given, for i £ <S, by 

V(x,i) = v(x,i)-Ex,i\e-m'd(e§) + EX [ e-5sQ$(-)( 
Jo 

es)ds 

for every x € O and by V(x, i) = 0 for every x £ O. 

Proof. Using the Ito formula for <p(t,et) — —e~5t$(et), we get 

d</>(t,et) = 5e-5td{et)dt - e~5tQ$(-)(et)dt + dMf 
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where {Mt , t > 0} is a square integrable martingale with EXji[M^ ] = EX^[MQ ] 

0. Equivalently, 

/ e-5sd(es) 
Jo 

ds = —e - ^ ( e § ) + 0(eo) + f e-5sQ^(.)(es)ds-Mt. 
J 0 

Applying conditional expectation with respect to XQ = x and e0 = i to the 

expression above, we obtain 

5Er 

(2.12) 

Jo 
e~6s 0(ea) ds = -EXji[e-s® $(€$)} +$(i) 

+ E: X,l [ e-SsQ#(-)(es)ds 
Jo 

Replacing (2.12) in equation (2.11), we obtain 

V(x,i) = v(x,i)- Ex4e-dB$(e§)] + E / e-6aQ •&(•)(€,) ds 
Jo 

D 

Remark 2.1. The admissibility conditions given in Definition 2.3 can be modi­

fied in different ways. For instance, we might define the admissible set A(x, i) 

as the set of F-adapted controls u such that, for <f>(x, i,u) = f(x,i,u), g(x,i,u), 

H(x,i,u): || 4>(x,i,u) — (p(y,i,u)\\ < K^,\\ x — y\\M, for every x, y G O and i G <S, 

and || 0(0, z,u)\\ < L<f> for every % G <S, for some constants K$ and L^. In fact, 

these previous conditions are sufficient conditions for the existence and unique­

ness of a strong solution X — Xu for (2.1), and for (2.5). 

Remark 2.2. We can avoid the condition that v(-,i), i G S, is Cl(0) in The­

orem 2.1 if we use instead other conditions that guarantee v(-,i) and vx(-,i), 

i G S, to be bounded in every closed bounded subset of O. 

17 



In the following two chapters, we present examples of problems of classical 

stochastic control with regime switching. In chapter 3, we solve explicitly a 

consumption-investment problem when the financial market presents different 

regimes and the utility function of the investor is affected by those regimes. 

In that problem we consider #(z) := U(0,i)/5 for every i e S, where U(-,i) is 

the utility function of the investor in regime i. 

In chapter 4, we solve a dividend policy problem when the dividend rate is 

bounded and the cash reservoir of the company is affected by macroeconomic 

conditions. That problem uses $(i) := 0 for every i € <5. 
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Chapter 3 

Consumption-investment in a 

financial market with regime 

switching 

The initial contribution to consumption-investment problems in continuous-

time was done by Merton (1969). Other important models of consumption-

investment can be found in Karatzas, Lehoczky, Sethi and Shreve (1986), 

Karatzas and Shreve (1998), Sethi (1997), et cetera. 

In financial markets with regime switching, the maximization of expected 

utility from consumption and/or terminal wealth has been studied by some 

authors. Zariphopoulou (1992) considers a financial market in which the risk-

less asset is deterministic and the price of the risky asset depends only on a 

continuous-time Markov chain. Zhang and Yin (2004) study nearly-optimal 

strategies in a financial market with regime switching. Stockbridge (2002) es­

tablishes an equivalent linear programming formulation of the portfolio opti­

mization problem with regime switching. Sass and Haussmann (2004) consider 

XA version of the results shown in this chapter are presented in: Sotomayor, L.R. and 
A. Cadenillas, Explicit solutions of consumption-investment problems in financial markets 
with regime switching, to appear in Mathematical Finance (2008). 
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a finite time horizon and solve numerically the problem of maximizing the in­

vestors expected utility of terminal wealth. They consider the case of partial 

information: the investor observes the prices of the stocks but the Markov pro­

cess that models the market regime is hidden. In their model only the rates 

of return of the risky assets are dependent of the market regime. Nagai and 

Runggaldier (2005) also consider the maximization of the investors expected 

utility of terminal wealth but for a power utility function. The problem set­

ting is similar to the one presented by Sass and Haussmann (2004) and the 

solution is computed as an expected value. The authors do not obtain explicit 

solutions, but suggest the use of Monte Carlo simulation to obtain numerical 

solutions. Honda (2003) considers a risk-averse investor that wants to max­

imize his expected total discounted utility of consumption plus his expected 

utility of terminal wealth, in a market with a riskless asset and one risky asset. 

Both utilities are considered as the same utility function and not dependent of 

the regime of the market. Honda considers hidden Markov chain to represent 

the market mood (partial information) and, therefore, only past and present 

stock prices are observed by the investor. Moreover, Honda considers the stock 

volatility to be constant (independent of the regime of the market). Honda 

computes the optimal investment and consumption policies numerically and 

only for power utility functions. 

Portfolio optimization problems with regime switching have also been stud­

ied under a different criterion. Zhou and Yin (2003) propose a continuous-time 

Markowitzs mean-variance portfolio selection model with regime switching. 

They assume the market parameters to be regime and time-dependent. Their 

objective is to obtain the efficient portfolio that minimizes the risk of terminal 

wealth given a fixed expected terminal wealth. They characterize the effi­

cient frontier in terms of the solution of two systems of ordinary differential 

equations. When the interest-rate process is not affected by the regime of the 
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market, they can express the optimal portfolio in terms of the solution of one 

system of ordinary differential equations. This system can be solved explicitly 

in some cases, for instance, when all the coefficients of the market are inde­

pendent of time. One of the drawbacks of their approach is that they allow 

the wealth process to take negative values: they explain, in the introduction 

of their paper, that requiring a nonnegative wealth process would give rise to 

a very difficult problem from the stochastic control point of view2. 

In this chapter, we consider a consumption-investment problem that con­

sists of a single investor who invests continuously in time in one riskless asset 

and N risky assets. He also consumes continuously in time. We consider a 

financial market with regime switching in which all the coefficients of the mar­

ket depend on the regime. We also allow the utility function to depend on 

the regime. The objective of the investor is to maximize his expected total 

discounted utility from consumption until bankruptcy. 

We present in this chapter the first explicit solutions for a problem on 

maximization of expected utility from consumption and/or terminal wealth 

in financial markets with regime switching3. The two verification theorems of 

this chapter are the first versions of the Hamilton-Jacobi-Bellman equation in 

the literature on classical stochastic control with regime switching in random 

control horizon. One of them allows the utility function to depend on the 

regime, which is a complete new idea in classical stochastic control. Another 

mathematical contribution of this chapter is the explicit solution of systems 

of nonlinear ordinary differential equations. 

Our explicit solutions show that the optimal policy depends on the regime. 

We also make an economic analysis of the optimal policy in a financial mar­

ket with two assets (a riskless asset and a risky asset) and two regimes (a 

2 In our problem we introduce a stopping time (the time of bankruptcy) that allows us 
to avoid the difficulty of a state-constrained control problem. 

3As mentioned before, Zhou and Yin (2003) have also found explicit solutions, but under 
a different criterion. 
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"bull market" and a "bear market"). Combining our mathematical results 

with those in the literature on empirical finance, we show that the optimal 

proportion to invest in the risky asset is always greater in a bull market than 

in a bear market. This result is independent of the investors risk tolerance. 

On the other hand, the optimal consumption to wealth ratio depends not only 

on the regime, but also on the investors risk tolerance. We show that a very 

risk-averse investor will consume proportionally more in a bull market than in 

a bear market, and the opposite occurs for a low risk-averse investor. 

3.1 The financial market with regime switch­

ing 

Let the F-adapted processes P0 = {Po(t),t > 0} and P = {P{t) = (Pi(t),..., 

Pjv(i)), * > 0} represent the price of the riskless asset and the vector of prices of 

the N risky assets, respectively. These processes satisfy the following Markov-

modulated stochastic differential equations: 

dP0{t) = re(t)PQ(t)dt 

dPn(t) = tf(t)Pn(t)dt + a?(t)Pn{t)dW?, l<n<N, 

with initial prices Po(0) = 1 and Pn(0) = pn > 0, and initial regime e(0) = £o-

The rates of return for the riskless asset (r;, i € <S) and the expected rate 

of returns on the risky assets (//", 1 < n < N, i € S) are positive constants. 

Moreover, <Tj, % G S, are N x N matrices that represent the volatility of the 

risky assets in the regimes i G S. We assume that the matrices S» := o"jCr?', 

i G S, are positive definite. Here, a™ denotes the n-th row of <7;. We are 

assuming that the coefficients of the market (i.e. r, fi and a) depend on the 

regime of the economy. 

22 



The investor chooses a portfolio it = {ir(t) = (7Ti(t),. ..,7rjv(£)),t > 0}, 

representing the fraction of wealth invested in each risky asset. We will assume 

that the portfolio vector process is unconstrained. As a consequence, short-

selling is allowed in the market. However, we need a technical condition to be 

satisfied. 

Definition 3.1. A portfolio vector process is an F-adapted stochastic vector 

process ir such that EXyi[JQ 7r(s)Ee(s)7r(s)T<is] < +00 for all t € [0, 00). 

The fraction of wealth invested in the riskless asset at time i G [0,00) is 

then 1 — ^2n=1T^n(t)- The investor also chooses a consumption rate process 

c= {c(t),t > 0 } . 

Definition 3.2. A consumption rate process is a nonnegative F-adapted stochas­

tic process such that EXj[fQ c(s) ds] < +00 for all t G [0, 00). 

The adapted process X = {X(t), t > 0} represents the investor's wealth 

process determined by a specific portfolio and consumption rate. The stochas­

tic differential equation for this process is then4 

(3.1) 

dX(t) = (/ze(t) - r e ( t ) l ) nT(t) X(t) dt + (re{t)X(t)-c(t))dt + ir(t) ae(t) X(t) dWf 

with initial wealth X(0) — x > 0 and initial state e(0) = i € S. Here fa = 

(fi],..., /xf), and 1 is the iV-dimensional vector of ones. This linear stochastic 

differential equation has an explicit unique solution for every portfolio vector 7r 
4Karatzas, Lehoczky, Sethi and Shreve (1986) prove that "the change in wealth is due 

only to capital gains from price changes in the assets and to consumption". That is, 

JV 

dXt = Y^ Vn(t) dPn(t) - ct dt, 
n=0 

where rjn(t) denotes the number of shares held of asset n at time t. This equation holds also 
in the presence of regime switching. Hence, using irn{t) — r]n(t)Pn(t)/Xt, 1 < n < N and 
1 - l7r r = r]oPo(t)/Xt, and the equations of the prices PQ and Pn, 1 < n < N, we obtain 
equation (3.1). 
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and every consumption rate process c. Indeed, by applying Ito's differentiation 

rule on X(t)/Z(t), 

(3.2) X(t) = Z(t) (x - f c(s) Z{sYl ds\ for every i G [ 0 , oo), 

where 

TT dZ(t) = ((/4(t) - re ( t )l) n(t)T + r<t)) Z(t) dt + n(t) ae(t)Z(t) dW? 

or equivalently 

Z(t) = expl ( (fxe{s) - re ( s )l) 7r(s)T + re(s) - - 7r(s) Ee(s) 7r(s)T J ds 

j\{s)a<s)dWj} + 

We note that the process Z = {Z(t),t > 0} can be interpreted as the 

wealth process without consumption and with initial wealth Z(0) = 1. 

The investor will be able to consume and invest only if his wealth is positive. 

Thus, we need to consider the stopping time of bankruptcy 

9 := inf{t > 0 : X(t) < 0} 

and impose X(t) — 0 for all t G [6 , oo). 

Definition 3.3. A utility function is a function U : (0, oo) x 5 - > R such 

that, for each regime i e <S, U(-, i) is C3(0, oo), strictly increasing, and strictly 

concave. We consider only utility functions for which there exists a constant 

K e (0, oo) such that for every y E (0, oo),« e<5: 

(3.3) U(y,i) <K(l + y). 
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We note that, for a fixed i € <S, it is possible to define [7(0, i) := lim^o C/(j/, i) 

and U'(0,i) := \imyi0U'(y,i), and extend the utility function to [0,00) x S. 

Moreover, we impose the condition lim^oo U'(y,i) = 0 for every i € S. 

Thus, we are considering only risk-averse investors in our analysis. This 

assumption is not far from reality as risk-aversion is the attitude of most 

investors in the financial markets. 

We denote by S > 0 the discount rate. 

Definition 3.4. An admissible control process is a stochastic process u : 

[0, oo) x O - » R^ x [0, oo) defined by u(t,uj) := (n(t,u),c(t,u))), where 7r 

is a portfolio vector process, and c is a consumption rate process such that 

(3.4) Et Jx,% [ e-StU-(c(t),e(t))dt 
Jo 

< +oo, 

where we denote U (-,i) — max{0, —U(-,i)}, % 6 S. The set of all admissible 

controls is denoted by A. 

We note that if the investor continues consuming after bankruptcy, his 

consumption must be zero. That is, after bankruptcy, the investor's total 

discounted utility of consumption is given by 

(•OO /•oo 

Q(O) := / e-StU(0,e(t))dt. 
Je 

The term Q(Q) is already presented by Karatzas, Lehoczky, Sethi and Shreve 

(1986) for the case in which the utility function does not depend on the regime 

of the market. In fact, if U(0,i) = U(0,j) = f/(0) for every i,j G S, then 

Q(Q) = e-
s@U(0)/5. That is, Q(9) becomes the discounted value of the 

natural payment at bankruptcy of U(0)/S. 

We must note that, in the case where U(0,j) = — oo for certain j G S and 
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U(0, i) > — oo for every i E S, i ^ j , 

Ex,i[Q(0)\ ^x,i 

ue 
e-dtU(0,et)I{emj}dt 

+ U(0,j)Ex 
-St 

e 
e I{e(t)=j}dt 

The first term in the right-hand side of the equation above is finite. Then, if 

Ex,i [J^°e~5tI{e(t)=j}dt] > 0, we have that EX}i[Q(Q)] := —oo. Otherwise, if 

Ex,i [ J^° e~StI{e(t)=j}dt] = 0, then we define 

Ex4[Q(e)} := Ex 

poo 
/ e-StU(0, et)I{e(tm 

Je 
dt > —oo. 

In particular, if Exj[e ] = 0, then 

Ex,i[Q(®)} = ExA 

" />oo 

/ e-StU(0,et)IHt)^}dt 
.Je 

0. 

The investor wants to solve the following problem: 

Problem 3.1. For each i e S, select an admissible control u — (7r,c) that 

maximizes 

J(x,i;u) := EXti [ e~StU\c(t),e(t))dt + Q(0) 
I Jo 

and find the corresponding value function V(-,i), i e S, defined by 

V(x,i) := J(x,i;u) = EXii e-6tU(c(t),e(t))dt + Q(e) 

The assumption that the utility function depends on the market regime is 

supported by the literature on Financial Economics. As Kami (1993) points 

out, the regime of the market is relevant for the definition of preferences. 

Hence, investors' decisions are given by their preferences under the specific 
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market regime. Melino and Yang (2003) suggest that regime dependent pref­

erences are necessary to explain the equity premium puzzle. According to 

Melino and Yang (2003), the investor acts as if he is more risk averse during 

recessions than during economic booms. This result implies a counter-cyclical 

risk aversion. The same counter-cyclical pattern for risk aversion is empirically 

obtained by Gordon and St-Amour (2003). Bosch-Domenech and Silvestre 

(1999) show further evidence that risk aversion varies with the level of the 

income at risk. Their results imply that risk aversion is pro-cyclical: investors 

have higher risk aversion when greater consumption growth and higher con­

sumption levels exist, that is, during good economic conditions. Danthine et 

al. (2004) also emphasize that the investor's coefficient of risk aversion varies 

with the economy's regime. 

3.2 Verification theorems 

Let ip : (0, oo) x S —> R be a function and define the operators Li(u) = Li(ir, c), 

for each i £ S, by 

Li(ir,c)?p := - irT,iirTx2ip" + (//; - ril)nTxip' + (rtx - c)ip' - Stp. 

The following verification theorem is the first one in the literature on clas­

sical stochastic control that allows the regime to enter into the utility (or cost) 

function. 

Theorem 3.1. Suppose that U(0,i) is finite for every i G S. Let v(-,i) E 

C2(0, oo), i € 5, be a concave and increasing function in (0, oo) such that 

v(0+, i) — U(0, i)/6, i ES. If the function v(-, i), i £ S, satisfies the Hamilton-
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Jacobi-Bellman equation 

sup {Li(7r,c)v(x,i) + U(c,i)} 
(TT, c)e (-00,cx>)N x [0,oo) 

(3.5) = Aj (f(x,z) -
t/(o,i) 

) ~ £ ^ lv(x>j)-
J jes\{i} v 

tf(<U)' 

for every x > 0, then the admissible control w = (n, c) defined by 

(3.6) 

u(t) = (jt(t),c(t)) = arg sup {L<t)((n, c)) v(X(t), e(t))+U(c, e(t))}I{te[0,e)} 
(7r,c)e(—00,00)̂  x [0,00) 

is an optimal solution to Problem 3.1. Moreover, the value function is given 

by 

V(x,i) = Ex f e-5sU(c(s),e(s)) ds + Q(0) 
Jo 

' e-5sdU{0,e{s)) , 
0 

= v(x, i) + - EXj 

where we are denoting 

dU(0,e(a)) := -Xe{s)U(0,e(s))ds + £ q<a)j 17(0, j)rfs. 

Proof. Consider the function /(•, -,i),i e S, such that /(£, X t, et) = e~St(v(Xt, et) 

— U(0,et)/8) and consider every admissible control u = (*7r, C). Using the Ito 
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formula for Markov-modulated processes, we get 

df{t,Xt,et) 

= i 7rtSe(t)7rt
TXt

2 e-5tv"(Xt, et)dt + (ji<t) - r<t)l)ivJXt e-5tv'(Xu et)dt 

+ (r<t)Xt - ct) e-5tv'(Xt, et)dt - 5e-St (v(Xt, et) - E^lfA\ dt 

+ 7rt a<t)Xte-Stv'(Xt, et)dW? + Qf(t, Xt, -)(et)dt + dMt
f 

= e-5t ( \ 7rtZe{t)7rfX? v"(Xt, et) + (fie{t) - reit)l)*?Xt v'(Xt, et) 

+ (re{t)Xt - ct) v'(Xt, et) - 5v{Xu et)) dt + e~stU{^ et) dt 

+ e^(-Xe{t) (viX^-^y^ (w(X tJ)-2M))* 

+ irt ae{t)Xt e~Stv'(Xt, et) dWj + dMt
f, 

where qa = —A;, for each % € S. Also, the process {M/, t > 0} is a real-valued, 

square integrable martingale, with MQ — 0 P-a.s., when f(-,-,i), i € <S, is 

bounded, i.e., when v(-,i), i G <S, is bounded since U(0,i) is finite for every 

i E S (we will discuss below that v(Xs,es) is bounded for some values of s). 

Therefore, 

df(t, Xt, et) = e~5t (L<t)(u(t))v(Xt, et) - Ae(t) (v(Xt, ct) -
U(0,et) 

+ j:<**(«xtJ)-^))* 

~StU(0,et)dt + 7rtac{t)Xte-5tv'(Xt,et)dWT + dMt
f. 
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Moreover, from condition (3.5), 

df(t, Xu et) < -e~6t (U(ct, et)-U(0, et)) dt+irt a<t)Xt e~bt v'(Xt, et) dWj + dMt
f 

Let a and b satisfy 0 < a < X 0 = a ; < 6 < +00, and define the stopping times 

ra :— inf{£ > 0 : Xt — a} and rb :— inf{£ > 0 : Xt — b}. Then, for every 

time t G [0,00), we get 

< v(X0, e0) 
C/(0,e0) ftAT'^_s. J 

Jo 

e-ds(U(cs,es)-U(0,es))ds 

rtr\Ta/\Tb 

+ / TTS ae(s)Xs e~6s v'(Xs, e.) dWj + Mt{TaATb. 
Jo 

By taking the conditional expectation to both sides of the inequality above 

given X0 = x and e0 = i, we have 

Ex,i[f(t A ra A Tb, XtATaATb, ttATaAn)] 

U(0,i) r r^raATb PtATaATb 

< v(x, i) - ^ p - EXfi / e~Ss (U(cs, es) - U(0, e,)) ds 

(3.7) 
r /•tATaAi-b 

+ EX J. -Ks<j<s)Xse-5sv'{Xs,es)dWj + EX!i[MtATaA }. 

Inequality (3.7) is well defined because the utility function U is strictly in­

creasing. We note that U(cs, es) > U(0, es) for every s > 0 implies 

0 < Ex 

ptATaATb 

/ e-6s(U(cs,es)-U(0,es))ds 
Jo 

Moreover, the growth condition (3.3) and the fact that c is a consumption rate 
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process guarantee also that 

Ex 

• ptAraArb I T ptATaATb 

I e-6s(U{cs,es)-U(0,es))ds < KxE^AJ e-&s{l + cs)ds 

< KxEXji J / (1 + cs)ds < +00, 

where K\ — m&x{K, K — min{U(Q,i),i G S}}. Note that u is admissible and 

that v'(Xs,es) is bounded for every s G [0, tAra Ar&] (v(-,i), i G <S, is concave 

and max-jV (a, eTa), u'(6, e rJ} < M, where M is a finite constant). Then, 

Ex / 7csX<s)7rJX>e-2Ss(v'(Xs,es))
2ds 

Jo 
< MlbzE. 

tAraArt, 

< M2b2Er / itsT,e(s)TrJds 
Jo 

•K.XrfsWTds 

< +OO, 

for alH G [0, 00). This implies 

ET u tAraATb 

7 r s C r e ( s ) X s e - d ^ ' ( X s , e s ) ^ = 0. 

We note that v(a, eTa) and v(b,en) are finite. Hence, since for every % G <S, 

v(-,i) is increasing, v(Xs,es) is bounded for every s G [0, t A ra A rj,]. Then, 

{ M ^ , ^ ^ , £ > 0} is a square integrable martingale and hence EXji[M{ATaATb] — 

^ [ M Q 7 ] = 0. Therefore, we can write inequality (3.7) as 

v(x, i) > EX)i[f(t A r0 A n, XtATaAn, etATaATb)} 

ftATaATb 

+ Ex,i / e-53(U(cs,es)-U(0,es))ds 
.Jo 

+ 
U(0,i) 

Then, letting a I 0 and b | +00, we get that ra —• 0 and TJ —> 00. Recall that 

v(0+, i) — (7(0, i)/5, i G «S, that U(-,i) has polynomial growth for every % G «S, 

and that U(-,i) — 17(0, i) > 0 also for every i G <S. Then, letting £ —> 00 and 
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applying the Monotone Convergence Theorem, we have 

ds 

ds + 
U(0,i) 

+ 
U(0,i) 

17(0, i) 

(3.8) v(x,i) > 0 + ExAf e-Ss(U(cs,es)-U(0,es)) 

= J(x,i;u) - ExAj°°e-5sU(0,es) 

~E-AJ e-5sU(0,es)ds 

= J(x,i;u) - EXA f e-6sU(0,es)ds + g . 

Using the Ito formula for g(t, et) = — e~6tU(0, et)/5, we get 

dg(t,et) = e-5tU(0,et)dt-\e~St I -\<t)U(0,et) + ^ 9 e ( t ) j 17(0, j)]dt + dMt
9 

where {M?,t > 0} is a square integrable martingale with limt_>00 EX}i[M? ] = 

EXti{M§] = 0. Equivalents, 

f°° i i r°° 
/ e~SsU(0, es) ds = - £7(0, e0) + T / e~ 5W(0, ea) - lira Mt

9. 
Jo o o Jo *-,°° 

Applying conditional expectation with respect to XQ = x and eo = i to the 

expression above, we obtain 

(3.9) Ex,i f 
Jo 

e-dsU(0,es)ds lu(0,i) + ±Ex,i f 
Jo 

e-dsdU(0,es) 

Then, from equations (3.8) and (3.9), we get 

v(x,i) > J(x,i;u) - -Ex<l [f 
.Jo 

e-dsdU(0, es) 

where (IT, C) is an arbitrary admissible pair. Note that if u — u = (it, c) as in 
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(3.6), then 

v{x,i) + ^ExAre-
5sdU(0,es) 

f e~Ss U(cs, es) ds + Q(0) = En = V(x,i). 

D 

Now, we consider the special case in which the utility function does not 

depend on the regime of the market. 

Corollary 3.1. Suppose that U(-,i) — U(-,j) for every i,j G S. Moreover, 

suppose that the conditions of Theorem 3.1 are satisfied. If the function v(-, i), 

i G <S, satisfies the Hamilton-Jacobi-Bellman equation 

(3.10) 

sup {Li(ir,c)v(x,i) + U(c,i)} = \iv(x,i) - ^jT qijv{x,j), 
(TT,C)G(-OO,CC) J V X[0,OO) jeS\{i} 

then the admissible policy (Jt, c) defined in (3.6) is optimal. Furthermore, the 

value function is given by 

V(x,i) = v(x,i). 

Proof. We know from Theorem 3.1 that the Hamilton-JacobirBellman equa­

tion is given by (3.5). When U(-,i) = U(-,j), for every i,j G S, we obtain 

sup {Li(n,c)v(x,i) + U(c,i)} 
(7T,c)€ ( —OO,Oo)NX[0,Oo) 

U(0,i) 
Xiv(x,i)- ^2 Qijv(xJ)-^i—T—+ ^2 qii 

U(0,i) 
5 ' ^ ™J 6 

jes\{i} jes\{i} 

Xiv(x,i)- Y^ Qijv(xJ)+{ 5^ ^ ~ A 0 
U(0,i) 

J£S\{i} J'€5\{i} 
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where Aj = —qa. Therefore, 

sup {Li(ir,c)v(x, i) + U(c, i)} 
(IT, c)e (-co,cx)N x [0,oo) 

. , .. v-^ / -\ V^ U(0,i) 
= \iV(x, 1) - 2_, Qijv{x,j) + 2_j Qij —^—, 

jes\{i} jes 

and from properties of the generator matrix, ^2jeSqij = 0, which implies 

equation (3.10). According to Theorem 3.1, the value function is given by 

V{x,i) = v(x,i) + -Ex 
0 Jo 

e-dsdU(0, e{s) 

We note that 

dU(0,e(s)) = 17(0, i) l -\<s) + ^ Qe(s)j > ds = U(0, i) J2 Q*WJds = °-

Therefore, V(x,i) = v(x,i) for every x > 0 and i ES. a 

The following verification theorem considers the case in which [7(0, i) = 

—00 for every i E S. We note that in such case 

Ex,i[Q(e)} = Ex,i\ J 6Pe'dsds [/: PEXj[e-d°], 

where P := U(0, i)/5 — —00. Hence, we define for this case 

Ex,i[Q(&)] :--
0 if Ex4{e-se} = 0 

-00 if Ex,i[e-se}>0 

Theorem 3.2. Suppose that the utility function does not depend on the 

market regime, and U(0,i) = —00 for every i G S. Let v(-,i) G C2(0,00), 

i G <S, be a concave and increasing function in (0, 00) with lmx^o^O^) = 

U(0, i) = —00 for every i G S. Suppose that the function v(-,i), i G 5 , satisfies 

34 



the Hamilton-Jacobi-Bellman equation 

(3.11) 

sup {Li(ir,c)v(x,i) + U(c,i)} = \v{x,i) - ]T qyv(x,j), 
(7r,c)g(-oo,oo)jvx[0,oo) jeS\{i} 

for every x > 0. Then, the admissible policy 

(3.12) 

u(t) = (ft(t),c(t)) = arg sup {Le(t)((Tr,c))v(X(t),e(t))+U(c,e(t))}-l{te[om, 
(7T,c)e(-0O,Oo) N X [0,00) 

is optimal solution to Problem 3.1. Moreover, 

V(x,z) = v(x,i) = EXti / e'SsU(c{s),e(s))ds + Q(Q) 
Jo 

Proof. Consider for this case the ftmction h(-, -,i),i G <S, such that h(t, Xt, et) = 

e~Stv(Xt, et) and consider an arbitrary admissible control u = (TT,C). Similarly 

to the proof in Theorem 3.1, we use the ltd formula for Markov-modulated 

processes and condition (3.11) to obtain 

dh(t,Xt,et) < -e-5W(<k,et)dt + n<7e(t)Xte-Stv'{Xt,et)dW? + dMt
h, 

where the equality holds for the admissible control process u defined by (3.12). 

The process {M^,t > 0} is a real-valued, square integrable martingale, 

with MQ — 0 P-a.s., when v(-,i), i G <S, is bounded (in this case too, we will 

discuss later in the proof that v(Xs, es) is bounded for some values of s). Let 

a and b satisfy 0<a<Xo = x<b< +oo, and define the stopping times 

ra := inf{£ > 0 : Xt = a} and rb := inf{t > 0 : Xt = b}. Then, for every 
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time t 6 [0, oo), we get 

r-tAraATb 

h(t A ra A Tj,, XtAToATfp, e t A T a A TJ 

f e"5st/(cs, e.) ds 
o 

rtAraATb 

+ / TTS ore(s)Xs e-Ss v'(Xs, e8) dWj + Mt
h
ATaAn. 

Jo 

By taking conditional expectation to both sides of the inequality above given 

X0 — x and e0 = i, we have 

EXii[ h(t A ra A Tft, XiAToAr6, et/vraAT},) ] 

[ rt/\Tat\Tb 

I e~Ss U(cs, es) ds 

+ EXti J TTS ae{s)Xse-Ssv'(Xs,e.) dWj\ + % [ M ^ A , ] 

[ rtATaArb "1 r ptAraATb 

J e-SsU+(cs,es)ds + EXAJ e-
SsU-(cs,es)ds 

(3.13) +EXti j [ irsa<s)Xse-6sv'(Xs,es)dW^ + Ex4[Mt
h

ATaArh\. 

Inequality (3.13) is well defined. In fact, the growth condition (3.3) and the 

fact that c is a consumption rate process imply that 

0<EX 

ptATaATb 

/ e-SsU+(cs, 
Jo 

es)ds = E. 

< 

ptATaATb 

/ e~SsU(cs, es)I{u{Cs)>0}ds 
.Jo 

KEXti I e-Ss(l + cs)I{u{Cs)>0}ds 
.Jo 

/ (l + ca)d 
.Jo 

< KEXti < +OO. 
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Moreover, due to the admissibility condition (3.4), 

HATaATb 

0 < E. i ~-S°TT-I 
.Jo 

e-dsU-(cs,es)ds < Er \jy e-dsU-(cs,es)ds < +00. 

Furthermore, due to the concavity of v(-, i), % E S, to the fact that v'(Xs, es) < 

max{y(a,i),i G S} for every s € [0, t A rQ A r&] and to the admissibility 

condition of the portfolio process ir, we obtain that for every t G [0,00), 

Ex I 
tf\Ta/\Tb 

nsa<s)Xse-dsv'(Xs,es)dWi 

In addition, since v(Xs,es) is bounded in the region s € [0, t A ra A rb] , 

the process {M{ATaATb, t > 0} is a square integrable martingale and hence 

EXti[MfATaAn] — EX:i[Ml] = 0. Hence, we rewrite inequality (3.13) as 

" rtf\Ta/\Tt, 

v(x,i) > EXji / e-SsU+(cs,es)ds Er 

rt/\Ta/\Tb 
/ e-6sU-(cs,es)ds 

Jo 

+ EXti [e-^tA^A^v(XtATaATb, etATaATb) ] 

Then, letting a J. 0 and b | +co, we get that rQ —* 0 and r& —> 00. Recall 

that i>(0+,z) = P and that v(-,i) is concave and increasing for every i £ S. 

Moreover, recall that U(-,i), i G 5 , satisfies the growth condition (3.3) and 

that the admissibility condition (3.4) holds for the control u = (TT,C). Then, 

letting t —> 00 and applying both the Dominated Convergence Theorem and 

37 



+ EXyi[Pe-^} 

the Monotone Convergence Theorem, we have that 

v(x,i) > EXyi \f e-5sU+(cs,es)ds - f e-
SsU-(cs,es)ds 

= EXAJ e-SaU(c8,€s)ds + Pe-se] 

= EX,AJ e'5sU(cs,es)ds + Q(e) . 

We note that the equality holds if u = u = (n, c) as in (3.12). • 

The verification theorems that we have presented in this section assume 

that the solution of the Hamilton-Jacobi-Bellman equation is smooth. That is 

good enough for our objective of finding explicit solutions for the consumption-

investment problems of this chapter. However, the solution of the Hamilton-

Jacobi-Bellman equation would not be smooth in the case of portfolio con­

straints, and it would be necessary to apply a non-smooth version of the above 

verification theorems (see, for instance, Yong and Zhou (1999) for the theory 

of non-smooth value functions for classical stochastic control problems without 

regime switching). 

Remark 3.1. We note that if U(0,i) is finite for every % G <S, the admissibility 

condition (3.4) is immediately satisfied by every consumption rate process. In 

fact, for a finite U(0,i), the increasing property of U(-,i) already implies that 

U~(-,i) is bounded by above and below. 

Remark 3.2. The verification theorems and corollary of this section can be 

easily generalized to the case in which the coefficients of the market (yU, r, and 

a) depend not only on the regime but also on time. However, the results pre­

sented in this section are exactly what we need to obtain the explicit solutions 

of the next section. 
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3.3 Construction of the solution and examples 

of explicit solutions 

In this section, we obtain explicit solutions for consumption-investment prob­

lems in financial markets with regime switching. We first find a candidate 

for optimal consumption-investment and then we prove rigorously that such 

candidate is indeed optimal. 

We want to find a function v(-,i), i E S, that satisfies the conditions of the 

verification theorems. We note that equation (3.5) is equivalent to 

sup {h(ir, x,i)}+ sup{g(c, x, i)} — Sv(x, i) 
7re(-oo,oo)JV c>0 

where 

h(Tr,x,i) := -ir^T^x2 v"(x, i) + (/^ — ril)itTxv'(x,i) 

and 

g(c,x,i) := {r^x — c)v'(x,i) + U(c,i). 

We conjecture that v(-,i), i G <S, is strictly concave, i.e., v"(x,i) < 0 for all 

x > 0, i € S. Then, for every x > 0 such that v"{x, i) < 0, we have 

(3.14) fiOM) := arg sup {h(n,x,i)} = - ^ M - ( ^ - n l ) ^ 
rreRN XV"(X, l) 

and 

(3.15) h(U,x,i) = -l^^i^-n^T^i-raf = " ^ g f 7, > 0, 
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where we are denoting 

H := ^(ja-ril)Er1(tii-ril)
T > 0, ieS. 

We will also denote 7 = (71 , . . . , 75) and r — ( n , . . . , r§). 

Furthermore, we conjecture that v(-,i), i G S, is strictly increasing, i.e., 

u'(x, i) > 0 for all a; > 0, 2 G 5. Then, 

(3.16) C(x,i) :— argsup{g(c, x,i) } — I(v'(x,i),i) 
c>0 

where /(•, i) = (£/'(-, i))_ 1 , i G <S, is the inverse function of [/'(-, i), z G «S. Note 

that for HARA utility functions, such inverse always exists on (0,00). Also, 

(3.17) g{6,x,i) = (riX - I(v'(x,i),i)) v\x,i) + U(I(v'(x,i),i),i). 

Then, replacing (3.15) and considering (3.16) in equation (3.5), we have 

H ^p^- - (nx - C)v'(x, i) - U(C, i) + (5 + A>(x, t) - Xi1^-
(J [Ju j IJ 0 

(3.18) = J2 «sU*,j) - ^ r 1 )• 
J€S\{i} \ ' 

Note that in the case when the utility function does not depend on the market 

regime, Corollary 3.1 and Theorem 3.2 tell us that we need equation (3.10), 

or equivalently (3.11), to be satisfied. Following a similar procedure as above 

and noticing that ^2j€Sqij = 0, we see that equations (3.10) and (3.11) are 

equivalent to 

( 3 1 9
/

) 

li „ , ' -x - {nx - C)v'(x, i) - U(6, i) + (5 + \i)v(x, i) = ^ qijv{x)j). 
U I Ju. L 1 

K ' ' J€S\{i} 
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In order to find an explicit function v(-,i), % € S, that satisfies either 

equation (3.18) or equation (3.19), we need to specify the utility function 

£/(•, i), i G S. We will consider four utility functions: the first three have been 

selected because of their importance in financial economics, and the last one 

to show how our method can be applied when a utility function depends on 

the regime. The first three cases assume that the utility function does not 

depend on the market regime: 

1. U(x,i) = \nx, x > 0, 

2. U(x, i) = K — xa, x > 0, where a < 0 and K > 0, 

3. U(x, i) = xa, x > 0, where 0 < a < 1, 

for every i E S. The fourth case considers two regimes of the economy, and 

that the utility function varies on them. Indeed, the utility function maintains 

the same power form in both regimes but changes its parameters according to 

them. Specifically, 

4. U(x, i) = fa x1'2, x>0, where & > 0, i = 1,2. 

It is possible to verify that these four functions satisfy all the requirements 

for being utility functions. For a fixed i, they are C3(0, oo), strictly increas­

ing and strictly concave in (0, oo), and also lim^oo U'(x, i) = 0 in the four 

cases. Indeed, for a fixed i, each U(-,i) belongs to the Hyperbolic Absolute 

Risk Aversion (HARA) class of utility functions. Moreover, these four utility 

functions satisfy a polynomial growth condition of the type U(x, i) < K(l+x) 

for suitable constants K > 0. In fact, K = 1 for the first and third utility 

functions and K — K -+- 1 for the second one. The last utility function uses 

K = max{(3i,j32}-

For each of the selected HARA utility functions, Problem 3.1 changes into 

the following particular problems: 
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Problem 3.2. Select an admissible policy u — (ft, C) 6 A that maximizes 

Ji(x,i;u) := EX)i / e-fitln(Ci) 
./o 

<ft + P e -50 

where P = —oo. 

Problem 3.3. Select an admissible policy u = (ft, c) G A that maximizes 

J2(z,i;u) := EXA f e-St(K-c(t)a)dt + Pe-se , 

where a < 0, K > 0 and P = —oo. 

Problem 3.4. Select an admissible policy u= (TC,C) e A that maximizes 

J3(x,i;u) := EXti\ f e~5tc{t)adt , 

where 0 < a < 1. 

Problem 3.5. Select an admissible policy u = (ft, c) G A that maximizes 

J4(a;,i;M) := EXti ^ e-5t(3<t)c{t)l'2dt 
Jo 

In order to have a well defined consumption-investment problem, we need 

to impose an additional condition over any power utility function U(-, i),i G S. 

If we consider U(x, i) = xa such that 0 < a < 1, i G S, as in Problem 4.3, the 

parameter a must also satisfy the inequalities 

(3.20) 
1 a 

5 > Tia + - (& - nl) E i x (fii - rilf 
2 l-a 

for every ? E 5 . We will see later that this condition guarantees the existence 

of a concave increasing value function for this specific utility function. For 
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Problem 4.4, the condition that we need is 

(3.21) 5 > | n + \ (m - ni) E"1 {JH - mf, i = 1,2. 

3.3.1 U(x,i) = lna: for every i € *S. 

In this case we have U'(x, i) — 1/x and therefore I(x, i) = 1/x. Hence, from 

equation (3.16), we have 

C(x,i) = -77—77 > 0 
v'(x,i) 

for x > 0. Replacing this value into equation (3.19), we get the following 

system of S nonlinear ordinary differential equations: 

7i „/ ' .v ~ nx v'(x, i) + 1 + Int/(a:, 2) + (5 + A,) v(g, i) = 22 Q*3V(X>J)> 
v ! jes\{i} 

i = 1,2,...,S. We find that the solution for this system is 

v(x,i) = - \ndx + Ai, i&S, 

where the vector A = (A\,..., As) satisfies the equation 

(3.22) A-{5l-QT) = ±tf + ?-51), 

and I represents the S x S identity matrix. 

Note that v'(x, i) = l/5x > 0 for all x > 0 and also v"(x, i) = -l/5x2 < 0 

for all x > 0, for every i £ S. That is, v(-,i), % € <S, is a strictly increasing 

and strictly concave function in (0, 00). Note also that v(0, i) = —00, for every 
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i £ S. Thus, from equations (3.14) and (3.16), 

U(x,i) = ( /Z i -n l )E , - l and C(x,i) = 5x. 

Hence, the candidate for optimal policy u is given by 

u{t) = m),m) = {{^w-r^l)^, 5X(t)Y 

for t £ [0, 0 ) . We note that 

ET / 7r(s)Se(s)7r(s)3 ds = 2Er 
.^0 

< 2jlTt < +oo 

for all t £ [0, oo). Moreover, replacing this policy u in (3.1) we get 

dXu{t) = (27e(t) + re(t) - 5) Xu(t) dt + (//e(t) - r £ ( t ) l ) ( ^ y ^ J " ( i ) dW/ . 

That is, 

(3.23) 

X(t) = x exp J {%{*) + re(t) ~ 5 ) d s + l (t*e(s) ~ ^(t)l)(^i))TdWf J 

We observe that X is similar to a geometric Brownian motion and, when x > 0, 

X(i) > 0 for every t G [0, oo). Hence, 6 = 6 X = +oo P-a.s. in this case. In 

addition, for every t £ [0, oo), 

h/T I c(s)ds < Sx / exp{(27lT + r l T ) s } d s < +oo. 
Jo J Jo 
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Furthermore, 

Ex J e~6t\ln(c(t))\dt < EXti J e~5t (\ln(6x)\ + J |re(s) - <S|ds) dt 

< -\]n(8x)\ + —max{\ri — 5\,i£S}< 4-oo. 

Thus, u(t) = (ir(t),c(t)) is an admissible policy. Now, we are going to prove 

rigorously that the function v(-,i), i G S, and the policy u are, respectively, 

the value function and optimal control for Problem 3.2. 

Proposition 3.1. The function v(-,i), i G S, given by 

j \n5x + Au x > 0 
v(x,i) = 

— 00, £ = 0 

where A = (yl i , . . . , As) satisfies the equation (3.22), is the value function of 

Problem 3.2. Furthermore, the policy u given by 

(3.24) u(t) = (4t(t)At)) = ({Mt)-r<t)l)^, SX(t)) 

is an optimal solution of Problem 3.2. 

Proof. In this case 17(0, i) = —00, i G S, and 0 = +00 P-a.s. as shown above. 

Then it is enough to show that the function v(-,i), i € S defined above satisfies 

the conditions of Theorem 3.2. It is easy to see that v(-, i) G C2(0,00), % G S. 

Moreover, we showed previously that v(-,i), i G S, is strictly increasing and 

strictly concave in (0, 00). By definition, limx->ov(x,i) — U(0,i)/5 = —00, 

i G S. We also note that by construction, the equality 

Li(n(a;,i),C(x,i))u(rE,i) + l7(C(a;,i),z) = \iv(x,i) - > ^ qijv(x,j) 
je5\{<} 
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holds for every x > 0 and every i € S, where U(x,i) = (/x» — Tjl)E i* and 

C(a;, i) = &r. Hence, 

Li(ut)v(Xt, et) + Ufa, et) = Ae(t) u(Xt, et) - J 3 &(*W v(^*> •?') 
J6 5\{e(t)} 

holds for every £ G [0, oo) and u> G O, where w is given by (3.24) for t £ 

[0, oo). We have shown above that this policy u is admissible. Therefore, 

from Theorem 3.2, u is an optimal solution to Problem 3.2 and v(-,i), i € <S, 

is the corresponding value function. • 

Corollary 3.2. In the special case when S = 2, we have 

| ln&r + Aj, x > 0 
i>(rr, i) = ^ i = 1,2, 

0, z = 0 

and 

, _ (7« + ri ~ 5)(h-i + 5) + (73-i + ra-j - 5)Aj . _ 
* ~ 5 ^ + A1 + A2) ' ' _ i , / -

Proof. When we only have two states i = 1,2, the generator matrix satisfies 

(712 = Ai and q^\ = A2. Hence, det(<51 - QT) = 5(5 + Ai + A2) 7̂  0 and equation 

(3.22) gives 

-1 

1 I 5 + Xi -A2 

-4 = 7 (71 + n - 5,72 + r2 - 5) 
6 \ -Xx 5 + X2 

A few more simple calculations lead to the expression shown above. • 

46 



3.3.2 U(x, i) = K - xa for every % e 5, where a < 0 and 

« > 0 . 

For the second HARA utility function, we have U'(x,i) = - a r ' 1 " " ' and 

therefore I(x,i) — (—a/x)1^1 -^, x > 0. Hence, from equation (3.16), we 

obtain 

C(x,i) = (-a)1/<1-°V(a;,i)-1/(1-a> > 0 

whenever v'(x,i) > 0. Replacing this value into equation (3.19), we get the 

following system of nonlinear ordinary differential equations: 

HV-^% - riXv'(x,i) + ( ( - a ) 1 * 1 - ) + (-a)"/*1-")) i/fai)-""1-* 
U yds i, £ J 

+ (<5 + A*) v(z, i) - r e = ] P qijv(x,j), 
jes\{i} 

i = l,2,...,S. We find that the solution of the system is given by 

v(x,i) = -A]-axa + | , ieS, 

where the coefficients Ai, i E S, satisfy the following system of nonlinear 

equations 

(3.25)(<5 + A i - r i « - 7 i T ^ ) 4 1 - Q - ( l - « ) i r = E &%' 
V ' jes\{i\ 

i = 1, 2 . . . , S. Let us denote, for each i G <S, 

rji := 5 + \ i - rta - % 
1-a 

We note that for a < 0, condition (3.20) is always satisfied because 8 > 0. 

Then, 77j > A; for every i G S. 
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Lemma 3.1. The system (3.25) has a unique real solution Ai, i G S, such 

that Ai > (1 — a)/maxfc6<s{?7fc — A^} > 0, i G S. 

Proof. The proof of this lemma is presented in Appendix B. • 
We will only consider the unique positive solution described in Lemma 3.1. 

Thus, the function v(-,i), i G S, is strictly increasing and strictly concave in 

(0, oo). In fact, for each i G S, v'(x, i) = —aA]~a/x1~a > 0 for all x > 0, and 

v"(x, i) = a ( l - a)Al~a/x2-a < 0 for all x > 0, since a > 0. 

Furthermore, from equations (3.14) and (3.16), 

U(x,i) = - (//j —r i l )S~ 1 and C(x,i) = —or. 
J- ot Aj 

Thus, a candidate for optimal policy u is given by 

u(t) = (*(*),£(*)) Y^^m - 7^)1)^1)' j^*(*) )' 
_i_ 

for t e [0,0). We note that 

jE/r / 7r(s)SeW7r(. s)rds 
( 1 - a ) 

2 *-'a:,i / 7e(s)ds 
7 l T 

< 2 t < +oo 
(1 — a)2 

for all £ € [0, oo). Moreover, replacing the policy u in (3.1) we get that the 

wealth process generated by u is given, for t G [0,Theta), by 

X(t) = x exp{ I ( T; —M*) + re(s) - - — 1 ds 

o K1-^2 A *(«). 

+ jf rb(/Ms)" ^(^K^fdw^ 

We observe that 6 = +oo P-a.s., because X(t) > 0 for all t G [0, oo). Then, 
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for all t £ [0,oo), 

E • I c(s)ds < xA I exp<j(2:p \-flT\s\ds < +00, 

s X-i where A := £ , = 1 \ • Moreover, 

E, X,l f e-5t\K-ca(t)\dt < ^+KrexpH-6 + 2 ^ - + aflAt\dt 

< +00 , 

where K := z a £f=i A 7 7 ( 2 2 g £ + aflT), because 7 l T > 0, flT > 0 and 

a < 0. Hence, the policy w is admissible. Now we are going to prove rigorously 

that the function v and the control u are the value function and optimal policy 

for Problem 3.3. 

Proposition 3.2. Let A^ i £ S, be the unique positive solution of the system 

of equations (3.25) described by Lemma 3.1. Then, the function v(-,«), i £ <S, 

defined by 

_ i f i -« r « + «j x > o 

z = 0 
t;(o:,z) = < 

—00, 

is the value function V(-,i), i £ <S, of Problem 3.3. Moreover, the policy u 

defined by 

(3.26) u(t) = (n(t),c(t)) (jieu) - r<t)i)i:A, -A— x(t) 
l-a A e(t) 

for t £ [0,00), is an optimal solution of Problem 3.3. 

Proof. By definition v(-,i) £ C2(0,oo), % £ <S, and limx_+o^0M) — ^(0,«) = 

—00, i £ S. Moreover, v(-,i), i £<S, is strictly increasing and strictly concave 

in (0, 00) because Ai > 0 for every i £ S, as shown above. Also by construction, 
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the equality 

Li(Il(x,i),C(x,i))v(x,i) + U(C(x,i),i) = Xiv(x,i) - } j qijv{x,j) 
jes\{i} 

holds for every x > 0 and every i E <S, where IT(:r, i) = (1 — a) - 1(//j — rj l )S~1 

and C(x, i) = A~xx. Hence, 

Li(ut)v(Xt, et) + U(ct, et) = Xe(t) v(Xt, et) - ^ q<t)j v(Xu j) 
J6 5\{e(t)} 

holds for every £ € [0, oo) and u; E J7, where u is given by (3.26) for t E [0, oo). 

It has been proved above that this policy is in fact admissible and 0 = +oo 

a.s. Therefore, from Theorem 3.2, u defined by (3.26) is an optimal solution 

to Problem 3.3 and v(-,i), i € <S, is the corresponding value function. • 

Corollary 3.3. In the special case when 5 = 2, the value function is defined 

by V(x, i) = v(x, i) = —A]~axa + | for x > 0 and i = 1,2, where 

(3-27) A ~ { A2 A.l-oJ^2 A2
 A> 

\ Ai \\Y — a.) X\ 

Proof. It follows straightforward from the system (3.25), where 912 = Ai and 

<?2i = A2. • 

3.3.3 U(x,i) = xa for every i G 5, where 0 < a < 1. 

For t h e th i rd H A R A uti l i ty function, we have U'(x, i) = a x~^-~a> a n d I(x, i) 

(a/x)1^1^ for x > 0. Hence, from equation (3.16), we obtain 

C(x,i) = a1/<1-aV(x,i)-1/(1-a ) > 0 
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whenever v'(x,i) > 0. Replacing this value into equation (3.19), we get the 

following system of nonlinear ordinary differential equations: 

7 . V-^tr - nxv'(x, i) - (oM1-") - aV(i-«)) v>(Xj j)-«/(i-«) 
U \Jbttj 

+ (6 + \i)v(x,i) = ^2 Qijv(x>J)i 
J£S\{i} 

% = 1, 2 , . . . , S. We find that the solution for this system is 

v(x,i) = A]-axa, i£S, 

where the coefficients Ai, i ES, satisfy the system of nonlinear equations 

(3.28) (s + X, - na - Hj^-) A}~a - (I - a) A~a = £ % A}"", 
V J Jes\{i} 

i = 1,2... , 5, which is similar to the system of equations (3.25) (however, 

0 < a < 1 in this case). Recall that condition (3.20) must be satisfied in this 

case. We define rji as in subsection 3.3.2. 

Lemma 3.2. The system (3.28) has a unique nonzero real solution Ai, i e S, 

such that Ai > (1 — a)/r)i, i G S. 

Proof. The proof of this lemma is presented in Appendix B. • 

We will only use the unique positive solution Ai, i € <S, described in Lemma 

3.2. Hence, v'(x,i) = A^a/x1'01 > 0 for all x > 0, and also v"{x,i) = 

-A]-aa{l - a)/x2~a < 0 for all x > 0. That is, v(-,i), i € S, is strictly 

increasing and strictly concave in (0, oo). 

Hence, from equations (3.14) and (3.16), 

~ 1 _ - 1 
U(x,i) = r (fii — Til) Sj and C(x,i) = —x. 

(1 - «) Ai 
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Then, a candidate for an optimal policy u is given by 

u(t) = m)At)) = ((i^foM-*-*)1)2^. J -xw j , 

for t € [0, 0 ) . We note that this policy is similar to (3.26). Following a similar 

procedure, we can show that the policy u above is admissible for Problem 3.4. 

Thus, fori e [0,0), 

rt ' l-2a 1 

Since X(£) > 0 for all t 6 [0, oo), 0 = +oo P-a.s. in this case too. 

Now we prove rigorously that the function v and the policy u are the value 

function and optimal policy for Problem 3.4. 

Proposition 3.3. Let A^ i £ S, be the unique positive solution of the system 

of equations (3.28) described by Lemma 3.2. Then the function v(-,i), % G <S, 

defined by 

v(x, i) = A]-a xa, x>0, 

is the value function V{-,%), i € <S, of Problem 3.4. Moreover, the policy u 

defined by 

(3.29) u(t) = (Ht),c(t)) = ( 7-L-(^(t)-re(t)l)Z;(]), J-X(t) ) , 
Mt) ( l _ a ) V P e W ' « W ^ ^ W Xe 

for iG [0, oo), is an optimal solution of Problem 3.4. 

Proof. The proof of this Proposition is similar to the proof of Proposition 

3.2, but considering v(0,i) = U(0,i)/S = 0. It is based on the fact that the 

coefficients A{ are positive and, therefore, the conditions of Corollary 3.1 are 
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satisfied. Hence, u is an optimal solution to Problem 3.4 and V(-,i) = v(-,i), 

% 6 S, in [0,oo). • 

Corollary 3.4. In the special case when S = 2, the value function is defined 

by V(x, i) — v(x, i) — A\~axa, for x > 0 and i = 1, 2, where 

f i _ a _ ^ + A2 - r 2 a 72 a \ ~ 1 - Q 1 - a %_a 

A2 A2 1 — a ) A2 
(3.30) A\-° = r^"2" - ^ T ^ M ^ - V 1 ^ : ^ 

\ Ai Ai 1 — a J Ai 

Proof. It follows straightforward from the system (3.28), where 912 = Ai and 

q2i = A2. D 

3.3.4 U(x, i) = fa X1'2 where # > 0 for i = 1,2. 

In this subsection we show how our method can be applied to solve consumption-

investment problems in which the utility function depends on the regime. To 

simplify the notation, we assume that there are only two regimes. 

In this case we have U'(x,i) = 1/2 /% x~1/2 and I(x,i) = l/4(32x~2 for 

x > 0. Hence, from equation (3.16), we obtain 

C(x,i) = ^v'{x,i)-2>0 

whenever v'(x,i) > 0. Replacing this value into equation (3.18), we get the 

following system of nonlinear ordinary differential equations: 

li^P^r-r1xv'(x,l)-^v'(x,l)-1 + (S + \i)v(x,l) = AlV(x,2) 
v 'Or, 1) 

^^^-r2Xv'(x,2)-^v'(x,2)-1 + (S + X2)v(x,2) = X2v(x,l). 
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We find that the solution for the system above is 

v(x,i) = (Aix)1/2, i = l,2 i " > 

where the coefficients Ai, i — 1,2, satisfy the following system of nonlinear 

equations 

(3.31) (AM11* = £ (« + A, - | - 7:) A - §-

Let us denote, for each i = 1,2, 

Vi •= yiS + Xi-^-ji). 

Lemma 3.3. The system (3.31) has a unique real solution Ai; % — 1,2, such 

thatAi > ffi/(2\r)i) > 0, i = 1,2. 

Proof. The proof of this lemma is presented in Appendix B. D 

Lemma 3.3 implies that v(-,i), i = 1,2, is strictly increasing and strictly 

concave in (0, oo). 

From equations (3.14) and (3.16), 

•~ ~ B2 

fl(x,i) = 2(iii-ril)T,~l and C(x,i) = %-x. 
Ai 

Thus, the candidate for an optimal policy u is given, for t £ [0,0), by 

u(t) = (n(t),c(t)) = ( 2 G u e ( t ) - 7 ^ ) 1 ) 2 ^ , | ^ X ( t ) ) • 
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We observe that for alH € [0, oo), 

/ 7r(s)Ee(s)7r(s)Tds = 8EXti\ / %{s) ds E. < 8 7 l T i < +00. 

Moreover, replacing the policy u in (3.1) we get 

M*) 1 \T Vui dXu(t) = U ^ w + r * ) - ^ \ Xu(t)dt+2((,e(t)-r€it)l)(a;(l]y Xu(t)dW{ 
Ht) 

Hence, the wealth process generated by u is given, for t G [0, 0 ] , by 

X(t)=xexp{ £ [r<.)-J^ ds + 2 f\^s)-r<a)l){a;{
l
s))

TdWj 
Jo 

We note that G = +00 a.s. because X(t) > 0 for all t G [0,00) (recall that 

x>0). Then, 

Ex f 
Jo 

c(s) ds < X (& + B-) [teW{(4ylT + flT)s}ds < +00, 
\Ai A2J Jo 

for all t G [0,00). Thus, the policy u is admissible. 

Proposition 3.4. Let Ai and A2 be the unique positive solution of the system 

of equations (3.31). Then, the function v(-,i), i = 1,2, defined by 

v(x,i) = (Aix)1/2, x>0, 

is the value function V(-,i), i = 1,2, for Problem 3.5. Moreover, the policy u 

defined by 

2 ( / 4 ( i ) - 7 ^ ) 1 ) 2 ^ , J$-X{t) 

is an optimal solution of Problem 3.5. 
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Proof. By definition v(-,i) G C2(0,oo), i G «S, and v(0,i) = 0, i G S. More­

over, t;(-, i), i G «S, is strictly increasing and strictly concave in (0, oo) as shown 

above. Also by construction, the equality 

Li(H.(x,i),C(x,i))v(x,i) 4- U(C(x}i),i) 

_ ^ („ ( X l 0 _^0)_^(„ ( l , 3 - 0 -5Mzi ) ) 

holds for every i E S, where U(x,i) = 2(//j — rjl)!)^1 and C(x,i) = (flf/A^x. 

Hence, 

Lj(wt)w(Xt,et) + [/(c(,et) 

= Ae(i) I w(Xi,et) — J - Ae(t) l v ( x , 3 - e t ) I 

holds for every t G [0, oo) and u £ fl, where u is given by (3.32). It was 

proved above that this policy is admissible. Therefore, from Theorem 3.1, u 

is an optimal solution to Problem 3.5 and 

I ^ 1 r, 
V[X,l) + -EXti 

i = 1,2, is the corresponding value function for x > 0. However, in this case 

dU(0, ea) = 0 for every s > 0. Then, V(; i) = v(-, i), i = 1,2, in [0, oo). • 

Proposition 3.4 shows the first explicit solution in the literature on classical 

stochastic control with regime switching in which the utility or cost function 

depends on the regime. 

I 
0 

e-5adU{0,es) 
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3.4 Economic Analysis. 

We have considered in this chapter that the behavior of the financial market 

can be modeled by a finite number S > 2 of regimes, each with its specific 

parameters. To simplify the economic interpretation and analysis, in this 

section we will consider only two regimes of the market. We will consider 

regime 1 to represent a market with good economic conditions. For instance, 

it might be a market with low inflation, a market in economic boom, or a 

market in which security prices are rising or are expected to rise. On the other 

hand, regime 2 will represent a market with bad economic conditions. It might 

be a market with high inflation, a market in economic recession, or a market 

in which security prices are falling or are expected to fall. We will call these 

two regimes of the market "bull market" and "bear market", respectively. 

We consider only one risky stock with expected rate of return m and volatil­

ity o"j, in the regime i — 1,2. Following the analysis done by Fama and French 

(1989) and French, Schwert and Stambaugh (1987), we assume that r̂  < /^, 

for every i = 1,2. For comparative purposes, and because of their importance 

in financial economics, we will consider only the first three utility functions 

described in the last section. One of our objectives is to analyze how the 

regime switching together with the level of risk aversion affect the decisions of 

the investor. 

According to our previous analysis, the optimal investment portfolio for 

each of the first three cases considered can be expressed as 

(3.33) U(x,i) = K^-H, 

where K is a known positive constant that depends on the investor's utility 

function. 

Equation (3.33) shows that the optimal portfolio is constant in every regime 
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of the market, that is, it does not vary in time and does not depend on the 

investor's wealth. The optimal portfolio will only change if the market changes 

its regime. This result is consistent with the results of Karatzas, Lehoczky, 

Sethi and Shreve (1986), and Merton (1969), that show that under constant 

market coefficients and just one regime of the market, the optimal portfolio is 

constant (it does not depend on time or investor's wealth). 

Nevertheless, in our model the optimal portfolio does depend on the regime 

of the market: it is directly proportional to the expected excess return on the 

stock in such regime (/^ — rj), and inversely proportional to the variance of the 

stock return in such regime (of). Fama and French (1989) show using empir­

ical data that positive expected excess returns are lower during a bull market 

and higher during a bear market. We observe as well that the optimal portfolio 

depends also on the stock volatility. Schwert (1989) shows empirical evidence 

that stock volatility is higher during a bear market and that, in general, stock 

market volatility is related to the regime of the economy. Moreover,in their 

seminal paper, French, Schwert and Stambaugh (1987) find evidence of a posi­

tive relationship between the excess return on common stocks and the volatility 

of stock returns. However, this positive relationship between expected excess 

return and volatility is different according to the current regime of the mar­

ket. Even though both the expected excess return and the risk on the stock 

are higher during a bear market than during a bull market, the effect of the 

volatility in the given ratio is much stronger and offsets the effect of the high 

expected excess return. Therein, the ratio 'expected excess return/return vari­

ance' is greater when the market conditions are strong. French, Schwert and 

Stambaugh (1987) confirm this property when regressing the stock expected 

excess return to the variance of the stock return. They propose an ARIMA 
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model that can be expressed as 

Expected excess return a 
return variance return variance 

Moreover, they show evidence that the estimates of the model parameters a 

and b are reliably positive. Such evidence implies that the ratio 'expected 

excess return/return variance' is inversely proportional to the variance of the 

stock return. 

Therefore, if we regard the optimal portfolio (3.33) only as a proportion of 

the ratio 'expected excess return/return variance', we realize that Tl(x, 2) < 

II(a;, 1). This means that the investor prefers to invest a smaller fraction of 

wealth in the risky asset when the market presents weak conditions. If market 

conditions are strong, the investor will assign a greater fraction of his wealth 

to invest in the stock. This is due to the dominant effect of the stock volatility 

in the bear market. 

From equation (3.26), we see that when the investor has low risk tolerance 

(a < 0), the fraction of wealth invested in the stock is even smaller in each 

regime but the relation Tl(x, 2) < tl(x, 1) remains the same. In other words, 

every investor (independent of the level of risk aversion) should allocate a 

higher proportion of his wealth in a risky asset during a bull market than 

during a bear market. 

The optimal consumption process in the three cases depends on the wealth 

process. We will consider the consumption to wealth process ratio for an 

appropriate analysis of the investor's consumption according to the market 

regime. The consumption to wealth process ratio, or "relative consumption", 
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is given by 

m = 5, for the logarithmic utility function; 

, for the power utility function with a < 0; and 

, for the power utility function with 0 < a < 1. 

X(t) 

m = i 
*(*) Mt) 
m _ i 

The constants Aj and Aj, i = 1,2, are the ones derived from the system of 

equations (3.27) and (3.30), respectively. Since they are all positive constants, 

the consumption rate process is directly proportional to the wealth process 

at every time t G [0, oo). Therefore, the investor increases his consumption 

whenever his wealth increases, regardless of the market regime. This agrees 

with previous studies on the wealth effect on consumption. See for instance 

Modigliani (1971) and Poterba (2000) for a discussion of the positive effect of 

wealth on consumer spending. 

Since the constants Ai and Ai, i = 1,2, depend on the level of risk-aversion 

of the investor, we are going to analyze separately the optimal consumption 

to wealth process ratio for each of the utility functions. 

When the investor has a moderate risk tolerance and uses a logarithmic 

utility function as in the first case, the optimal consumption to wealth is given 

by C(x, i)/x = 5. Hence, the consumption to wealth ratio is constant (it does 

not depend on the regime of the market). Therefore, C(x,2)/x = C(x, l)/x 

and a moderate risk-averse investor will consume the same proportion of his 

wealth in a bear market as in a bull market. 

When the investor has a low risk tolerance and uses a power utility function 

with a < 0 as in the second case, the optimal consumption to wealth ratio 

is given by C(x,i)/x — I/A4. The positive constants Ai and A% are given 

by the system of equations (3.27). We solve numerically that system for the 
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market coefficients6 Hi = 0.15, \ii = 0.25, u\ = 0.25, a2 = 0.6, n = 0.05 

and r2 = 0.01, the discount rate 8 = 0.07, and the exponents a — — 1, —2, 

— 10 and —15. We consider a fixed Ai = 6.04 and different values for A2. The 

results are shown in Table 3.1. We note that 771 — Ai > % — A2 is satisfied 

for every value of A2. Then, we can see that the relation A2 > A\ is also 

satisfied in every case, as expected from the first paragraph of the proof of 

Lemma 3.1. Hence, C(x,l)/x > C(x,2)/x. Therefore, a very risk-averse 

investor will consume proportionally more in a bull market when the economic 

conditions are strong, and consume proportionally less in a bear market in case 

the recession lasts more than expected. However, this greater consumption to 

wealth rate in the bull market is still lower than the consumption to wealth 

rate of a less risk-averse investor under the same conditions. We observe that 

behavior also from Table 3.1: for a fixed A2, the optimal consumption to 

wealth ratios C(x, l)/x and C(x, 2)/x decrease as a becomes more negative, 

that is, as the investor becomes more risk-averse. Therefore, we can say that 

a very risk-averse investor does not consume much during a bull market and 

consumes even less during a bear market. In addition, despite the decrease in 

consumption, the optimal consumption to wealth ratio becomes more sensitive 

to changes of regime as the risk aversion increases. That is, the absolute 

value of the difference between C(x, l)/x and C(x, 2)/x becomes greater in 

percentage as a becomes more negative. 

We can also notice from Table 3.1 that, for a fixed a, the optimal consump­

tion to wealth ratios increase as A2 increases, that is, as the rate at which there 

is a transition into a bull market increases. Hence, a high risk-averse investor 

will increase his current consumption rate when the rate of transition into 

good economic conditions increases. The opposite behavior is found when the 

6For arbitrary market coefficients, it is necessary to verify that the market conditions 
0 < /ii — r± < (i2 — J"2, 0 < a\ < CT2 and (/x2 — Tz)lo\ < (/ij - r\)ja\ are satisfied. These 
conditions are discussed in the beginning of this section. 
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rate of transition into a bear market rises, that is when Ai increases. A high 

risk-averse investor, hence, will reduce his current consumption as the market's 

rate of transition into bad economic conditions increases. 

We can also observe from Table 3.1 that, in every market regime, the 

optimal consumption to wealth ratio is small for an investor with high risk-

aversion (a < 0). Indeed, the ratio is always lower than 0.10. Hence, a change 

of wealth does not have a strong effect on the investor's consumption rate. 

When the investor has a high risk tolerance and uses a power utility func­

tion with 0 < a < 1 as in the third case, the optimal consumption to wealth 

ratio is given by C(x, i)/x — 1/A- The difference with the second case is that 

now A\ > A2, as shown in Table 3.2. In fact, Table 3.2 exhibits the results of 

solving numerically the system of equations (3.30) for JJLI = 0.15, [i2 = 0.25, 

o-i = 0.25, a2 = 0.6, rx = 0.05, r2 = 0.01 and a = 0.1, 0.3, 0.5 and 0.7. We 

consider a fixed Ai = 6.04 and different values for A2. The discount rate 5 = 0.8 

was selected in such a way that the condition (3.20) is satisfied for all the given 

a's and A2's. From these results we can observe that C(x,2)/x > C(x, l)/x 

when the investor has a high risk tolerance. Therefore, when an investor has 

high risk tolerance, his optimal consumption to wealth ratio is greater under 

weak market conditions than under strong conditions. We can also observe 

that the absolute value of the difference between the optimal consumption to 

wealth ratios increases in percentage as a increases. Hence, the lower the level 

of risk aversion of the investor, the more sensitive is his optimal consumption 

to wealth ratio to changes in the market regime. 

Table 3.2 also shows that, for a fixed a € (0,1), the optimal consumption 

to wealth ratios increase as Ai increases and decrease as A2 increases. Hence, 

a low risk-averse investor increases his relative consumption when the rate of 

transition into a bear market increases. On the other hand, if the rate of 

transition into a bull market increases, then the investor decreases his relative 
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consumption. 

Table 3.2 also tells us that, in every market regime, the optimal consump­

tion to wealth ratios are in general big for investors with low risk aversion. 

These ratios are even greater than 1 for some values of a € (0,1). Hence, a 

change of wealth has a strong impact on the investor's optimal consumption 

rate when he has high risk tolerance. 
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Ao Ai A2 C(x,l)/x C(x,2)/x 

For a 

For a 

For a = 

For a = 

= -1 

1.9 
6.4 
10.4 
23.4 
100.4 

= - 2 

1.9 
6.4 
10.4 
23.4 
100.4 

= -10 
1.9 
6.4 
10.4 

23.4 

100.4 

= -15 
1.9 
6.4 

15.41018 
14.21908 
13.76023 
13.17473 
12.67981 

18.43385 

16.25535 

15.46656 
14.49812 

13.71155 

32.73348 
24.66638 
22.27145 

19.64588 

17.74307 

37.01913 
26.78448 

15.44898 
14.24183 
13.77692 
13.18366 
12.68219 

18.49528 

16.29007 

15.49159 
14.51124 

13.71499 

32.88119 
24.73838 

22.32079 
19.67021 

17.74914 

37.19033 
26.86512 

0.06489 
0.07033 
0.07267 
0.07590 
0.07887 

0.05425 

0.06152 

0.06466 
0.06897 
0.07293 

0.03055 
0.04054 

0.04490 

0.05090 

0.05636 

0.02701 
0.03734 

0.06473 
0.07022 
0.07259 
0.07585 
0.07885 

0.05407 

0.06139 

0.06455 
0.06891 
0.07291 

0.03041 
0.04042 

0.04480 
0.05084 

0.05634 

0.02689 
0.03722 

Table 3.1: Optimal consumption to wealth ratio for an investor with high 
risk-aversion (a < 0). 
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A2 Ax A2 C(x,l)/x C{x,2)/x 

For a 

For a 

For a 

For a 

= 0.1 

1.9 
6.4 
10.4 
23.4 
100.4 

= 0.3 

1.9 
6.4 
10.4 

23.4 
100.4 

= 0.5 
1.9 
6.4 
10.4 

23.4 

100.4 

= 0.7 
1.9 
6.4 
10.4 
23.4 
100.4 

1.14090 
1.14224 
1.14285 
1.14372 
1.14455 

0.92258 

0.92584 
0.92734 

0.92951 
0.93161 

0.70631 

0.71051 

0.71249 

0.71539 

0.71827 

0.50391 
0.50843 
0.51063 
0.51395 
0.51734 

1.14032 
1.14186 
1.14255 
1.14355 
1.14450 

0.92083 

0.92466 

0.92643 
0.92951 
0.93146 

0.70330 

0.70846 

0.71089 

0.71447 

0.71800 

0.49920 
0.50515 
0.50804 
0.51242 

0.51689 

0.87650 
0.87547 
0.87501 
0.87434 
0.87371 

1.08392 

1.08010 
1.07836 
1.07584 
1.07341 

1.41580 

1.40743 

1.40353 

1.39783 

1.39224 

1.98448 
1.96685 
1.95838 
1.94573 
1.93298 

0.87694 
0.87576 
0.87523 
0.87447 
0.87374 

1.08598 

1.08147 
1.07941 

1.07584 
1.07358 

1.42187 

1.41150 

1.40668 
1.39964 

1.39276 

2.00322 
1.97963 
1.96834 
1.95152 
1.93464 

Table 3.2: Optimal consumption to wealth ratio for an investor with low risk-
aversion (0 < a < 1). 
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Chapter 4 

Bounded dividend policy in the 

presence of business cycles 

The selection of an optimal dividend policy is one of the most important 

decisions of a firm. For instance, according to Poterba (2004), the corporate 

sector of the U.S.A. paid out more than $350 billion on payouts in 2002 alone. 

Miller and Modigliani (1961) initiated the research on dividend policy, and 

since then there has been an extensive literature dedicated to this topic. The 

dividend policy has indeed become one of the most important areas of research 

in corporate finance. 

During recent years, there has been a growing literature on papers that 

apply advanced methods of stochastic control to model and study the op­

timal dividend policy problem. This literature was initiated by Asmussen 

and Taksar (1997), Jeanblanc-Picque and Shiryaev (1995), and Radner and 

Shepp (1996). Other important papers that develop stochastic control models 

to study optimal dividend policies include Asmussen, Hojgaard and Taksar 

(2000), Cadenillas, Choulli, Taksar and Zhang (2006), Cadenillas, Sarkar and 

7The results shown in this chapter are presented in sections 3 and 5 in: Sotomayor, L.R. 
and A. Cadenillas, Optimal dividend policy in the presence of business cycles, submitted for 
publication (2008). 
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Zapatero (2007), Choulli, Taksar and Zhou (2001), Choulli, Taksar and Zhou 

(2003), Decamps and Villeneuve (2007), Gerber and Shiu (2004), H0jgaard 

and Taksar (1999), H0jgaard and Taksar (2001), Ly Vath, Pham and Vil­

leneuve (2006), Taksar (2000), and Taksar and Zhou (1998). All these papers 

assume that there is only one source of uncertainty, which is modeled by a 

standard Brownian motion. However, there is evidence that a company's cash 

reservoir is also affected by long-term economic conditions. For instance, Ho 

and Wu (2001) explain that the income of a company depends on the condi­

tions of the markets, which generate the business cycles. In fact, they claim 

that "firms'earnings are usually correlated to overall market movements and 

are often influenced by business cycles." 

Further evidence that macroeconomic conditions affect the cash reservoir 

of a company is given by Hackbart, Miao and Morellec (2006), who observe 

that macroeconomic conditions affect for instance the credit risk and dynamic 

capital structure choice of a company. Moreover, Perez-Quiros and Timmer-

mann (2000) explain how credit risk is reflected in the company's cash flows. 

Hu and Schiantarelli (1998) show empirical evidence of a relationship between 

macroeconomic conditions and the financing constraints of a company. Indeed, 

they agree that economic conditions determine two investment regimes in the 

company: high-premium and low-premium. Monetary policy (and financing 

constraints therein) affects the cash reservoir of the company since external 

cash flow (or its cost) depends on this policy. Furthermore, DrifE.ll, Raybaudi 

and Sola (2003) show that a company's profit function changes during eco­

nomic growth and economic recession (varying the cash reservoir according 

to the regime of the economy). Drifnll and Sola (2001) also show empirically 

that the cash earnings generated by investment projects (in a company) follow 

regime switching and that it is inappropriate to neglect this modeling for flow 

of investment dividends. 
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Empirical evidence not only supports that macroeconomic conditions af­

fect the cash reservoir (and the earnings) of a company, but also that they 

influence the dividend policies. Indeed, Gertler and Hubbard (1993) predict 

that "macroeconomic conditions should influence payments to equity holders, 

even independently of the firm's earnings performance" (p.269), and show em­

pirically that dividend policies behave according to macroeconomic conditions. 

Such behavior cannot be explained by conventional dividend models that do 

not consider the macroeconomic effect. 

In this chapter, we consider a dividend payment model with regime switch­

ing where the cash reservoir depends on the regime of the economy. We con­

sider, for sake of simplicity, that the economy only shifts between two different 

regimes: economic growth and economic recession. That is, for this problem, 

S = {1,2}. The objective of the company's management is to select the divi­

dend policy that maximizes the total expected discounted cumulative amount 

of dividends to be paid out to the shareholders. In this chapter, we consider 

the case when the dividend rates are bounded. In Chapter 6, we will consider 

the case when the dividend rates are unbounded; and in Chapter 8, we will 

consider the case when there exists a fixed cost associated to the dividend 

payments. 

We show that the optimal dividend payment policy is different from the 

case in which there is only one regime. When paying dividends in the regime 

switching case, the company has to be aware not only of its cash reservoir 

level, but also of the regime of the economy at the time. This dependence on 

the economic conditions is not considered in one-regime models. 
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4.1 The dividend model with regime switch­

ing 

Let the adapted process X = {Xt, t > 0} represent the cash reservoir of the 

company. We assume that X satisfies the stochastic differential equation: 

dXt = pLe(t) dt + ae(t) dWt - dZt 

with initial level of the cash reservoir X0 = x > 0 and initial state e(0) = i. 

The drift coefficients (/zi and ^2) and the volatility parameters (a± and a2) 

are positive constants. The adapted process Z = {Zt,t > 0} represents the 

cumulative amount of dividends paid-out by the company up to time t. In 

general, Z is considered to be a nonnegative and nondecreasing stochastic 

process with sample paths which are left-continuous with right limits. In 

this chapter we consider the model with bounded dividend rates, hence, the 

dividend process Z = {Zt,t > 0} is a path-continuous process that satisfies 

the equation 

dZt = u(t)dt, 

where u : [0, oo) x fi —• [0, oo) is an F-adapted process that represents the 

rate at which the dividends are paid. Let us denote by K > 0 the bound for 

the dividend rate. In addition, let us denote by 5 > 0 the discount rate for 

these dividend payments. 

We note that the company will not be able to pay dividends unless the 

cash reservoir is positive. Thus, we need to consider the stopping time of 

bankruptcy 

6 := inf{* > 0 : Xt < 0} 

and impose Xt = 0 for every t G [6 , oo). 
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Definition 4.1. An admissible stochastic control is an F-adapted control 

process u : [0, oo) x £2 —> [0, oo) that satisfies u(t,u>) G [0, K] for every 

(t,u>) G [0, oo) x 0, and u(t,u) = 0 for every (t,u>) G [8 , oo) xf l . The set of 

all admissible controls is denoted by A. 

We note that for an admissible dividend rate process u, the cash reservoir 

is given, for every t G [0,8), by 

(4.1) X? - x + [ (fjie{a) - u(s)) ds+ I at{s)dWs. 
Jo Jo 

. The management of the company wants to solve the following problem: 

Problem 4.1. For each i = 1,2, select an admissible dividend rate u that 

maximizes 
r f6 

J(x,i;u) := EXti / e 5tu 
I Jo 

L{€) dt 

We note that the value function for Problem 4.1 satisfies V(0,i) = 0 for 

both i = 1,2, because if the initial level of the cash reservoir is x = 0, then 

the company is already bankrupt and, hence, 

V(0,i) = sup EXti f 
Jo 

e-dau(s)ds = 0. 

Furthermore, if u denotes the optimal control for Problem 4.1, then the admis­

sibility of u implies that u(t,uj) G [0, if] for every (t,v) G [0, oo) x Q. Thus, 

for each i — 1,2, 

V{x, i) = EXti \f e-Ssit{s) ds < EXii \f i~5sKds -f^[l--5 e]<T-

Hence, the value function V(-,i), i — 1,2, is a bounded function. 
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4.2 Verification theorem 

Let ip : (0, oo) x {1,2}—•R be a function and define the operators Li(u), for 

each i — 1, 2, in the following way 

Li(u)il> := -a?ii/' + (tii-u)1/-6il>. 

Theorem 4 .1 . Let v(-,i) € C2([0,oo)\Ni), i = 1,2, where A^ are finite 

subsets of (0, oo). Let v(-,i) and v'(-,i), i = 1,2, be bounded on [0, oo) and 

let v(0, i) = 0, i — 1,2. If the function t>(-, i), i = 1,2, satisfies the equation 

(4.2) sup {Le(jt){ut) v(Xt, et) + ut} = Xe(t)(v(Xtt et) - v(Xt, 3 - et)), 
ut€[Q,K} 

for every t G [0,6), then the control u defined by 

u(t) = arg sup {Le(t)(ut)v{Xt,€t)+Ut} 
ut£[0,K] 

for t € [0, 0) and u(t) = 0 for t G [@, oo), is optimal solution of Problem 4.1. 

Moreover, v(-,i), i = 1,2, is the value function for Problem 4.1. 

Proof. Consider the function /(• , -,i),i = 1,2, such that /(£, a;, i) = e~stv(x, i) 

and an admissible control u. Using the Ito formula for Markov-modulated 

processes, we get 

df(t, Xt, et) = f - a2
(t) /«(£, X t, et) + (ji<t) - ut) fx(t, Xt, et) + ft(t, Xt, et) J dt 

+ ( - Ae(t) f(t, Xt, et) + \<t) f(t, Xt, 3 - et) ) dt 

+ fx(t,Xuet)ae(t)dWt + dM{. 

The process Mf = {M/, £ > 0} is a square integrable martingale when 
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/(•, •, z), i = 1,2, is bounded. Therefore, 

df(t, Xt, et) = e-St(L<t)(ut)v(Xt, et)-X<t)At)dt + ae{t)e-5tv\Xtl et)dWt + dM{, 

where A t := v(Xt, et) — v(Xt, 3 — e*). Then, for every time t G [0, oo), we get 

e - ^ A % 
/•tAW 

(X tAe , eMe) = v(X0, e0) + / e~6s (Le^)(ua)v(Xs, ea) - Ae(s)As) i 
Jo 

ptAG 

+ / ae(s)e-dsv'(Xs, es)dWs + M/Ae - M/ 

Applying conditional expectation to the equation above with respect to XQ = x 

and e0 = i, we have 

M e ~ 5 ( t A e M * t A e , e f A e ) ] = v(M) 

(4.3) 

+ Ex,i / e~Ss(Le{s)(us)v(Xs, es) - Ae(s)As) ds 
Jo 

/•tAG 

/ <7e 
JO 

a<s)e-dsv'{Xs, es) dWs + E: X,l Mi Is'Mi]. 

We note that cre(s)e
 5sv'(Xs,es) is bounded for every s G [0 , tA9] . Thus, 

E. X,l 

ptAO 

/ ^ 
JO 

a£{s)e-6sv'(Xs,es)dWs = 0. 

Moreover, since v(-,i), i — 1,2, is bounded, the function /(£, -,i) = e~Stv(-,i), 

i = 1,2, is bounded for every t G [0, oo). Thus, M* is a square integrable 

martingale and, hence, EXji[MfAe] = EXJ[MQ\. Then, from equations (4.2) — 

(4.3), we get 

rtAQ • /"tAfcl 

(4.4) v(x,i) > ^ [ e - ^ A 0 ^ ( X i A 0 , 6 i A e ) ] + ^ / e-Ssu{s)ds 
I Jo 

Taking t —> oo and using v(0, i) = 0, we observe that the conditional expecta-
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tion EXii[e~s(-tA&)v(XtAe,ctA&)] —> 0. Therefore, for every arbitrary admis­

sible control u, v(x,i) > J(x,i;u). In particular, inequality (4.4) becomes an 

equality if u — u, and hence v(x, i) = J(x, i;u). D 

4.3 Construction of the solution 

We need to find a function v(x, i), i = 1,2, such that the conditions in Theorem 

4.1 are satisfied. In particular, we want equation (4.2) to be satisfied. We note 

that (4.2) is equivalent to 

- a\t)v"{Xu et) + fie(_t)v'{Xh et) - 8v(Xt, et) + sup {^(1 - v'{Xt, et))} 
1 ute[o,K] 

= Ae(t) (v(Xt, et) - v(Xt, 3 - et)) 

We note also that for i e [0,0), 

{ 0 if v'(Xt, et) > 1 

K if v'{Xt,et)<l. 

Hence, the candidate for optimal control u has the form u(i) = <p(Xt, et) for 

t G [0,6) , where <p(-,i), i = 1,2, is a measurable function such that 

ip(x,i) = < 
0 if v'(x,i)>l 

K if u ' (a : , i )< l 

for x > 0. Thus, to find a function u(a;, i), i = 1,2, that satisfies equation 

(4.2) is equivalent to solve the equation 

-a?v"(x,i)+/iiv'(x,i)— 5v(x,i)+ip(x,i) (l—v'(x,i)) — Xi (v(x,i)—v(x,S—i)) 
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for each i = 1,2; or equivalently, to solve 

-aiv"(x,i)+fiiv'(x,i) — 5v(x,i) = Aj (v(x,i) — v(x, 3 — i)) 

when v'(x,i) > 1, and to solve 

-CJ1V"{X, I) + (fii — K)v'(x, i) — 5v(x, i) +K — Aj (v(x,i) — v(x,3 — i)) 

when v'(x,i) < 1, for each i — 1,2. 

We consider three possible cases: i/(0, i) > 1 for both i = 1,2; v'(0, i0) < 1 

and v'(0,3 - i0) > 1 for some i0 G {1,2}; and i/(0, i) < 1 for both i = 1,2. For 

the three cases we need the following lemma, which has been adapted from 

Remark 2.1 by Guo (2001). 

Lemma 4.1. For i = 1,2, consider the real function 4>i(z) — — \ afz2 — faz + 

(Aj + S) where \ii is a function offii. Since o\, o~i, Ai and A2 are positive, the 

equation <j>\{z) 4>2(z) = A1A2 has four real roots such that z\ < z^ < 0 < 23 < 24. 

Proof. The quadratic equation 4>\{z) = 0 has two real roots because pj{ + 

2o"i(Ai +5) > 0. Let us denote them by 9± and 62- In fact, $i < 0 < #2 because 

0i(O) = Ai + 5 > 0 and 0i(+oo) = ^i(—00) < 0. Consider the polynomial 

p(z) — 4>\{z) 4>2{z) — A1A2. Then, p{6x) = p{62} = —AiA2 < 0. We also note 

that p(0) = (Ai + 5)(A2 + 6) - XtX2 > 0. Moreover, p(+oo) = p(-oo) > 0. 

Then, from the Weierstrass Intermediate Value Theorem, there exist four real 

roots for p(z) such that z\ < 9X < z2 < 0 < z3 < 92 < z±. • 

Our objective in the remainder of this section is to find a candidate for 

value function and a candidate for optimal control. For the three cases we 

conjecture v'(-,i), i — 1,2, to be continuous, positive and bounded in x such 

that linxr-̂ oc v'(x,i) = 0 for both i = 1,2. We also conjecture v'(-,i), % = 1,2, 

to be non-increasing in order to have v(-,i), i = 1,2, concave in x. We will 
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prove later (in section 4.4) that these conjectures are satisfied by the value 

function. 

Case 1: v'(0,i) > 1 for both i = 1,2. 

In this case, due to our conjecture that v'(-, i), i = 1,2, is non-increasing, there 

exists a threshold x^ € (0, oo) such that v'(xi,i) — 1. Hence, for x G [0, Xi), 

we have 

- afv"(x, i) + Hiv'{x, i) — Sv(x, i) = Xi(v(x, i) — v(x, 3 — i)), 

and for x € [XJ, oo), 

-afv"(x, i) + (/^ — K)v'(x,i) — 5v(x,i) + K = Aj(t>(:r, i) — t;(x,3 — i)). 

The relation between X\ and X2 depends on the relations among the drift 

coefficients, the volatility parameters and the rates Ai and A2. We will only 

consider X\ < x2; the case x\ > x2 has a similar treatment. Thus, we have to 

consider three possibilities for the initial level of the cash reservoir: x G [ 0, X\), 

x G [xi,x2) and x G [£2,00). 

When x G [0, Xi), the solution for the problem will satisfy the following 

system of ordinary differential equations: 

(4.5) -(\1 + 6)v(x,l)+»iv'(x,l) + \v2iv"(x,l) + \1v(x,2) = 0 

-(\2 + 5)v(x,2)+fj,2v
,(x,2) + -a%v"{x,2) + \2v(x,l) = 0. 

Consider the characteristic function for (4.5), 4>\((3) 4>\{P) = AiA2, where 

&M •= ~\ °\P -lkP+(Xi + 5), i = 1,2. 

75 



Lemma 4.1 proves that this characteristic function has 4 real roots: /?i < /?2 < 

0 < /33 < /34. Then, the solution for the system of equations (4.5) is 

(4.6) v(x,l) = Ax e
Mx-£l) + A2e

Mx~Xl) + A3e
Mx~Xl) + A4e

Mx~Xl) 

(4.7) v(x,2) = Bxe^x-^ + B2e^x-^ + B3e^x~Xl) + B^e^'^, 

where, for each j = 1,2,3,4, 

(4-8) B, = ^-Aj = -ff-A, MM.A = J± 

When x G [xi,£2); the required solution will satisfy the following system 

of linear differential equations: 

(4.9) 

-(Ai + 6)v(x,l) + (A*I - K)v'(x,l) + ^o*v"(x,l) + K + XlV(x,2) = 0 

-(\2 + 5)v(x,2)+H2v'(x,2) + -atv"(x,2) + \2v(x,l) = 0. 

Consider the characteristic function for (4.9), (j>i(cx) (j)\{a) — A1A2, where 

0i(a) : = - -< r 2 a 2 - (//1 - # ) a + (Ai + 5) 

4>l(a) := - - c ^ a 2 - / x 2 a + (A2 + 5). 

From Lemma 4.1, this characteristic function has 4 real roots a.\ < a2 < 0 < 

«3 < 0:4. Then, we find that the solution for the system of equations (4.9) is: 

(4.10) v(x,l) = Aie
ai(-X-X2) + A2e

a2{x-X2) + A3e
as{x~X2) + AAeaiX + Ft 

(4.11) v(x,2) = S i e
a i ( a ,-* a ) + £2eaa(a!-*2) + £se

a3(*-*3> + 54ea 4 a : + F2, 
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where 

(X2 + (2-i)5)K 
(4.12) 

' {X1 + S)(X2 + S)-X1X2-

Moreover, for each j = 1,2,3,4, the condition for the coefficients is 

(4-13) B* - ~xr 3 _ s^y j 

Finally, when re € [£2,00), the function v(-,i), i — 1,2, is the solution of 

the system 

(4.14) 

-(X1 + 6)v(x,l) + {fx1-K)v'(x,l) + lalv"(x,l) + K + X1v{x,2) = 0 

-(X2 + 6)v(x,2) + (n2-K)v'(x,2) + ^alv"(x,2) + K + X2v(x,l) = 0. 

Consider the characteristic function for (4.14), ^1(7) $2(7) = X\X2, where 

#(7) := — ^ - t e - f f ) 7+ & + *). 

From Lemma 4.1, this function has 4 real roots 71 < 72 < 0 < 73 < 74. Then, 

the solution for the system of linear differential equations (4.14) is given by: 

v(x,l) = Axe^ + A2e^x + Ase^ + A4e
14X + ^r 

0 

v(x,2) = B ^ + B ^ + B ^ + B ^ + j , 

where the condition for the coefficients, for each j = 1, 2,3,4, is 

m-Ti) 7 _ A; 2 (4-!5) Bj = ^ ^ A j = -jn^Aj. 
3 Xt $(7 j-) 
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Recall that we are conjecturing the functions v and v' to be bounded, which 
/ s A ^ S / V 

necessarily makes A3 = At = B3 = B4 = 0. Therefore, 

(4.16) v(z,l) - Aie^
x + A2e

riX + ^ 
0 

(4.17) v(ar,2) = Bxe*x 4- S 2 e ^ + y , 

is the solution for the system (4.14), where (4.15) is satisfied for j = 1, 2. 

Now, in order to find the thresholds X\ and x2, and the coefficients in 

functions (4.6), (4.10) and (4.16), we conjecture that the smooth-fit condition 

holds. We also want v'(xi, i) = 1 for each i = 1,2. Thus, we need to solve the 

following equations 

v(0,i) = 0 

v(xi-,i) = v(xi+,i) 

(A 10v v(£3-t-,«) = v(53-i+,i) 
(4.18) 

t / (£j- , i ) = 1 

v'(5j+,i) = 1 

v'(x3„i-,i) = v'(x3-i+,i), 

for each i = 1,2. The solution of the system of equations (4.18) will give us 

the values for x,y and x2, and also the values for Aj, Aj, j = 1,2,3,4, and Aj, 

j = 1,2. The values for the corresponding Bj, Bj and 5 j will be found from 

equations (4.8), (4.13), and (4.15). 

Recall we are assuming v'(0,i) > 1 for both i = 1,2. This situation is 

satisfied if the coefficients found through the system of equations (4.18) satisfy 

A1Pi+A2p2 + A3l33 + Ad34 > 1, 

(4.19) A1(f)\^l)p1 + A24>l(W2 + A3<t)\(P3)P3 + A4(j)l(WA > Xi, 
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and also if x<i > x\ > 0 is satisfied. 

Case 2: There exists i0G{ 1,2} such tha t v'(0,io) < 1 and v'(Q, 3—io) > 1. 

Now we assume that v'(0,io) < 1 for a certain fix i0 € {1,2}. Recall the 

conjecture that v'(-,i) is non-increasing, which implies v'(x,io) < v'(0,i0) < 1 

for every x > 0. Hence, v'(x,io) < 1 for every x > 0. Then, equation (4.2) is 

equivalent to 

2 °iov"(x> *o) + (A*to - K)v'(x, i0) - 5v(x, i0) + K = Xi(v(x, i0) - v(x, 3 - i0)) 

for every x > 0. Moreover, since i/(0, 3 — io) > 1, an analysis similar to 

the one for Case 1 implies that there exists a threshold xS-i0 > 0 such that 

v'(x3^io,3 - i0) = 1. Thus, for every x e [0,x3-io), 

2 °l-iov"(x> 3-io)+V3-iov'(x, 3-i0)-5v(x, 3-«0) = A3_io(v(a:, 3—i0)—v(ar, io)), 

and, for every x € [ £3-^,00), 

- c r | _ i ( / ' 0 , 3 - i0) + (yu3_i0 - # > ' ( a , 3 - io) - Sv(x, 3 - i0) + K 

= \z_io(v(x,3-i0)-v(x,i0)). 

Hence, when x € [0,xs^io), v(-,i), i — 1,2, satisfies the following system of 

differential equations: 

(4.20) 

-af0v"(x,i0) + (nio-K)v'(x,i0) - (\io+5)v(x,i0) + K = -Xiov(x, 3 - i0) 

2 a3-i0
v"(x, 3 - io) + ^z-iov'{x, 3 - i0) - (A3_io + 5)v(x, 3 - i0) 

= -X3-i0v(x,i0). 
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Consider the associated characteristic function for (4.20), ^to(0) <t>i_io(0) 

A1A2, where 

_1 
2 W ••- -o<e2-(vi0-K)e + (\i0 + 5) 

From Lemma 4.1, this characteristic function has 4 real roots 9\ < #2 < 0 < 

#3 < #4. We note that if actually io = 1? then we have the system (4.9) of 

differential equations, and hence <p\ = $, <\>\ = $;, and 6j — aj, j — 1,2,3,4. 

In general, the solution for the system of equations (4.20) is: 

(4.21) v(x,i0) = Qe61* + C2e
e*x + C3e

e*x + C4e
e*x + Fio 

(4.22) v(x,3-i0) = Die01* + D2e°>x + D3e
0ax + D4e°*x + F3.i1, 

where 

(A3-i0 + 81{i=i0}) K 

(4.23) Fi := 
(A1 + 5)(A2 + 5)-A 1 A 2 ' 

Moreover, the condition for the coefficients is, for each j = 1,2,3,4, 

(424) D' ~ AJO
 c> ~ tUM) r 

On the other hand, when x E [x3_j0,oo), the function v(-,i), i = 1,2, is 

the solution of the system 

- (?i0v"{x, iQ) + (nio - K)v'(x, i0) - (Aio + 5)v(x, i0) + K = ~Xiov(x, 3 - i0) 

2 °3-iov"(xi 3 - i0) + (A*3-io ~ K)v'(x, 3 - i0) - (A3-io + S)v(x, 3-i0)+K 

= -\3-iov(x,i0). 
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This system of equations is similar to (4.14). Hence, the solution for the above 

system of differential equations is given by: 

v(x,i0) = <5ie71* + C2e^x + C3e*3X + CAe"x + % 
o 

v(x, 3 - z0) = Dx e^x + D2e^x + Dze
liX + DAe^x + ^-, 

o 

where the condition for the coefficients is 

(4.25) Dj = ^p±C3 = -P^-TCJ 

for each j — 1,2,3,4. Recall that we are conjecturing that the functions 

v(-,i), i — 1,2, and v'(-,i), i = 1,2, are bounded, which necessarily makes 

C3 = C4 = 5 3 = D4 = 0. Hence, 

(4.26) v(x,i0) = Cie^
x + C2e^x + j 

(4.27) v(x,3-io) = ^ e ^ + ^ e ^ + T , 
o 

is the solution for the system above, where (4.25) is satisfied for j = 1,2. 

Now, in order to find the threshold Xz-%Q and the coefficients in (4.21) 

and (4.26), we conjecture that the smooth-fit condition holds. Also, we want 
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i/(:r3-i0,3 — io) — 1. Hence, we need to solve the following system of equations 

v(0,i0) = 0 

v ( 0 , 3 - i 0 ) = 0 

v{x3-io-,io) = v(x3-io+,i0) 

(4-28) v(x3_io-,3-i0) = v(x3-io+,3-i0) 

v'(x3-io-,3-i0) = 1 

:/(x3_< 0+,3-io) = 1 

i / (53_i0- , io) = v'(£3-i0+^o)-X? 

The solution of the system of equations (4.28) will give us the value for x3_i0 

and also the values for Cj, j = 1,2,3,4, and Cj, j = 1,2. The values for the 

corresponding Dj and Dj will be found from equations (4.24) and (4.25). 

Recall we are considering the case in which v'(0, i0) < 1 and v'(0, 3—i0) > 1. 

In this case, the coefficients in (4.28) satisfy 

(4.29) 0 < Cl6l + C262 + C393 + C404 < 1, 

K < d <(^i) ex + c2 <(02) 02 + c3<#o(03)^ + c4$,(04) 4̂-

In addition, x3-io > 0. 

Case 3: v'(0,i) < 1 for both i = 1,2. 

If i/(0, i) < 1 for both i = 1,2, then u'(ar, i) < 1 for every x > 0 and </?(rr, i) — K 

for every a; > 0, for both z = 1,2 as well. Hence, the function v(-, i), i = 1,2, 

will satisfy the system of differential equations: 

-(\1 + 8)v(x,l) + (ii1-K)v'(x,l) + lajv"(x,l) + K + \1v(x,2) = 0 

-(\2 + 5)v(x,2) + (n2-K)v'(x,2) + l-alv"(x,2)+K + \2v(x,l) = 0. 
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for every x > 0, which is equivalent to the system of equations (4.14). Thus, 

the solution for this system of differential equations is given by 

v(x,l) = Cie^
x + C2e^x + C3e73X + CAe^x + ^ 

o 

v(x,2) = Dxe^x + D2e^x + D3e'i3X + DAe*x + ^-, 
o 

where the condition for the coefficients is 

(4.30) D, = ^ = ^ 

for each j = 1,2,3,4. The conjecture that v(-, i), i = 1,2, and ?/(•, i), z = 1,2, 
- ^ v -*"N. ^»s. - * ^ 

are bounded functions implies that C3 = C4 — D3 — £>4 — 0. Hence, 

(4.31) v(x, 1) - Cx e^x + C2 e
72* + ^ 

0 

(4.32) v(a;,2) = Die^
x + D2e^x + ^ , 

0 

is the solution for the system of equations where (4.30) is satisfied for j = 1,2. 

In order to find the coefficients in (4.31) we have the initial conditions 

v(0,1) = v(0, 2) = 0. This gives us the coefficients 

(4.33) CX = K ^ ~ A l 

Co = 

S 0?(72) - <^i(7i) 

K A i - # ( 7 i ) 

* 0?(72)-0?(7i)' 

Moreover, the coefficients Z)i and D2
 a re given by condition (4.30). One 

additional condition that needs to be satisfied in order to have this situation 

is related to the assumption v'(Q, i) < 1 for both i — 1,2. That assumption is 
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equivalent to 

(4.34) 0 < 

0 < 

K 0f (72)71 + Ai(72 - 7i) - ^f (7i)72 
' * #(72) - #(71) 

< 1, 

K 0i(7i)^i(72)(7i - 72) + Ai(0?(7i)7i - $(72)72) 

Ax 5 #(7a) - 0?(7i) 
< 1. 

4.4 Verification of the solution 

In section 4.3, we made some conjectures to find a candidate for value function. 

In this section, we will prove that the function v(-, i), i — 1,2, is actually the 

value function V(-,i), i = 1,2, of Problem 4.1. We will also present the 

optimal dividend policy. 

Theorem 4.2. Let Aj, Aj, j — 1,2,3,4, and Aj, j = 1,2, be the solution of 

the system of equations (4.18) and suppose that they satisfy condition (4.19). 

Let Bj: Bj, j = 1,2,3,4, and Bjt j = 1,2, be defined by (4.8), (4.13) and 

(4.15); and Fj, i = 1,2, defined by (4.12). Suppose, without loss of generality, 

that Xi < x2. Then, the function v(•, i), i — 1, 2, given by 

' Aie0i(*-*i) +A2efo(x-^ + AaeM*-*1) + A^ 4 ^ -* 1 ) , x € [0,zx), 

v(a;, 1) = •{ Jie"i(z-*2) + ^2e«2^-52) + ^ ^ ^ - £ 2 ) + j^ea>4(*-*2) + Fi, x 6 [xi,z2), 

^Aie^
x + A2e^x + f, xe[x2,oo), 

and 

u(x,2) 

' BieP1^-*1) + B2e^x~x^ + ^ e ^ * - * 1 ) + ^ e ^ * - * 1 ) , a: € [0,£i), 

5lCai(*-»a) + 52e«a(x-S2) + ^geasCx-ia) + jj4ea4(o;-*2) + _F2; x € [£X, Z2) , 

k Bie^
x + B2e^x + f, i £ [x2, 00), 

is the value function V(-,i),i = 1,2, of Problem 4.1. Furthermore, the control 
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u defined by 

u{t) 
0 if et = i and XtG[0,Xi), 

K if et = i and XtE[xi,oo), 

for t G [0,6) and u(t) = 0 for t G [0 , oo), is optimal dividend policy for 

Problem 4.1. 

Consider the case in which Aj, Aj, j = 1,2,3,4, and Aj, j = 1,2, do not 

satisfy condition (4.19). Instead, suppose that condition (4.29) is satisfied for 

a fixed i0 € {1, 2}, where Cj, j = 1, 2, 3,4, and Cj, j — 1, 2, are the solution 

of the system of equations (4.28). Moreover, let Dj, j — 1,2,3,4, and Dj, 

j — 1,2, be defined by (4.24) and (4.25); and let Fio and F3_ io be defined by 

(4.23). Then, the function v(-,i), i = 1,2, given by 

v(x,i0) 
Cie** + C2e

e>x + C&0** + C4e
e*x + Fio, x G [0, x3_ io), 

de*1* + C2e»* + f , ar G [ J3-io> oo), 

and 

u(ar,3-20) 
Z V 1 * + D2e

e*x + D^x + Z V 4 X + F3_ io, x G [0,£3-*0), 

D1eTlX + 52e72X + f, x G [x3_ i o ,oo), 

is the value function V(-, i), i = 1, 2, of Problem 4.1. Furthermore, the control 

u defined by 

u ( t ) = { 

K if et = i0, 

0 if et = 3 - i0 and X t G [0, x3_ io), 

X if e* = 3 - i0 and Xt G [x3_;0, oo), 

for t G [0,0) and u(t) = 0 for £ G [0, oo), is optimal dividend policy for 
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Problem 4.1. 

Consider the case in which neither condition (4.19) nor condition (4.29) 

are satisfied. Thus, condition (4.34) is satisfied. Moreover, let Cj, j — 1,2, 

be defined by (4.33), and Dj, j = 1,2, by (4.30). Then the function v(-,i), 

i = 1,2, given by 

v(x,l) = die^
x + C2e^x + ^, 

o 

v(x,2) = V ^ + A ^ + T . 
o 

is the value function V(-,i), i = 1,2, of Problem 4.1. In this case, the control 

u defined by 

K if t e [ 0 , e ) , 

0 if i € [ 9 , o o ) , 

is optimal dividend policy for Problem 4.1. 

Proof. In order to prove that the function v(-,i), i — 1,2, defined above is 

solution for Problem 4.1, we need to show that it satisfies the conditions of 

Theorem 4.1. We have three different cases to consider depending on which 

condition holds ((4.19), (4.29) or (4.34)). Since the proofs for each of the three 

cases are similar, we will consider only the first case, that is, the case in which 

condition (4.19) holds. 

It is easy to see that by definition v(-,i) G C2([0, oo) — {xi,x2}), % = 1,2. 

We recall that continuity at x\ and x2 is given by equations (4.18). Moreover, 

for x G [^2,oo), 

v(x,l) = Aie^
x + A2e^x + ^, 

o 

v(x,2) = B^x + B2e^x + ^ 

u(t) 
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where 71 < 72 < 0. Thus, \imx^00v(x, 1) = limx_>00u(x,2) = K/S < +00. 

This together with the continuity of v(-,i), % — 1,2, on [0, 00) imply that 

v(-,i), % — 1,2, is bounded on [0,00). Similarly, v'(-,i), i = 1,2, is bounded 

on [0,00) because it is continuous on [0,00) (given again by equations (4.18)) 

and because lim^oo v'(x, 1) = lim^oo v'(x, 2) = 0. Moreover, the system of 

equations (4.18) guarantees that v(0,1) = w(0, 2) = 0. 

By construction and the initial condition (4.19), we have 

0 if x G [0,Xi), 

K if x G [5j,oo), 

which implies <p(x,i) G [0,if] , for every x G [0,00), i = 1,2. Also by con­

struction, 

u(t) := arg sup {Le(t)(ut)v(Xt, et) + ut} = <p(Xt,et) 
ut€[0,K] 

for t G [0, O), and hence 

{ 0 if et = i and X t £ [0, X;), 

if if et = z and X t G [Sj, 00), 

for iG [0,0) and u(t) = 0 for t G [0 , 00). Moreover, the equation 

(4.35) Li(<f(x,i))v(x,i) + y>(x,i) — Xi(v(x,i) — v(x, 3 — i)) 

holds for both i = 1,2. Indeed, for £ G [0,Xi), the function t;(:r,i), % — 1,2, 

is solution of the system of differential equations (4.5); for x £ [xi,x^), it is 

solution of system (4.9); and for x G [£2,00), of system (4.14). That is, the 

function v(-,i), i = 1,2, satisfies equation (4.2) because equality (4.35) holds 

also when we replace x by Xt, i by et, and (p(x, i) by ip(Xt, et) = u{t) for 

p(ar,i) = 
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t € [0,0) . Therefore, from Theorem 4.1, the control u is optimal solution of 

Problem 4.1, and v(',i), i — 1,2, is the value function for Problem 4.1. • 

4.5 Comparison to the one-regime case 

Asmussen and Taksar (1997) show, in a model that allows only one regime, 

that the optimal dividend policy is to pay no dividends while the process 

X — {Xt, t > 0} is below a certain level x, and pay dividends when the 

process reaches or exceeds x. This result is comparable to the one presented 

in Theorem 4.2. The difference is the existence of two different thresholds, Xi 

and x2, where one of them is used in the case of economic recession and the 

other one in the case of economic growth. In the regime switching model, the 

solution for the dividend payment problem is more complex because it involves 

the new process e that was not considered in the one-regime model. However, 

this solution is also more precise, because the new process is relevant for the 

financial analysis. 

We will use a numerical example to compare the results of the regime 

switching model presented in this chapter to the one-regime model presented 

by Asmussen and Taksar (1997). 

Let us consider two companies, Company AA and Company BB, that are 

not affected by changes of the macroeconomic conditions. Their cash reservoir 

behaves the same in periods of economic growth as in periods of economic 

recession, that is, these companies only present one regime. Suppose that 

Company AA has a regime with parameters /J,I = 0.05 and a\ = 0.70, and 

that Company BB has a regime with ^2 = 0.15 and a^ — 0.45. We notice 

that the macroeconomic conditions for Company BB are better than those for 

Company AA. Consider finally a Company AB that follows a regime switching 

model for its cash reservoir (with both regimes of growth and recession) with 
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parameters Ai = 0.06 and A2 = 0.04, [i\ — 0.05 and \ii — 0.15, and o\ = 0.70 

and o"2 = 0.45. Moreover, we assume that the market has a discount rate of 

5 — 0.12. Assume that Company AA, Company BB and Company AB cannot 

pay dividend rates greater than K = 5. 

Following Asmussen and Taksar (1997), we obtain the optimal thresholds 

i'AA — 0.3617 and XBB = 0.9463 for Company AA and Company BB, respec­

tively. The optimal dividend policy for each company is to pay no dividends 

until the cash reservoir reaches the respectively threshold and to pay dividends 

at a rate K when the threshold is reached. We show below that the optimal 

dividend policy is different for Company AB. 

Using the model parameters for Company AB and solving the system of 

equations (4.18), we obtain the thresholds x.\ — 0.4670 and x2 — 0.9037. 

We also obtain the coefficients Aj, Bj, Aj, Bj, j = 1,2,3,4, and Aj and 

Bj, j = 1,2, that satisfy conditions (4.19). Hence, Theorem 4.2 allow us to 

construct the value function VAS(-,^), i = 1,2, for Company AB. Figure 4.1 

and Figure 4.2 show that value function and also the derivative of the value 

function for the company. Furthermore, also from Theorem 4.2 we have that 

the optimal dividend rate for Company AB is 

{ 0 if et — i and Xt e[0,Xi), 

K if et = i and XtE[xi,oo), 

for any instant t € [ 0, oo) before bankruptcy. That is, the optimal dividend 

policy for Company AB is the following: whenever the company is in regime 

1, it should not pay dividends if the level of its cash reservoir is lower than 

X\ — 0.4670 and pay the rate K otherwise; if the company is in regime 2, 

it should also pay the rate K as dividends only when the level of the cash 

reservoir is greater or equal to x2 — 0.9037. We notice, then, that the opti­

mal dividend policy for Company AB depends strongly on the regime of the 
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economy. Indeed, to pay dividends, the company needs to consider first the 

present regime, and then verify that the level of its cash reservoir is larger or 

equal to the threshold corresponding to that regime. 

It is obvious that Company BB has better economic conditions than Com­

pany A A does, so shareholders should receive on average a higher amount of 

total discounted dividend payments. Figure 4.3 shows, as expected, that for 

every x € [0, oo): VBB(%) > VAA{%)- Company AB is in a economy that 

presents periods of growth and periods of recession. Thus, Company AB can 

be considered to be better off than Company AA but not as good as Company 

BB. Figure 4.3 shows that, indeed, VABOM)) i = 1,2, is always greater than 

VAA{X) and is always lower than VBB(X), independently of the initial regime i. 
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T 1 1 1 r 

0 0.2 0.4 0.6 0.8 1 

Figure 4.1: Value function for Company AB when the dividend rates are 
bounded: VAB{-^), i = 1,2, for model parameters Ai = 0.06, A2 = 0.04, 
Hi = 0.05, y2 = 0.15, <ri = 0.70, <T2 = 0.45, 5 = 0.12 and K = 5. 
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1.6h 

Figure 4.2: Derivative of the value function for Company AB when the divi­
dend rates are bounded: V^B(-,i), i = 1,2, for model parameters Ai = 0.06, 
A2 = 0.04, nx = 0.05, n2 = 0.15, GX = 0.70, a2 = 0.45, 5 = 0.12 and K = 5. 
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Figure 4.3: Comparison of the value functions for Companies AA, BB and AB 
when the dividend rates are bounded (comparison with one-regime model). 
From the top to the bottom: VRB(-), VAB(',2), VAB(', 1) and VAA(-)-
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Chapter 5 

Singular stochastic control with 

regime switching 

The initial setup for singular stochastic control with regime switching problems 

is similar to the one for classical stochastic control with regime switching 

problems. We have a probability space (Q,T, P), a iV-dimensional standard 

Brownian motion W, an observable continuous-time, stationary, finite-state 

Markov chain e with strongly irreducible generator Q and the P-augmented 

nitration F. This time, however, the F-adapted process X = {Xt, t > 0} 

satisfies a different stochastic differential equation. 

Let Z = {Zt, t > 0} be a d-dimensional F-adapted control process of finite 

variation. We assume that Z is a nonnegative and nondecreasing stochastic 

process. 

Let the open, nonempty, convex set O C M.M be the solvency region. Con­

sider an F- adapted process X — {Xt,t > 0} that satisfies the stochastic 

integral equation 

(5.1) Xt = x + f f(Xs,es)ds + / g(Xs,es)dWs + [ z(es) dZs, 
Jo Jo Jo 
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with initial value XQ = x e O and initial state eo = e(0) = i 6 <S. We 

assume that the functions / : RM x S -> RM and g : RM x S -»• RMxAr are 

Lipschitz continuous functions in x. We assume that z : S —> RM x d . We 

define G : l M x , S ^ K M x M as G{x,i) := ^(a;,i) • g(x,i)T. We note that the 

Lipschitz conditions implies that /(•, i) and g(-,i) are bounded in every closed 

subset of RM, for every i £ S. Hence, G(-, i) is bounded in every closed subset 

of MM, for every i £ S. 

Definition 5.1. A strong solution of the stochastic integral equation (5.1) is 

an F-adapted process X = {Xt,t > 0} such that X0 = x, P-a.s., that satisfies 

(5.1), and such that, for every t G [0, oo): 

\u (5.2) Ft Y^j \\zAe»)\\Md(Ze)a < +cx) \ = 1, 

where z.g(i) denotes the £-th column of z(i). 

Consider the first time when the process X leaves the solvency region. 

Define such stopping time as 

6 = 0 X := mi{t>0:Xt(£O} 

and impose Xt — XQ for every t G [0 , oo). 

Let H : S —*• M.d be a given function. Define the functional 

(5.3) J(x,i;Z) := Ec [ e-StH(et)
TdZt 

Jo 

The parameter S > 0 is the discount rate for H. We note that in order for the 

functional (5.3) to be well defined, we need to require: 

d rQ 
-Ss 

e=1Jo 
(5.4) P { > / e-ds\He(es)\ d(Ze)s < +oo } = 1. 
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Definition 5.2. For every x 6 O and i e S, we define an admissible control 

process as a nonnegative nondecreasing adapted control process Z : [ 0, oo) x 

0 —* Rd with sample paths which are left-continuous with right limits, such 

that dZ(t,w) — 0 for every (t,w) G [0,oo) x £], such that the trajectory 

X = Xz is the unique strong solution of (5.1), and such that (5.4) is satisfied. 

The set of such admissible controls will be denoted by A(x,i). 

Problem 5.1. The stochastic control problem related to this setup is then to 

select, for every x £ O and i € S, an optimal admissible control Z* G A(x, i) 

that maximizes the functional (5.3), and define the value function 

(5.5) V(x,i) := J(x,i;Z*) = sup J(x,i;Z). 
Ze A(x,i) 

We note that the admissible control processes Z do not necessarily have 

continuous sample paths; we only need them to have sample paths that are 

left-continuous with right limits. Hence, we define the set of times when Z has 

a discontinuity by 

A := {t>0: Zt+^Zt}. 

The set A is a countable set because Z can jump only a countable number of 

times during a period [0,£), t > 0. We denote by Zd the discontinuous part 

of Z. That is, 

%t '•— /_^ (%s+ ~ Zs), 

s€[0,t),agA 

for every t £ [0, oo). In addition, we denote by Zc the continuous part of Z. 

That is, Zc
t := Zt - Z?, for every t G [0, oo). 
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5.1 The verification theorem 

Consider ip : WLM x<S->R and define the operators Lj, for each i G <S, by 

Litp{x,i) := -G(x,i)»ipxx(x,i) + f(x,i)Ti)x(x,i)-5ip(x,i) 

-.MM ~2 , 

m=l p=l ^ 

M f) I 
+ X) /mOM)~— (x , i ) - 5if>(x,i). 

oxm 

We specify now some notation that we need for the following definitions. 

For a function v : RM x S —»• R, we recall that we denote the gradient of v with 

respect to x by ^ . We also use {eg, £ — 1 , . . . , d} to represent the standard 

basis of Rd. For a function v : RM x S —• R, we define the continuation region 

C(i) := <x : ( i7( i ) r+ ua;(a;,i)r2r(z)) • ee < 0, for every ^ = 1 , . . . , d \ , 

for each i £ 5 . We define as well the control process associated with the 

function v(-,i), i £ S. 

Definition 5.3. An F-adapted, nonnegative and nondecreasing control pro­

cess Zv is associated with the function v(-, i), i £ <S, above if 

(i) Xf=x+ [tf(Xr,es)ds+ [tg(Xr,es)dWs+ f'z(es)dZv
s, 

Jo Jo Jo 

for all t £ [0,0) and Xf = Xf" for all £ G [G, oo). 

(u) X f G C(et), Leb. a.e. t £ [0,6), P-o .s . , 

(Hi) [ e-5s(H{es)
T + vx(Xf,es)

Tz(es)) dZv
s = 0, for all t G [0,6) , P - a . s . 

(iv) v(Xgiet)-v(X?v,et) = -H{et)
T(Z?+-Z!), for all * e [0,0), F-a.s. 
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Now we present a Verification Theorem that gives sufficient conditions for 

a function to be the value function for Problem 5.1. 

Theorem 5.1. Let v(-,i) G Cl{0) D C2(0\Ni), i G S, be a real function in 

O, where Ni, i G <S, are finite subsets of O. Let v(x,i) = 0 for every x £ O, 

i £ S. Moreover, assume that v(-,i) has polynomial growth, % G S. Suppose 

that the function v(-,i), i G S, satisfies for every x G C(i), the Hamilton-

Jacobi-Bellman equation 

(5.6) Liv(x,i) + Qv(x, -)(i) = 0. 

Moreover, suppose that v(-, i), % G S, satisfies for every x G O: 

(5.7) (H(i)T + vx(x,ifz(i))-ee < 0, 

for every t = 1 , . . . , d, and 

(5.8) Liv(x,i) + Qv(x,-)(i) < 0. 

Then, v(x,i) > J(x,i; Z) for every admissible control process Z. 

Proof. Consider an arbitrary admissible control Z and the trajectory X — Xz 

generated by Z. First of all, we note that Xt+ ^ Xt if and only if Zt+ ^ Zt. 

Hence, {Xt+ ^ Xt} = {t e A}. Consider then the function tp(-, -,i), % G S, 

defined as <p(t,x,i) — e~Stv(x,i). Then, using the Ito's formula for Markov-
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modulated processes, we get 

M 

Mt,Xuet) = <pt(t,Xt,et)dt + ^2^(t,Xt,et)d(XcJt 

oxm rn=l 

M M ~2, i j32 

m=l p = l m p 

+ (<p(t, Xt+, et) - <p(t, Xt, et) J I{Xt+jtxt} 

+ Q<p{t,Xt,-){zt)dt + dM? 

M 
d<f 

= <pt{t,Xt,et)dt + J2fm(Xt,et)^-{t,Xt,et)dt 
m=l °Xm 

M N „ 

+ E E 9mn(Xt, et) -?-(t, Xu et) d(Wn)t 
m = l n = l ° X m 

M d p. 

+ E E *«* (e*) AT-(*» X<> e*) rf(^c)* 
m = l / = 1 " m 

-.MM „ 2 

+ oHY,G™v (**> ̂  »Ar& Xu <*) dt z m=i p=i uxmuzp 

+ ( < ^ , X 4 + , 6 t ) - ^ , X , , e t ) ) 

-5e-Stv(Xt, et) dt + e~5t £ /m(X t, e t ) ^ - (Xt, et) dt 

+ e~5i E E &»»(**'e*) ^ (**e*) < W * 
ra=l n = l 

m = l fc=l U m 

M M 

+ \ e~St E E G«* (Xt, et) JLlL- {Xt, *) dt 
m = l p = l m p 

+ e-St(v{Xt+, et)-v{Xuet))I{teA} + e~5tQv{Xu -){et)dt + dM?, 
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where X^ denotes the continuous part of the ra-th component Xm. The 

process {Mf, t > 0} is a real-valued, square integrable martingale, with MQ = 

0 P-a.s., when v(-,i), i G S, is bounded. We have then, 

d<p(t,Xt,et) - e-St(L<t)v(Xt,et) + Qv(Xt,-)(et))dt 

M N rs 

+ e~6t E E 9mn(Xt, et) -^- (Xt, et) d{Wn)t 

ra=l n—1 

M d 

+ e~5t E E *"*(e*)|^>e*) d(ZCe)< 
m=l £=1 m 

+ e~*t(t;(^+,et)-<;(Xi,et))/{t6A} + dMf. 

Consider W — {Uk, k > 1} to be an open cover of O. Let k > 1 be such 

that X0 = x € U*=1t/j C (9 and such that U*=1t/j is bounded, and define the 

stopping time rk — inf{i > 0 : Xt £ Uj=1Uj } . For every time t G [0, oo), we 

obtain 

e-s^^v(XitATkH,etATk)-v(X0,e0) 

rtf\rk 

= / e-<5s(Le(s)V(Xs,es) + Q V (X s , - ) (e s ) )^ 
JO 

ftATk MN a 

+ / e~Ss E E ^ x *> e - ) *— (*->e*) d(w^ 
JO m = l n=l °Xm 

+ / e_5s E E ^ ( e * ) ^ ( * - e«) rf(^c)s 
J° m=l 1=1 °Xm 

s€[0,Mrfc),s€A 

By taking the conditional expectation to both sides of the inequality above 
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given XQ — x and eo = i, we have 

EXti [e-s^v(X(tATk)+,etATk)]-v(x,i) 

= E. X,l 

(5.9) 

+ EX 

+ Ex,i 

J e~6s (L<s) v(Xs, es) + Qv(Xs, -)(es)) ds 

/ 6'SS E E 9mn(Xs, € . )«— (Xs, €S) d(Wn) 
J0 m=l „=1 <**"» 

/ e-SsJ2T,z^s)^r(Xs,es)d(Zc
e) 

JQ m=l fe=l °Xm 

J2e-Ss(v(Xs+,es)-v(Xs,es)) 
se[0,Mrfe),s€A 

+ E X l i [ J l ^ J . 

We note that Xs G CZ(u*=1[/j) when s G [0,t A r^), and that, for every 

m = 1,...,M, dv/dxm (Xs, es) is bounded for every s G [0, t A r^) due to the 

continuity of dv/dxm(-,i), i G <S. Let 

M := max €CZ(uJ = 1 l7 j ) ,*G5j < +oo. 

Then, 

Ex 

ft^rk ] 
J e~2Ss vx(Xs, es)

TG(Xs, es) vx(Xs, es) ds 

< M2E„A J lTG(Xs,es)lds 

(5.10) < M2EXA / l T G(X s ,6 s ) lds 

We recall that G(-, i) is bounded in every closed subset of RM for every i G S. 
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We recall as well that Xs € Cl(\Jk
j=1Uj) when se[0,tArk). Thus, from (5.10), 

[ /•tATk 

J e~25s vx(Xs, es)
TG(Xs, es) vx(Xs, es) ds < oo, 

for every t G [0, oo), which implies that 

r rtArk 

EXii I e~5s vx{Xs, es)
Tg{Xs, es) dWs 

0, 

or equivalently, 

E. - [P 
M N dv 

e~Ss J2 E 9 ™ ( X s > ^ ^ (X°ie*) d(W")< 
m—\ n = l 

dxr 
= 0. 

Furthermore, we note that v(x,i) is bounded for every x G Cl{\Jk
j=1Uj), for 

every i G <S, because f (-,i) is continuous. Thus, w(Xs, es) is bounded for every 

s G [0,i A Tfc). Then, {MfATk,t > 0} is a square integrable martingale and 

hence EXj[M?ATk] = EX^[MQ] = 0. Therefore, equation (5.9) becomes 

Ex4 [e-s^v(X(tArk)+,etATk)]-v(x,i) 

U t/\Tk 

e~Ss (L<a) v{Xs, es) + Qv{Xs, -){es)) ds 

+ E, 

(5.11) 

X,l 

+ Exj 

M d dv / e_<Ss E E*>*^)f^(xs,e.) d(z€
c) 

•'° m=l £=1 m 

J ] e-5s(W(Xs+,es)-^(Xs,es)) 
se[o,tArk),seA 

Recall that v(x,i), i G <S, satisfies (5.7) for every x G O. Thus, for every 

se [0,tArk), 

M 

(5.12) 
dv 

^ ^ ( e s ) n — P ^ , e s ) < -He(e8), 
m = l 
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for every £= l,...,d. Hence, 

E. X,l 

M d 

Jo m=l l=\ °Xm 

ftArk d 

< -Er. 

(5.13) 
'tATfc 

= -Ex<i | / e-SsH{es)
TdZl 

We note that the inequality (5.13) is well defined because Z is admissible and, 

hence, (5.4) holds. Also, from the Mean Value Theorem, we have 

v(Xs+,es)-v(Xs,es) = [ vx(Xs + X(XS+ - Xs),es)
T(Xs+ - Xt 

Jo 
)d\, 

for every s G [0,t A rk). We note that YS(X) := Xs + X(XS+ - Xs) G O for 

every s G [0, t A rfc) and every A G [0,1 ], since O is convex and Xs, Xs+ G O. 

Moreover, we note that, for s G [0, t A Tjt) fl A C A, 

X s + - X s = 2 (e s ) (Z s + -Z s ) = Y,z-t(e»)(Zs+-Za)e. 
£=1 

Hence, for every s G [0, t A r^) fl A, 

v(Xs+, ca) - v(Xs, es) = / 5 3 vx( ^S(A), e s ) T ^ (e,) (Z s+ - Zs)^ rfA 
Jo e=1 

< - f J2Ht{ea)(Za+-Z8)ed\ 
Jo e=i 

(5.14) = -H(es)
T(Zs+ - Zs), 

because (5.7) is satisfied for every x £ O and in special for YS(X) G O. 

Therefore, using inequalities (5.8), (5.13) and (5.14) in equation (5.11), we 
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obtain 

EXti [e-6^v(X{tATk)+,etATk)]-v(x,i) 

< -ET 

ptArk 

/ e-SsH(es)
TdZ° 

Jo 

(5.15) E • J2 e-dsH(es)
T(Zs+-Zs) 

s€[Q,tATk),s€A 

We note that (Zs+-Zs)I{seA} = dZd
s and that Zc

8+Zd
s = Zs for every s € [0, oo) 

and in special for every s G [0, t A r^). Then, 

y e-5sH(es)
TdZ 

Letting A; —• +oo, we get that Tfc —>• G. Thus 

^

r•tAG 

o 

r /-tAG 

E x , J y e-SsH(es)
7 dZ, 

(5.16) 

< v(a;, i) 

— EXfi [e~ >v(X(tAQ)+, eiAe) /{e<+oo} J 

-EXti [e-Stv(Xt+,et) 7{0 = +oo}] . 

We note that the polynomial growth condition of v(-,i), i 6 <S, implies that 

lim Ex,i [e~stv(Xt+,€t)I{e = +o0}] = 0. 

Hence, letting £ —• oo and applying the Dominated Convergence Theorem in 

equation (5.16), we get 

E, X,l 
JO 

e-dsH(esYdZs < v(x,i) - EXii[e 'ev(Xe+,ee)i{e<+oo}] 

Recall that Xt — XQ for every t € [0, oo), and that v(x,i) = 0 for every 
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x $• (9, i € S. Hence, we obtain that J(x,i;Z) < v(x,i) for the arbitrary 

control process Z. • 

We know now the sufficient conditions for obtaining a bound for the func­

tional J(x,i; Z). However, we still need to find an admissible control process 

Z* such that J(x, i; Z*) = v(x, i), which will be the optimal control for Prob­

lem 5.1. The following theorem gives us the sufficient conditions for such 

optimal control process. 

Theorem 5.2. Consider the function v(-,i), i e S given by Theorem 5.1, and 

consider the stochastic control associated with v, Zv — {Z^,t > 0}. Define 

the control process Z = {Zt,t > 0 } by 

f zi if te[0,G) 
zt = { 

[ zv
e if te [e,oo), 

where G := 0 . Then, if the control Z is admissible, it is the optimal control 

for Problem 5.1. Furthermore, v(-,i), i £ S, is the value function for Problem 

5.1. 

Proof. Assume that the control process Zv (and hence control Z) is admissible. 

Prom {it) in Definition 5.3 and the HJB equation (5.6) we have that 

J e-Ss(Le(s)v(Xf,es) + Qv(Xr,-)(es))ds = 0. 

for every t € [0, oo), where k > 1 such that X0 = x G u)=1£/j C O and such 
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that Uj=1Uj is bounded. Hence, from (5.11), for every t 6 [0, oo), 

Ex,i[e-5^^v{Xllk)+,etATk)]-v(xJ) 

' e-5svx(Xr,es)
Tz{es)d{Z*yt 

. o 
E • 

+ Et x,i £ e-SsHxz;,es)-v(xr,es)) 
s€[0,tArk),seA 

r rtATk T 

= EXAJ e-Ssvx(xr,es)
Tz(es)dZv

s 

ET E e-s'vz(Xjr,e,)Tz(e,)(Z\+-Z*,) 
s€[0,tArk),seA 

+ E: X,l £ e-*(v(XZtea)-v(X?,e.)) 
se[0, tAr f c) ,seA 

Using (in) and (iv) from Definition 5.3 and (5.7), we get 

Ex, [ e - ^ M X ( f ; T f c ) + , e i A T J ] ~v(x,i) 

— —ET J
ftATk 
f e-dsH(es)

TdZv
s 

o 

E. X,l E e - S , ( X f , e , ) T z ( e , ) ( Z ; + - Z r ) 
sS[0,tAr f c),s€A 

— Er-

> -ET 

J2 e-SsH(es)(Z:+-Z") 
se[o,tATfc),seA 

1 e-SsH(es)
TdZt 

o 

Letting A; —*• +oo and £ —»• oo, recalling the polynomial growth property of 

106 



v(-,i), i € «S, and applying the Dominated Convergence Theorem, we obtain 

E • 
•LJX,l 

e-d e-

By using v(X% ,e§) = 0, we obtain that v(x,i) < J(x,i;Zv). Since we 

assume that Zv is admissible, Theorem 5.1 tells us that v(x,i) > J(x,i;Zv). 

Hence, J(x,i;Z) = J(x,i;Zv) = v(x,i) is satisfied under the assumption of 

admissibility of Zv. • 

Remark 5.1. For this case too, we can avoid that v(-,i), i G S, is C1(C) in 

Theorem 5.1 if instead we use another condition that guarantees that v(-,i), 

i G S, and vx(-,i), i G «S, are bounded in every closed bounded subset of O. 

In chapter 6 we present an example of a problem of singular stochastic con­

trol with regime switching. We consider the dividend policy problem presented 

in chapter 4 but under the assumption that the dividend rate is unbounded. 
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Chapter 6 

Unbounded dividend policy in 

the presence of business cycles 

In this chapter, as in chapter 4, we consider a dividend payment model with 

regime switching. Following empirical evidence, we assume that the cash 

reservoir of a company is affected by business cycles that are generated by 

macroeconomic conditions. We consider that the economy shifts only between 

a regime of economic growth and a regime of economic recession. That is, in 

this case, S = {1,2}. The company's management pays dividends to their 

shareholders using certain unbounded dividend rate. In fact, the objective 

of the management is to select the dividend policy that maximizes the total 

expected discounted cumulative amount of dividends to be paid out to the 

shareholders. 

For this problem, we consider the financial market that was presented in 

chapter 4. We let the adapted process X represent the cash reservoir of the 

8The results shown in this chapter are presented in sections 4 and 5 in: Sotomayor, L.R. 
and A. Cadenillas, Optimal dividend policy in the presence of business cycles, submitted for 
publication (2008). 
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company. We assume that X satisfies the stochastic differential equation 

dXt = He{t)dt + cre(t)dWt - dZt 

with initial level of the cash reservoir XQ — x > 0 and initial state €o = e(0) — i. 

The process Z represents the cumulative amount of dividends paid-out by the 

company up to a certain time. We consider in this problem that the company 

pays dividends using an unbounded dividend rate. Hence, the dividend process 

Z satisfies the equation 

dZt = u(t)dt, 

where u(t) represents the dividend rate at time t. We denote the stopping 

time of bankruptcy by 0 , and impose Xt = 0 for every t € [0 , oo). 

Under this setup, and because we require u to be unbounded, we define 

the admissible controls for the problem in a more general way than F-adapted 

processes u : [0, oo) x f l - > [ 0 , oo). 

Definition 6.1. An admissible stochastic control is an F-adapted, nonnegative 

and nondecreasing control process Z : [ 0, oo) x Q, —>• [ 0, oo), with sample paths 

that are left-continuous with right limits, and such that Z(t, u) — 0 for every 

(t,u) G [0 , oo) x 0 . The set of all admissible controls is denoted by A. 

Under these conditions, the management of the company wants to solve 

the following problem . 

Problem 6.1. For each i = 1,2, solve the optimization problem 

V(x,i) := sup EXA [ e-5sdZs . 
zeA l Jo 
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6.1 Verification theorem 

Let if) : (0, oo) x {1, 2} —> R be a function and define the operator Lj for each 

% = 1,2, in the following way: 

Liif) := -afi)" + Hii)'-5^. 

For a function v : (0, oo) x {1,2} —> R, consider the Hamilton-Jacobi-

Bellman equation 

(6.1) max I L{v(x, i) — \i(v(x, i) — v(x, 3 — i)), 1 — v'(x, i)> — 0, 

where a; > 0 and i = 1,2. We observe that, for each i = 1,2, the continuation 

region is defined for this problem as 

C(i) := j x > 0 : Liv(x,i) - Xi(v(x,i) -v(x,3-i)) = 0, 1 - v ' ( x , i ) < o j , 

and the intervention region is defined as 

E (?) :— < x > 0 : Liv(x, i) — Xi(v(x, i) — v(x, 3 — i)) < 0, 1 — v'(x, i) = 0 >. 

Definition 6.2. An F-adapted, nonnegative and nondecreasing process Z° is 

a control process associated with the function v(-, z), i = 1,2, above if 

( a + J j ^ w ds + £ a e w dWs - ^ , for all t G [ 0,0) 
(*) * ? = < 

I 0 for all t e [0,oo) 

(ii) Xf" G CZ(C(e*)), for all t G [0,oo), P - a.s., 

(m) / I{xr&c{u))dZ°s = / I{xreC(e.)}dZ? = 0, P - a.s. 
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We will present the verification theorem that gives the sufficient conditions 

for the solution of Problem 6.1, but we need to state first the following Lemma. 

Lemma 6.1. Let Z = Zv be the control process associated with a nondecreas-

ing and differentiable function v(-, i), i = 1,2, and let r be any stopping time. 

Ifv'(X^,es) is bounded for every s 6 [0, r ] then 

* i/o EXA / e-6sv\X^es)dZc
s — E • J2 e-*{v(XZ.,*a)-

_0<s<r , sGA 

— E • 

-v(X?,es)) 

[T e~5sdZ 
.Jo 

where A denotes the set of times when Z has a discontinuity. 

Proof. The proof of the Lemma is presented in Appendix C. • 

Theorem 6.1. Let v(-,i) £ C2([0,oo)\Ni), i - 1,2, where Nt are finite 

subsets of (0, oo). Let v(-,i), i — 1,2, be an increasing and concave function 

on [0, oo) with v(0, i) = 0, i = 1,2. Suppose that the function v(-,i), i = 1,2, 

satisfies the Hamilton-Jacobi-Bellman equation (6.1) for every x > 0, i = 1,2, 

and consider the stochastic control Zv associated with v. Then, the process 

Z = {Zt, t > 0} defined by Zt = Zv
t for t e [ 0, O) and dZt = 0 for t £ [ 6 , oo), 

is the optimal dividend policy for Problem 6.1. Here, 6 := 0 . Furthermore, 

v(•, i), i = 1,2, is the value function for Problem 6.1. 

Proof. Consider an admissible control Z and the corresponding semimartingale 

Xt = x + / /j,<s)ds + / ae(s)dWs - Zc
t - Zf. 

Jo Jo 

Consider also the function /(•, -,i), i = 1,2, defined by f(t,x,i) = e~5tv{x,i). 
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Then, 

= e 

+ 

+ 
•5t 

df{t, Xt, et) = I- cre
2
(t) fxx(t, Xt, et) + ^(t) fx(t, Xt, et) + ft(t, Xt, et) J dt 

+ fx(t,Xt,et)ae(t)dWt - fx(t,Xt,et)dZZ 

(f(t,Xt+,et)-f(t,Xt,etj)l{teA} 

(-\€{t)f(t,Xt,et) + \<t)f(t,Xt,3 - et)) dt + dM{ 

-5t(Z<t)v(Xhet)-\eit)At")dt + ae{t)e-Stv\Xuet)dWt 

-e'5tv'(Xt, et) dZc
t + e-5t(v(Xt+, et) - v(Xt, et))I{teA} + dMt

f, 

where At := v(Xt,et) — v(Xt,3 — et), and A is the set of times when Z is 

discontinuous. We observe that v(-,i), i — 1,2, and v'(-,i), i — 1,2, are not 

necessarily bounded. However, we are assuming that v(-,i), % — 1,2, is concave 

and increasing. Let a and b be real numbers satisfying 0 < a < X 0 = x < 

b < +oo, and define ra := inf{£ > 0 : Xt = a}, u := inf{t > 0 : Xt = 6} and 

r := ra A T{,. Then, for every time t G [0, oo), 

e-s^v(X{tAT)+,etAT) - v(X0,e0) 

= / e-5 s(Z£ ( s )v(X s ,e s)-A e( s)A s)rfs 

/•tAr /-tAr 

+ / a<a)e-Sa<vf{Xa,e8)dWa- l e_<5V(Xs,es)rfZs
c 

(6.2) + £ e-Ss{v{Xs+,6s)-v{Xs,es)) + ML-Ml 
0<s<tAr, SEA 

Taking conditional expectation on both sides of equation (6.2) given X0 = x 
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and eg = i, we have 

Ex,i [ e - ^ t A ^ ( I ( t A T ) + ) 6 t t T ) ] -v(x,i) 

J e~5s (Z<s)v(Xs, es) - Ae(s)As) ds 

"• />tAr "1 T rtAr 

/ a£(s)e-5V(Xs,€s)(iWs - £ , , * / e-6sv'(Xs,es)dZ: 
.Jo 1 Uo 

^xA 

+ £; 

(6.3) + ^ £ e-5 s(t ;(X s + )6 s)-t ;(X s ,€ s)) 
.0<s<tAr, seA. 

+ Ex, ML - Ml 

Equation (6.1) guarantees that Le^v(Xt,et) — K(t)A-t < 0. Moreover, 

v'(x, i) > 1 for x G (0, oo) and the Mean Value theorem imply that v(yi, i) — 

v(y2, i) > yi-t/2 for every y1, y2 G (0, oo), yx > y2, and for both i = 1,2. Hence, 

replacing i = et, yi — Xt and y2 — Xt+, we obtain that v(Xt+, et)—v(Xt, et) < 

Xt+ — Xt. We also note that Xs+ — Xs — Zs — Zs+. Then, from equation (6.3), 

Ex,i [e-d^v(X(tAT)+,etAT)]-v(x,i) 

< EXA 
1 a<s)e-6sv\Xs,es)dWs 
o 

— E • J
ptAr 
' e 
o 

e~SsdZ° 

E • J2 e~5s (Zs+ - Z.) 
.0<s<tAr, seA 

+ EC x,t ML - Mi 

*^xA 

+ EL 

ptAr "1 [" rtAr 
ae{s)e-Ssv'(Xs,es)dWs -Ex>i e" 

Jo J L Jo 
e~dsdZx 

X,l ML - Ml 

We note that this inequality becomes an equality for the stochastic control Zv 

associated with v and, hence, for the admissible Z. Indeed, condition (ii) in 

Definition 6.2 implies that Xf G C(es) Leb a.e. 5 G [0, t A T ) P-a.e. and, 
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hence, 

E. X,l J 
JO 

tAr , 

e-Sa\L<8)v(Xr,e8 -Ae W ( t ; (X f ; C . ) - t ; (X f , 3 - c . ) ) ) ds = 0. 

Furthermore, from Lemma 6.1 we obtain 

• ptAr 

Ex>i / e-5sv'{X?,es)d{ZvYs - EXfi 
.Jo 

Ye-s-(v{x?;,z,)- -v(Xr,es)) 
0<s<tAr, seA 

— E • / e~5sdZv
s 

.Jo 

We note that v(Xa, ea) and v'(Xa, ea) are bounded when s € [ 0, M r ) . Then, 

{M{Ar,t > 0} is a square integrable martingale and, hence, EXti[M{AT} = 

Ex>i[MjH} for every t € [0, oo). Furthermore, a ^ e~2Ss(v'(Xs, es))
2 is bounded 

when s € [0, t A r) , and hence 

£ T 7o ' ae(s)e-ds^(Xs,es)dVKs = 0. 

Letting a J, 0 and 6 | +°°! we get ra —> 0 and rfe —• +oo. Then, r —> 0 . 

Also, taking t —> oo and using that X t = 0 for every i G [0 , oo), and that 

v(0, i) = 0 for both i = 1,2, we get 

v(x,i) > ^ [ e - 5 e t ; ( X 0 + , e e ) ] + ^ [ y e ^ d Z , 

= E-r, f 
Jo 

e~ds dZ„ J(x,i;Z). 

In particular, for Z — Z we have v(x, i) — J(x, i; Z). D 

To the best of our knowledge, Guo, Miao and Morellec (2005), Sotomayor 
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and Cadenillas (2008b), and Zariphopoulou (1992) are the only papers that 

present verification theorems for stochastic singular control problems with 

regime switching. Guo, Miao and Morellec (2005) study an irreversible in­

vestment problem, but do not provide a rigorous mathematical proof of their 

verification theorem. Zariphopoulou (1992) studies a consumption-investment 

problem, but without providing the proof of the verification theorem. 

6.2 Construction of the solution 

We want to find a function v(-,i), i — 1,2, that satisfies the conditions of 

Theorem 6.1. In particular, we want equation (6.1) to be satisfied. 

We conjecture v'(-, i) to be continuous, positive and non-increasing. Denote 

Xi := inf{x > 0 : v'(x,i) < 1} for each % = 1,2 and suppose min-fa?!,^} > 0. 

When x G [0,£»), v'(x,i) > 1. Hence, in view of (6.1), v(-,i) satisfies 

-of v"(x,i) + /J>iv'(x, i) — 5v(x, i) = \i(v(x,i) — v(x, 3 — i)). 

When x G (XJ,OO), v'(x,i) < 1. The concavity of v(-,i) and the fact that 

v'(x,i) > 1 (see equation (6.1)), imply that v'(x,i) = 1 for every x € (xi,oo). 

The relation between the thresholds x\ and #2 depends on the relations 

among the drift coefficients, the volatility parameters and the rates Ai and 

A2. We will just consider the case x\ < £2; the case x\ > x<i has a similar 

treatment. Thus, we have to consider three options for the initial level of the 

cash reservoir: x G [0,Xi), x £ [£1,^2) and x G [f2,°o)-

When x G [0,5i), v(-,i), i = 1,2, satisfies the following system of differen-
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tial equations: 

(6.4) -(X1 + 8)v(x,l)+fi1v'(x,l) + l^v"(x,l) + X1v(x,2) = 0 

-(\2 + 5)v(x,2)+n2v'(x,2) + -alv"(x,2)+\2v(x,l) = 0. 

This system is equivalent to the system (4.5). Hence, the solution is 

(6.5) v(x,l) = A^e?^*-*^ + A2e^x-£l) + A^e03^^ + A±eMx~Xl) 

(6.6) v(x,2) = Bie
Mx-Xl) + B2e

Mx~Xl) + Bze^x~x{) + B^x~Xx\ 

where, for each j = 1,2,3,4, 

(6-7) ^ - -xrA* - mii r 

The real values f3\ < (32 < 0 < (3% < j3^ above are the real roots of the 

characteristic function 4>\{f3) 4>\{pi) = A1A2, where 

#(/?) == -l^^-fiip+iK + S), i = l,2. 

We note that if, for some i0 e {1, 2}, v"(x, i0) — 0 on an open interval of 

[0, xi), then the solution to the system of differential equations (6.4) on this 

interval would be given by v(x, i) — Ci exp(Kix) + Dj exp(K2x), i = 1,2, where 

Ki and K2 are the two positive roots of [i\^2f? — (/^i(A2 + 5) + fJ,2(Xi + 5))K + 

(Ai + 5)(X2 + 8) — \\\2 = 0. We note that the function v(-, i), i = 1,2, obtained 

in that case is not a concave function. Hence, the conjecture of concavity for 

v(-,i) implies that v"(-,i), i = 1,2, does not vanish on [0,£1). 

Proposition 6.1. Suppose that the solution v(-,i), i — 1,2, of the HJB 

equation (6.1) is such that v'{-,%), i — 1,2, is continuous, positive and non-
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increasing. Suppose that i\ is the first point where v"(-, 1) vanishes and that 

v'(x\, 1) = 1. Then, v'(x, 1) = 1 for every x G [xi,x2). 

Proof. We want to prove first that v"(x, 1) = 0 for every i £ [x\, x2). Suppose 

there exists a G (xi,x2) such that v"(a,l) < 0. Define b := sup{x < a : 

v"(x,l) = 0}. Then, on the interval (b,a), v'(x,l) ^ 1 and, hence, v(-,i), 

i = 1,2, satisfies the system (6.4) (recall that also v'(x, 2) > 1 on this interval). 

Thus, v(x, 1) = A[e^x-a^ + A'2e^x~a^ + A^e03^'^ + A'4e^x-^ on (b, a). We 

note that v'"(x,l) > 0 on the interval (6, a) because v'(x,l) > 0. Then, 

v"(x,l) is strictly increasing on (b, a) and, hence, v"(x,l) > v"(b,l) = 0, 

which contradicts concavity. This proves that v"(x, 1) — 0 for every [xi,x2), 

and therefore, v'(x, 1) = v'(xi, 1) = 1 for every x G [xi,x2). • 

When x G (x\,x2), we want v'(x, 1) = 1 to be satisfied. Thus, we consider 

v(x, 1) = x + Kx and, hence, 

(6.8) -(A2 + 5) v(x, 2) + \x2 v'(x, 2) + \ u\ v"(x, 2) = -A2 (x + K±). 

Solving the ordinary differential equation, we find that 

(6.9) v(x,l) = x + Ki 

(6.10) v(x,2) = A1e
ai{x-£2) + A2e

a*(x-**) + -~—(x + K1)+
 X^2 

6 + \2
 v LJ (S + X2)

2 

where ax < 0 < a2 are the real roots of the characteristic function 

4>(a) := - of a2 + \x2 a - (A2 + 5) == 0. 

From (6.8), we observe that if v"(x,2) = 0 on an open interval, then the 
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solution of (6.8) on that interval would be given by 

V(x, 2) = C2 e ( ^ ) / ^ . + ^ _ (X + Kl + j^r-) , 
o + A2 \ o + A2/ 

which is not a concave function. Thus, the conjecture of concavity for v(-,2) 

prevents v"(-,2) from vanishing on [xi,x2). 

Proposition 6.2. Suppose that the solution v(-,i), i = 1,2, of the HJB 

equation (6.1) is such that v'(-,i), i = 1,2, is continuous, positive and non-

increasing. Suppose that x2 is the first point where v"(-,2) vanishes and that 

v'(x2,l) = v'{x2,2) = 1. Then v'(x,i) = 1 for every x € [x2,oo), for both 

i = 1,2. 

Proof. We want to prove first that w"(x, 1) = f"(x, 2) = 0 on the interval 

(x2,oo). If we suppose that there exists a G (x2,oo) such that v"(a, 1) < 0 

and v"(a, 2) < 0, we obtain a similar case to the one presented in the proof of 

Proposition 6.1, which also leads to contradiction. We suppose instead that 

there exists a £ (f2,oo) such that v"(a,l) = 0 and v"(a,2) < 0; the case 

v"(a, 1) < 0 and v"(a, 2) = 0 is analogous. Let b := sup{£ < x' : v"(x, 2) = 0}. 

Then, on the interval (6, a), v(x, 2) satisfies the differential equation (6.8) and, 

hence, it has the form v(x, 2) = A[ea^x-a^ + A'2e
a2<-x-a^ + dx + C2. We note 

that v'"{x,2) > 0 on the interval (b, a) because v'(x,2) > 0. Then, v"(x,2) 

is strictly increasing on (6, a) and v"(x, 2) > v"(b, 2) = 0, which contradicts 

concavity. Hence, v"(x,l) — v"(x,2) — 0 for every x e (x2,oo). Finally, it 

is clear that v'(x,l) = v'(x2,1) = 1 and v'(x,2) — v'(x2,2) = 1 for every 

x e [xi,x2). • 

According to Proposition 6.2, if x2 is the first point where v"(-, 2) vanishes 
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and v'(x2,1) = v'fa,2) = 1, then for every x € [x2, oo): 

(6.11) v(x,l) = x + Kx 

(6.12) v(x,2) = x + K2. 

In order to find the thresholds x\ and x2, and the coefficients and constants 

in equations (6.5) — (6.6), (6.9) — (6.10), and (6.11) — (6.12), we conjecture that 

the smooth-fit condition holds. We also want v'(xi,i) — 1 and v"(xi,i) = 0 for 

each i = 1,2. Thus, we need to solve the following system of equations 

v(0,i) = 0, for both i = 1,2 

v(xi — ,i) = v(xi+,i), for both i — 1,2 

v(x2-,2) = v(x2+, 2) 

(6.13) v'ix,-,!) = 1 

v '(52- ,2) = 1 

v'ixi-,2) = v'ixi+,2) 

v"(xi-,i) = 0, for both i = 1,2. 

The solution of the system of equations (6.13) gives us the values for xi and 

x2, and also the values for the coefficients Aj, j — 1,2,3,4, and Aj, j = 1,2, 

and the constants Ki and K2. The values for Bj, j — 1,2,3,4, are found from 

equation (6.7). 

6.3 Verification of the solution 

In the previous section, we made conjectures to find a candidate for value 

function v{-,i), i — 1,2. In this section, we will prove that v(-,i), i — 1,2, is 

indeed the value function of Problem 6.1. 

Theorem 6.2. Let xh i = 1,2, Aj, j = 1,2,3,4, X , j = 1,2, and i^ , i = 1,2, 
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be the solution of the system of equations (6.13). Let Bj, j = 1,2,3,4, be 

defined by (6.7). Then, the function v(-,i), i = 1,2, given by 

v(x,l) = { 

and 

v(x,2) = { 

x + Ki, x G [xi,oo), 

At e«i(*-*2) + 1 2 e«2(*-*2) + _A2_ (a. + Kl) + _ A ^ a: G [Ji , x2), 

x + iT2, x G [5f2,oo), 

is the value function V(-,i), i = 1, 2, of Problem 6.1. 

Froo/. In order to prove that the function v(-,i), i — 1,2, defined above is 

solution for Problem 6.1, it is enough to show that it satisfies the conditions 

of Theorem 6.1. 

It is easy to see that v(-,l) G C2([0,oo)) andv(-,2) G C2([0, oo)-{£i}), by 

definition, the smooth-fit conditions, and condition v"(xi—,i) = 0 in (6.13). 

Recall that Xi := ini{x > 0 : v'(x,i) < 1}. Then, for every x G [0,3;*): 

v'(x,i) > 1. Also, by definition, v'(x,i) = 1 for every x G [xi,oo). Hence, 

v(-,i), i = 1,2, is increasing on [0,oo). 

Now, we want to verify that v(-,i), i = 1,2, is concave. For % = 1, we see 

that v"'(x, 1) > 0 for every x G [0,Xi), because v'(-, 1) > 0 and 

Thus, v"(-, 1) is strictly increasing on the interval [0, x\) and, hence, v"(x, 1) < 

v"(xi, 1) = 0 for every x G [0,x{). The same argument applies to show that 
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i / " ( - ,2 )>0on [0,xi). On[5i ,x 2 ) , 

v'(x,2) = Ia i e
a i ( *-* 2 ) + 22a2ea2(*-*2) + y ^ V > X 

e> + A2 

which implies that Aa^1^-^ + A2a2e
a2^-i2) > 5/(6 + A2) > 0. Hence, 

v'"(x, 2) = a\ • Aaie
aiix-*2) + a\ • A2a2e

a2{x~£2) > 0 

and v"(-,2) is also strictly increasing on [£1,2:2). Then, v"(x,2) < v"(x2,2) = 

0 for every x € [0, x2). Hence, v(-,i), i — 1,2, is indeed concave because 

v"(x,i) < 0 when x E [0,Xj) and v"(x,i) = 0 when x € [£», 00). 

In addition, the system (6.13) guarantees that v(0,1) = v(0,2) = 0. 

It remains to verify that equation (6.1) holds for both i = 1,2. For x € 

[0,5:i), the function v(x,i), i = 1,2, is solution of the system of differential 

equations (6.4). Also, v'(x,l) > 1 and v'(x,2) > 1 because x G [0, x\) C 

[0,£2). For x € [£i,£2), the conditions (6.13) and Proposition 6.1 tell us that 

v(x, 1) = x + Ki satisfies (6.1), and v(x, 2) is solution of the system (6.8) such 

that v'(x,2) > 1 (recall that x € [£i,£2) C [0,£2))- Finally, for x E [£2,oo), 

the conditions (6.13) and Proposition 6.2 prove that v(x,i) —x + Ki satisfy 

(6.1). Hence, equation (6.1) is satisfied for every x > 0 and i — 1,2. • 

6.4 The optimal dividend payment policy 

In the previous sections we characterized and constructed the value function 

for Problem 6.1. Moreover, we rewrote the continuation and intervention 

regions in terms of the thresholds X\ and x2. In this section, we will rewrite 

the optimal control Z also in terms of x\ and x2. 

Consider the following Skorohod problem for one-dimensional diffusions 
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with regime switching on t € [0, oo): 

X* = x + / ^£(s) ds+ ae(s) dWs - Z*t 
Jo Jo 

(6.14) x; < x<t) 

/•oo 

/ I{x*<xe{s)}dZ* = 0. 

The above Skorohod system determines the process X* reflected at either 

ii or x2 via the process Z*. Indeed, if e(i) = 1, then X* is reflected at x\, 

while if e(t) = 2, then X* is reflected at 52. 

It is obvious from Definition 6.2 and section 4.2 that when we restrict the 

process Z* (solution to the Skorohod problem (6.14)) to [0,6], we obtain the 

control process associated with the function v(-,i), i = 1,2, given in Theorem 

4.2. Moreover, we see that X = X* on [0,9]. 

Theorem 6.3. Let (X*,Z*) be the solution of the Skorohod problem (6.14). 

Then, the process Z = {Zt,t > 0} defined by Zt = Z*t for t e [0,0) and 

dZt = 0 for iG [6 , oo), is the optimal dividend policy for Problem 6.1. 

Therefore, the optimal dividend policy for the company when the regime 

of the economy is i, is the following: (a) do not pay dividends when the level 

of the cash reservoir is below the threshold Xi, and (b) whenever the level of 

the cash reservoir is equal or larger than Xi, everything in excess of x^ should 

be distributed as dividend payments. It is very interesting to observe that 

dividend payments can also occur just because of a change in regime: those 

payments happen when the level of the cash reservoir falls in the interval 

(xi,x~2), and the economic regime changes from economic growth (i = 2) to 

economic recession (i = 1). 
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6.5 Comparison to the one-regime case 

Following the comparison to the one-regime case done in chapter 4 for bounded 

dividend rates, we will use a numerical example to compare the results of 

the regime switching model presented in this chapter to the results of the 

one-regime model presented in Asmussen and Taksar (1997) for unbounded 

dividend rates. In fact, we will use the same model parameters that were used 

in the example in chapter 4. 

We consider a Company AA that has only one regime with parameters 

Hi = 0.05 and o\ — 0.70, and a Company BB that has only one regime 

with \i<i = 0.15 and 02 = 0.45. We also consider a Company AB that follows a 

regime switching model for its cash reservoir (with regimes of economic growth 

and economic recession) with parameters Ai = 0.06 and A2 = 0.04, //! = 0.05 

and fx2 = 0.15, and ax — 0.70 and <r2 = 0.45. We assume as well that the 

market has a discount rate of 8 = 0.12. 

Following the method used by Asmussen and Taksar (1997) for unbounded 

dividend rates, we see that the optimal thresholds for Company AA and Com­

pany BB are XAA = 0.4109 and XBB — 0.9668, respectively. The optimal 

dividend policy for these companies is to pay no dividends while the level of 

their cash reservoirs is less than the respectively threshold and to pay dividends 

when that level is greater or equal to the threshold. 

Company AB has a different optimal dividend policy. Using the model pa­

rameters (persistence in regimes, drift coefficients, volatility parameters and 

discount rate) and solving the system of equations (6.13), we obtain the thresh­

olds X\ = 0.5166 and ±2 — 0.9249. Hence, Theorem 6.2 tells us that the opti­

mal dividend policy for Company AB consists on not paying dividends when 

the regime of the economy is 1 and the level of the cash reservoir is less than 

X\, and when the regime of the economy is 2 and the level of the cash reservoir 

is less than 5?2; and on paying dividends otherwise. Furthermore, we obtain 
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the value function VAB(-,^), i = 1,2. Figure 6.1 and Figure 6.2 show us the 

value function and the derivative of the value function for Company AB. 

In this case we can also compare the value functions for Company AA, 

Company BB, and Company AB. The results are similar to the case of bounded 

dividend rates: VAB(%, i), i = 1,2, is always greater than VAA(X) and is always 

lower than VBB(X), independently of the initial regime i (Figure 6.3). 
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Figure 6.1: Value function for Company AB when the dividend rates are 
unbounded: VAB(- ,« ) , i = 1,2, for model parameters Ai = 0.06, A2 = 0.04, 
lii = 0.05, //2 = 0.15, o-i = 0.70, (J2 = 0.45, 5 - 0.12 and K = 5. 
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Figure 6.2: Derivative of the value function for Company AB when the divi­
dend rates are unbounded: V^B(-,i), i = 1, 2, for model parameters Ai = 0.06, 
A2 = 0.04, //i = 0.05, //2 = 0.15, ai = 0.70, a2 = 0.45, 5 = 0.12 and K = 5. 
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Figure 6.3: Comparison of the value functions for Companies A A, BB and AB 
when the dividend rates are unbounded (comparison with one-regime model). 
From the top to the bottom: VBB(-), VAB (•,%), VAB{-, 1) and VAA{-)-
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Chapter 7 

Stochastic impulse control with 

regime switching 

Consider a probability space (fl,T,¥). Consider also a TV-dimensional stan­

dard Brownian motion W, and an observable continuous-time, stationary, 

finite-state Markov chain e with strongly irreducible generator Q, indepen­

dent of W. Moreover, consider the P-augmented filtration F. 

Let T = {rk, k > 1} be an increasing sequence of stopping times, and 

denote To := 0. We call the stopping times r^, k > 1, the intervention times. 

Moreover, let £ = {£&,& > 1} be a sequence of random variables such that 

£t : 0 —» M.M is ^-measurable, k > 1. We use the notation £o : = 0, and call 

the variables £&, k > 1, the impulses at the intervention times. 

Let the open, nonempty, convex set O C MM be the solvency region. Con­

sider an F-adapted process X = {Xt, t > 0} that satisfies the following stochas­

tic integral equation 

(7.1) Xt = x + ff(Xs,es)ds + f g{Xs,es)dWa + J>(&) W > . 
JO Jo fc>! 

with initial value XQ = x G O and initial state eo — e(0) = i € 5 . We assume 
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that the functions / : RM x S -»• RM and g : RM x S -* RMxJV are Lipschitz 

continuous functions in #. Moreover, we assume that the function h : MM —> 

RM is linear. We define G : RMx<S - • R M x M as G(x,i) := 5(x,i)-^(x,i)T . We 

note that the Lipschitz conditions implies that f(-,i) and g(-,i) are bounded 

in every closed subset of RM, for every i 6 5 . Hence, C?(-,i) is bounded in 

every closed subset of M.M, for every i £S. 

Consider the first time when the process X leaves the solvency region. 

Define such stopping time as 

G = Qx := M{t>0:Xt£O} 

and impose Xt = XQ for every £ € [0 , oo). 

Let H : RM x S -+ R be a function such that, for every j / e RM and z e S, 

(7.2) #(y ,*) | ^ « i ( l + HylU), 

where «$, i e <S, are positive real numbers. Define the functional 

(7.3) J(x,i ;r ,0 := EX J2e-5^H(Zk,eTk)I{Tk<e} 
fe>i 

The parameter 5 > 0 is the discount rate for H. 

Recall that h is a linear function and that H satisfies (7.2). Then, in order 

for the trajectory X^T^ given by (7.1) and the functional (7.3) to be well 

defined, we only need 

(7.4) E. X,l E «-*>'• {rfc<e} < +oo 
fc>i 
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and 

(7.5) E: X/l 53 e 5TkHk\\M I{rk<e} 
fc>l 

< +00. 

We note that condition (7.4) is equivalent to 

(7.6) P J lim rk < i A e | = 0, for every t G [0,oo). 

We observe as well that, since h is a linear function, conditions (7.4) and (7.5) 

imply that 

(7.7) ]imEx>i[e-StXt+] < +00. 

Taking into consideration the previous analysis, we define admissibility for 

intervention times and impulses in the following way. 

Definition 7.1. For every x G O and i € S, we define an admissible impulse 

control as a stochastic impulse control process u defined by 

u = (T, f) = ( r i , . . . , Tfc,...; &, . . . , & , . . . ) 

that satisfies conditions (7.5) and (7.6). The set of all admissible controls will 

be denoted by A(x, i). 

Problem 7.1. The stochastic control problem related to this setup is to select 

an optimal admissible control u* = (T*,£*) G A(x,i) that maximizes the 

functional (7.3) for every x £ O and i e S. We define the value function by 

V(x,i) := J(x,i;u*) = sup J(x,i;u). 
uEA(x,i) 
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7.1 The verification theorem 

Consider ip : RM x S —> R and define the operators Lj, for each i G tS, by 

Liif>(x,i) := -G(x,i)»tpxx(x,i) + f(x,i)Ttpx(x,i) - 6ip(x,i) 

M M 

m = l p = l ^ 

M 

+ J^/mOM) «—(x,i) - 8i){x,i). 
oxm 

m—l 

For every x G O and i G S, we define the set of admissible impulses by 

E(x,i) := { ? / G l M : #(17,1) G R, i + % ) e o l . 

For ^ : RM x S —> R, we define then the maximum utility operators M* by 

Mi^{x,j) := sup|fT(77,i)+^(a; + % ) , j ) : »7GS(a;,i) | , 

If the set H(aj, i) is empty for some (x, i) G O x <S, we denote Mj ^(a:, i) = —00 

by convention. 

For a function v : RM x S —> R, we define for each i £ S, the continuation 

region 

C(i) := f i e O : M v(x, i) - v(x, i) < 0 } . 

Furthermore, we define the following quasi-variational inequalities. 

Definition 7.2. A function v : RM x <S —>• R satisfies the quasi-variational 

inequalities (QVI) of Problem 7.1 if, for every i G S, it satisfies the Hamilton-

Jacobi-Bellman equation 

(7.8) Liv(x,i) + Qv(x,-)(i) = 0, 
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for every x € C(i), and if it also satisfies 

(7.9) Liv(x,i) + Qv(x,-)(i) < 0, 

(7.10) Miv(x,i)-v(x,i) < 0, 

for every every x € O. 

Then, when v satisfies the QVI of Problem 7.1, we can define a control 

process uv = (T",£") associated with v in the following way. 

Definition 7.3. The control process 

is called the QVI-control associated with v if 

(7.11) rl := inf { t > 0 : v(Xv
t, et) = M<t) v(X?, et) } 

(7.12) £ := axgsup{i ; ( j5q : f +%),e T . )+£r (77 ,e T «) :77GS(^ f > e T j . )} , 

and for every k > 2, 

(7.13) rl := inf { t > n„x : v (Xt«, et) = Me(t) t/ptf, e*)} 

(7.14) £ := argsup [v(x% + % ) , eT.) + ff fo, er.) : T? e s ( j q . , er») } , 

where X^ denotes the trajectory given by (7.1) for the control process uv = 

(T", ,f )• In addition, we denote rg := 0 and ^ := 0. 

Theorem 7.1. Let v(-,i) e Cl{0) n C2(e>\A^), i G «S, be a real function in 

O, where N{, i G <S, are finite subsets of 0 . Let v(x,i) — 0 for every x £ O, 

i G S. Suppose that the function v(-,i), i e <S, satisfies the quasi-variational 
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inequalities (7.8) - (7.10). Moreover, for each i G S, let A C O be an open 

set, and suppose that 

(7.15) \v(x,i)\ < Q;J( 1 + || x \\M) , for every x 6 0\Di, 

where ctj G M+, i G <S. If the QVI-control w" = (T",^") associated with v is 

admissible, then it is the optimal control for Problem 7.1. Furthermore, v(-, i), 

i G S, is the value function for Problem 7.1. 

Proof. We note first that for each i G S, both v(-, i) and vx(-, i) are continuous 

in Cl(Di), and hence they are bounded in Cl(Di). 

Consider an arbitrary admissible control u — (T, £) and the trajectory X — 

Xu determined by u. Consider that X has the stopping time of bankruptcy 

6 = Sx- Let us denote A := {t > 0 : Xi+ ^ Xt} = {rk, k > 1}. 

We note that condition (7.5) is satisfied for u = (T,£), which implies (7.7). 

Then, using the fact that v(-,i) is bounded in Cl(Di) and that satisfies (7.15) 

in 0\Di, using condition (7.7) and using the Lebesgue dominated convergence 

theorem, we obtain 

l i m ^ [ e - 5 ( i A 0 ^ ( X ( t A 0 ) + , e M 0 ) ] = EXti[e-&&v{X@+,ee)] 

Recalling then that Xt = XQ ^ O for every i e [6, oo), and that v(x,i) = 0 

for every x £ O, i € <S, we get 

(7.16) limEx4e-6^v(X(tAe)+,6tAQ)] - EXti [e-5ev(Xe,ee)] - 0. 

Consider U = {Uj, j > 1} to be an open cover of O. Let J > 1 be such 

that X0 = x e Uj=iUj C O and such that Uf=1[/j is bounded, and define the 

stopping time Sj = inf{ t > 0 : Xt £ Uj=1Uj } . Then, for every time t G [0, oo) 
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and every K > 1 and J > 1, we get 

e - ' 5 ( t A T * A s ^ P W A s j ) + , etATKAsj) - v(X0, e0) 

K 

= ^2{e~mTkASMXt^Sj,etATkAsj) 
k=l 

- e-^- l A s 'VX ( t A r f c_ l A s j ) + , eMTfc_lAsj)) 

+ Yl e-Ss(v(Xs+,es)-v(Xs,es)). 
s€[0,tATKAsj)nA 

We observe that s £ [0,iAr^ Asj)nA if and only if s = r^ and r^ < tAsjAG, 

for some k G { 1 , . . . , K}. Hence, 

e-s(tArKASj)v(X{tATM)^ €tATxAsj) _ „(*„, eo) 

- e - 5 ^- A s ^t ; (X ( t A r f c _ l A s j ) + , etArfe_lAsj)) 

(7.17) + ^ e-5T* (v(XTk+,eTk)-v{XTk,eTk)) /{rfc<iAs,A0}. 
/ c = l 

Consider the function <p(-, •, i), i G 5 , defined as </?(£, a;, i) = e~5tv(x, i). We 

note that X is a continuous semimartingale in any interval (?"£_!, r^], k > 1. 

Then, we use the Ito's formula for Markov-modulate processes for ip(t, Xt, et) 

k=i 

K 
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in the intervals (t A rfc_i A Sj, t A r^ A Sj ], fc > 1, to obtain 

M 
d(p 

dp(t,Xt,et) = wfaXt^db + Y,f™(Xuet)-~(t,Xt,et)dt 
m = l 

M TV 

m = l n = l 

1 M iW pa 

+ 2^^Gm*{Xu€t)dTlte{t'Xuet)dt 

m=l p=l rn p 

+ Q<p(t,Xt,-)(et)dt + dMf. 

The process {Mf, t > 0} is a real-valued, square integrable martingale, with 

M£ = 0 P-a.s., when v(-,i), i E S, is bounded. We have then that, in the 

intervals (t A rk-i A Sj, t A rk A s j ], fc > 1, 

dp(*, Xt, et) = -Se-dtv(Xt, et) dt + e~5t ] T fn(Xu et)-^ (Xt, et) dt 
171=1 

M N 

+ e~5t E E 9mn(Xt, et) p - (Xu et) d(Wn)t 
OXr, 

m=ln=l " m 

M M 

+ \ ^ E E <*«* (**> tt) £-^ (Xt, e.) eft 

+ e-6tQv(Xt,-)(et)dt + dMf 

= e~st (Le{t) v(Xt, et) + Q v(Xu -)(et)) dt 

M N Q 

+ e~st E E 9mn(Xt, et) -^- (Xt, et) d(Wn)t + dMf. 
m = l n=l m 
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Hence, 

ptArkAsj 

= / e-Ss(L<s)v(Xs,es) + Qv(Xs,-)(es))ds 

rtATkAsj JLJL Bv 
+ / e-SsJ2J29mn(Xs,e8)—-(Xs,es)d(Wn)s 

JtAr^Asj m=1 n = 1 OXm 

(7.18) + MfArfcAsj - MjArfc_ 

The function t;(-,i), i £ S, satisfies the QVI (7.9). Then, for every k > 1, 

ptArkAsj 

(7.19) / e-5s(Le ( s )«(X s ,e s) + Qt;(Xs,-)(es))rfS < 0. 
JtATk-xAsj 

We note that the equality holds if (T, £) is the QVI-control associated with v. 

Moreover, i>(-,i), i G <S, also satisfies the QVI (7.10). Hence, for every k>l, 

e~6Tk (v(XTk+,eTk) - v(Xrk,eTk)) I{Tk<tASjAe} 

= e~6Tk (v(XTk + h(£k), eTk) - v(XTk,eTk)) I{Tk<tASJAe} 

(7.20) < -e-SrkH^k,eTk)I{Tk<tAajAe}. 

Equality holds for the QVI-control associated with v (if admissible). 

Combining equations (7.17), (7.18), (7.19) and (7.20), and taking condi-
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tional expectation given XQ = x and eo = i, we obtain 

EXli [e-^tATliAs^v(X{tATKAsj)+,etATKAsj)]-v(x,i) 

< EXj 

M N K rt/\rkAsj ™ " a 

E / c~" E E^(*-6s) £r (*.. o <w» 
iAs./ m = l n = l 

J-JX,l 

K 

€T-/C) -^{rfc<tAsj AG} 

fe=l 

i f 

lAsj)+ 
fc=l 

) 

rtAr/fAsj JW N 

Er 

— Ex 

/ c ~" E 22^n(Xs,e.) 5— (Xs,es) d{Wn)t 
Jo m=l n=l ° ^ m 

i f 

Xy^ff&,eJ/{ Tfc<tAsjA0} 

fc=l 

(7.21) +EXtl[M?ATKASj-M£] 

We recall that ux(-,i) is continuous in O and, hence, bounded in a closed 

subset of O, % £ S. We recall as well that G(-,i) is bounded in every closed 

subset of EM, for every i e S. We recall finally that Xs e CH}JJ
j=xUj) when 

s G [0,t ATR- A S J ] . Thus, 

£ / T 
/ 

tf\TKASj 

e 2t>svx{Xs, esy G(XS, es) vx(Xs, es) ds < +oo, 

which implies 

rtArKAsj 

"* [Jo e-dsvx(Xs,esy9(Xs,es)dWs = 0, 
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or equivalently, 

E. X,l I 
tATKAsj JLJL f)v 

e~5s J2 E 9mn(Xs, es)jf- (X„ es) d(Wn)6 

m—1n=l 
= o. 

We note as well that, for every i £ S, v(-,i) is bounded in Cl(Uj=1Uj) because 

of the continuity of v(-,i). Also, Xs e Cl(\JJ=lUj) for every s G [0,tArK Asjj. 

Thus, v(Xs,es) is bounded for every s G [0,t ATK A sj]. Then, the process 

{M^AT](Asj,t > 0} is a square integrable martingale and EXJ[MJ:ATKASJ } = 

EXti[Mg}. Thus, from (7.21), 

v(x,i) > Ex>i[e-s(tAT«AsMX(tATKASj)+,etArKASj)] 

+ EXj 
K 

/] e 5TkH{ik^Tk)I{Tk<tAsjAQ} 

k=l 

where the equality holds for the QVI-control associated with v (if admissible). 

Letting J —> +oo, we get that Sj —> 0 . Also, since (T, £) is admissible, 

condition (7.6) holds and, hence, 

v(x,i) > lim Ex4[e-6itAT*^v(XitATK/xe)+,etATKAQ)] 
K-+oo 

+ lim EXi 
K-

K 
€Tk)I{rk<tA<3>} 

fc=l 

Ex,i [ e - i ( t A 8 ) v( I ( t t e) + ) e t A e) ]+£x , i £V5 r*.exa,eT f c)/ { T f c < t A© } 
fe>i 

Letting t —• oo, using (7.16), and applying the Dominated Convergence The­

orem, we get 

v(x,i) > 0 + EXti J2e-dTkH^k,eTk)I{Tk<6} 
k>i 
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with equality for the QVI-control associated with v (if admissible). Therefore, 

for every admissible control (T,£)> v(x,i) > J(x,i;T,£). In particular, if 

(Tv, £>) is admissible, v(x, i) = J(x, i; Tv, £v). D 

In the next chapter we present an example of a problem of stochastic im­

pulse control with regime switching. We consider an optimal dividend problem 

for a company whose cash reservoir is affected by business cycles. The com­

pany's management has to select the optimal times and optimal amounts of 

dividends to pay to their shareholders. We consider dividend taxes and a fixed 

cost that is incurred every time that dividends are paid. 
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Chapter 8 

Optimal dividend policy in the 

presence of a fixed dividend 

cost, dividend taxes and 

business cycles 

Research on dividend policy started with Miller and Modigliani (1961) under 

the assumption of a perfect market, and has continued since then assuming 

different market conditions. Currently, dividend policy is one of the most 

important research areas in corporate finance. Although, its importance is not 

limited to research but it extends to practice. Annually, billions of dollars are 

paid out by the corporate sector in dividends (see Allen and Michaely (2003), 

and Poterba (2004) for actual amounts). Moreover, a company's dividend 

policy has a fundamental role in their financing and investing decisions. 

Taksar (2000) presents a survey of different stochastic models for the op­

timal dividend policy. Standard dividend optimization problems are solved 
9The results shown in this chapter are presented in: Sotomayor, L.R. and A. Cadenillas, 

Stochastic impulse control with regime switching for the optimal dividend policy when there 
are business cycles, in preparation (2008). 
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using classical and singular stochastic control techniques. Examples of this 

are the papers by Asmussen and Taksar (1997), Asmussen, Hojgaard and Tak-

sar (2000), Cadenillas, Choulli, Taksar and Zhang (2006), Choulli, Taksar and 

Zhou (2001), Choulli, Taksar and Zhou (2003), H0jgaard and Taksar (2001), 

Jeanblanc-Pique and Shiryaev (1995), Radner and Shepp (1996), and Taksar 

and Zhou (1998). 

Jeanblanc-Pique and Shiryaev (1995) initiated the use of stochastic im­

pulse control for solving optimal dividend policy problems. They considered 

the problem of discrete dividend payments with fixed dividend fee (payment 

cost), and maximized the expected total amount of dividends to be paid to 

shareholders. Other papers that use stochastic impulse control techniques for 

dividend problems are Cadenillas, Sarkar and Zapatero (2007), and Cadenil­

las, Choulli, Taksar and Zhang (2006). However, none of these papers has 

considered the effect of macroeconomic conditions on dividend policies. 

As mentioned in chapter 4 (for bounded dividend rates), empirical evi­

dence supports that macroeconomic conditions influence the dividend policies. 

Gertler and Hubbard (1993) show in fact that dividend policies behave accord­

ing to macroeconomic conditions. Furthermore, Ho and Wu (2001) explain 

that the earnings (and cash reservoir) of a company depend on the conditions 

of the market. Dividends are paid from the company's cash reservoir; hence 

a macroeconomic effect on the cash reservoir implies a macroeconomic effect 

on the dividend policies. Further empirical evidence of the macroeconomic 

effect is given by Driffill, Raybaudi and Sola (2003), Driffill and Sola (2001), 

Hackbart, Miao and Morellec (2006), and Hu and Schiantarelli (1998). 

We consider an economy that shifts between two different regimes: eco­

nomic growth and economic recession. We consider as well a company whose 

cash reservoir is affected by the regime of the economy. The objective of the 

management of the company is to select the times and amounts of dividends 

141 



that maximize the total expected discounted cumulative amount of dividends 

to be paid out to their shareholders. We consider that the payment of divi­

dends creates both a fixed dividend cost and a variable cost which is given by 

the dividend tax rate. Both costs are paid by the shareholders. 

8.1 The dividend model with regime switch­

ing 

Consider a probability space (Q, J7, P). Consider also a standard Brownian 

motion W = {Wt.,t > 0}, and a (finite-state) continuous-time Markov chain 

e = {eut > 0}, such that et = e(t) G {1,2}, for every t G [0, oo). The state 

e(t) of the Markov chain represents the regime of the economy at time t. We 

assume that the processes e and W are independent. Furthermore, we assume 

that the Markov chain has a strongly irreducible generator Q = [q^ ]2X2 where 

Qu = —A; and qaz-i) = K, with Ai, A2 > 0. Then, we can write 

det = (Ai I{£t=i} - A21{et=2)) dt + dMt, 

where {Mt, t > 0} is a square integrable martingale (see Buffington and Elliott 

(2002), Elliott and Swishchuk (2004), Guo (2001), and Yin and Zhang (1998)) 

with M0 = 0 P-a.s. Consider F = {Tt-, t > 0} the P-augmentation of the 

filtration {Tt 'e,t > 0} generated by the Brownian motion and the Markov 

chain, where J7^ = a{Ws, es : 0 < 5 < t} for every t G [0, oo). 

Let the F-adapted process X = {Xt, t > 0} represent the cash reservoir of 

the company. Assume that X satisfies the stochastic differential equation: 

dXt = fie(t) dt + <re(t) dWt - dZt 

with initial level of the cash reservoir X0 = x > 0 and initial regime eo = 
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e(0) = i. The drift coefficients (^i and /^) and the volatility parameters {<j\ 

and <r2) are all positive constants. 

The adapted process Z = {Zt,t > 0} represents the cumulative amount of 

dividends that are paid out by the company up to time t. Suppose dividends 

are paid at instants rn, n > 1, where T = {rn, n > 1} is an increasing sequence 

of stopping times. In addition, the amount of dividends paid at instant rn is 

£n> n > 1, where £ = {£„, n > 1} is a sequence of nonnegative random variables 

such that £n : £1 —> [0,00) is ./^-measurable, n > 1. We denote r0 := 0 and 

£0 := 0. Hence, 

/ He{s)ds + / <Je(s)dWs - y2^nl{rn<t} 
Jo Jo „>,, n>l 

for every £ G [0,00). Consider S > 0 the discount rate for the dividend 

payments. 

We observe that the company will not be able to pay dividends if it runs 

out of cash, i.e. if its cash reservoir becomes zero (or negative). Thus, we need 

to define the stopping time of bankruptcy 

9 = Gx := inf {* > 0 : Xt < o} 

and impose Xt = 0 for every t e [0,00). Thus, we redefine the process 

X={Xt,t>0} as 

(8.1) 

{ X + It »e(s) ds + / ' a£(s) dWs - E n > l Zn I{rn<t} if t € [ 0, 0 ) 

0 i f * e [ 0 , o o ) . 

For every cash reservoir process X = X^T'^\ it is possible to prove that 

(8.2) limEX!i[e-stXt+] = 0, 
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where Ex^[-} represents the expectation conditioned to Xo = x and e0 

e(0) = i. Indeed, 

0 < \miExAe-5tXt+] 
t—>00 

= lim Ex,i [ e-StXt+I{e<t} ] + lim EX:i [ e-
StXt+I{e>t} ] 

i—>0O ~ t _ i ^ o L 

= l i m ^ [ e - ^ X t + / { e > i } ] 

t—»oo 

t—>oo 

< lim £7, : St (x+ / //e(s)rfs+ / <7e(,)dWaj 

< lim e~5tExA \x+ He(s)ds + / <7e(,)dWa 
*^°° I Jo Jo 

'{0>t} 

< lim e St (x + max{/j,i,{i2} • t) = 0. 
t—>oo 

Then, following a similar analysis to Cadenillas and Zapatero (1999), we note 

that (8.2) implies that, for every pair (T, £), 

(8.3) E-r J2e~STn^hm<0} 
n > l 

< OO. 

The company selects the dividend policy by deciding when to pay dividends 

and the amount of dividends to be paid each time. That is, the company selects 

both the sequence of stopping times T and the sequence of random variables 

£. We will require, however, certain technical condition. 

Definition 8.1. The stochastic impulse control process u defined by 

u = (T, 0 = ( r i , . . . , r „ , . . . ; & , . . . , £„, . . . ) 

that satisfies the condition 

(8.4) P ( lim rn < t A 6 \ = 0 for every t G [0, oo), 
I n—>oo J 
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is called admissible impulse control. The set of all admissible controls is de­

noted by A. 

Remark 8.1. The dividend policy that consists in never paying dividends is 

obtained through any control (T,£) such that P { T I = 00} = 1. By definition, 

these controls satisfy (8.4). Hence, to not pay dividends at all is an admissible 

strategy. 

The management of the company wants to find the dividend policy that is 

optimal for the shareholders. For this reason, the management should consider 

the shareholders' preferences and the costs that receiving dividend payments 

generates to them. 

We assume that the shareholders pay both a fixed cost and a variable cost 

for receiving a dividend payment. The fixed cost is the amount K 6 (0,00) 

that is charged every time a dividend is paid independently of its amount. The 

variable cost is the dividend tax charged on the dividend amount. We denote 

the dividend tax rate as 1 — k, where k G (0,1]. If dividend income is not 

taxable in the prevalent economy, we use k = 1. 

Since the management of the company is supposed to be looking after 

the interests of the shareholders, the shareholders' preferences are measured 

through the management's utility function. Following Jeanblanc-Pique and 

Shiryaev (1995), we consider risk neutral shareholders and, hence, a risk neu­

tral management. That is, we assume that the management has the linear 

utility function g : [ 0, 00) —> [ 0, 00) defined by 

g{x) :— kx — K. 

Thus, in order to optimize the operation of the company and find the op­

timal dividend policy for the shareholders, the company's management wants 

to solve the following problem. 
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Problem 8.1. Select an admissible control u = (T,£) that maximizes 

J{x,i;u) = J(x,i;T,£) := Ex4 J2e~STn9(Zn)I{rn<&} 
n>l 

and find the value function V : [0, oo) x {1,2} —>• [0, co) defined by 

V(x,i) := supJ(x,i;u). 

We note that the admissibility condition (8.4) implies that 

E • 

n > l 

< OO, 

for every admissible control (T, £). Moreover, we note that 

0 < J(x,i;T,£) < kEx J2e~STntnI{Tn<e} 
n>l 

Hence, equation (8.3) guarantees that the right-hand side of the inequality 

above is finite. Thus, the functional J(x,i;u) is well defined and finite for 

every admissible control u = (T,£). 

Jeanblanc-Picque and Shiryaev (1995) study Problem 8.1 for the special 

case in which the economy has only one regime, that is, e takes only one 

possible value. Also, they did not consider the presence of dividend taxes 

although the utility function assumed for the shareholders is also linear. 

8.2 The value function 

In this section, we present some properties of the value function V(-, i),i = 1,2, 

defined in Problem 8.1. We also give the conditions that characterize both the 
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value function and the optimal control for this problem. 

Proposition 8.1. The value function V(-, i), i = 1,2, in Problem 8.1 is a real 

function such that V(0, i) = 0 for both i — 1,2; such that 

(8.5) V(y,i) > V(x,i)+g(y-x) 

for every x G (0, oo) and y € [x, oo). 

Proof. Consider the initial capital a; > 0 and the initial regime i G {1, 2}, and 

let u — (T, £) be an admissible control. For every y > x, we can follow the 

control process w = (T, £) such that fi = 0, fn — rra_i for n > 2, £i = y — x 

and £„ = £ra_i for n > 2. Let Xu(a) denote the controlled process Xu such 

that X% = a. Then, 

X?{y) = y+ Ve(s)ds+ / <re(,)dW8 - ^ t n I{rn<t} 
JO J0 n > : 

= V + / ^(S) cte + / ere(s) dWs - V ^ n ^{rn<t} ~(y-x) = X?(x), 
Jo Jo „>x 

for every i G (0, oo). We note that u is an admissible control since 

P ( lim f„ < « A 0 x o ) = P ( lim rn < t A Sx«} = 0, 

and lim^oo Eyii[e-StXf+} = l i m ^ EX!i[e~dtX?+} = 0. Therefore, 

F(y, i) > J(y, i; f, I) = J(x, i; T, 0 + <?(y - x), 

and, hence, ^ (y , i) > V(:r, i) + ^(y — x). Moreover, if the initial level of 

the cash reservoir is x = 0, the time of bankruptcy is O = 0 and, hence, 

V(0, i) = J2n>o e~STn9(^n) -0 = 0, for every initial regime i. • 
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In order to solve Problem 8.1, we shall define the following operators Li 

for each i = 1,2. Let ip : [0, oo) x {1,2} —• K. be a real function and define 

Liip(x,i) := - ^ — (x,i) + ^ -rr;\x^) ~ oip{x,i). 

Also, we define the maximum utility operator M by 

Mip(x,i) := s u p { ^ ( | / ) + ^ ( x - j / , i ) : j/G [0, a:] j , 

where x € [0, oo) and i — 1,2. The function JWV(-,i) represents, when the 

regime of the economy is z, the expected utility generated by the dividend pay­

ment strategy that consists on paying first the best possible dividend amount 

and then selecting the optimal times and optimal amounts of the following 

dividend payments. 

When the level of the cash reservoir is x and the regime of the economy is i, 

the expected utility associated with the optimal dividend policy is V(x, i). The 

expected utility associated to any other dividend policy that is not optimal 

cannot be greater than V(x,i). In particular, MV(x,i), the expected utility 

associated with paying the best dividend amount and then following an optimal 

policy, cannot be greater than V(x, i). This discussion motivates the following 

definition. 

Definition 8.2. A function v : [0, oo) x {1,2} —> [0, oo) satisfies the quasi-

variational inequalities (QVI) of Problem 8.1 if, for each i = 1,2, and every 

x e [0, oo), 

(8.6) Liv(x,i) — \i(v(x,i)— v(x,3 — i)) < 0, 

(8.7) Mv{x,i)-v(x,i) < 0, 

(8.8) (Liv(x,i) — \i(v(x,i) — v(x,3 — i))(Mv(x,i) — v(x,i)) = 0. 
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We note that the conditions (8.6) — (8.8) define two disjoint regions for 

each i = 1,2, in the interval (0, oo): the continuation region 

C(i) :— I x > 0 : Liv(x, i) - Xi(v(x, i) — v(x, 3 — i)) = 0, Mv(x, i) - v(x, i) < 0 L 

and the intervention region 

E(i) := I x > 0 : Liv(x, i) - \{v{x, i) — v(x, 3 - i)) < 0, Mv(x, i) — v(x, i) — 0 >. 

Then, when v satisfies the QVI of Problem 8.1, we can define a control process 

uv _ (Tv,£v) associated with v in the following way. 

Definition 8.3. The control process uv = {Tv, <f) = (rf, . . . , rv
n,...; # , . . . , Q,...) 

is called the QVI-control associated with v if 

(8.9) r\ := inf{t > 0 : v{X?, et) = Mv{Xv
t) et)} 

(8.10) Ci := a r g s u p { t ; ( ^ r - i 7 , c r ? ) + y ( i ? ) : i 7 G [ 0 , o o ) > ^ r e [ » 7 l o o ) } , 

and for every n > 2, 

(8.11) T£ := i n f { * > r n _ i : « (A] ,
1 £ ( )=Mt ; ( ^ I e t ) } 

(8.12) £ := a r g s u p { t ; ( X ^ - i ? , e ^ ) + p ( » 7 ) : ^ € [ 0 , o o ) , ^ € [ » / , o o ) } , 

where X" denotes the cash reservoir process given by (8.1) generated by the 

control process uv — (Tv, £"). In addition, we denote TQ :— 0 and £J :== 0-

The following theorem is, to the best of our knowledge, the first verification 

theorem for stochastic impulse control with regime switching. 

Theorem 8.1 (Verification Theorem). Let v(-,i) € C 1 ( [0 ,oo))nC 2 ( [0 ,oo)-

JVj), i = 1,2, where iVj are finite subsets of (0, oo). Let v(0, i) = 0, i — 1,2 and 
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suppose that v(-,i), i = 1,2, is solution of the QVI (8.6) - (8.8). Moreover, 

for each i = 1,2, let rji G (0, oo) and suppose that 

(8.13) v(x,i) = di + k(x — di) — K, for every x G [rji, oo), 

where a; G 1R and dj G (0,rft). If the QVI-control uv — (Tv,£v) associated 

with v is admissible, then it is the optimal control solution of Problem 8.1. 

Moreover, v(-,i), i = l,2,is the value function for Problem 8.1. 

Proof. We note first that for each i = 1,2, both v(-, i) and t/(-, i) are continuous 

functions in [0, rji], such that v(rji,i) = a\ + k(rji — di) — K and v'(r]i,i) = k. 

Hence, for each i — 1,2, v(-,i) and v'(-,i) are bounded in [0, rji]. Moreover, 

v'(-, i) is constant in [rji, oo), so v'(-,i) is also bounded in [rji, oo), i = 1,2. 

Consider an arbitrary admissible control (T, £) and the corresponding pro­

cess X = X(T '^ with stopping time of bankruptcy 0 . We note that X is a 

continuous semimartingale in any interval ( r n _i , r n ] , n > 1. Let a be a real 

number satisfying 0 < X o = a ; < a < +oo, and define the stopping times 

ra :— inf{£ > 0 : Xt = a} and sn := rn A ra A 0 , n > 1. Let us denote 

Aev(x, i) := v(:c, z) — v(x, 3 — i), and A := {t > 0 : Xt+ 7̂  X t} = {rn, n > 1}. 

Hence, s G A if and only if s = rm for some m > 1. Consider the function 

f(-,-,i), i — 1,2, defined by f(t,x,i) := e~Stv(x,i). Then, for every t G [0,oo) 

and n > 1, we apply the Ito formula for Markov modulated processes for 
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f(t,Xt,et), to obtain 

e-*(*Asn)u(x(tASn)+J £ t A B j _ u ( X o > £o) 

rtAsn 

= / e~Ss (Le(s)v(Xs, ea) - Xe{s)Aev(Xs, ea)) ds 
Jo 

+ / o<s)e-5sv'(Xs,es)dWs 
Jo 

(8.14) + £ e-&(^+,fs)-«(4a + 4 s „ - 4 
se[o,tAs„)nA 

We observe that s G [0, t A sn) H A if and only if s = rm and rm < £ A ra A 0 , for 

some m = 1 , . . . , n. Moreover, the process {M t , t > 0} is a square integrable 

martingale when v(-,i), i = 1,2, is bounded (see Bjork (1980)). 

The function v(-, i), i = 1,2, satisfies the QVI (8.6). Then, for every n > 1, 

(8.15) / e-5 s(L£ ( s ) V(X s ,e s)-Ae ( s )Aet;(X s ,e s))d5 < 0. 
Jo 

We note that the equality holds if (T, £) is the QVI-control associated with v. 

Moreover, v(-,i), % — 1,2, also satisfies (8.7). Hence, for every m > 1, 

(8.16) 

e~STm (v(XTm+, e T J - v(XTm,eTJ) /{Tro<tATaAe} < - e~6rmg{U) I{rm<tAraA0}-

Equality holds for the QVI-control associated with v (if admissible). 

Combining equations (8.14), (8.15) and (8.16), and taking conditional ex-
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pectation given XQ = x and eo = h we obtain 

Ex>i [e-s^v(X{tASn)+,etASn)] -v(x,i) 

/ *<8)e-s'v'(Xs,ea)dWa 
.Jo 

n 

£ e-STmg(U) I{rm<tATaAe} 

< Ex,i 

(8.17) -E. 
m=\ 

+ Ex MU - Ml 

We recall that v'(Xs, es) is bounded when s G [0, oo). Then, of(s) e 2<Ss(f'(Xs, es))2 

is bounded when s G [0, t A sn] and therefore, for every n > 1, 

[ /•tAs„ 

y <re(fl)e-«V(Xa,ea)dW8 0. 

We note that v(Xs,es) is bounded in [0, t A Ta A 9]. Then the process 

{^4\r0Ae>* > 0} is a square integrable martingale, and Ex>i[MlATnATaAQ] = 

Ex,i[MLn\ = EXti[Ml\. Thus, from (8.17), 

>{x,i) > JBa;,i[e-^As"^(X(iASn)+,etASn)]+JE;,,i J2B STm9(U)I{rm<tATaAe} 
7 7 1 = 1 

where the equality holds for the QVI-control associated with v (if admissible). 

Letting a | +oo, we get that ra —> +oo. Then, sn —>• rn A 6. Also, since (T, £) 

is admissible, condition (8.4) holds and, hence, 

v(x,i) > l im^[e-^ A r " A 0 ) t ; (X ( t A r n A e) + , e t A T n A e) ] 

+ lim E. X,l X > STmg(U)hrm<tA@} 
171=1 

= ExA [e-^A0)t;(X(iAe)+,eiAe)] + Ex J2e 5Tm9{^m)I{rm<tAQ} 
m>\ 
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Letting t —> oo and recalling that i>(0, i) = 0 for both i = 1,2, we obtain 

v(*,i) > ExA[e-5ev{Xe,ee)] + Ex 

= ^ [ e - 5 0 t ; ( O , e e ) ] + ^ 

(8.18) = E ^ 

with equality for the QVI-control associated with v (if admissible). Therefore, 

for every admissible control (T, £), v(x,i) > J(x,i;T,£). In particular, if 

(Tv, f ) is admissible, v(x, i) = J(x, i; Tu, f ) . • 

8.3 Construction of the solution. 

We conjecture that the continuation region for the value function V(-,i), i — 

1,2, is given by C(i) — (0, &j), for some bi E [0, oo), i = 1,2. Thus, we 

conjecture that the optimal control (associated with V) (T,£) = (Tv,£v) 

satisfies, for every n > 1, 

(8.19) rn = inf [t > fB_i : Xt £ (0, b<t))) , 

where we denote fo := 0. That is, we conjecture that it is optimal for the cash 

reservoir process to remain in the band (0, bi) when the regime of the economy 

is i, and that it is optimal to pay dividends when the cash reservoir process is 

above the threshold bi and the regime is i. 

We conjecture as well that, for every n > 1, the optimal amount of divi-

_m>l 

J2e~STm9^m)I{rm<e} 
_m>l 

Xy5rm<K6n)/{rm<e} , 
m>l 
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dends paid at fn is 

(8.20) in = Xfn-Xfn+ = Xfn~Pe(tn)
I{xfn>be(fn)y 

where Pi, i = 1,2, are positive numbers such that Pi < 6j. That is, we 

conjecture that it is optimal for the cash reservoir process to jump to the level 

Pi when the regime of the economy is i and the level of the cash reservoir is 

equal or larger than 6;. 

We observe that, on an interval of time [ti, t2], if the regime of the economy 

is constant and Xtl G [0, be(tl)), then it is optimal to pay dividends only when 

the cash reservoir process reaches the threshold be(tl)- Whenever that happens, 

the optimal amount of dividends to pay is the same and equal to 6e(tl) — /5e(ti)-

Hence, in this case, dividend payments only occur optimally due to changes in 

the continuous part of the cash reservoir process. In general, however, dividend 

payments can also occur due only to changes in the regime of the economy. 

That occurs at time t if the regime of the economy changes, for instance, e 

changes from 2 to 1, and 62 > h and Xt G [bi,b2). 

In addition, if the initial regime of the economy is i and the initial level 

of the cash reservoir is high enough, i.e. x G (bi, oo), we would expect to be 

optimal to pay an initial dividend of x — Pi and, in that way, make the cash 

reservoir process jump to the level /%. Hence, we conjecture that the value 

function V(-,i), i = 1,2, satisfies 

(8.21) V(x,i) = V(pi,i) + k{x-pi)-K for every x G [bh oo), i = l,2. 

We need to find, then, a function v(-,i) G C^QO, oo)) D C2([0, oo) - iVj), 

i = 1,2, for some finite N{ C (0, oo), solution of the QVI (8.6) - (8.8), such 

that v(0, i) = 0, i = 1,2, and that satisfies the conjectures above. Define, for 
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each i = 1,2, 

(8.22) (3i := inf j x > 0 : t/(>, i) < k \ 

(8.23) 6i := inf { x > & : v'(s, «) > fc } . 

We note that always /?» < bi for both i = 1,2; however, the relation between the 

thresholds bi and b2 depends on the relations among the model parameters. 

Without loss of generality we will consider by < b2' the case b± > b2 has a 

similar treatment. Thus, we will consider three possible regions for the initial 

level of the cash reservoir: x G [0,61), x G [61,62) ar±d x G [621 °°)-

When x G [0,61), we want f(-,i), i — 1,2, to satisfy the following system 

of ordinary differential equations: 

(8.24) -a2
1v"{x,l)+(x1v'(x,l)-(S + X1)v(x,l) + X1v(x,2) = 0 

-a2
1v"(x,2)+iJ2v'(x,2)-(S + \2)v(x,2) + \2v(x,l) = 0. 

This system of differential equations is solved by Sotomayor and Cadenillas 

(2007). Consider <j>i(a) :— | of a2 + ^ a — (5 + \), i = 1,2, and the real roots 

OJI < a2 < 0 < 0J3 < 0J4 of the characteristic function <f>i(a) <p2(a) = \i\2- The 

solution of the system (8.24) is 

(8.25) F(x,l) = Aie
aix + A2e

a2X + A3e
a3X + A4e

a*x 

(8.26) F(x,2) = Bie
aix + B2e

a2X + B3e
a3X + B4e

a4X, 

where, for each j = 1,2,3,4, 

(8-27) Bj ~ ^ r A j - u^~)Aj-
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When x e [61,62), v(x,l) has to satisfy (8.21) for i = 1. We note that 

ft € (0,6i) and, hence, v(ft, 1) = F(ft , 1). Then, 

(8.28) v(z,l) = v(ft, 1) + fc(x - ft) - K = F(ft , 1) + fc(rc - ft) - if. 

Also, v(-,2) should satisfy the differential equation 

(8.29) 

i^"( : E )2)+Ai 2w , ( r r ,2)-((5+A 2 )v(^,2)+A 2F(/3 1 , l )+A 2 (^-f t ) - J f t : ) = 0. 

The solution for equation (8.29) is given by 

(8.30) 

G(«) = ^ • + ^ i « + ̂ ( * ( , - A ) - / 0 + ^ F ( A , l ) + ^ , 

where o.\ < 0 < a2 are the real roots of the characteristic function 02(<5) = 

\a\c? + yu2a - (8 + A2) = 0. 

Finally, when x G [62,oo), equation (8.21) has to be satisfied for both 

i = 1,2. We note that v(-, 2) varies if ft e (0,61) or ft e [61,62)- I f^2 e (0,6X), 

then u(ft, 2) - F(ft , 2); and if ft € [61,62), then u(ft, 2) = G(ft). We denote, 

hence, 

(8.31) # ( f t ) := F(ft,2)/{/32e(0,61)} + <3(ft) {̂/32e[&i,&2)}-

Thus, when x e [62, 00), 

(8.32) v(x,l) = v(ft, 1) + fc(z - ft) - K = F( f t , l ) + fc(x-ft)-iC 

(8.33) v(x,2) = v(/32,2) + k(x-02)-K = # ( f t ) + Jb(a: - ft) - if. 

We conjecture that the function v(-,i), % — 1, 2, constructed above satisfies 
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the smooth-fit conditions. Thus, v(-,i), i = 1,2, would satisfy 

v(0,i) = 0, for both i = 1,2 

v(bi-,i) = v(bi+,i), for both i = 1,2 

v(b2-,2) = v(b2+,2) 

v'(6i-, i) = v'(6i+,«), for both i = 1,2 

u'(62-,2) = v'(62+,2) 

v'(Pi,i) = k, for both i = 1,2. 

The solution of the system of equations (8.34) will give us the thresholds 

bi and b2, and f3\ and f32, the coefficients Aj, j = 1,2,3,4, for the function 

(8.25), and the coefficients A\ and A2 for the function (8.30). The coefficients 

Bj, j = 1,2,3,4, for (8.26) will be found from condition (8.27). 

We note that the continuity condition given in (8.34) for v(-, 2) implies that 

F(h, 2) = G(h) and, hence, H(fo) = F((32,2) = G(/32) when /32 = bx. 

8.4 Verification of the solution. 

In the previous section, we constructed a candidate for optimal control (see 

equations (8.19)-(8.20)) and a candidate for value function v(-, i), i — 1,2. To 

prove that in fact the function v(-, i), % = 1,2, is the value function of Problem 

8.1, we need to show that it satisfies all the conditions of Theorem 8.1. In 

order to do so, we need to state first some properties of v(-, i), i = 1,2. 

We conjecture that the following inequalities are satisfied for every solution 

of the system of equations (8.34), where also b\ < b2. The numerical examples 

in Section 6 show that in fact this is an appropriate conjecture as all of them 
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satisfy the inequalities below. 

(8.35) 

-(S + X1)(F{i31,l)-M + X1(H(p2)-p2k)-S(kbl-K) + ^1k < -XtK 

(8.36) 

\2(F((3l,l)-f31k)-(5 + \2)(H(p2)-(32k)-S(kb2-K)+fi2k < 0. 

Proposi t ion 8.2. The functions F(-, i), i = 1,2, and G satisfy: 

(a) For all x G [0,/?i): F'(x, 1) > A;; and for all x G ( /Mi ) : *"(z, 1) < &• 

(b) If & €(0,6i), then for all x€ [0,&): F (z ,2 ) > Jfe; and for all zG(&,h]: 

F'(x, 2) < A;. 

If & G [&i, 62), then for all x G [0,61 ]: F\x, 2) > k. 

(c) If fa G (0,6i), then for all x G [61,62): G'{x) < k. 

If /% € [61,62), then for all x G [61, /%): G'(z) > A:; and for all x G (/32, b2): 

G'(x) < k. 

Proof. The proof of this Proposition comes straightforward from the definition 

of Pi and the fact that v'(x, i) > k for every x G [ 0, $ ) ; and from the definition 

of hi and the fact that v'(x,i) < k for every x G (Pi,bi). For (6) and (c), we 

also use the continuity of v'(-, 2) — k. • 

We will use the properties given in Proposition 8.2 to calculate Mv{x, i) 

for x G [0,oo) and i = 1,2, in the Lemma 8.1. We also need the following 

Proposition. 

Propos i t ion 8.3. Let the inequalities (8.35) —(8.36) hold. Then, the functions 

F(-, i), i = 1, 2, and G satisfy the following inequalities. For every x G [61,62)? 

-{5 + X1)(k(x-/31)-K) + X1G{x)-(8 + X1)F{i3ul)+n1k < 0; 
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and for every x G [62,00), 

-(5 + Ai)(fc(x - A) - # ) + Ai (&(* - ft) - X) - (5 + Ai) F(ft , 1) 

+Ai # ( f t ) + /x1k < 0, 

- ( 5 + X2)(k(x - ft) -K) + \2 (k(x - ft) - if) + A2 F(ft , 1) 

- ( 5 + A2)#(ft) + ^2A; < 0. 

Proof. Define the function 

A(x) :=-(S + Ai) (fc(a: - ft) - tf) + *i G(ar) - (5 + Ai) F(ft , 1) + /zifc. 

We note that, in order to prove the first inequality of the Proposition, we need 

to prove that A (a:) < 0 for every x G [61, 62). 

If ft € (0, fei), Proposition 8.2(c) tells us that A is strictly decreasing in 

[61,62)- Then, for every x G [61,62), 

(8.37) 

Hx) < A(h) =-(S+X1)(k(b1-/3i)-K)+X1G(b1)-(5+X1)F(J31,l)+liik. 

We note that v(-,2) is continuous at 61 (from (8.34)) and, hence, F(6i,2) = 

G(6i). By replacing and rearranging in (8.37), we obtain that, for every x G 

[61,62), 

A{x) < -~{5 + X1){k{b1-p1)-K) + XlF(b1,2)-(5 + X1)F(/31,l) + ^k 

= -8bxk- Ai&ifc + {5 + AOftk + {5 + XX)K + A^&i ,2 ) 

-(5 + X1)F((31,l)+pi1k 

= ~6b1k+(5+X1)K+X1(F(b1,2)-blk)~(6+X1)(F((31, 1) - fak) +/J,xk. 

Proposition 8.2(b) tells us that F(x,2) — kx < F(ft ,2) — ftfc for every x G 
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[0, bi ]. This inequality holds in particular for x — b\. Moreover, if (32 6 (0, 6i), 

then H((32) — F(/?2,2). This means that, for every x £ [61,62), 

A{x) < -8b1k+(8+X1)K+X1(F{(32,2)-(32k)-{8+X1)(F(p1,l)-(31k)+fx1k 

= -5b1k+(8+\1)K+\1(H(p2)-(32k)-(6+\1)(F(p1,l)-(31k)+nlk. 

If (32 e [6i,62), Proposition 8.2(c) tells us that, in the interval [61,62), 

G{x) —kx attains its maximum at x — f32. In addition, H(f32) — G{(32). Thus, 

for every x G [61,62); 

A{x) = -8kx-Xlkx+{8+X1)f3lk+(8+X1)K+X1G(x)-(8+Xl)F(p1,l)+fi1k 

= -8(kx-K) + XtK + X1(G(x)-kx)-(8+Xl)(F(/31, l)-(3xk) + y,xk 

< -5kx + (<5+Ai)if+Ai(G,(/?2)-/?2fc)-(<$+Ai)(F(/3i, 1)-Afc) + M 

= -Skx + (6+X1)K+X1(H(p2)-P2k)-(6+X1)(F(p1, l)-/?ifc) + fnk 

< -8bx k + (5+Ai)^+Ai(F(/? 2)-^)-(<5+Ai)(F(/3i , I)-(3^)+^. 

In both cases, when (32 G (0,61) and (32 G [61,62), we can use (8.35) to obtain 

that, for every x G [61,62), 

A(a;) < -(S+X1)(F(f31,l)-p1k)+Xl(H(p2)-p2k)-8(b1k-K)+X1K+^1k 

< A i X - A i i f - 0. 

This finishes the proof of the first inequality of the Proposition. The other 

two inequalities can be written as 

mix) := -5kx + 6K + \i(H(fo)-02k)-(5 + XiXFtfuV-fak) + fiik < 0, 

mix) := -8kx + 5K + X2(F(p1,l)-p1k)-(8 + X2)(H((32)-p2k) + fi2k < 0, 
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for x €. [b2,00). Then, using (8.35) we get that, for every x e [b2,00), 

Vi{x) < -\iK + 5{kh-K)-8kx + 8K = -\lK-5{x-bi)k < 0. 

Moreover, using (8.36) we obtain, for every x £ [62, 00), 

V2(x) < S(kb2-K)-5kx + SK = -5(x - b2) k < 0. 

This completes the proof of the Proposition. • 
Lemma 8.1. Let bi} (3i} i = 1,2, Aj, j = 1,2,3,4, and Aj, j = 1,2, be the 

solution of the system of equations (8.34) and suppose that bi G [0,oo) and 

& e (0, bi) for both i = 1,2. Let Bj, j = 1, 2, 3,4, be defined by (8.27). Suppose 

without lost of generality that bi < b2. Define the functions F(-, 1) and F(-, 2) 

by (8.25) and (8.26), respectively; and define the function G by (8.30). Define 

also the value H(j32) by (8.31). Define also the function v{-,i), i — 1,2, by 

(8.38) 

and 

v(x,l) = { 
F(x,l) ifxG[0,h), 

F{f3l, 1) + k(x -fa)-K ifxe [h, 00), 

F(x,2) ifx£[0,bi), 

(8.39) v(x,2) - <j G(x) ifxe[h,b2), 

<H(p2) + k(x-p2)-K ifxe[b2,oo). 
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Then, the function Mv(-,i), i = 1,2, is given by 

v(x,i) - K ifxe [0,Pi), 

Mv(x,i) = i v(fc,i) + k{x - &) - K ifxeifabi), 

v(x,i) if x £ [bi,oo). 

Proof. In order to prove this Lemma, we need to find the y G [0, re] that 

maximizes v(y, i) + g(x — y) for x G [0, oo) and for each % = 1,2. 

Consider first i = 1. For x G [0, Pi), v(y, 1) + g(x - y) = F(y, 1) + k(x — 

y) — K is increasing in [0, re] C [0, j3\) according to Proposition 8.2. Thus, 

Mv(x, 1) = F(x, 1)-K = v(x, 1) - K. For x G [ft, 6X), v(y, 1) + g(x - y) = 

F(y, 1) + k(x — y) — K which is maximal at y — Pi (Proposition 8.2). Thus, 

Mv(x,l) = FiP^tf + kix-P^-K = v(pi,l) + k(x-p1)-K. For ore [&i,oo), 

, F(y,l) + k(x-y)-K i f y€ [0 ,6 i ) , 
v{y,i)+g(x-y) -

' F(pul) + k(x-p1)-2K ifyelbux] 

We see then that v(y, 1) + g(x — y) attains a global maximum at y = Pi 

(Proposition 8.2). Thus, Mv(x, 1) = F(pu 1) 4- k(x - fa) - K = v(x, 1). 

When i = 2, we have to consider two cases: p2 G (0, 6i) and P2 G [61,62). 

We will only prove the Lemma for the case when p2 G (0,61); the proof for p2 G 

[61,62) is similar. Then, for re G [0,/%), v(y,2)+g(x-y) = F(y,2)+k(x-y)-K 

which is increasing in [0, re] (Proposition 8.2). Thus, Mv(x, 2) = F(x, 2) — K = 

v(x, 2) - K. For x G [p2,61), v(y, 2)+g(x -y)= F{y, 2) + k(x-y)-K which 

is maximal at y = p2 (Proposition 8.2). Thus, Mv(x, 2) = F(p2,2) + k(x — 

p2)-K = v(p2, 2) + k(x - p2) - K. For x G [6X, 62), 

, F(y,2) + A; ( r r - t / ) - i r ifj ,e[0,&i), 
W 2) + p(s - y) = 

G(y) + fc(rc - y) - # ifye[&i,a;] . 
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We see that v(y, 2) + g(x - y) is maximal at y = /52 (Proposition 8.2). Thus, 

Mv(x,2) = F(fo,2)+k(x-l32)-K = v(P2,2)+k(x-fo)-K. Forx e[b2,oo), 

v(y,2)+g(x-y) = { 

F(y,2) + k(x-y)-K ifye[0A), 

G(y) + k(x-y)-K i fye [6 i ,6 2 ) , 

F{/32,2) + k(x-/32)-2K iiye [b2,x]. 

Then, v(y,2) + g(x — y) is maximal at y = f32 (Proposition 8.2). Thus, 

MJ](X, 2) = F(&,2) + fc(ar - (32) - K = v(x, 2). D 

The following Theorem proves rigorously that the function v(-, i), i = 1, 2, 

constructed in the previous section is the value function of Problem 8.1. 

Theorem 8.2. Let 6,, /3h % = 1,2, Aj, j = 1,2,3,4, and Aj, j = 1,2, be 

the solution of the system of equations (8.34) and suppose that 6; E [0,00) 

and Pi e (0, bi) for both i = 1,2, and that 61 < 62- Let Bj, j — 1,2,3,4, be 

defined by (8.27). Suppose without lost of generality that 61 < 62. Define the 

functions F(-, 1) and F(-,2) by (8.25) and (8.26), respectively; and define the 

function G by (8.30). Define also the value i/(/32) by (8.31). Assume that the 

inequalities (8.35) — (8.36) are satisfied. Then, the function v(-,i), i = 1,2, 

given by (8.38) and (8.39), is the value function V(-,i), i = 1,2, of Problem 

8.1. Furthermore, the optimal strategy is given by (8.19) — (8.20). 

Proof. We need to prove that the function v(-, i), i — 1,2, defined above satis­

fies the conditions of Theorem 8.1. It is easy to see that v(-, 1) £ C^QO, 00)) D 

C2([0,oo) - {61}) and v(-,2) G ̂ ( [ O , 00)) n C2([0, 00) - {61,62}), by defini­

tion. Moreover, for each i — 1, 2, v(-,i) has the form (8.13) in [bi, 00), where 

ax = F{j3-i, 1), a2 = H(/32) and di = /5j € (0, 6j). In addition, the system (8.34) 

guarantees that v(0,1) = i>(0,2) = 0. 

In the following steps we will prove that v(-,i), i = 1,2, satisfies the QVI 

of Problem 8.1. 
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For x G [0,6i), v(-,i), i = 1,2, is solution of the system of differential 

equations (8.24) and, hence, (8.6) and (8.8) are satisfied for i = 1,2. For 

x G [61,62)) (8-6) holds for i = 1 because of properties given in Proposition 

8.3. Indeed, for x G [61,62), 

L\v(x, 1) — Xi(v(x, 1) — v(x, 2)) 

= ink -(6 + Ai)(F(/?i, 1) + k(x - ft) -K) + AiG(ar) 

= -(6 + X1)(k(x-Pi)-K) + X1G(x)-(6 + X1)F(fi1,l) + fi1k < 0. 

Moreover, both (8.6) and (8.8) hold for % — 2 because v(-, 2) is the solution 

of the differential equation (8.29). Finally, for x G [62,00), Proposition 8.3 

guarantees that (8.6) is satisfied for i = 1,2. Indeed, for x G [62, 00), 

Liv(x, i) — Xi(v(x, i) — v(x, 3 — i)) 

= ink - {5 + Ai)(F(A) + Kx-h) -K) + \i(H(fa-i) + k(x-/3^i) - K) 

= -(5 + Xi)(k(x - ^) -K) + \(k(x - ft_i) -K)-{6 + Xi)H(Pi) 

+ XiHifo-i) + ink, 

for i = 1,2, where we are denoting i?(/?i) := F(fii, 1). Thus, by Proposition 

8.3, for every x G [62,00), L{v(x, i) — X{(v(x, i) — v(x, 3 — i)) < 0, i = 1,2. 

Lemma 8.1 tells us that, for i = 1,2, 

Mv(x,i) — v(x,i) = < 

-K if* e [(),&), 

-v(x,i) +v(@i,i) + k(x- fa) - K if x G [/?,,&»), 

0 if a; € [6j, 00). 

It is obvious that Mv(x,i) — v(x,i) < 0 for x G [ 0, /?«). Moreover, Mu(o;,i) — 

v{x, i) is increasing for x G [ft, 6j), i = 1,2, because of Proposition 8.2. Hence, 
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Mv(x,i)-v(x,i) < Mv(bi,i)-v(bi,i) = Ofora; G [&,&,), i = 1,2. Then, (8.7) 

is satisfied for x G [0, oo) and i — 1,2. Moreover, (8.8) holds for x G [61,^2) 

and i — 1, and it holds for x G [62,00) and % — 1,2. Thus, the function i>(•, i), 

i = 1,2, satisfies the QVI of Problem 8.1. 

We still need to show that (T, £) is an admissible control and that it is 

the QVI-control associated with v. First of all, we note that the trajectory 

generated by (T, | ) behaves like a Brownian motion with drift in each random 

interval (rn_i, rn) , n > 1. Moreover, P {for all t G (0, 00) : Xt G [0,6£(t) ] } = 

1. This means that, for a fixed t G [0,00), the trajectory generated by (T, £) 

will reach bi when the state of the Markov chain is % only a countable number 

of times before t A G. In addition, this trajectory will reach 0 at most once 

before i A 0 . Hence, condition (8.4) is satisfied and (T, £) is admissible. 

Finally, we will show that (T, £) is indeed the QVI-control associated with 

v. We note from Lemma 8.1 that Mv(Xt,et) = v(Xt,et) if and only if Xt G 

[6e(t),oo). Hence, r^ = inf{£ > rn_i : Xt G [6e(t),oo)}, n > 1. Thus, T% = f„ 

for every n > 1. Moreover, we note that for x G [frj, 00) and y G [0,rc], the 

function (in y) v(y, i) + g(x — y) always attains its maximum at y = /3; (see 

Lemma 8.1). Hence, v(x — y, i) + g(y) is maximal at y = x — & for x G [6j, 00) 

and y € [0,2;]. Thus, for every n > 1, 

C = argsup {v(Xfn - 77, e f J + #(77), 77 G [0, Xf„ ], Xfn G [6e(*B), 00)} 

= (Xrn ~ Pe(rn)) I{Xfn > be(fn)} = tn• 

• 
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8.5 Numerical examples and analysis of re­

sults. 

In the previous sections we solved Problem 8.1 analytically by constructing 

the function v(-, i), i = 1,2, that satisfies the system of equations (8.34). The 

solution of (8.34) is not explicit since the functions involved are not linear, but 

it can easily be found using the Newton's method. In this section we present 

some numerical examples of the solution. 

We consider that the economy has two regimes: economic recession (i = 1) 

and economic growth (i = 2). We consider as well that, during the regime 

of recession, the cash reservoir drift coefficient is \i\ = 0.08 and the volatility 

parameter is o\ — 0.70; and during the regime of growth, the drift coefficient is 

lii — 0.12 and the volatility is o<i = 0.50. Moreover, the persistence parameters 

for the regimes are Ai = 0.06 and A2 = 0.03, the discount rate is <5 = 0.12, 

the dividend tax rate is 1 — k = 0.2, and the fixed set-up cost is K = 0.005. 

The solution of (8.34) for these model parameters gives us the thresholds 

fei = 0.9590 and b2 — 1.0720 (the level of the cash reservoir at which it is 

optimal to pay dividends), and the thresholds /?i = 0.4203 and (32 — 0.6407 

(the level to which it is optimal to bring down the cash reservoir when paying 

dividends). We also obtain the coefficients Aj, Bj, j = 1,2,3,4, and Aj, 

j = 1,2, for the value function. Furthermore, the inequalities (8.35) —(8.36) are 

satisfied. Figure 8.1 and Figure 8.2 show the value function and the derivative 

of the value function for this example. 

We can compare the results above to the results—modified to include div­

idend taxes—presented by Jeanblanc-Pique and Shiryaev (1995) for the one-

regime case. If the economy is always in economic recession, the model by 

Jeanblanc-Pique and Shiryaev gives us the thresholds8 bl
JPS = 0.9162 and 

8We will use the subindex JPS from now on to denote one-regime models (and their 
results). 
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PJPS
 = 0.3786. On the other hand, if the economy is always in economic 

growth, we obtain b2
JPS = 1.0881 and j3jPS — 0.6577. As expected, we see 

that bl
JPS < bi < b2 < b2

JPS and j3jPS < j3\ < fc < ftjps- These relation­

ships among the thresholds b and the thresholds (3 are expected because a 

model with only economic growth represents better economic conditions than 

a regime switching model with both growth and recession, and such regime 

switching models represents better economic conditions than a model with 

only economic recession. Another expected result is that, in a economy of 

only growth, shareholders should receive on average a higher amount of total 

discounted dividend payments than what they receive in a economy of with 

both growth and recession periods. Besides, shareholders in a economy of only 

recession should receive on average a lower amount of total discounted divi­

dends than what they receive in a economy with regimes. Figure 8.3 confirms 

our expectations by showing that VjPS(x) < V(x, 1) < V(x, 2) < VjPS{x) for 

every initial level of the cash reservoir x £ [0, oo). 

Further comparison of results can be done if we vary the model parameters. 

Table 8.1 and Table 8.2 present the thresholds 6, and /%, i = 1,2, for fixed 

Ai = 0.06, H\ — 0.08 and o\ = 0.70, and different values of A2, f^2, °~2, 8, k and 

K. They also present the size of the optimal amount of dividends to be paid 

in each regime (&i — /?i and 62 — #2)- The results presented in Table 8.1 and 

Table 8.2 show how the different parameters of the model affect the optimal 

thresholds and the size of the optimal dividend. 

The persistence parameter Ai positively affects the thresholds 6j and /% 

and the size of the optimal amount of dividends 6; — /?; (although the effect 

in 62 — P2 is barely noticeable): bi, /%, % — 1,2, and 61 — j3\ increase as Ai 

increases. The effect of the persistence parameter A2 on the thresholds bi 

and ^ is the opposite: they decrease as A2 increases. On the other hand, 

the optimal dividend size 62 — P2 increases as A2 increases. The effect of 
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A2 on bi - fa is not significant. These relationships imply that, for shorter 

economic recession periods, it is optimal to pay larger amount of dividends 

during recession. Moreover, it is optimal to pay dividends when the level 

of the cash reservoir is higher, despite the economic regime. In addition, 

for shorter economic growth periods, it is optimal to pay larger amount of 

dividends during economic growth. Also, it is optimal to pay dividends when 

the level of the cash reservoir is lower, despite of the economic regime in this 

case too. 

The drift parameter //2 (and hence the difference between the drift coeffi­

cients H2 — fi>i) positively affects 61, fc2, fa and fa, but their effect on bi — fa 

depends on the regime. In fact, the size of the optimal amount of dividends to 

be paid in a regime of economic recession increases as ^2 increases, that is, as 

the expected growth rate of the cash reservoir in a regime of economic growth 

increases. On the other hand, the size of the optimal amount of dividends to 

be paid in a regime of economic growth decreases as the expected growth rate 

/j,2 increases. 

The effect of <r2 on bi and fa also depends on the regime. The greater is 

the volatility of the cash reservoir in a period of economic growth, the higher 

is the level of the cash reservoir needed to optimally pay dividends during 

recession, and the lower is the level of the cash reservoir needed to optimally 

pay dividends during economic growth. On the other hand, the effect of 02 

on bi — fa is the same for both economic regimes: a decrease in the difference 

between volatilities (or, equivalently, an increase in 02) implies an increase in 

the size of the dividends bi — fa, that is, it is optimal to pay larger amount of 

dividends in both economic regimes. 

The effect of 5 is the same for bi, Pi and bi — fa (independently of the regime 

of the economy): higher 8 implies lower b\, 62, fa, fa, &i — fa and 62 — fa-

Cadenillas, Sarkar and Zapatero (2007) found that, in a one-regime mean-
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reverting cash-reservoir model, the optimal size of the dividend payment is 

directly proportional to the fixed disutility K and to the dividend tax rate: 

the size of the payout b — f3 decreases as K decreases and as the tax rate 1 — k 

decreases. In fact, the relationship between the optimal dividend size and the 

tax rate is a surprising property and one of the main results in Cadenillas, 

Sarkar and Zapatero (2007). For our regime switching dividend model, we 

obtain similar results. One of them is that the size of the dividend payout 

increases in both regimes with the fixed cost K. 

We obtain as well that in a regime switching model, the size of the div­

idend payout decreases in both regimes as the tax rate decreases. Table 8.3 

shows that in fact this relationship is also a property of the one-regime model 

presented by Jeanblanc-Pique and Shiryaev (1995). This result is surpris­

ing, as pointed out by Cadenillas, Sarkar and Zapatero (2007), and seems 

to contradict the "old view" (or "traditional view") literature in the effects 

of taxation on dividend payments (see Auerbach (2003) for a survey on "old 

view" and "new view" literature). The old view on dividend taxation predicts 

that increases in dividend taxes decrease dividend payout rate. This predic­

tion is supported by empirical evidence by Chetty and Saez (2005), Poterba 

(2004), and Poterba and Summers (1985), among others. Our result does not 

contradict though the empirical evidence. Even though in our model the op­

timal dividend payout increases with an increase in the tax rate, a decrease 

in the dividend payment frequency might still lead to an overall decrease of 

the dividends paid out (or of the annualized dividend amount, as calculated 

by Cadenillas, Sarkar and Zapatero (2007)). 
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Figure 8.1: Example of value function V(-,i), i — 1,2, for model parameters 
Ai = 0.06, A2 = 0.03, iii = 0.08, ax = 0.70, ^ = 0.12, a2 = 0.50, 6 = 0.12, 
k = 0.8 and K = 0.005. 
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Figure 8.2: Example of the derivative of the value function V(-,i), i — 1,2, 
for model parameters Ai = 0.06, A2 = 0.03, //i = 0.08, ax = 0.70, //2 = 0.12, 
a2 = 0.50, 6 = 0.12, k = 0.8 and K = 0.005. 
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Figure 8.3: Comparison of the value functions for one-regime economies of eco­
nomic recession and of economic growth, and for a regime switching economy. 
From the top to the bottom: V]PS{-), V(-,2), V(-, 1) and V}PS(-). 
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Ai A2 jJ>2 

0.06 0.03 0.12 
0.02 0.03 0.12 
0.04 0.03 0.12 
0.08 0.03 0.12 
0.10 0.03 0.12 
0.06 0.01 0.12 
0.06 0.05 0.12 
0.06 0.07 0.12 
0.06 0.09 0.12 
0.06 0.03 0.10 
0.06 0.03 0.11 
0.06 0.03 0.13 
0.06 0.03 0.14 
0.06 0.03 0.12 
0.06 0.03 0.12 
0.06 0.03 0.12 
0.06 0.03 0.12 
0.06 0.03 0.12 
0.06 0.03 0.12 
0.06 0.03 0.12 
0.06 0.03 0.12 
0.06 0.03 0.12 
0.06 0.03 0.12 
0.06 0.03 0.12 
0.06 0.03 0.12 
0.06 0.03 0.12 
0.06 0.03 0.12 
0.06 0.03 0.12 

a2 5 k 

0.50 0.12 0.80 
0.50 0.12 0.80 
0.50 0.12 0.80 
0.50 0.12 0.80 
0.50 0.12 0.80 
0.50 0.12 0.80 
0.50 0.12 0.80 
0.50 0.12 0.80 
0.50 0.12 0.80 
0.50 0.12 0.80 
0.50 0.12 0.80 
0.50 0.12 0.80 
0.50 0.12 0.80 
0.40 0.12 0.80 
0.60 0.12 0.80 
0.70 0.12 0.80 
0.50 0.10 0.80 
0.50 0.11 0.80 
0.50 0.13 0.80 
0.50 0.14 0.80 
0.50 0.12 0.60 
0.50 0.12 0.70 
0.50 0.12 0.90 
0.50 0.12 1.00 
0.50 0.12 0.80 
0.50 0.12 0.80 
0.50 0.12 0.80 
0.50 0.12 0.80 

K ft 

0.005 0.4203 
0.005 0.3928 
0.005 0.4067 
0.005 0.4335 
0.005 0.4463 
0.005 0.4222 
0.005 0.4186 
0.005 0.4170 
0.005 0.4156 
0.005 0.4008 
0.005 0.4099 
0.005 0.4318 
0.005 0.4444 
0.005 0.4412 
0.005 0.4069 
0.005 0.3981 
0.005 0.5523 
0.005 0.4796 
0.005 0.3712 
0.005 0.3299 
0.005 0.3932 
0.005 0.4080 
0.005 0.4306 
0.005 0.4396 
0.003 0.4624 
0.004 0.4396 
0.006 0.4034 
0.007 0.3883 

h h-fc 

0.9590 0.5387 
0.9309 0.5381 
0.9452 0.5385 
0.9724 0.5389 
0.9852 0.5389 
0.9610 0.5388 
0.9572 0.5386 
0.9555 0.5385 
0.9540 0.5384 
0.9385 0.5377 
0.9481 0.5382 
0.9712 0.5394 
0.9845 0.5401 
0.9792 0.5380 
0.9459 0.5390 
0.9372 0.5391 
1.1245 0.5722 
1.0340 0.5544 
0.8958 0.5246 
0.8418 0.5119 
0.9867 0.5936 
0.9715 0.5635 
0.9484 0.5178 
0.9393 0.4998 
0.9161 0.4537 
0.9393 0.4998 
0.9762 0.5729 
0.9917 0.6034 

Table 8.1: Results for model parameters Ai = 0.06, //i = 0.08 and <j\ = 0.70, 
and different values of A2, W2, &2, S, k and K. 



Ai A2 H2 &2 5 k K /?2 b2 b2—f32 

0.06 
0.02 

0.04 

0.08 

0.10 

0.06 
0.06 
0.06 
0.06 
0.06 
0.06 

0.06 

0.06 

0.06 

0.06 
0.06 
0.06 
0.06 
0.06 
0.06 
0.06 

0.06 

0.06 

0.06 

0.06 
0.06 
0.06 
0.06 

0.03 

0.03 

0.03 

0.03 

0.03 
0.01 
0.05 
0.07 
0.09 
0.03 

0.03 
0.03 

0.03 

0.03 

0.03 
0.03 
0.03 
0.03 
0.03 
0.03 

0.03 

0.03 

0.03 

0.03 

0.03 
0.03 
0.03 
0.03 

0.12 

0.12 

0.12 

0.12 

0.12 
0.12 
0.12 
0.12 
0.12 
0.10 
0.11 

0.13 

0.14 

0.12 

0.12 
0.12 
0.12 
0.12 
0.12 
0.12 

0.12 

0.12 

0.12 

0.12 

0.12 
0.12 
0.12 
0.12 

0.50 

0.50 

0.50 

0.50 

0.50 
0.50 
0.50 
0.50 
0.50 
0.50 
0.50 

0.50 

0.50 

0.40 

0.60 
0.70 
0.50 
0.50 
0.50 
0.50 
0.50 

0.50 

0.50 

0.50 

0.50 
0.50 
0.50 
0.50 

0.12 

0.12 

0.12 

0.12 

0.12 

0.12 
0.12 
0.12 
0.12 
0.12 
0.12 

0.12 

0.12 

0.12 

0.12 
0.12 
0.10 
0.11 
0.13 
0.14 
0.12 

0.12 

0.12 

0.12 

0.12 
0.12 
0.12 
0.12 

0.80 

0.80 

0.80 

0.80 

0.80 
0.80 
0.80 
0.80 
0.80 
0.80 
0.80 

0.80 

0.80 
0.80 

0.80 
0.80 
0.80 
0.80 
0.80 
0.80 
0.60 

0.70 

0.90 

1.00 

0.80 
0.80 
0.80 
0.80 

0.005 

0.005 

0.005 

0.005 

0.005 
0.005 
0.005 
0.005 
0.005 
0.005 
0.005 

0.005 

0.005 

0.005 

0.005 
0.005 
0.005 
0.005 
0.005 
0.005 
0.005 

0.005 

0.005 

0.005 

0.003 
0.004 
0.006 
0.007 

0.6407 
0.6404 

0.6405 

0.6409 

0.6410 
0.6518 
0.6304 
0.6207 
0.6116 
0.5320 
0.5883 

0.6893 

0.7342 

0.6081 

0.6527 
0.6529 
0.7663 
0.6987 
0.5904 
0.5465 

0.6201 
0.6314 

0.6486 

0.6554 

0.6727 
0.6554 
0.6279 
0.6164 

1.0720 

1.0716 

1.0718 

1.0722 

1.0724 

1.0825 
1.0623 
1.0533 
1.0450 
0.9635 
1.0197 

1.1206 

1.1655 

0.9809 

1.1390 
1.1914 
1.2247 
1.1427 
1.0104 
0.9562 

1.0958 

1.0827 

1.0630 

1.0552 

1.0355 
1.0552 
1.0868 
1.1001 

0.4313 
0.4312 

0.4313 

0.4313 
0.4314 

0.4307 
0.4319 
0.4326 
0.4334 
0.4315 
0.4314 

0.4313 

0.4313 

0.3728 

0.4863 
0.5385 
0.4584 
0.4440 
0.4199 
0.4097 

0.4757 

0.4513 

0.4144 

0.3999 

0.3628 
0.3999 
0.4589 
0.4837 

Table 8.2: Results for model parameters Ai = 0.06, fj,i = 0.08 and ct\ = 0.70, 
and different values of A2, Ate, oi-, 8, k and K (contd.) 
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1-fc 0.00 0.10 0.20 0.30 0.40 

Regime switching model 

& i - A 0.4998 0.5178 0.5387 0.5635 0.5936 

b2-p2 0.3999 0.4144 0.4313 0.4513 0.4757 

One-regime model for economic recession 

ftps 0.3975 0.3888 0.3786 0.3666 0.3521 

bl
JPS 0.8962 0.9055 0.9162 0.9289 0.9444 

bjPs-Pjps 0.4987 0.5167 0.5376 0.5623 0.5923 

One-regime model for economic growth 

f3jPS 0.6723 0.6655 0.6577 0.6484 0.6373 

b2
JPS 1.0714 1.0791 1.0881 1.0987 1.1117 

tijps-fips 0.3991 0.4136 0.4304 0.4503 0.4744 

Table 8.3: Optimal size of dividend payments for different dividend taxes, for 
the regime switching model and one-regime models. The model parameters 
are Ai = 0.06, A2 = 0.03, px = 0.08, \i2 = 0.12, <jx = 0.70, a2 = 0.50, 5 = 0.12 
and K = 0.005. 
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Chapter 9 

Conclusions 

In this thesis, we present the theory of stochastic control with regime switch­

ing for random time horizon problems in which the regime is modeled by an 

observable continuous-time finite-state Markov chain. We introduce the novel 

idea of utility functions (or cost functions) that depend on the regime. Further­

more, we formalize the techniques of stochastic control with regime switching 

through rigourously proved verification theorems. 

We present the first Hamilton-Jacobi-Bellman equations for problems of 

classical stochastic control with regime switching in random time horizon and 

with regime-dependent utility functions. In addition, the first versions of vari­

ational inequalities for problems of singular stochastic control with regime 

switching also in a random time horizon are presented. Furthermore, we de­

velop the theory of stochastic impulse control with regime switching and, as 

a result, give the first verification theorem for stochastic impulse control with 

regime switching. 

Furthermore, we apply the theory of stochastic control with regime switch­

ing to solve important problems in Financial Economics. We solve explic­

itly the consumption-investment problem in a financial market with various 

regimes. The solution includes the explicit solutions of systems of nonlinear 
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ordinary differential equations. We also give an economic analysis of our solu­

tions by combining our mathematical results with the results presented in the 

empirical finance literature. We conclude that every investor should optimally 

invest a higher proportion of his/her wealth in the risky asset during a bull 

market (a market in economic growth) than during a bear market (a market in 

economic recession). The level of risk aversion of the investor does not affect 

our result. Conversely, the qualitative behaviour of the optimal consumption 

to wealth ratio depends on both the regime of the market and the investor's 

level of risk aversion. Our analysis shows that: i) investors with high risk 

tolerance have a greater consumption to wealth ratio in a bear market than 

in a bull market; ii) investors with moderate risk tolerance present an optimal 

consumption to wealth ratio indifferent to the regimes of the market; and iii) 

investors with low risk tolerance prefer to consume proportionally more in a 

bull market than in a bear market. 

We also apply the techniques for classical stochastic control with regime 

switching to solve analytically a dividend payment problem for a company 

whose cash reservoir is affected by macroeconomic conditions which generate 

periods of economic growth and periods of economic recession. In this prob­

lem, the objective of the company's management is to maximize the expected 

discounted cumulative amount of dividends paid out to the shareholders, un­

der the assumption of using bounded dividend rates. Our result shows that 

the optimal dividend policy depends strongly on the regime of the economy. 

Indeed, to pay optimal dividends, the company needs to consider first which 

regime the economy is in, and then verify that the level of cash reservoir is 

larger than or equal to a certain threshold that is regime-dependent. 

Afterwards, we formulate a similar dividend payment problem, but under 

the assumption that the dividend rates are no longer bounded. The solution 

requires the use of the generalized techniques for singular stochastic control 
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with regime switching. As with the bounded assumption, our results show 

that the optimal dividend policy also varies strongly with the macroeconomic 

conditions. However, under this formulation the optimal dividend payments 

are not given at a constant rate, but rather consist of the excess of cash 

reservoir that is distributed at the time the level of the cash reservoir is larger 

than or equal to a regime-dependent threshold. In order to follow the optimal 

dividend policy, the company again needs to consider if the economy is in a 

growth or recession period before opting for the payment of dividends. 

We present a final application of the theory of stochastic control with 

regime switching by studying a third type of dividend payment problem. A 

company whose cash reservoir is affected by business cycles (generated by 

macroeconomic conditions) is considered and the analytical solution of the op­

timal dividend problem with dividend taxes and a fixed cost associated with 

each dividend payment is given. The solution uses the techniques of stochastic 

impulse control with regime switching that are also developed in this thesis. 

As far as we know, this is the first analytical solution to a problem of stochas­

tic impulse control with regime switching. Furthermore, to the best of our 

knowledge, this is the first problem of that type in the Mathematical Finance 

literature. Our solution shows that the optimal size and times of the dividend 

payments vary according to the business cycles. An analysis of our results 

also shows how the model parameters affect the optimal size of the dividend 

payments, and that the size of the optimal dividend payout increases with the 

dividend taxes in every regime of the economy. 

We find a similar interesting result in the three problems of optimal div­

idend policy that are presented in this thesis. Particularly, optimal dividend 

payments can occur because of an increase in the level of the cash reservoir (as 

expected), but optimal dividend payments can also occur due only to changes 

in the regime of the economy. This last situation happens when the level of 
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the cash reservoir falls in between the two regime-dependent thresholds (that 

are obtained in the solution of the problems) and the regime of the economy 

changes from economic growth to economic recession. 

As mentioned in the Introduction, the three problems of optimal dividend 

policy that are studied in this thesis are the only mathematical models in 

the literature that allow the cash reservoir of the company (and hence their 

dividend policies) to depend on the regime of the economy. The fact that we 

propose the use of regime switching models for modeling the dynamics of a 

company's cash reservoir process is just one of the many significant contribu­

tions of this thesis. 
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Appendix A 

Ito 's formula for Markov 

modulated processes 

For each i G <S, consider the stochastic process 8(i) = {5t(i),t > 0} defined by 

5t(i) := I{£t=i} for every t G [0, oo). Then, 

St(i) = 50(i)+ / (-Ai<Ja(i) + Yl Qij6sU))ds + ™>l 
Jo jes\{i} 

(A.l) = S0(i) + [ QSs(-)(i)ds + mj, 
./o 

where ra* = {m\,t > 0} is a square integrable martingale with m^ = 0 P-a.s. 

(see Bjork (1980), and for further reference see Buffmgton and Elliott (2002), 

and Elliott and Swishchuk (2004)). 

Theorem A. l . Let X = {Xt,t > 0} be a Markov modulated process that 

follows the stochastic differential equation 

(A.2) dXt = fi(t, et, u) dt + a(t, et, u) dWt, 

where \i: [0, oo) x S x Q -»• KM and a : [0, oo) x S x Q - • RMxN. Here W is a 
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Af-dimensional standard Brownian motion. Let ip(-, •, i) € C1,2{ [0, oo) x RM) 

be a real function for every i G S. Define Yt := ip(t,Xt,et). Then, Y is also a 

Markov modulated process and 

dYt = <p*(t, X t, et) dt + /z(t, et, uj)Tipx(t, Xt, et) dt 

+ o (<7crT)(*»e*'w) * Vxxfy, Xt, et) dt 

+ ipx(t,Xt,et)
Ta{t,et,uj)dWt + Qtp(t,Xt,-)(et)dt + dM?, 

where the process Mv = {Mf ,t > 0} is a square integrable martingale with 

MQ — 0 P-a.s., when </?(•, -,i), i € S, is bounded. 

Proof. First of all, we note that 

Yt = <p{t,Xt,et) = £>(*, Xt,0-*(0-
ies 

Using the product rule for each at{i) := ip(t,Xt,i) • St(i), % € S, applying 

the Ito's formula to <p(t,Xt,i), and using (Al) and (A2), we obtain 

da t (0 = 6t(i)d(f(t,Xt,i) + <p(t,Xt,i)d5t(i)+ d<tp(-,X,i),5.(i)>t 

= St{i) (<pt(t,Xt,0 dt + <px(t,Xt,ifdXt + - (pxx{t,Xt,0 • d<X>t j 

+ (p(t,Xt,i)d5t{i) + (px(t,Xt,i)
Td<X,5.(i)>t 

= 5t(i) tpt(t, Xt, i) dt + 5t(i) fj,(t, et, ou)T<px(t, Xt, i) dt 

+ 8t{i) <Px(t, Xt, i)Ta(t, et, u) dWt 

+ 2 5t(i) <Pxx{t, Xt, i) • (o-i(jT)(t, et, w) dt 

(A.3) +(p{t,Xt,i)Q5t{-)(i)dt + (p(t,Xt,i)dm* + 0. 
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ies 

(A.4) 

We note that 

Thus, 

dYt = ^2dat{i)) = ^8t(i)yt{t,Xt,i)dt + ^8t(i) fx(t,ehuj)T(px(t,Xt,i)dt 
ieS ieS 

+53**(*) ^ f r ^ *)T<7(*>e*' w ) r f M / * 

+ g 5 1 5*^) (°"°"T)(^ e*> w ) * Pawfo -̂ t> ») ^ 
JG.S 

+ 53^(t,Xt>i)g<5t(-)(i)* + ^2<p(t,Xui)dm\ 
ies ies 

= <Pt(t, Xu et) dt + fi(t, et, uj)T(fx(t, Xt, et) dt 

+ ¥?*(*, Xt,e t)
ro-(M*,w)dWi + 5 3 v ( * > ^ « ) < 9 W ( * ) * 

+ ^2(p(t,Xt,i)dm\. 
ies 

ieS 

Y,<p(t,Xt,i)Q5t(-mdt = '$2<p(t,Xt,i)YlQij8tU)dt 
ies ies jes 

(A.5) 

53 53 QJ* v(*> Xt' *) w d * 
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Let us define the stochastic process Af = {Mf,t > 0} by 

(A.6) M? := f^tp&X^dm*, 
Jo its 

for every t € [0, oo). We note that M^ is a square integrable martingale when 

ip(-, -J), i £ «S, is bounded. Then, using (A.5) and (A.6) in (A.4), we finally 

obtain 

dYt = (pt(t, Xu et) dt + fi(t, et, uj)Tcpx(t, Xt, et) dt 

+ o (<T0'T)(^ e*>w) • ¥>**(*.xt, <*) d* 

+ ^(t,Xt,et)
T(j(i,et,a;)(iWt + Q<p{t,Xt,-)(et)dt + dMf'. 

D 
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Appendix B 

B . l Proof of Lemma 3.1 

It is easy to see that A4 = 0, i G S, is a trivial solution of the system, because 

1 — a and —a are both positive constants. However, we are interested in 

proving the existence and uniqueness of the solution described in this Lemrna. 

To facilitate the presentation, we will prove this Lemma for the case S = 2. 

We will consider first the case rji — Ax > % — A2. Let us define 

l-a 
x1 := — 

771 - Ai 

and 

a Q771 +rj2 + y/i?h ~ V2)2 +4AiA2J 

2(T/I% - AiA2) 

and consider the interval (x, +00), where x := max{5!,52}. Consider also 

the relation 

(B.l) 

y = y(x) = 1 -W^ a : i - - i i^x-« = ^^-(mx-ii-a^x-, 
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on its domain x 6 ((1 - a)/??i,+oo). We note that for a given x > (1 — 

a)/r)i, relation (-B.1) defines a unique value for y > 0. We also note that 

U < ( l ~ \ / v i / ^ i ) x whenever x > (1 - a)/%. Define the function / : ((1 — 

a) /7&,+oo)->Rby 

f(x) := (771% - A!A2) x
l-a - r?2 (1 - «) *~a - A^l - a) y~a, 

where y = y(x) > 0 is given by (-B.1). We observe that to find a zero of / 

restricted to (5.1) is equivalent to find a solution for the system of equations 

(3.25) when 5 = 2. 

We note that / is strictly increasing in (x,+00). Indeed, y{x\) = (1 — 
a)/(Vi ~ Ai), and y > x when x > x\. Then, if x > Xi, 

f'(x) 1 
-, = (??i??2 - AiA2) x~a + arj2x"01"1 + a (rjix + a) x~a~l -
I-a y 

> (Viift - AiA2) x~a + ar)2 x~a~l + a{%x + a)x~a~2 

= {{mm - AiA2) x
2 + a (rji + rj2)x + a2} x~a~2. 

We remember that 771 > Ai > 0 and 772 > A2 > 0. Thus, x2 is a zero for 

g(x) := (771772 — AiA2) x
2 + a(rji + 772) x + a2, such that g{x) > 0 for every 

x > x2. Hence, f'(x) > 0 for every x G (x, +00). 

We also note that f{x) > (J71772-A1A2) x1-a-(l-a)(7]2+X1
1
/1~ar];

a/l~a) x~a 

for every x G ((1 — a)/rji, +00). Since 771 > Ai > 0 and 772 > A2 > 0, we have 

f{x) —• +00 when x —>• +00. 

Now, we are going to consider two cases: x = X\ and x = x2. When x = x\, 

we have that y(x) = £1, and hence 

f{x) = fix,) = -AxCr?! - 772 - Ax + A2)(l - a ) 1 - ^ - Ax)1"" < 0. 
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Applying the Intermediate Value Theorem, we get that there exists XQ € 

(x, +00) such that f(xo) — 0. Also, the corresponding y0 — y(xo) given 

by (B.l) is in ((1 — a)/(r}i — Ai),+oo), because y > x when x > x = 

(1 — a)/(r/i — Ai). That is, there exists a real solution (x0, y0) for the system of 

equations (3.25) such that x0 > x = (l—a)/(r)i—\i) andy 0 > (1—«)/(?7i—Ai). 

This solution is unique in (x, +00) as / is strictly increasing in (x, +00). We 

consider now the case x — x2. When x — x2 and f(x2) < 0, the result is 

exactly the same as the one above. When x = x2 and f(x2) > 0, there is still 

a positive solution XQ G (XI, x2] and no other solution in (x, +00). 

This proves that if 771 — Ai > r\2 — A2, then there exists a unique solution 

(Ai, A2) for the system of equations (3.25) such that Ai > (1 — a)/(771 — Ai) 

and A2 > (1 - a)/(rji - Ai). 

If 771 - Ai = 772 - A2, we define xi, x2, y : ((1 — a)/r7i ,+oo) —> R and 

/ : ((1 — a)/rji, +00) —»• R as it was done above for the case 771 — Ai > 772 — X2. 

Note that now r)i — r)2 = \i — \2, r)i + \2 = r/2 + Ai and 771 > Ai > 0. Thus, 

x2 = -
a (771 + 773 + y/(X1 - A2)2 + 4AiA2 ) 

2(771(772 + A i ) - Ax (77! + A2)) 

a (771 + 772 + Ai + A2) 

2(771 - A x ) (772 + Ai) 

a (2772 + 2AX) 

2(771 - Ai)(772 + Ai) 

a 

771 - Ai 

1-a 
< r - = a?i. 

771- Ai 

Following the analysis done for the case 771 — Ai > 772 — A2, it is easy to verify 

that / is strictly increasing in (51? +00) and also f(xi) = 0. This implies 

that x\ = (1 — a)/(771 — Ai) is the only zero for / in [(1 — a)/(771 — Ai), +00). 
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Also, y(x\) = (1 - a)/fa - Ai) = (1 - a)/fa ~ M)- Hence, there exists a 

unique solution (Ai,A2) for the system of equations (3.25) such that Ai = 

(1 - a)/fa - Ai) and A2 = (1 - a)/fa - Ax). 

Similarly, it can be proved that if r/i — Ai < r\2 — A2, then there exists a 

unique solution (Ai,A2) for the system of equations (3.25) such that A\ > 

(1 - a)/fa - A2) and A2 > (1 - a)/(»ft - A2). • 

B.2 Proof of Lemma 3.2 

To facilitate the presentation, we will prove this Lemma for the case S — 2. 

Consider the relation 

(B.2) W - * = Vlx
1-a-{-^^ = a ; - ( ^ - (1 - a)) 

Ju 

for x 6 ((1 — a)/rji, +oo). We observe that x > (1 — a)/?7i implies that the 

right-hand-side of (B.2) is positive. Thus, the relation (B.2) defines a unique 

J/G(0,oo). 

For x G ((1 — a)/r]i, +oo), we define the function / by 

i_a % ( l - a ) A i ( l - a ) 
f(x):=fam-XiX2)x1-a-

xa ya 

where y is given in terms of x by (B.2). We note that to find a zero for 

/ restricted to (B.2) is equivalent to find a solution for system (3.28) when 

S = 2. 

We observe from (B.2) that when x —> (1 — a)/r]i, yx~a —• 0. Hence, 

/(re) —> —oo when re —»• (1 — a)/rji. Moreover, when re —>• +oo, yl~a —• -f-oo 

and, hence, /(re) —> +oo. Thus, applying the Intermediate Value Theorem, 

there exists x0 € ((1 - a)/rji, +00) such that f(x0) = 0. Also, the correspon­

dent y0 = y(x0) given by (B.2) is in (0,+00). In addition, y0 > (1 — a)/rj2, 
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because 

f(x0) = Xifoyo - (1 - a))/y% - A ^ J " " = 0 

leads to 7)2yo — (1 — a) — A2:rQ
_a:y£ > 0- That is, there exists a real solution 

(xo,yo) for the system of equations (3.28) such that XQ > (1 — ot)/r)\ and 

yo > (1 — a)/r)2. Moreover, it is also possible to prove that this solution is 

unique in such region. In fact, 

f(x) = (77i r?2-AiA2)(l-a) r)2 a ( l - a) a{l-a) l TJI_ a \ 
^ ' xa x1+a y \xa x1+a) ' 

Since 771/72 — AXA2 > 0, we have that f'(x) > 0 for every x G ((1 — a)/r]i, +00). 

Then, the function / is strictly increasing and has only one zero in ((1 — 

c0/?7i.,+oo). Therefore, the pair (xo,yo) is the unique real solution for the 

system of equations (3.28), such that x0 > (1 — a)/r)i and y0 > (1 - a)/??2. 

In the general case where S > 2, we define / : ((1 — a)/r]i, +00) —• R in a 

similar way. In fact, 

5-1 
f{x) := xl~a -p(l-a)x-a - ^ p f c ( l - a ) y f e - a

5 

fe=i 

where p and pk, k = 1 , . . . , 5 — 1 are factors given by the market parameters 

%•> 2,i G <S, and 77J, i G <S, and obtained from the system of equations (3.28). 

We can see that in this case / will depend not only on x and y but on x and 

other S — 1 variables y^, fc = l , . . . , 5 — 1, that are actually dependent on 

x themselves, as they satisfy the system of equations (3.28). In fact, these 

dependencies are unique. The function / in that way defined will be strictly 

increasing in ((1 — a)/ryi, +00) and such that f(x) —> —00 as x —• (1 — a)/7ji 

and f(x) —> +00 as £ —* +00. Hence, similar arguments to the case S = 2 

apply. • 
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B.3 Proof of Lemma 3.3 

Bye equaling the right sides of (3.31), we obtain 

Recall that condition (3.21) must be satisfied for this case, so rji > 1 for every 

% — 1,2. Then, replacing A<2 in the original equations, we get that 

V2 V2Ai?72 2Ai772y Ax 4A? 

That is, 

Vi h ^ T2 ( ft. PI Phl\ j Pi n 

(1 - ?7i»te) Af - — — —- )Al - —2 = 0. 
V 2 ^!^ 2A].?72 Ax / 4Af 

We note then that Ax satisfies an equation of the form aA\ + bAi + c = 0 

where b2 — iac > 0. Indeed, 

Moreover, Ax > 0, as (AXA2)1/2 > 0 implies that r^Ax - 1/2/3?/Ai > 0. 

The same analysis can be done for A\ to obtain, as well, a unique positive 

solution for (3.31). • 
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Appendix C 

C. l Proof of Lemma 6.1 

First of all we will prove for X := Xz that 

(C.l] E. X,l [Te-5sv'(Xs,es)I{Xsee{es)}dZs 
Jo 

0. 

Since v{-, i), i = 1,2, is a nondecreasing function in x and Z is a nondecreasing 

process, it is enough to prove that 

ET 
.Jo 

e dsv'(Xs,es)I{Xszc(es)}dZs < 0. 

Let M € (0, oo) be such that for every s G [0,r]: 0 < v'(Xs, es) < M. Then, 

since Z = Zv satisfies {Hi) in Definition 6.2, 

EXAJT e-5sv'{Xs,es)I{ xaeC(es)}dZs < M-Ex [f 
.Jo 

r{xaec(ea)}dZs < 0. 

This proves (C.l). Now, let us denote by B{i) :— B{C{i)), the border of the 

continuation region C{i), i = 1,2. We note that {ii) in Definition 6.2 holds 
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and Xt € C(et) U B(et) for every te[0,00). Then, 

Er j T e~5sv'(Xa, es) dZa - EX)i \ £ e-Ssv'(Xs, es)I{ Xs€B(es)}dZs 

+ EXti I / e-5sv\Xs,es)I{Xs€C(es)}dZs 

Moreover, v'(x,i) = 1 for every x € B(i), i = 1,2. Hence, from (C.l) and the 

above equation, we get 

(C.2) 

ExAJe-5sv'(Xs,es)dZs = EXii J e-SaI. {Xs€B(es)}dZs <EX if 
.Jo 

e~SsdZq 

Furthermore, from (ii) and (Hi) in Definition 6.2, we have 

^ [fc 
T 

e~ sI{xseB(es)}dZs = E • 

> EX:i 

— E • 
J-'x,t 

[e-SsdZa 
Jo 

fe-SsdZa 
Jo 

fe-6sdZa 
.Jo 

-Ex,i / e SsI{x3eC(es)}
dZs 

~EXji / I{XseC(es)}dZs 

(C.3) 

Thus, from (C.2) and (C.3), 

(C.4) E„ [f 
.Jo 

e-68v'(Xs,es)dZa E, X,l f 
Jo 

•-SsdZ< 

Furthermore, following Asmussen and Taksar (1997)-section 3 - we have 

E, x,i fe-5sv'(Xs,es)dZs 
.Jo 

(C.5) 

- E. X,l J2 e-Ss(v(Xs+,es)-v(Xs,es)) 

AfTe-Ssv'(Xs,es)dZa 

LO<S<T, seA 

= Ex 

The Lemma then follows from (CA)-(C.5). 
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