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-general knowledge representations if they are to allow

¢

Abstract

| Special purpose mechanisms are required to fugment

efficient deduction over a wide range of "every@ay” topiég!
Such a special purpose mechanism for representihg‘and
reasbning aﬁout time is‘proposed. An acyclic directed‘graph
is constructed to represLnt time pointe and ‘events, time
order information relating these, and datgsband durations. A

method of question answering is presénted whose time:

" complexity is nearly inéependent of the number of tiﬁi facts

stored and requires storage proportional ‘to the number of

time facts Ehus relations between these.

v
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1. Introduction

This thesis is concerned with the design and
implemehtation oE an efficafnt metﬂod for rgaspning about
temporal knowledge. This time handler has’been developed as
a special purpose inference mechanism,_to aid+more genefal,. t
higher-order inference mechaniéms.

Special pufpose inference methods are necessary to
support a genéral knowledge representatioﬁ and reasoning
system thap has been under development at the University of
Alberta for a ngyber of years, (Coyingtén and Schubert |
[1979]), Schubert and Goebel [1980], Schubert and
Papalaskaris [1981]). This system accepts information in the
form of assertions in modal predicate logic and organizes it y
wiﬁhin the frémevork of’é\sem;ntic net. The system can
perform concept and topic oriented retrieval, as well as
propefty and relatiénship inheritance. A fesolution-baéed
deducf}Qe question-answering algorithm operates on the
kno%ledge base (DeHaan and Schubert, in*preb#ration).

"The genefal question answefing algorithﬁ can answer
many si-ple'qpestions quickly, irrespective of tre
knowvledge-base size. Thfq is made possible by hiéhly
selective retrieval nechanisn;; for example, given that
Clyde is an elephapt gnd_elephants'arq known to be gréy, the
systel easily answers "Is Clyde dtey?"'aovever, there are - ’ i
ccitain kinds of gquestions which still cannot be done
quickiy. Among these are qu?ptiqng vhich implicitly involve

*chains® of inferences over types, pntts,.and times.

& . -
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In order to answer questions without noticeable delay,

or at least no greater delay than would be expected with a

human conveérsational partner, it is necessary to augment the

- B

general resolution the;}Fm prover with épecial purpose
m;chanisms. These mechanisms provide fast }nferences within
a particular clasg éf relations ané can greatly enhance the
speed of the general resolution proéess. A number of such
inference mechanisms have been developed to date.

Special purpose mechanisms are concerned with extending
inference capabilities in two possible ways; evaluation of
propositions and extending the types of aliowable
resolutions. The special purpose mechanism described here
will provide proposition evaluation for literals involving
time, for example After(a, b). Other speciél purpose o
inference mechanisms already developed within the University
of Alberta project include mechanisms for parts, types, and
colours (Papalaskaris and Schhbert [1981], Schubert et al:'
[1983]). o

A bri?f description of specialepﬁrpose inferéncef
mechanisms and a closer look at the types of inforhhttén and
inferences that both can and cannot be representéd:in th{s
time handler are given in thevfofibwing sections ofsghis
Bhapter. . | .

~ Chapter 2 critically examines other time,handljné
mechanisms described in the litératﬁré, outl&nésﬁiﬁe,m
constraints on?:\batisfactbry\represéhfation\and describes

'sdielprelininany research done by thié‘authéf‘layiné the’

s

-
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foundation for the final design. Chapter 3 provides an
overview of both the structures and the retrieval and
inference mechanisms. Details of the representation and the
algorithms for construction are given in chapter 4, while
chapter 5 provides the details of the retrieval and
inference techniques, and provides theoretical and empirical
complexity analysis results. Chapter 6 contains the

conclusions and suggests avenues of future research.

1.1 Special Purpose Inference Mechanisms

The special inference methods of interest here are
those which are fast and domain-independent. A method is
fast if it is at least several times faster than the unaided
geneéal reasoner making the same inferences. It is
domgin-independent to the extent that it can aid the general
reasoner in a broad range of particular domains. (Hence,
mechanisms designed exclusively for special applications
such as computer chess, circuit design, or chemical analysis
are not upder consideration.) .

There are several special classes of relations that cut
;cross many domains, yet lend éhcmselves to efficient
handiing by special methods. These include relations among
parts (such as part-of and disjoint-from), relations among
fypos (quch as subtyp;-ot and incompatible-with), and
relations among times. For example, inferring the part-of °

relation between "thumb and arm", or "New York City and

North America”, should be trivial; yet, without special



methods they may be computationally expensive. Similarly,
determining the temporal order of two events such as "the
Apollo 11 mission”, and "the construction of the first
computer”, could consume large computational resources by a
resolution prover (or other uniform inference method),
although people seem to have no problem with such relations.
These special classes of relations were chosen for

special methods because of their importance in many domains
and because pf the ease with whicﬁ humans handle them
(Schubert et al [1983]). The emphasis is on the design of

comprehensive and efficient mechanisms for dealing with each

< !

class of relations. Schubert [1979)]) and Papalaskaris and
Schubert [1981], provided the foundations for this research
by developing a general tool (the P-graph) for special
purpose inference, which is discussed further in 2.3.

Since these special methods are targeted for inclusion
within the framework of a large; system, there are different
areas of emphasis compared to a functionally similar
stangsalone system. In particular these systems will be
consulted for quick advice or information for particular
kinds of relations. Therefore these mechanisms must be able
to reply quickly, even if no answér has been found. Also, it
is desirable that the processes controlling the4larger
system be able to specify levels of effort to be expended by
the special methods in deriving an agsver to a query. This
allows for flexible control of the special methods by the

general reasoning system, vhich has access to much more



information (of all types).

1.2 Time Information and Relations

This section describes the type of information that
,needs to be represented in this temporal reasoner, as well
as the types that will not be considered here. This can be
broken Winto three distinct types; relative order, dates, and
durations. For completeness all three should be handled by
the special purpose inference mechanism.

Relative order refers to the relative positioning of
events with respect to time. An example of information of
this type is, "John saw Sue after he left the office, but
before he got to his car". In this example, the first event,
"John seeing Sue"” is ordered later in time relative to the
second event mentioned, "John leaving his office”. The third
event, "John gets to his car” is ordered after both other
events. Besides the time relations, "before”™ and "after”,
other important relations between events are "coincident”,
*during”, or "overlapping”. 3

The relations incorporated in this project are the ones
commonly encduntered in all kinds of stories and dialogue.
But this is in no way a complete list of all possible time
relations that could be defined over events or that could be
represented by this time handler. There is a potentially
very large set of sudg‘relations (such as "long-before”,
"just-before", "consecutive", etc.). All relations thai can

be expressed as a single, consistent set of pairs of event



end points ordered by the relation 'S’ can be represented
within the time graph presented here. Other relations
including logical operators such as negation (for example

"not during é.'), disjunction (for example either
before E, or before E;"), repetitive events (for example
"Every week the car breaks down."), and probab?lities (for
example "probably after E,") cannot be represented in this
time handler. Such relations can still be represented within
the scope of the entire system. The way such relations would
be handled by the semantic net, and how this time mechanism
interacts with the main net is described in fhe following
section.

Dates, or absolute times as they will be referred to
throughout the remainder of this thesis, consist of a
specific segment of some’ chronologicdl scale. An absolute
time may be fully specified such as, -‘"The clock struck
tvelve noon on December 7; 1942.%, or more commonly only
partially specified as in, "I sawv John last July". Whether
fully or partially specified, the absolute time information
must be rfcorded.

kDur:tions are the final type of information. This
refers to the length of time betwveen different evedts. or
betveen the beginning and end of a single evdnt.ihn example
of durational information is, "John broke wﬁf leg ten days
aqo}. In this case the event is given a duration of ten days
before the time of speech. As with absolute times, duratxonq

- e - e o e - -

'Normally this vill be the Grc?orian Calendar but this may
differ for some fairy tales, ctional stories, etc.



are commonly specified to varying degrees, and all
information contained in incompletely specified durations
must be included in the representation.

Completeness requires that all types of information be
kept in the time handler; however, human cognitive abilities
are not equal in making inferences across all of these
types. Determining the relative order of events is usually
easier than determining a specific date for some event, or
determining the elapsed time between events. For this reason
the time representation which is developed in this thesis

emphasizes fast® inference of the relative order of -events.

1.3 Interaction with the Semantic MNet

, This section describes how the time specialist outlined
in this thesis interacts vith the semantic net. Since the
purpose of the special purpose inference mechanism is to
provide quick inference of a specialized sort, not all
inferences involving time are made within the time
mechanism. With respect to the overall system the time
mechanism will be involved in both the information input and
the question answering processes. |

When facts are presented to the general system whixh

involve instances of p.riiculnz events related by a time
_predicate such as After(E,, B,;), this information is
recognized (by its form) as appropriate for the time

mechanism, Similarly, if a disjunction involving a literal

e . e W G - -

* Constant time if possible.
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with a time predicate is presented such as Before(E,, E,) V
Before(E,, E,), the special purpose time mechanism can be
consulted to determine if any‘of the literals can be
evaluated. In this example since Beiore(Ez,'E.) would be
detected 'true' by thL tiﬁe hsadler, the entire clause can
be discarded (without adding it to the main net) since it
adds no information, - -

During question answering a number of clauses might be
generated for resolution. Suppose one such clause is P(a, b),
V During(E,, E;) V g(z). Again the literal During(E,, Ey) is
recognized as being the appropriate form for the special
purpose time mechanism which is the; consulted to attempt Qp
evaluate this literal, If this literal is evaluated to true,
then the entire clause can be eliminated. If the literal is
evaluated to false, then the literal itself can be removed
from ghe clause leaving P(a, b) V R(z). In either case the
number of literals (and possibly clauses) has been reduced
possibly eliminating many inference steps which would
othervise be required and thus alloving faster completion of
the probf.

Sentences involving universally quantified variables
are incbrporatod'oxclusivaly vithin the main net. Por
example consider the sentence,, "John starts work only after
he arrives at the office.” Translated into predicate -
calculus notation, this would be

vX,vT,vS [[{John arrives-at T Officel] &

[John starts-work S] & [X day) & [T during X] &

| o
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[S during X]] = [T before S]]°*

This rule is then stored in the semantic net. Whenever
particular instantiations of the premises are supplied, the
events they constitute would be stored in the time handler.

Such instantiations might supply a particular day A,
arrival E, and start of work E;. The tvb events representing
John's arrival at the office on day 'A' (B,), and his
starting work on the same day (E,;) would be communicated to
the time handler. If subsequently the main inference system
supplied the above rule to the instanitated premises,
obtaining the conclusion [E, before E;], this inferred fact
vould in turn be~prosented to the time handler. Thus, time
information in both the premises and the conclusion would
then be available to the time handler, for use in making
further inferences in conjﬁnctipn with the rest of its
collection of time relations. ‘

In this way general (univcrsauiy quantified) knowvledge
abogt events gnd actioﬁs c;n in principle 56 handled by.thc‘
semantic net (see Covington and Schubert [1980], and deHaan
(in preparation) for the current status of the inference

system).

®

..... wr—— e ——————

* Where X, T, S can be thought of as event variables or
time-interval variables; the predications are in tAtix form,
i.e. the first argument precedes the predicate and the rest
(if any) follow it.

N N\
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2. ﬁqprolontition of Temporal Knowledge
Thg problems and complexities involved in designing a
general knowledge representation gystem arevinmense, and
because of this a'nunber of researchers have elected to
tackle knowledge representations in limiied;donains as a.
startihg point, with the intention of later expanding the
scope of their syste;s. However, by taking advantage of
. simplifications available with a limited domain, many have
... sacrificed the extensibility of their systems. In this
chapter a survey of other research In temporal knowledge is
made. A number of these s}stc-; suffer from this sort of
problem. Later sections of this chapter examine the
oconsiraints on a satisfactory representation and a number of
deliqﬁs are attclptod.'rinaliy, empirical ;xanination of
some stories is done to derive some characteristics on which
to base our representation. % |
2.1 Baadling Time Information and Infereaces
In.the past fev years there has been increasing
recognition of the importance of to-borﬁl intétgltion in any
knovlodgo rop?asqntation systema. In vie;fot this, there havc‘
been s number of systess designed to handle time. Most of
these tylt:Lc.aro ltoné*llono. but some oporato‘yithin the
tra-niork.gg.a 1.?;-&, more general representation systea.
| The vork can generally be :ip-ratod into two groups.
One group approsches the ﬁioble-Atro- s linguistic

\\a;/;//viovpoint. Thess systems are disigncd to anilyzo the

.7 . Lo
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tepboral references in English or English-like sentences.
The second group for the most part takes for granted the
initial interpretive phase, and focuses on the

representation and manipulation of time information.

Although the wqrk presented in this thesis belongs to the

second group, previous work from both areas will be
revieved, since tﬁcy‘all contribute to the current body of
knovledge about handling time. ‘

- Pindler and Chen [1971] provided one of the earliest
attempts to deal vith the representational issues of time.
Twvo important concepts are discussed in their puper: Pirst
the distinction between relevant, irrelevant, and partially
specified chronological data can‘be made vithin thcif
:ystcli{50condly, they allov symbolic names to be associated
with sﬁ.cific time points giving great flexibility to the
association oi information with events. These are features
vhich, although appearing earlj in the research of the
field, are often overlooked in later developments. ‘

Pindler and Chen make an unnecessary diftinction

betveen "point® and "duration” events, which forces them to

externally categorise all events. Although the complexity of

their system is not mentioned, they pic.ont a "moderately
ni:od data base™ consisting of-six events and rclitions
between these, and suggest that rothlo question
lnlvorinq times* are evidence thnt their methods are not .

ovcrly colplox. However, the hundreds of events in even a

¢ Up to forty seconds of CPU(?) ti-n on a cnc-scoo £ot one
duestion.
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. 8imple fairy‘tale might cause efficiency problems, in light
'ofvtheir example with six events,

Bertram Bruce [1972] deals mostly with the problem of
extracting time references from English sentences. His
analysis of tense and temporal references was made vi£h~thé
goal of developing a suitable semantic representation. In
his subsequent work on the representation systén Chronos
(Bruce [19751 and Bruce and Singer [1973]), he found major
shortcomings in his original sysie-, because of,a lack an
adequate method for representing incomplete or partially
specified times. He does make clear through precise
definitions the conceﬁts of time as an ordered set/of tiie
points, time-segments, and various time-segment relations.

The Chronos system was the implementation of Bruce's
wvork, ané it extracts time information from English
sentences by looking for certain "trigger words" (such as
'yostcfday', "afternoon”, 'no;ning', etc.). This time
information is stored in a list representing year, month,
day, hour and -inuto:ﬂThCrc is no symbol for unlpocitiid~_“
portions of the daﬁc, so he uses rather dubious defaults to
£ill these slots. (PFor ;xa-plc, given just the year of some
event, his representation fills the othbr‘ilot. vith the
tirstﬂlonth of Eho year, the first diy of the month, zero
hours.and zero minutes. So from a y-riiqily defined date he
produbcs an arbitrary specific dit;.). ThderQtioval |
mechanisas use exhsustive search techniques on "event trees®

to findinrrticulat svents and their relations, requiring

N
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question answering times proportional to the number of facts
stored. ' (
Undoubtedly the most complete work on t;mporal
knowledge was the "time specialist™ of K. Kahn. His ;ork,
described in Kahn [1975] and Kahn and Gorry [1977], was an
attempt to deal with all types of temporal information. In
order to accommodate the different types he creates several
different structures each responsib}e for a different tybe
of information. While he strives for completeness, by taking
each type of time information and creating distinct
structures and methods for accessing these, his system
suffers from the lack of a single representation, which Kghn
suggests can not be powerful‘ enough. .
Kahn's time-specialist is based on concepts and ground .
vork laid out by Bruce, and Findler and Chen. Communication
vith the system is through a special input syntax for
expressing properties and reiationships of events. These are
used both to enter facts.into the system (fo; example,
(?IM!-O! (EVENT-A) (APTER (EVENT-B)))), and to ask qguestions
(for example, (TIME-OF ? (APTER (EVENT-8)))). A serious
fault with the system vas that it vas left to the ﬁser,to
© . decide the ingcrnai rcpresehtation that the time ippcialist
would utilize based on the typc_of tc-bogal information and
qbcstions‘;hat wvere expected. This is in‘so-e sense leading
ihe oj;ton'by th;'hand, since the user must pre-analyze the
input, determing the praminent temporal characteristics, and

then decide on the appropriate time-specialist

-
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representation to handle these characteristics. Kahn may
have forseen this objection with his system, because he
provides an interface capable of transforming a story
represented in one structure into an equivalent
representation in another structure. But a single

representation 1s sufficient and avoids all of the

‘transformation problems, as will be seen.

&}
He addresses the problem of incompletely specified

dates. An upper and lower bound on a date is inferred from
the partially specified one, and this interval is associated
with a particular event. Unlike Findler and Chen however, he
does not provide any capability for using symbolic names to
represent explicit times.

An elaborate system for incorporating approximate dates
and durations, referred to as "fuzz"” is provided. Por
example, the duration "about three weeks™, can be
pquivalently répresenged in his system as: '

1).- (BY-AMOUNT (WEEBKS 3) (FUZZ (DAYS 7)))

2). (INTERVAL (WEEKS 2) (WEEKS 4))

3). (FUZZY-AMOUNT (ABOUT A-FEW-WEEKS))

4). (FUZZY-AMOUNT (A-nx'r7‘nonz-mm A-HALF MONTHS))

This does not exhaust all of tholpossibilitiol, the
actual form being dependent on the input form. Kahn's system
provides various methods for determining equivalence between
these widely dispurdtc forms. ‘ N
A shortcoming of kahn's éuestion ansverer is the

reliance on two exhaustive search technigques if other
" Q

-



methods of question answering fail. The first method is a
breadth-first search of events from a given starting event.
This could incur time propgrtional to the number of events
plus the number of relations between events that ;re in the
system. The second method searches through all events in the
system and can require 'time complexity comparable to the
breadth-first search. If either (or worse, both) of thése
methods are employed in an application with many events and
relations, they could consume large computational resources
‘for answering a single, perhaps unimportant question.

Kahn's system‘was used as the representational basis
for a thesis by Robin Cohen [1977] in which she extracted
the temporal references from BEnglish sentences and then used
- these as input to a slightly modified version of Kahn's time
specialist. Her thesis focuses on the linguistic analysis of
temporal refgrenées, b;sed on a linguistic theory originally
proposed by'H. Reichenbach.

Cohen identifies Kahn's multiple structures as the °
major problem with his work, but her golution has major.
problens'as vell, She modifies Kahn's system to force
everything onto an ordered time line. Since most.events.thit
are encountered iﬂ\sentences do not have-explicit dates
associated with them, she is forced into proposing
complicated 'gue;sihg' heuriétics to place events on her
date-1§n§ representation. As well, Qince-her primary concern
vas vith.linguistic analysis of temporal references,

efficiency considerations for her algorithms are largely

3\
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I'gnored.

More recent efforts on temporal knowledge include the
work of James Allen [Jan., 1981], [Nov., 1981]) and [1983];
concerned with representation of temporal intervals and the
use of a temporal logic in planning. Allen stresses the need
for répresenting temporal inter&als only, as opposed t& both
intervals and instantaneous point events. He starts by
defining a set of nine relations which can hold between
pairs of time intervals. His system creates a temporal
interval network, with pairs of intervals connected by edges
with iero or more of nine possible relations indicated on
fhem. 1f there is uncertainty about a relationship, then all
‘possible relations which may apply are entered on the ed§e.
when some new information is added to the graph, all of the
consequences must be determined. To achieve t‘is, Allen adds
the new fact to the network and then calculates.any new
relationships that may be inferred from this information.
These new rélationshipé are then in turn entered in the
network, with each Pffthem having possible consequences and
so on. ‘

Althéugh the cdmpiexity of his algorithms ‘are not

explicitly stated, an estimate can be obtained from his

descriptions. The network might be fully connected and every |

relation might require updating as a result of adding a
single new fact. In such a worst case scenario, the
algorithms for adding the new inéormation have time

requirements that increase with the square oq\the number of

1
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distinct time interQals stored. This complexity ignores the
possibility of more than one time relationship between a
given pair of time intervals, wh?;h would 1ncrease the time
requirements.

A further problem with Allen's representation, which he
tries to remedy, 1s the fact that every interval is
explicitily .related to every other interval. He attempts to
exploit some properties of the during relation to reduce the

number of connections, but is not entirely successful. As

Allen admits, the resulting arbitrary graph structure might

have to be searched to retrieve answers to Queries, which
would require time proportional to the number of time
intervals plus the number of distinct relations between

intervals. In general, Allen's work is more concerned with

planning and using temporal logic to effect plans and

\d

actions, than it is with designing iﬂ,!’&icient structure
for storing and inferring temporal ref;%ions from temporal
inforﬁation.

| Along similar lihes.to Allen's work is McDermott [1982]
who also outlines a temporal logic for use in planning. As
with Allen, McDermott is pFimarily concerned with augmenting
thlanning system with temporal information and reasoning.
McDermott applies all processes and facts engering his
reasoning system to his temporal logic, and draws inferences

gbéut persistence and causality rhich can then be used in

B .
:» planning.
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Hirschman [1981] and Hirschman and Story [1981],
describe a representation for time relations In narratives.
The fact that they restrict the 1input text allows them to
exploit some conventions of narrative discourse, such as
default time relations between consecutive clauses and/or
sentences. Hirschman introduces the concept of a time graph,
with the edges in the graph representing the relation '<',
and the nodes representing either an event or the beginning
or ending time point of an event. As with previous systems,
she does not directly address the problem of efficiency, an
every time a new event is mentioned the entire graph 1s
searched in an attempt to resolve anaphora.

The time requirements to search the entire graph
ihcrease with the number of events and time points plus the
number of relations between these. What makes the time -
requirements worse in her system, is that Ehis computa;ional
effort is not-a worst case figure, but must be expended for
every addition to the graph, making it the best case
complex%ty as well. '

qu recent contribution from the linguistic camp is by
Mark Grover [1982]. Grover attempts to integrate results
from investigations in linguistics, epistemological models
of time, and cqmputer-orienteé models of time-based
information. The input to Grover's system i§ English
sentences wvhich are then parsed using Montague grammar,
modified by Dowty's translation rules. A time graph is

utilized in which instances of generic events are stored on
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the nodes. In the time graph used by Grover, different paths
through the graph represent different possible worlds about
which the system has some knowledge. Questions cah be asked
about the occurrence of events using a format similar to the
input format. Grover employs a four-valued belief logic
which permits four valid responses to input queries. Aside
from true, false, and unknown, a fourth response implies
that the system has recorded both the occurrence and
non-occurrence of the event in differ;nt possible worlds.

In Grover's paper there is no explanation of the
benefit of having an alternative possible worlds model for
temporal information. While his attempt to incorporate ideas
from different areas of artificial intelligence is a
potentially fruitful approach, the only implemented portion
of his work is the event represen;ation, and this does not
cover the areas of concern in this thesis.

Another recent linquistically oriented work is by
Almeida and Shapiro [1983]. They are concerned with
determining the temporal structure of narrative text, and
examine in detail the roles of aspectual class and the
progressive/nonprogressive distinction in determining
temporal relations. The work presentedbin their paper is
directed at parsing narrative text to achieve correct
temporal relations for events based on these linguistic
features. The representation of the information is based on

Allen's work, discussed previously.
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Another recent system developed for représenting t 1me
information aﬁd making inferences is by Marc Vilain [1982].
Vilain's system records the time relation between two time
intervals 1in a relational vector, where the relations are
basically the same as those described by Bruce. A logic
system involving composition rules for the primitive
relational vectors 1s used to create new vectors which are
deductions from the previous ones. Vilain's system appears
to be impractical because the complexity 1is O(n’j in time
and s e, where n is the number of intervals about which
asseerZns have been made.

E. Kandrashina [1983) describes a system called a
"T-model” for representing temporal information. Included in.
this representation are definitions of point, interval,
guantity and chain. Kandrashina's chains are sequences of
time intervals which relate to one aspect of representing
time information that has been largely neglected elsewhere,
namely the representation of habitual or repetitive events.
Special relations (such as "synchro-overlaps" and
"alternation”) are defined for representing various (regular
and sporadic) interrelations between sequences of intervals.
These relations will be useful for representing activities
and processes, but only a small portion of the
representation has been implemented. Since the péper is
concerned almost exclusively with ﬁhe representation (as

opposed to use) of time information, it has little to say

about the processing issues which are the main concern of

.
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this thesis.
" I
Malik and Binford [1983] describe a representation for

both temporal and spatial information. The system converts
relations between the endpointstof events into inequalities,
and then uses linear p;ogramming to make inferences from
these constraints. By basing their question answering on
linear programming their system is formally adequate for
guestions which are themselves expressible as sets of linear
inegualities, which provides an advantage over previous
representations. Since they represent linear inequalitieé,
all time information that can be expressed as such can be
represented. T;ese include time ordering (E, < t;), bounds
on absolute times (1981 < t, & t, < 1983), durations and )
bounds on durations (t; - t, S 5 & t; - t, 2 1) and relative
durations (t, - t, S t, - t; + 7, ty - t; < 3(ts - t,)).
Similarly, linear programming allows them to make all valid
iqferences (for example, t, - t, = 2(t, - t,)) and check for
inconsistency whenever a new inequality is added to the
system.

In order to avoid the inefficiency of linear
programming (obtaining a feasible solution by the Simplex
method has worst case time-requiremehts in NP.), they group
xrelated events in;o "clusters™ and pefform the linear
programming techniques on these clusters. However, this
requires them to provide "transformation" algorithms (cf.

Kahn) to relate events in different clusters, and the

complexity of these algorithms is never mentioned. Aside

B+



from these concerns their paper represents one of the best
attempts at time representation because of their emphasis on
formal adequacy.

None of the systems that have been developed to date
are concerned with the efficiency of their methods. A number
of temporal systems discussed here are primarily focused on
the linguistic processing of temporal expressions and hence
are understandably less concerned with temporal inference.
But if general ldngdage understanding and reasoning is to be
achieved it will require massive amounts of stored
information. In such»circumstances, efficiency of both time
and space are essential. The various problems that need to
be solved in a time representation are covered among the

B
various papers in the literature. However, combéning'the
solutions into .a complete, efficient solution té‘temporal

knowledge répresentation, is still to be achieved.

2.2 Requirements for a Satisfactory Represcntafion

A method is required for storing all the time
information that is found in processihg narrative texts oé
all kinds. Fast methods for retrieving the inférmation and
making inferences based on it are desired so that the time
‘module will ‘enhance the general reasoning system, and hot
slow it down. Processing of natural language discourse
requires a large base of knowvledge, so ideally inference
algorithms independent of the size of the information base

are sought. The methods presented in this thesis come close
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to meeting these requirements.

Certgjn restrictions are placed upon this time handler
since it }s to be incorporated within a larger project.
Aside from efficiency concerns, each new piece of
information must be fully prbcessed when it is entered so
that queries, and additions of new information can be fully
inter-leaved. i

Further requirements of the representation are a need
to represent all types of temporal information in a single
unified structure. This is té.avoid cémplications of
choosing between various representations, such as those that
arose with Kahn's system. The types of temporal information
include relative (before/after) positioning, absolute times
(dates) and durational information. There must be allowance
for incomplete and partially specified dates, as thI’ggya
means of representing approximate time specifications.

Finally, it should be possible to specify the
intensiveness of the effort to be made in satisfying a
particular query. Since the time handler will be a part of a
larger system, there will be occasions when a quick
"unknown" response to a time query is preferablg to a more
informative, but costly answer. Such a mechanism will
provide a means of external control over the time inference
algorithms without any knowledge of the internal processes
being eiployed. |

A representation based on relationships among time

points, rather than intervals, is favoured because it allows
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a simpler design. An iﬁterval-based Fepresentation requires
distinct representation for each interval of the various
relation; (such as before, consecutive, overlapping, during,
etc.). However, a representation based on time péints allows
all the various event relations to be collapsed into one or
two ordering ("before") relations among time points. This
_greatly eases the design of a simple time representation
permitting efficient inference of relations among both time
points and time intervals, represented in terms of their end
points. |
/

2.3 Application of P-Graphs

There has been much effort in recent years at the
University of Alberta to develop efficient and complete
methods for representing relationships among parts of
objeéts (Schubert [1979], [1980]), Papalaskaris [1982] and
Papalaskaris and Schubert [1982])). Since time relationships
also require special purpose inference methods, an attempt
was made to adapt these techniques to the problem of time.

Schubert's examination of partitioning assertions led
to the creation of a class of P-graphs for reprekenting se;;
of partitioning.assertions. A partitioning assertion has the
form [T P t, £, ... t,] and is interpreted as object T
partitioned into disjoint parts t,, ta, ..., t;. Closed and
so-i-closed'?-graphs~have been developed (Papalaskaris and
Schubert [1983]) to permit efficient complete algorithms for
aﬁsvering part-of and disjointness guestions. ”~

v i »

4
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By applying partitioning asgertions to the time
intervals occupied by events and adding a time ordering
relation, the usual relations between events can be
expressed in P-graph form. This would permit th‘gtime
relation representaqjon to utilize previously developped
P-graph algorithms.

Although this approach séemed promising at first, there
was a problem with the efficiency of these methods. It is
the generality of the P-graph that allows it to be: adapted
to the representation of time relations, but this saﬁe'
generality prevents the P-graph from exploiting special
featuies and properties of time information which result
from the ordering relation. Since one of the prime concerns
of this research was finding a representation that permitted
efficient -question answering,rthe P-graph representation was
abandoned in favour of a directed grapf of time points.

The first step of the new approach is to decompose all
events into time points, and treat théSe as a partially
ordered set with respect to time. A partial order '<' is
defined on a given set with elements x, y, and z as:
| (1) (V x,9) (((x S y) 6oly S x)) » (x =.y))

(ii) (Vv x,y,2) (((x S y) & (y S 2)) » (x5 z))

(iii) (v x) (x s x) | ©

A linear.order is any set that is partially ordered and
‘satisfies the following: .

(1)°(v x,y) ((x s y) V (y € x))
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If complete information was available about the
relative order of each event, then the order of every pair
of time points would be known and the set of time points
derived from a set of interrelated events would form a
linear order. However, since the knowledge available
concerning the time relations of events is incomplete, the
set of event endpoints forms a partial order‘with respect to
the known instances of the relation <. This order can be
represented by a graph, with eacﬁ element df the set
representeé by a node, and each pair of related time points
(t, S t;) represented by a directed edge in the graph. Each
event is represented by a pair of time points and these time"
points and their relgtions to other time points are
represented in a directed'acyciic graph. A labelling scheme
vas sought to quickly determine ordering within the graph
based on relative values of the labels. Such a labelling
would provide constant time determination of time point
relations, and hencé of the temporal relations of events.

- Kameda[1975] has a constant-time algorithm for
extracting ordering relationships from an acyclic digraph.
However, his methods aré restricted to a subclass of planar
digraphs v?ich ig an unacceptable constraint for time -
representation. Tﬁe ﬁumbér of labels required to permit
deternination of order for unrestricted acyclic digraphs is
dependent on the dimension of the graph. Kameda's graphs
" were restricted to tvo dimensions and he foﬁnd a

two-labelling for them,
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}Baker et al [1980] examine parﬁial orders of dimension
two in some detail. They have shown that a two-labelling is
possible if and only if the relation is a partial order of
dimension less than or equal to two. In general, n-labels
are required for an n—éimensional graph. So the problem
becomes one of determining the dimension of the time graphs
and using a corresponding number of labels. However, as
Dushnik and Miller [1941] prove, for every cardinal number m
there is a partial order (on sohe set) with dimension m.

v

This allows the completely unacceptable possibility of

%
o

requiring m-labels for every one of m nodes in the graph. As
well, procedures for determining the dimension of a given
partial order are acceptable only for very small sets of
nbdes. The onblem of determining the dimension of an b
arbitrary acyciic digraph is difficuffjand may turn out to
be NP-hard [K;meda, personal communication].
At any rate, these algorithms only address the problem
of relative ordering. They would have to be greatly modified
since dates and durations will have to be maintained as
well. Aside from this, the algorithms all operate on & given
graph. This excludes the possibility of inter-leaving
additions_to the graph with queries for information thle
maintaining constant-time algorithmé to answer the queries.
These investi;ations showed that developing
c?naggng-time algo;ithns based on labelling thg,nodes of an A

arbitrary acyclic digraph, yould require major research and

might ultimately be unsucessful. Connectivity matrices,

.
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where the relation between every palr of points 1s
maintained in a matrix, are also unacceptable because of the
requirement of O(n?) storage and O(n) cost of adding
information. As a result a practical approach was taken and
numerous texts were analysed to try to determine some
characteristics of time graphs and exploit £hese in question
answering algorithms. The next section describes these

efforts.

2.4 Characteristics of temporal knowledge

Since a constant-time labelling algorithm for
unrestricted acyclic digraphs is an open problem, an effort
was made to determine some characteristics of the class of
"useful"time graphs. Time graphs were constructed for
several newspaper stories, as well as a fairg;tg;e (Little
Red Riding Hood), and passages from a novel (Heﬁingway's The
0ld Man And The Séa) and from a European history text.
Although these graphs displayed a high degree of variation,
asiexpected from the wide range of\literature examined,
certain characterist}cs could be determined.

In order to deﬁonstrate this process the time grapﬁ for
the following excerpt from the fairy talg "Little Red Riding
Hood" is derived: "And the wolf raced away as fast as his

legé vould carry him. Red Riding Hood was also in a hurry,

but there was so much to look at on the vay. There were

\birds to listen to, butterflies to chase. The volf, in the

meantime, had reached the cottage.”
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As a first step the text is broken into the individual

events that comprise it. The events are numbered according

to the sentence and clause within that gentence where they

occur.
Event 16a
Event 16b
Event 17a
Event 17b
Event 18a
Event 18b
Event 18
cottage.

- And the wélf raced away

- as fast as his legs would carry him.

- Red Riding Hood was also in a hurry,

- but there was so much to look at on the way.
- There were birds to listen to,

- butterflies to chase.

The wolf, in the meantime, had reached the

In the following analysis of the temporal relations of

these events, a time point t, is assumed to be the last .

Naction (in this case the end of discourse between the wolf

and L.R.R.H.) occurring previous to this text.

Event
Event
Event
Event
Event
Event
Event

17a.

16a
16b
17a
17b
18a

18b

after t,.
equal-to Event 1i6a.

after t,;.

equal-to Event 17a. &'

during Event 17a.

during Event 17a.

19 after Event 16a & Event 19 before-end-of Event

The timq graph for this example is presented in figure

1. By following this process for the enti;e story a_ time

graph can be constructed as each event is encountered. Two



Figure 1: Time relations hand-extracted form four
successive sentences in Little Red Riding Hood.

30
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prominent characteristics of these graphs are termed the
time chain and the side chain. The definitions for these
terms are glven 1in sectilon 4.1, but a loose description can

be given here. The time chain 1s simply a linear sequence of
connected time points. Although this feature i1s not
unexpected, 1t was observed that one or two extended time
chains often accounted for a large proportion of the nodes
in the time graph. For Little Red Riaing Hood approximately
seventy percent of the nodes (rgpresenting event end points)
were found to be part of a single chain.’

Although occurring to varying dégrees in _the different
texts, time chains .were was especially significant in‘ the
fairy tale and the novel. Narrative stories with V;fy few or
no references to specific dates showed this feature. The

stories that did not follow this pattern had many more
.
references to specific times and durations. .

{1
,

"A_side chain starts and ends with connections to a
single other chain. Within the stories, this usually
occurred when some previously mentioned event is later
expanded in more detail. This feature is not prominent in
the time graphs of any particular type of story, but common
to all types. : “

~ " In order to create a fast _algorithm‘or determining the

relative positioning within a time graph, a method which

takes advantage of chains and side chains is needed.

b Cledrly, for some stories, a constant-time algorithm for

(Y
ks

determination of positioning within a single chajin would
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include most of the time points in the story. If the
algorithm 1s slower (but stxli not worse than O(n)) for time
points of different chains, then 1t will not greatly slow
the average time for questﬁon answering. Also, 1f the side
chains could be 1incorporated into their superordinate chain,
then the number of distinct chains 1in the graph would be
further reduced, i1mproving the speed further. For those
graphs with chronological specifications, these could be
used to speed the algorithm and compensate for the typically

higher number of chains. These considerations form the basis

for the temporal representation described in this thesis.

2.5 Time Frame

Although this thesis 1s concerned solely with the
representation of time, a constant consideration 1s the
infegration of the system into the larger framework of a
general knowledge system. The information provided to the
time handler will be provided by the parsing and translation
processes from a natural language input. An element of the
parser, though not yet implemented, is the time frame.

A time frame is a temporal bracket, within which the
currently discussed events are understood to take place.
Natural language narratives explicitly or implicitly set up
time frames, and the start and end of these time frames form
upper and lower bounds on events within them. The event§ may
in turn‘serve as time frames for more detailed accounts.

Since the parsing and translation process will be. providing
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this i1nformation, the time handler must providg an easy way
of specifying a time frame for an evént, and an effective-
6eans of represeﬁting this 1nformation.

The graph const;uctlon algérithm (see chapter 4) will
allow specification of a time frame when adding a new event
tc the graph. Incorporating the time frame i1nformation poses
no spebial problems. A time frame 1s treated as just another
event 1n the graph. Adding new events within existing ones
results 1n the creation of new side chains.

As long as the representation allows events previously
specified to be expanded and new events to be entered as
side chains, then the representation should handle time
frames effectively. Since any event is a potential time
frame, the system must be able to handle any event being

specified as a time frame efficiently without alterations to

the representation.



3. Time Relations and Inferences .
This chapter presents an overview of both the
structures and methods useé in assimilating temporal
information, and 1in answgriné questions concerning this
knowledge. The chapter emphasizes the 1ntultive basis of the
data structures and methods. Complete, detailed descriptions
of material touched on here, will be presented 1n chapters ¢

and 5.

3.1 Organizing Time Relations

This section presents a general overview of the
structures that are employed in the proposed representation.
The input to this time module will come from the parsing and
translation process. As translation proceeds and new events
or nev‘temporal relations between events are discovered,
these are sent to the time module. As mentioned in 2.2, a
representation based on time points‘is favoured for design
reasons, and this requires relations between events to be
translated into relations between the time points of the
respective events,

The time points are represented as nodes in a graph,
vith directed arcs representing the relations between time
points. A directed arc is placed between each pair of time
points whose ordér is. explicitly known. This produces an
acyclic digraph® for any two time points t,, t,, t, S t; is
a logical consequence of the facts represented in the graph

'This excludes time travel stories in which cycles can
occur.

34
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if and only if there is a path from t, to t, 1in the graph.
One method (although inefficient) for deducing facés of the
form t, < t;, 1s to perform an exhaustive‘search for a path
from t, to t;. Such a search procedure must continue until
either a path is found (in which case the relation t, s t;

is confirmed), or until it has been determined that no such
path exists (in which case a successful search for the
"reverse” path, i.e. from t; to t,, denies the relation t, <
t,, and if unsuccessful indicates the relation is unknown).

The worst case time requirements for a single search
through an acyclic digraph with e edges 1is O(e)? However,
the aim of the special purpose inference mechahisms 1s to
achieve the fastest possible guestion answering, and so the
methods outlined here will try to capitalize on the major
characteristics of the time graphs (presented in 2.4) to
improve question answering speed. The representation
presented here is designed to perform well for the range of
graphs that will most likely be encountered.

As mentioned in 2.4, an important aspect of the graph
is the time chain. A time graph represented in the manner
described here, can be viewed as a collection of time
chains, with directed edges connecting the collection to
form a graph. This is illustrated in Figure 2,

This two level structure requires a distinction between
two types of edges in the time graph. An edge connectiﬁg twvo

nodes belonging to different chains is called a

"cross-chain” link. All.other edges (which will be those



36

e

Figure 2: Time Graph Structures. '
The five distinct node shapes distinguish the five
time chains in the graph. Solid arrows indicate
connections between nodes vithin the same chain,
vhile broken arrows indicate "cross-chain links".
The hexagon chain is the only side chain in this
diagram, the square chain being excluded by the full
definition given in chapter 4.
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connecting nodes of the same chain), are referred to as
‘chain' links. A distinction is gét made in the
representation of the two edges in the time graph, but in
the processing of the two types.

The nodes within a single ;hain form a linear order.
Since only a single label is necessary to distinguish (in
constant time) relative position within a linear order
(Baker et al [1980])), a "pseudotime” is assigned to each
node. The Eime graph consists of a collection of time
chains, each with its' own pseudotime sequence. The
pseudotimes permit constant time determination of relative
position within a chain, by a single comparison of
pseudotimes. This solves part of the representation
requirements, but still leaves the question of accomodating
inter-chain connections without severely hampering
efficiency.

In order to deal with inter~chain connections, a
"meta“time-graph” is constructed. This higher level graph
reduces each chain of the time graph to a single node,
removing all.chain links, but retaining all croés-chain
links. The position within each chain vhere the connections
occur is recqfded’on each edge in the metagraph. The methods

- for inferrigg relations between nodes of different chains
are discussed in the next séétion, but they involve
‘*'Bperations on the metagraph, not the time graph. Any

operations on the metagraph will be much faster than the

time graph since it is expected, from the temporal analysis

o
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of numerous stories, that there will be far fewer chains in
the graph than nodes.

This completes the foundation for the representation
scheme, but it allows for only one type of temporal
knowledge. Aside from time order, absolﬁte times and
durations shoufé be representable. Therefore, the
representation provides for the specification of an absolute
time for everf time point. Whatever portions of a date are
specified or can be determined ffom contextual or world
knowledge, ére included. Of éours;, the degree of pfecision
in the Specificaiion'of a date is'story-dependent:jFor
example, days of the week may be regularly specified in some
story, while tpe'Eélendar date is never mentioned. In order
to providb-a high degreeé of flexibility, 5 date is brdken
into a paiT, representing.}hq best lower and upper bound
that é;ﬁ be dgrived for that date.

For example, suppose fhere is an event,represehfing
"John ate diﬂﬁer', with a starting date determiped as July
10:'1983 iﬁ thg evening. First.a bound for "evening" must be
obtained from world knowledge. If it is assuped‘fhat i
~‘evening' normally starts and ends at 1800 aﬁd 2200 hours
reopectivdiy, then a lower bound for this event can be
* aeternined as 1800 hours on'July‘fo, 1983. Assume that it
 has already been determined from contextual information that
it took-Setveen one and twvo hours for John to finish dinner.

The event consists of two time points, t, and t,,

representing tespectfvely, the start and end of the event.

rd

/

ceolapin g 4
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The bounds on t,, will be the earliest and latest times that
the event could have started. So the lower bound for t, will
be July 10, 1983 at 1800 hours, and the upper bound July 10
at 2200 hours. The bounds on t; will be the earliest and
latest times that the event could have ended. So the lower
bound for t, will be 3900 hours, and the upper bound 2400
hours,. both on July'10, 1983. While this is an unusual
example, in that the bounds on each of the two time points
could.be easily determined, it serves to illustrate how the
vbounds are set on the time points of each event.

As with dates or absolute time specification, each
duration is a pair representing the lower and upper bound of
the duration., Durations can occur between events, or they
may be.the duration of one or more events themselves, If the
duration is between events, then the iover and upper bounds
are placed on the edge of the graph which connects the two
events. 13 the duration is of an event, then the bounds are
placed on the edge which connects the two time points
composing the event. Thus, in the above example, the edge
connecting the beginning-and end of John's dinner would be
labelled with lower bound one hour and upper bound two
hours. All of the above information concerning John's dinner
is ptesehted in Figure 3. |

' In this way, all durations are broien into louer.and
upper bounds and placed on the appropriate edges in the time
graph. A11 gbsolute times are also broken into bound§ and’
placed on the approptiaie nodes in the time graph. If a

I
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lower bound = 1800‘hour5, July 10, 1983

(as

upper bound = 2200 hours, yYyuly 10, 1983

lower bound = 1 hour

upper bound = 2 hours

lower bouxd = 1900 hours, July 10, 1983
upper bound « 2400 hours, July 10, 1983

Figure 3: Absolute Times and Durations for "John's -
Dinner"”. R
The top node (t,) represents the start of the event
and the bottom node (T,) represents the end of the
evnt. Absolute ,time bounds are 1nd§cated beside the
node and duration is indicated beside the edge.
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duration is specified between two nodes 1in the graph not
directly connected by en edge, then a new edge may be
created between them* to hold the new durational
information. This aésumgs that for every duration specified,
the fime order is known, and if this is not the case the
system will re]ect the duratlon,

These are the basic forms of the representational
structure of-the time handling system. There are some
important activities that occur during graph construction,
such as ptopagation of absolute times, that have not yet
been dlsgussed These, along with more detailed.and precise

W
descrxpahons of the representation are left to chapter four.

3.2 Retrieving Time Relations /

As discussed previously, there are two labels on each
node of the graph which are used exclusively for gquestion
ansvering. One label indicates the éhain to which that node
belongs, and the second (the pseudotime) represents the
relative position within the chaiq that the node occupies.
If two nodes are in the same chain, then a singie comparison
of the pseudotimes is sufficient to determine the relative
order of the tio'nodes, If the chains are distinct, then to
find the relative order of two nodes t, and t;, a path must

be found from t, to t,, or from t; to t,. The node at the
lstart of the path if one exists’ represents the earliéf time

* Providing the new edge does not create a cycle, i.e.
contradict time order information already contained within
the graph.
'Both paths cannot exist siggz"bhe graph is acyclic.
{ .
A\

wF H '
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point.

The metagraph is used to hasten the discovery of a path
between nodes of different chains. In rough terms, the
algorithm starts at a node in the metagraph representing one
,Of the chains of the two nodes and searches the metagraph
from there, for a node representing the chain of the oth;r
node. If successful and the nodes are also on the path
within their respective chains, then the node that starts
the path is before the node at the tail. If unsuccessful,
then it 1is necessary to repeat the process starting from the
second node and looking via the metagraph for a path to the
first. If this is successful then the first node is after
the second. If this second attempt. is alsb unsuccessful,
then the rélative position cannot be inferred from the time
graph. .

Examination of directed paths in the time graph is one
method of-determining relative order of time points. A
second method is to examine the absolute times® of the time
points in question. It is quite possible, especially in -
stories dealing with many absolute times, that comparison of
the upper and lover bounds on a pair of nodes will determine

-

their relative position. Since this involves few (at most
o

four) comparisons it can usually be done faster than a
search of the metagraph, and for this reason is attempted

first in order to get a very quick response to a question.

* These may not be given explicitly, but the propogation of
absolute time bounds through the graph results in a high
proportion of nodes with absolute time bounds.
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Of course i?%fbis is successful, then a more costly search
of the ﬁbtagrébh can be avoided. W

The relative oraer of time pqQints and events is only
one type of information that needs to be extracted from the
graph. It is also desirable to be able to retrieve the best
time bounds for any time point or event. This includes
bounds which are improved as a result of inferences from
relations to other time points and absolute times within the
time graph. The main oyjective of this time representation
is to match the infereﬁée capabilities that humans can
exhibit in the time domaiﬂ. Hum;ﬁ cognifive skills are
usually much weaker in deaiing with specific aates, as
compared to time order. However, if this repreééntation can
be extended with little effort\to hanélg sﬁch inferences
efficiently, then the extension ;dll be worthwhile.

In order to do this, extra céﬁgytagions are performed
when new information is added to théhgraph.,A propagation
algorjthm is proposed to spread improved timekbounds through
the graph so that every time bound is tﬁe besqethat can be
derived from direct and inferred time knowledg;.

The propogation techniques are described more fully in
chapter 4. Basically, absolute times are propagated through
the graph, so that at every node the lower bouéd,is equal to
- the dreatest lower bound of all ancestor nodes in the graph,
and the upper bound is the smallest upbef bound of all

descendant nodes. By maintaining the absolute times of the

graph in this fashion, a lot of computational effott is
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shifted from the question a Awering algorithms to the graph
construction algorithms. Th%i results in fast determination
of absolute time bounds for any given node; The time bounds
are‘simply extracted from the particular node.

Durations, although represented in basically the same
manner as absolute times, are treated somewhat .differently.
7Durations are used to update the absolute time bounds on the
nodes directly associated with the duration. Durational
informatién is not updated in the same manner, however. New
information added to the graph that improves one or more
absolute times is not used to update durations.

To extract durations, the question answering algorithms
attempt to obtain the duration from a path between the
relevant nodes. If there exists‘explic{t durational ’
information on the edges in the graph, then this is used. 1f
a duraéion is requested between two nodes, and no edge
exists between these two nodes with'either a lower or upper
bound duration on it, then the algorithms attempt to derive
the missing information dates on these nodes. By subtracting
the lower and upper bounds of the absolute times on two
nodes, a lower and upper bound on the duration between‘the
two nodes can be derived.

From this description of the inference and retrieval
mechanisms, it shohld be clear that with the exception of
relative order of nodes of different chains, qQuestion
answering takes place in constant time. A fuller and more

2,

detailed description of the aléorithms and the pre and



post-conditions for which they are defined 1s given

chapter five, along with the complexity analysis.

1n

45



4. Graph Construction

This chapter focuses on the details of the time graph
and its construction. The first section examines data
structures that are necessary for the basic time graph
representation. Alsc i1ncluded is a description of some of
the supporting structpros used to speed up the construction
and guestion answering algorithms. The representation for
absolute times and the advantages over previous
representations are discussed. The second section outlines
the graph construction algorithms which maintain the
structures outlined in the first section. Finally, the time
and space complexity for the graph structures and for the.
graph construction algorithms are examined.
4.1 Time Graph Structures

This section deals with the internal organization of
all forms of temporal information in the time module. The
first part describes the temporal graph itself, and provides
definitions to be used throughout the remainder of this
thesis. The second part discusses the details and possible
extensions of fhe meta-graph, while the last part deals with
the representation of absolute times.

.

4.1.1 Elements and Data Structures of the TimeGraph

Every event is viewed as two time points representing
the start and end of the event. We use a representation

similar to Hirschman's [1981] in that each time point is

46



47

represented as a node 1n a directed graph. An edge of the
graph represents the before-after relation between the time
points 1t connects. The following definitions are used
throughout the remainder of this thesis.

A time graph G = (T, E) 1s an acyclic directed graph in
which T 1s the set of vertices (nodes) and e is the set of
edges(links). The information stored in the graph 1s usually
in the form of pairs of time points representing events.
(Although i1n some cases there may be single time points
which do not represent event boundaries.) The relation '<°
forms a partial order over the time points and each directed
edge (t,, t,) in the graph represénts Ehe temporal relation
t, < t,.

Assume there are n nodes, and e edges in the graph,
represented by ordered pairs of nodes (eg. (t,,t;)). A node
t, 1s a descendant of a node t, (and t, is an ancestor of
t.), i1f and only if there exists a path from t, to t,. A
node t, is a direct descendant of t, (and t, 1s a direct
ancestor of ti), if and only 1f there exists an edge (t ,
t.) in the graph.

A chain is any one of et of linear paths into which
G is algorithmically partitioned. Each linear path consists
of a series of nodes t,, t,;, ... , tn (m2 A) such that for
all i (1 sism), t, is a direct descendant of t(i-1). The
partitioning ensures that every node belongs to one and only
one chain. In the implementation each chain has a unigque

number (pseudotime) associated with every node of that
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chain, 1dentifying the chain to which 1t belongs.

Let K represent the chain complexity, defined as the
number of chains in the graph as determined by the graph
construction algorithms. For any given graph G, there may be
more¢ than one possible value for K. The calculation of K 1s
dependent upon the order ip wvhich the edges and nodes are
added to G.

When a node 1s added, K may‘increase. In most cases the
node will have a known time order relative to one or two
existing nodes and hence at least one new edge will be
created. The effect on K 1s then givén by the following
rules, where t, is the new node and t, and t, are nodes
already in the graph:

(1) Suppose Edge(t, ,t;) is added;

if t, is the first node of a chain, then t, adopts this

type,

else t, is assigned a new chain and (K <--- K + 1),

(2) Suppose Edge(t,,t,) 1s added;

if t, is the last node of a chain then t, adopts this

type,

else t, is assigned a new chain and (K <--- K + 1)

(3) Suppose Edge(t,,t,) plus Edge(t,,t,) are added;

if t, and t, are of the same chain then

if there are no other nodes between t, and t; then

) ﬁh adopts this chain and will be inserted between t,
and ta.,
else t, is assigned a new chain and (K <--- K + 1)
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else an edge(t,, t,) is added as 1in (2) above and
then edge(t,,t,;) 1s added.

1f the rare situation occurs where a new node is added
to the graph without any connecting edge, then this node”
creates a new chain (K <--- K + 1).

We make a distinction between two different (logically,
but not physically) types of edges. When a new edge (t,, t )
is added to G, where no such edge previously existed, and
t., t, are nodes of G within distinct chains, then &, ,6 t )
ls galled a "cross-chain link". All”éther edges 1n the graph
are called "chain edges”™, as they connect two nodes of the
same chain.

If m is the number of cross-chain links, and p the
number of chain links i1n the graph, then E = p + m.

As with K, the value of m is dependent on the order of
introduction of the edges of the graph. The following
example illustrates this point.

Consider nodes (t,, t,, t;, t,, tg). Suppose that edges
are introduced in the following order: <(t,, t;), (t,, ty),
(tz, ta), (ts, ty)>. Now, a new edge(t,, t,) is a link
between two different chains and hence increments m. But if
the same edges are introduced in the order: <(t,, t;), (t,,
te), (ts, tg), (tz, t3)> then the edge(t,, t,) is between
nodes of the same chain, and hence does not affect the value
of m. This is demonstrated in Figure 4, in both cases K = 2,

If a node t; is a descendant but not a direct

descendant of node t,, then an added edge (t,, t,) is a
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Figure 4: Different Time Graphs for the Same IMNormation
The two figures show two different time grap
resulting from the introduction of identical time
ordering information, but introduced in different
order. Adding (t,, t,) can add a cross-chain link
and increase m (left) or add a chain link and leave
m unchanged (right), depending on how the graph
construction algorithms partition the graph.
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transitive edge adding no new information to the graph. In

general no effort is made to exclude t;ansitive edges from

the graph. However, a transitive edge (t,, t,) where t, and
t, are of the same chain, will not be added unless there is
new information which must be added on that edge’.

A pseudotime has already been described in 3;1, gnd 1s
a unique number (within a singlé chain) which delineates the
time order of a pafticular chain.

A side chain of chain "A" is defined as a chain with
head(th) and tail(tl), connected to the nodes ta, tb of
chain A, such that;

1) There exist edges, (ta, th) and (tl, tb) and (ta,

tb).
2) For all edges (ta, tj), ta.chain = tj.chain =

(tg.pseudotime < tj.pseudotime) where (1 s j < n)

An example of a side chain is given in Fiqure 1.

An array of time points is used to maintain a direct
link to any given node in the graph. Bach entry in the time
point array contains a pointer to the node in the time graph
which repredents this poiné. It is not necessaty to
anticipate the maximum number of time points to ever be
incorporated in the graph. If the array is allocated some
reasonable amount of storage initially and subsequently runs
out, it would be possible, since the time handling mechanism
is not designed to b?an independent module, to have an
external program allocate a new array and link it to the old

- ———— - — - - - - - -

'Spccificaliy, a newv duration vhich must be maintained on
that edge.

N
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one. Q

Each node in the.graph 1s dynamically allocated
whene;er a representation for a new time point 1s required.
Each node in the graph contains the following fields:

1) A time point number. This is the distinct external
number by which the time point is known in the system.

2) A chain number. Thi; identifies the chain to which
the node beiongs. k

f3)'A;pseudotime. This is the single-labelling scheme
which orders all the nodes within a chain and provides
constant qime determination of relative order in each chain.

4) A descendant list. This i1s a linked list of pointers
to direct descendants in the graph.

5)’An ancestor list. This is a linked list of pointers
to direct ancestors in the graph. A;thoﬁgh the descendant
liét contains the edges required to maintain all the
information discussed above, the ancestor list is necessary
to reduce processing during addition of new absolute times.
The fields for storing absolute time information are
described in section 4.1.3,

Aside from the time graph itself, there are supporting
structures which are crucial to the question answering and
graph construction techniques. The first of these is a pair
of arrays vhich maintain additional information about each
chain in the graph. The saximum and minimum pseudotime of
each chain in the graph is kept separately in thege two

arrays. This is information which could be obtained from the
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graph without the separate structures, but only at the
expense of searching chains. The purpose of the maximum and
minimum values will be discussed in the section on

algorithms for graph construction 4.2.1.

4.1.2 The Metagraph

Thé meta-graph is used to speed the process of
searching the time graph for paths between two nodes of
different chains. For each chain in the graph an entry
representing that type is maintained in the metagraph. Each
chain A is reduced to a single entry in the metagraph, plus
a linked-list of other directly connected chains.

If there is a direct copnection between chain A and
chain B in the time graph, then there must exist a pair of
nodes (t, and t,) in the time graph such that; t, belongs to
chain A, t; belongs8 to chain B, and‘t, is a direct
descendant of t,. This meané that metagraph edges correspond
one-to-one to cross-chain links in the time graph. If a
cross-chain link E, connects a node of chain A to a node of
chain C, then the connection is entered under the chain
‘connection list of chain A in the metagraph.

The existence of a connection between two chains does
not guarantee that any pair of nodes in the two respective
‘bhains can be ordered. The ordering relationships depeng on

location within the chains vhere the connection occurs.
Hence each edge in the metagraph kecords'this information as

IQll,



54

So every chain in the graph has an entry in the
meta-graph containing a list of directly connected chains.
Every element of the list contq&ns the particular chain
connected, as well as the pseudotime of the ancestor node in
the connection and the pseudotime of the descendant node in
.the connection. This information is sufficient for efficient
recovery of ordering informatggk implicit in any pair of
connected chains.

An example of how a time graph might. be broken up into
chains,{bhich form the nodes of the metagraph is given 1in
Figure 5 and Figure 6. The chains of the time graph are
circled to indicate the reductiop that will take place in
the metagraph. Since there are typically a large number of
nodes in one or two chains, this reduction can greatly
reduce the number of nodes and of course completely

eliminates all chain links.

4.1.3 Absolute Times and Durations

\ In addition to the structures described in the previous
sections which are sufficient for time order infe}ence,
there are further structures needed to handle absolute (or
chronological) tf;es and duratioés. Bach node of th; graph
contains-the’¥ields:hescribed earlier, plus two bounds which
are used to record absolute time information if it is
present. Similarly, each[edge of the time graph, in addition
:to a pointer, contains a loﬁer ihd}upper bound to record

information about the duration between the two nodes



Figure 5: A Time Graph G, Partitioned into Chains.
The nodes of each chain have distinct shapes from
their neighbours. ‘ :
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Figure 6: The Metagraph for G.. ‘
Each node represents a chain (corresponding to the
shape) in the time graph G,. Each cross-chain link
in the time graph is included in the metagraph.

e,

56
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connected by that edge.

Virtually every system that deals with temporal
knowledge deals with the issue of recording absolute time
information. Previous work in contending with this
information provides two key insights. First, the
representation must allow a high degree of flexibility 1n
the specification of an absolute time. This 1s because
absolute times and durations can be specified more or less
precisely, depending on the smallest units used as well as
other factors (such as whether exact or vague numeréls are
used in time adverbials). .

This type of imprecision has typically been handled by
previous researchers in temporal knowledge by employing
fuzzy expressions and arithmetic (Kahn and Cohen). Such a
method involves pre-determining an expected time and the
amount of tuzziness assbciated with each time adverbial.
Examples of such adverbials are, "a week ago”, "a few years
later”™ and "in a couple of days". In order to add or
subtract dates with varying degrees of fuzziness, these
authors design fuzzy arithmetic modules.

This approach appears to be excessively complicated as
far as tepresentation ﬁs concerned and over-simplified as
‘far/é; natural labguage‘interpretation is coqcerned. The
cofrect interpretation of vague expressions can be ﬁighly
context dependent. A sentence such as, "I have not seen John
for a while", could express a duration of years or hours

depending on context. Since tge problem is not restricted to
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temporal knowledge and dealing wiﬁh it accurately involves
incorporating knowledge from other areas, interpreting
vagueness should be a paré of general language understanding
and not a component of the time module. To a first
approximation, at least, vaguely specified times and
durations can be effectively represenied by using upper and
lower bounds as proposed in this thesis.

An absolute time in this representation consists of six
fields representing year, month, day, hour, minute and
seco;ds. Each of the first fiVe of these fields will accept
both numerical and alphabetic characters, while the seconds
field is a real number permitting as many significant digits
as desired. Also any or all of the fields may be specified
as unknown, which is a state distinct from all others,
avoiding any ambiguity in the representation.

The following examples illustrate how time
specifications are represented. For purposes of these
examples a "?" is used to represent an unknown guantity, 1
and u represent the lower and Qpper bounds assigned to an
event, and spaces separate fields of the absolute times.

1) "John saw Mary a few minutes before noon on September

6, 1982." | '

1 = "1982 10 06 11 50 0.0"
u = "1982 10 06 11 59 0.0"
2) "In July 1 broke my leg:."
| 1="7207 0100 000.0" .

u="72?2080100000.0"



Rely:ng sa.e.y or nume:.c 3Jates such as these, Causes a
representat icn prob.er wher dates or durat.o"s are re.atec,
but unknown. This occurs f{reguent.y .7 natura. ;ahguaqé
discourse, when mert.onr ¢f cne event .s made anc .ater, some
event 1s mentioned as occurrwc .n the same vear 'seasor,
month,/g;ei’ aithough nc spec:f:c t.me :s mertionec for
eithégrevent. Tc - handle this s:tuaticrn a representat.on .s
desired which wj ma:nta.n the re.at:cr betweer events sc
mentioned, and no® make :rva..c .nferences regarding the
relation of these events tc the rest ci{ the everts :n the
time’graph.

P

Consider a sentence fc..owing (2' in the above example,
"That was the same summer . Gu:t smok:ing.” Now, although the
year referred tc rema:ns unknown, some means of :ndicating

. -
that 1t is the same year as :rn (2)7:s necessary. To handle
situations such as these., a.phabetic characters representing
cénstant (but unknown) values are used. In this,giample a
constant "t".might be assigned tc the year of both absolute
time specifications. This would produce:

2a) "In July I broke my .ieg.
. 1 =" 1t 07 01 00 00 0.0"

u =" t’OB 0! 00 00 0.0"
3) "That was the same summer ! quit smoking."

1 ="t 06 0 00 C.0"

u="1t 09 0" 0C 00 0.0"

(This is the time frame within which "I quit

’

smoking” occurs.)
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Th1s aisC a.lows reiative durations to be i1ndirectiy

represented. By ass:igrning cne duration (t; - t.! the vaiue

~

L] "

a”, and ancther (t,. - *,) the value "b7, relations between
the twc durations can be expressed i1n terms of a and b
without knowing the actual duration. Sc (t, -, = 20, -
t.,) becomes b = 2a. The relations between these constants
are represeﬁted at a higher level of the knowledge system.

Previods time representations have either filled 1n
missing information with defaults, with guesses from context
or other special reference events, or left these portions
unknown. The interval technigues presented here are both
simple and provide a méans (although 1ndirectly) of
representing relations between unknown absclute times and
durations.
i{}owing an absolute time to contain a mixture of
constants and numéric values causes some comparison
problems. To compare two absolute times l.%‘?d 1, the
algorithm starts with the‘most significant field (the year)
and progresses to less significant fields (month, day,
minute, second) until either the larger time has been
determined, two fields are found incomparable, or all fields
have been examined (in which case sinte neither has been
determined larger, the two must be equal). Twvo fields of an
absolute time are comparable if and only 1f i1in each field
there exists either positive integer values or identical

constants. This means that different constants, or constants

and values in the same field cannot be compared, and hence



1t the t:mes are 1dent:ica. up tc this f.:eid, the twc t.mes

are :ncomparat.e.

4.2 Algorithms for Graph Construction

This section provides a detailed descript:orn of the
graph construction algorithms. The discussionr :1s broken intc
two parts, the first dealing with the algorithms tor adding
new events, time points and relations between these. The
second part describes the algorithms for adding new absclute
times or durations, and describes how new 1nferred times can

be calcuiated and propagated through the graph.

4.2.1 New Events and Relations

Aside from concerns of efficiency and completeness
there 1s another i1mportant factor that i1nfluences the design
of the algorithms. Examination of the complexity of the
questionfghsuéring algorithm (section 5.3) shows that the
worst case for the algorithm 1s directly proportional to the
values of K (chain complexity) and m (number of cross-chain
links). The average complexity appears to be proportional to
K and m as well, as can be observed from the test results
given 1n section 5.5. Since the primary concern of this
research was to find fast retrieval mechanisms, minimizing
the values of K and m became objectives of the graph
construction algorithms.

Consider the addition of a single time point t, related

to some other time point(s) t, (and possibly t.) already in

he’



the t:.:me graph. The mcst common rejations that can exi1st
betweer time pcints are the f{cliowing:

"', t AFTER t

-

BEFORE 1t |
3). t DURING t, t,
4'. t  EQUAL t
A sketch of the algorithms for each of the four
relations 1n thls case 1s given below.
1) t, After t |
1f t, 1s the last node 1n a chain then
t,.chain := t .chailn
t . .pseudotime := t .pseudotime + increment
add a chain link, t, to t,
otherwise
t,.chain := NewChain
t,.pseudotime := 1

add a cross-chain link, t, to t,

2) t, Before t,

if t, is the first node in a chain then
t,.chain := t .chain
t, .pseudotime := t,.pseudotime - increment
add a chain link, t, to t;

otherwise
t,.chain := NewChain
t,.pseudotime := 1°°

add a cross-chain link, t, to t;



3)

2 f

t., During t t,

t .chain = t,.chain then

t,.chain := t .chain

add chain link, t, to t,

add chain link, t, to t,

1f there 1s room 1n the interval between

t,.pseudotime and t,.pseudotime then
t,.pseudotime := a pseudotime between
t,.pseudotime and t,.pseudotime

otherwise

renumber the chain

otherwvise

1f t, is the last node 1n a chain then
t,.chain := t .chain
t,.pseudotime := t, .pseudotime + increment
add chain link, t, to t,
add cross-ch;in link, t, to t,
otherwise g
g,‘if t. 1s the first node in a chain then
t,.chain := t,.chain
t,.pseudotime := t,.pseudotime - increment
add chain link, t;, to t,
add cross-chain link, t; to t;
otherwise if all of these'conditions fail then
t,.chain := NewChain
.

t, .pseudotime := 1

add cross-chain link, t; to t,

63
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add cross-chain link, t., to t,

4)t, Egqual t,

In this case the array entry for t, is set to point to

the node for t, (which 1s indicated by an array entry

for t,) |

The relation During must be expressed with the two time
points t; and t, already existing in the graph. The other
relations may be specified with neither or both of the time
points involved being new time points in the graph. If both
‘time points are new, then one of them is created starting a
new chain, and the other is then added to the graph
accordingAto one of the above methods. If both already exist
in the graph then all that needs to be done 1s to add the
appropriate edges. .

An event is the‘nérm&l-input‘élement resulting from the
interpretation of naturélflanguaae texts. The addition of
new events is’dealt‘with iQ terms of time poinss: But before
discussing the addition of Aev eveﬁts and relationé betveen.

them, examination of accomodation of time frames is \

s,

-
necessary. .. '

.
Typically, time frames in nar?qtives‘corréhpond to
previously mentioned,ev;nts or states of affairs which are
expanded into con;tituent events later in the narrative. For
example, "driving to ﬁork"might constitute an event in some

story, which would be translated and‘represented in the time
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gréph as soon as 1t was encountered in the story. Later
however, more events might be mentioned, filling in "the
drive to work". For example, "driving over the bridge" and
"running a red light", might later unfold as details. If the
translation process is working correctly these should be
recognized as -taking ﬁlace within the time frame "driving to
work". This whole frame might itself be incorporated within
the description of some larger event, perhaps "the day I was
fired". Similarly, each of the events might later represent
time frames for o£her descriptions, "I saw thé ferry
leaving” might be an event occurring within the time frame
of "driving over the bridge". Ip view of this, event.
felations were expanded to make specificatioh of some event
as the time frame for a new event a relatively simple
operation.

The following outline of the algorithms for adding new

events to the graph assumés that E, is a new event and that

E, and E, are events aiready existing in the time graph.‘'The

most common'® relations for including a new event are:
1) E, Equal E,
2) E, During E, E, \ .o
'3) B, After B, E,
4) E, Befare E, E,
The third ééent>spocified in relations three and four
is optional and if included, indicates thevti-e frame that

- G - - W - > o -y -

‘¢ There are other less common relations that may occur
betveen events, but these can be expressed in terms of one

.

- B

or more time point relations, except for rclatxons mentivoned ,

in 1,2,

{i . - -,
-
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the new event E, is within. The third event 1s also optional
for the relation During. If present then E, is between the
two events E, andrE,, othervise E, 1s assumed to be during
the event E,. The time points for each event are indicated
by E,.st and E,.end, representing the start and end points
respectively of the event E,. All of the event relations are
translated into one or more time point relations, using the
start and end points of- the event.
1: E, Equal E, \
set time point E,.st Equal E,.st

set time point E,.end Equal E,.end

2: E, During E; E,
if E, is present then
set time point E,.st Dﬁring E,.end E,.st
set time point E,.end During E..st}E..st
otherwise
set time point E,.st During E,.st E,.end

set time point E,.end During B,.st E,.end

3: E; After E, E,
if E, is present then
o ’{ft time point E,.st During E,.end E,.end
o s;x time point E,.end During B,.st ‘E,.end
'othervise
set time point E,.st After E,.end
. set time point E,.end After E,.st

L]
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4: E, Before E, E,
1f E, 1s present then
set time point E,.end During E,.st E,.st
set time point E,.st During E,.st E,.end
otherwise
set time point E,.end Before E, .st

set time point E,.st Before E,.end

The time point relations are called 1n an order that
minimizes the number of new chains - that will have to be

ing question answering. However, new chains
{

indicated I'n—tiHfe algorithms by an assignment of the form
".chain := NewChain", a new node is created in the
meta-graph. Every new qross-chain link adds a new”edge‘to
the meta-graph. T

A new time point t, entered as During t; t, can cause a
renumbering of a chain. This occurs when t; and t, are in
the same chain. In this case t;, should also be entered in
this chain and should receive a pseudotime between those of
t, and t,. However, it is possible that because of repeated
insertions there is no longer a large enough difference

betveen the two values of t; and t, to assign a nev value.

When this occurs it is necessary to renumber the pseudotimes
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of every node in that chain. This requires starting at the
£1rst node 1n the chain and following the chain through the
graph, reassigning the pseudotimes of each node. Also, every
entry in the metagraph that connects a node of the
renumbered chain must be altered to reflect the new
pseudotimé values as well. While this i1s a relatively simple
procedure it may involve a large number of nodes if the
chain is one of the major chains of the time graph.

This completés the description of the algorithms for
adding new events and relations to the time graph. The
complexity of these algorithms 1is discussed in the final
section of this chapter. The next section describes the
algorithms for adding new absolute times and durations to

the graph. \

4.2.2 Addition of Absolute Times and Durations

Aside from new events and relations, new absolute times
and durations can also be added to the graph at any time.
While this does not involve the creation of new st}uctures
it does involve much more consistencf checking and
computation than the additions to the graph considered

above, . ‘

Firs® consider the case of adding a new time bound on a
node t,. Assume the lower .and 7pﬁ3rc'bun‘s of any time point
t, are r’ferted to as t,.lower and t,.upper respectively. If
the new bound is a lower bound (Nevﬁoger) then the following

4

consistency chec!i are made to ensure that the bounds stored

'R
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are the best possible bounds at all times:
1):1f there exists t,.lower then
NewLower > t,.lower
2):1f there exists t,.upper then
NewLower < t,.upper
Similarly, for a new upﬁer bound on t, (NewUppgr):
1):1f there exists t, .upper then
NewUpper <‘t..upper
2): if there exists t,.lower then
NewUpper > t,.lower

Both of the conditions must be satisfied or the new
bound 1s not entered. Ié is unnecessary for the consistency
checks to examine other nodes in the graph because of the
propagation of absolute times discussed below. These
propagations ensure that there will be no ancestor of t, in
the graph with a lower bound greater than the one at t,.
Similarly, there can be no upper bound on a descendant of t,
with an upper bound less than the one at t;.

Since edges in the time graph represent the ordering
relation 'S’', it follows that for any given:nqde t;, all
nodes &. such that t, is a descendant of ¢t must not occur
earlier in time than t;. Therefore any lower bound on t.
(ty.lover) must be greatér than or equal to a lower bound on
t,. So an improved (i.e. greater) lower bound on t,, implies
. that on all descendants t,.lover may also be improved to at
least this new lower bounq on t;. Similarly, an.inproved

(i.e. lower) upper bound on t; (t;.upper), implies that on



all ancéstors t. of t,, t,.upper may also be 1mproved to at
"least this new upper bound.

Follow;ng these rules every time a new time bound 1is
entered in the graph results 1n making all inferences
regarding time bound values during graph construction. The
result is that at any time, for any node t, in the graph,
t,.lower 1s greater than or egual to all other lower bounds
t..lower, where t, is an ancestor of t . Also, t,.upper 1s
less than or equal to all other upper bounds tk.upper, where
t., 1s a descendant of t . .

A recursive propagation procedure 1s proposed to
maintain these relations every time a new bound is entered
into the graph. The basic structure of the procedure is as
follows:

":if propagating a lower bound from node t, then
for each of the direct desiégfaags t, of"tJ
if t..lover < t .lower then |
set t,.lower := t .lower
. . recursively call this routine with node t,
' otherwise (propagating-an upper bound)
for each of the direct ancesgois‘t. of t;
if t..upper'% t.;.uppeér then
set t{.uppgr := t,.upper ﬁ
recursiVeiy call .this routine with node t;

Thiijis a simplified descriétionwéf the routine since

there is no allowance for durations that may exist on the -

edges betwveen the bounds. Now the reaséning behind.



maintaining an ancestor list at every node becomes clear. If
the ancestor list is excluded, propogating an upper bound up
through the graph becomes time consuming. It would be
necessary to check every node in the graph to find ail the
;ncestors of any particular node. This would mean a worst
case performance pf 0(n?*) which is unacceptable.
. Suppose that two consecutive nodes t,, t: in the graph
have known lower and upper bounds 1,, u, and 1, and u,
respectively, and further that the time span t, - t, has
known lower and upper bounds 1 and u respectively. Thsn the
inequalities directly bounding t, and t, and those relating
the bounds are as follows:

1) 1, £ t, s u,

2) 1, < t; S u; y »

3) 1

A

t, - t, S u’
4) u, < u;

5) 1, s 1,

6) t, < t,

'

Now suppose that one or more of the bounds 1,, u,, 1l:,

u, 1, u is updated. Then the following alternative bounding

*®

A inequalities can be used to update all the pairs of bounds
=N
-+ optimally:

7) 1, - ust, S u; - 1

8) 1 + 1, St Su+ u,

9) 1, - uy S tz - ty S uz - 1,

For optimal updating, the inequality amoung (1)-(3) and

(7)-(9) that provides the best bound on a time is the one
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applied in that case. The proof that (7)-(9) are the best
supplementary bounds that can be derived from (1)-(6) is
provided in Appendix A. The equations are used within the
propagation algorithm to always propagaté the best possible
bound. Also they are applied.whenever aqnew duration is
added to the graph, to update the absolute times of the
nodes delimiting the duration. If these times can be
improved as a result of the new q%ration, then this is done
and the new time 1s then propagat;d through the time graph.
Althodgh new durations are used to ypdate time bounds
on the nodes of the graph, new time bounds are not used tp

o,

update the ddrations. Uquting the new time bounds is
necessary ;ince a change in time bound can have effects
throughout the graph. A new duration could possibly affect
‘the time bounds of a lﬁ;ge numbef of nodes, qQuite distant in
~the graph. However, if a new time bound results in a lower
or upper bound duration, é&kn this effects nothing but that
dug&tibn. Rgcording the new bounds is unnecessary since this
wogid merely duplicate information already directly
available to the question answering algorithms.

However, if § new .time boupd ;esults'in a betteﬁziower
or upper bound duratioq, then it is sufficient to - propagate
the effects on the Fime bounds through the éraph. Qnce this
has been done any changes in durations can be calculated
locally from these new time bounds.

In ordef to maintain all givén'time durations it may/Be

necessary to create new edges. If a duration is specified
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4.3 Time and Space Complexity Analysis .
. ] -

. . :‘“ - ~
This section examines the :.me and space compiex.ty for

graph constructlon:‘The %rapn and all supporting structures
éré shown to require oln + e) storaée. The a}aph
construction'algorifhms aée shown to rgquire worst case O(n)
time for addihg'a new event or relation (but constant time

s

in the usual case), and worst case O(n #+ e) time for adding

a new absolute tiqg or duration to the—gréph. In the
foilgwiﬁg'detiiled aésesshent df»the domplexity, definitions
from thefstaff of chapter 4 will be used. -

The ré%yirements for the. tiime graph itself reéresents

D"'

tHe major demand on storage. The time graph requireswn + e

v

storage just for the Aodes and edges. In addition, although

it is a ditected“grapﬂ, backward edges are als¢ maintained

.to allow the propagatioh,algorithm to execute efficiently.

This adds another e storaée locations: The two labels on
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inciude .t wi:th these ca.cu.aticrs. The wors: case r *he

g

mapper occurs :f there are a maximum n 2 events, with each
represented by twc time points, usx#b 3n ‘2 storage. Alsc,
the minimum and maxgym label-value for each chain 1s
maintained, which requires 2K storage. Finally, the
méta—graph contains a list for every cﬁain (K) plus every
cross-chain connection, requiring (K + m) storage. \

So the total storage requiremepts for all the
structures is (13n/2 + 3e + 3K + é).'since K <nand m < e,
and i1t is expected that for most graphs K << n and m << e,
O(n + e) storage is required.

The time requirements for graph construqtion can be
broken into'two components. The first is adding new events *

: ’ /7
or relations. Normally this be perf6rmed in constant time,

. . A
but the worst case is O(n) which occurs i'f adding a new

- <

even&tiaguires renumbering a chain. A chain can have at most

[ 3 R 4

w - . .
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-



Tes : &« s eI tec gt TSt o rergt oL s, The
T.e trecz_est e- mler " C TUTLTe Ll ea’ . Tew evet agdec L«
> 2 e [re - < e t examg.e, t Sor < E £
.o zt ELool) ok L US.7C the ~urrect umberl . g
s-neme - ! ass.Z”."C -~e te~tr ~{ the ."terva. . The new

*ne pseudct.mes nhave a max:mum <f six

N
O
la ]
[o}]
)
O
o]
wn
0
[¢
£
9]
.

Jel .ma. p.aces. "ne’ Tne tTe~1nh such aacdt.or ,..e. E. . aur.ng
£y woZ..C {crce a re~umber:ng cf the cha.~.

The seccrc compcnernt s adding a new absc.ute time Cr
durat.or. .o the wcrst case the propagat:.on cf the new time
cc..C regu.re travers:ng the entire graph. The traversa.
regu.res e operat.cns, ané the comparison of time bounds at
every node would add a further O(n) comparisons. The worst
case for the addition of a new absolute time or new duration
1s O(n + e).

Therefore the graph construction has a worst case
complexity of 0o(n + e) for both time and space. However, in
narratives that have been represented-(such as Little Red
Riding Hood) there are few (none for LRRH) absolute times or
durations, so the potentially most costly operation
rbropagatron of time bounds) is rarely evoked''. This means
that updating the graph usually takes place in constant
time. | .

At any rate, this deals only with the issue of

constructing the gréph. The more important complexity

"' .Also, since people are not very good at propagating time
bounds this is an "extra" over the type of information that
vas originally to be the focus of the representation.

R 4
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5. Retrieving Temporal Knowledge and Relations

The focus ¢f this chapter 1s on extracting i1nformation
from the time graph. The first section describes the
inference mechanisms and algorithms for answering guestions
about relative positioning of time points and events. The
second section provides a detailed account of Question
answering based on dates and durations 1ncluding 1nferences
and retrieval of i1nformation. The third section describes
some external controls for limiting the search, and for
providing more information in answering a guestion. An
analysis of the time complexity of the algorithms outlined
is provided in the fourth section, while the final section
provides some empirical results for guestion answering based

on an implementation ofthe time graph outlined here.

5.1 Inferring RelativevPositionn

As mentioned in chapter 3, one of the main goals of
this time processor was to be able to perform fast guestion
answering with particular emphasis on the determination of
relative order of eQents. This section describes the
algorithms for achieving this based on the ‘time graph
structures outlined in chapter 4. Some of these algorithms
have been sketched earlier, but will be described more fully
here.

The kinds of questions which are of greatest interest

here are those which people can generally answer quickly. A

story such as "The 0l1d Man and the Sea", by Hemingway [1935]

77
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contains some references to specific times. However,
although there are only a few specific times mentioned and
thousands of events temporally related by relative position
only, the order of events is usually easily distinguished,
whereas association of events and times requlres more
thought. éiven two events in the story determination of
relative order can usually be done with little or no
~hesitation. This is apparently independent of the separation
of the two events within the storf, imﬁlyfng some form of
constant time process. While perhaps not difficulg, asking .
for the specific time of an event seems to require more
thought than simplé ordering. These observation§ led to thé
representation described in chapter 3 and 4.

Like the discussion of the graph construction
algorithms, this discussion starts'withviime points, laying
the foundation for subsequent discussion of events.

For two time points t, and t;, the desire is for

constant time determination of relative order of t;, and t;.

However, since this'aﬁbears to be unattainable, an algorithm

-

guaranteed to complete within linear time and which opeg

within constant time in the usual case is sought.

The strongest statement inferréble from a time‘Qr&b
about the relative order of two time points tf, t, is always "
one of the féllowing:

1). t, Before t; .
2). t, After t;  ©

3). t, Equal tj .
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© ** if found then t; AFTER t,

79

°

4). relation between t, and t, Unknown

Using notational conventions introduced 1n chapter 3,

the order of t, and t, implicit in the structure of the time

graph (disregarding time bounds) 1is determined by the

following algorithm:
if (tj.éhain = t,.chain) then _
if (t.:pseudotime < t,;.pseudotime) then
t, BEFORE t,
else '
if (t,.pseudotime > t,.pséudotime) then
t AFTER t |
else
t, EQUAL t,

else (t, and t, belong to two different chains)

L g
search the metagraph from t,.chain and t,.pseudotime

for t;.chain and t;.pseudotime;™
if found then t, BEFORE't,
else
search the metagraph from t;.chain and

-

.t .pseudotime for t,.chain and t..pseudo;{mp;

v

else -
ti, t, UNKNOWN '

end;

a
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/ . .
. Thd/only part of the algorithm requiring further

expLana;ion 1s searching the metagraph. This search
brocedure 1S a recursive one whichvreri}es the chain and
pSeudét&me.where the search begihs, and the chain and
'pseudofime]being searched for. Thé segrch algorithm checks
all descendant edges of the stafting meta-node for the

. . . . . -
:equdred chain. The following is a detailed description of
the search algorithm, given a sgarting node with chain i and
pseudotime m, and searching for chain j and pseudoﬁime ﬁ. In’
the following"node' refers to a node in the.metagraph, and

"AnscVal', 'DescVal' refer td the pseudotimes of the two

chains in the time graph where the connection occurs.

for each edge e, connecting a descendant node N, of the
current node do . .

if (N,.chain = j) then

if (m < AncsVal) then

i mark e, as‘XLsited

if (Descéél < n) then -
" found := :true; _ ‘ ‘
if not found then -
for each edgé e conﬁecting aldescendant node N, of
the current node . |

if (N .chain # j) and (not visit j@(e.))\and

(AncsVal 2 m) then
‘ matk e, as visited-
found := (Search'metagraph,fro? N..chain and
, .

L



DescVal for chain j and pseudotime n};
Search := found;( - return value for the function)
end;
To i1llustrate the procgss consider a sahple time graph
with correspending metagraph, as given in Figures 7 and 8.

Now consider .the following questions concerning this time

graph: ‘ .
(Relat ion between 1 and 3?): . . \
- (1.chain = 2.chain) and (1000 < 3000{\< t BEFORE
3; o
(Relation between 1 and 77):
- search descendants of A (B, D) and find B
- (Eonnection at A(2000) > pseudotime for node
1(1000) ) and (connection at B(1000) < pseudot ime
for node 7(2000) ) = search successful
Hence, 1 BEFORE 7;
(Relat ion between 3 and 72):
= search descendants of A (B, D) and find B *
(connect1on at A(2000) < pseudotime for node 3(3000)
) » search failed |
- search descendants of B looking for A
- this search fails as well
Hence, UNKNOWN Y 3
(Relatron between 8-and 137):
- search descendants of C (A)

- rgcur51ve1y search from A at 3000 for E at 2000

- descenaants of A (8 D)
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6000

6]

5000

- < . B
Figure 7: A Fully labelled Time Graph G;.
The numbers within each node record the narrative
sequence, i.e., the order in which the nodes were
added. Nodes of the same shape belong to the same
chain (marked with a letter). The numbers adjacent
to each node are the pseudotimes of each node. -

-
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4; A
_/

-Figure 8: The Metagraph for G,.

The nodes of the metagraph correspond to the chains
in the time graph G,. The pseudotimes marked beside
the head and tail of each edge indicate the -
pseudotilmes of the node within the chain where the
connection occurs.
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- search cha;n B at 3000 for E at 2000
fa:lied
- search chain D at 1000 for E at 2000
- descendants of D are (E)
- success
- the succegs 1s returned through all-the calls and
hence, 8 BEFORE 13; |
éince the metagraph is not acyclic and since a single
chain .might be a descendant of many other chains, the search

of the metagraph marks each edge as visited once 1t has been

examined. This prevents recursive calls from searching

- through edges already examined and discarded.

This complétes the discussion on determination of
relative position of nodes within the graph, from which the
relative order of time points can be inferred. Relations
between events can be determined by breaking an event query
into a sequence of queries regarding the ;onstituent time
points of the events. Consider a query of the relative order
of events Er and E, with constituent time,points t,, t, and

tm, t. respectively. The following are the relations between

‘the two events that appear to be the most important in

practice: : . - -

1) E, Before E,
.2) E, After E,

3) E, Equal To E,
. 4) E, Contains E,

5) E, Duriqg Em

P3
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6) E, Overlaps E,

7) E. Overlapped By E,

Each of these can be broken into one or more time point
relations,‘which 1mply the évent relation. These are:

1) t, Before t,

/ .
2) t. After t, -

~-

K 3§>it. Equal t.) and'(t,’Equalntn) o
§7/(t' Before t,) and (t, Befére.t,)
5) (t, After t,) and (t, After.t,)
6) (t, Before t,) and (t. Before t?) and (t,~Be;ore t,)
7) (t, After t,) and (fn Aftgr t,) and (t, After fn). ¢
By forming the gueries in this way all the processing.
1s done by thé time point algorithms. However, 1in order ?ow“

claim any of the seven event relations, all of the above

¢

"conditions for that relation must hold. But whereithere is ;\
more than one constituent time point relation, the .
requirements may be only partially fulfilled. in such cases,

there may be no event rela;ion which 1s fully defihed, but

there may still be some valuable information provided by

response to the time point queries. 'In order to transmit as

much informatigh a® possible a further two relations are

defined to cover any partially defined g!iqiﬂ;elations. .

rd

These are: .
8) E, Starts Before E, (starts)
9) E, Ends Before E, (ends)
10) E;| Starts same time alemf(starts)

11) E, Ends saﬁe time as E. (ends) ’ ‘ ' ;¢
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12) E, and E, are consecutive

These gxtra relations (and their inverses) may be used

whén none of the fuller definitions are satisfied but there

v 4

are one or more pairs of time’points'whosé rela}}on 1s
known. In this way, whatever information 1is available
concernihg the relative positidn of the two events can.be
provided. | o : ‘ //.

The algorithm for answering questions about events

simply forms four time point Queries from the two@gvents in
gquestion. The responses to the time point queries are"hen

used to try to satisfy one.of the seveq‘major ament

relations. If this fails then the algorithm checks the

N . ' .ﬁ- . - -
auxilary flations to see if one of them can ‘be satisfied.

1f no event relation can be satisfied Then a response of

"unknown" is returred. ¢
. — ~

5.2 -Inferences Based on Absolute Times or Durations -
In this section, the use of absolute times and

durations to determine relative positio ®ime points and

events is outlined. Also, the methkods for .extracting dates

and durations themselves dre deéailed.
As described in 4.2{2 absolute times are propagated
through fhe t;me grapb pkbviding improved bounas wherever
they can be inferred. Also, duratioﬁs are %sed to improve
the absqlute pimes so that at any node ih,tﬁe graph the tim;

bounds on that node are the best that can be inferred from

information presented. This is done to provide quick access

‘ L
kY .
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to absolute time bounds which speeds question answering
R .

concerning these times.

In addition to the methods described in the previous
. \

-

sectisn, absolute times can be used to determine the
relative position of two nodes ,in the graph. Consider time
pointS t, and t; with lower and upper bounds 1,, u, and 1,,‘
u; respectively. If 1, > u, then t; is before t,, and
similarly if &, > u, then t, is after t,. Thus two time
bound comparisons may yield the relation between two time
points. For this reason, comparison of the absolute times on
two nodes is performed Jiior to a search of the metagraph.
However, this check is performed after the check for &,, t;
on the same cgain, siﬁce for some graphs there is little or
no absolute time information.

| This quick check on relative position is a fringe
Ibenefit of maintaining absolute times. The main reason they
are kept updated is to allow fast retrieval of time bounds
for any time point or event. As wvith determining relative
position, determining absolute time bounds for events is
done by first deter’ihing the bounds on the constituent time
points, and then combining this information to infer the
bounds on the event.

Queries concerning the dates of time points are
satisfied by retrieving the absolute time bounds present on
the corresponding node in the time graph If there is no
information on one of the bounds, then a value of “"unknown®

is returned tor this bound. Othervise, vhatever informstion
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is present ' can be provided in response to the query.

After retrieving the time bounds_of the time pbints
composing an event, an upper bound on‘the absolute time of
an event 1s obtained by using the lower bound of the first
time point and the upper bound of the second.time point. If
more information is required, the best that can be done is
to retrieve all the absolute time information from the two
time points composing the event. So if the time bounds on
t,, t, are 1,, u, and 1,, u,, then "event starts between 1,
and u, and ends between 1, and u;" is the most information
that can be retrieved. \

There are two methods employed for retrieving time
durations for events or between pairs of time points or
events. The first and simplest method is to check the edge,
if any, between the two nodes in the graph vhich delimit the
roquestéd duration. If the duration concerns an event E, B
with end points t, and t,, then the required edge will
connect t, and t;. 1f the duration is between tvo time
points t,, t, then the edge must connect t, to t;, and if
the duration is between two events "',:. vith time points
t., t, and t,, t, then the edge must connect t, to tn.. If
such an edge is found, then it is examined to determine if
;hcro is duration information recorded on this odqo. It the
iptérﬂntion is present, then this can be immediately
extracted to provide an ansver to the question. If not
proscnt, then a second algorithm is initiated to attempt to

'’ This may include coastants or partially specified dates
such as just the year, month and day only, etc.
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~derive the duration

Given two time
duration between t,
timé information on
are present on both
usimg the equations
duration is 1, - u,
bound is u; - 1, (1
€ u,). These are th
the absoluge times
bounds are present,

1f for any rea
then there exists a
used, although for
useful. Of course,
value of "unknown"

To illustrate
consider Figure 9.
time points t, and
First, there may be
edge connecting the
durational informat
of the two time poi

best bound is chose

u, < 0, so 2 months

¢ months, and u; -

- A oy oo .- an

** por proof of thi
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from absolute time iﬁformation.
points t, and t; as desoribed above, a
and t, can be inferred from the absolute
these nodes. Ig lower and upper bounds
time points then the duration is derived
given in 4.2.2. The lower bound on
(if uy 2 1; then 0), while the upper
, cannot be léfger than u,;, since 1, s u,
e best bounds'tﬁat can be inferred from
on the nodes'® assuming that all the time
and that they are comparable.
son these b0und§ cannot be calculated,
weaker value for each bound which may be
practical purposes it is unlikely to be
in the absence of this information, a
must Se returned.
how duration information is extracted,
A query concerning the duration between
t, can be answered from two sources.
durational information (l,, u,) on the
two time points. Second there may be
ion implicit in the absolute time bounds
nts. When such a competition exists, the
n. In this case, 1, - 2 months, and 1, -
is the best lover bound. Similarly, u, =

1, = 9 months -and 2 days, so & months is '

s see Apendix A,
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lower: "1981 02 04 00 OO

upper: '1981 08 06 00 00"

lower: "00 02 00 00 OO"

upper: "00 04 00 00 oo

-

lower: "1981 04 04 00 OO"

J upper: "1981 11 06 00 00"

lower: ?

upper: ?

lower: "1982 08 10 00 OO"
upper: "1982 08 20 00 0OO"

L

Figure 9: Absolute times and Durations on a time gtaph'
Gs.
’ The lower and u?-r bounds for the absolute times
are printed beside the appropriate node, vith the
duration values msrked on the esdges.



R 91"

the‘better upper bound. Hence the response vbgb‘ be,
"between two and four months". . » " -

To illustrate how this might change, consider
subsequent“chanqes to the absolute time bouhds such that 1,
= "1981 10 16 00 0.0" and 1, = 1981 08 01 00 0.0". Now 1,’—
u, (2 lonths and 10 days) > 1, and so provxdos a better
lover bound, and u; ~ 1, (3 months and 5 dgys? < u, and
hence is a bitter upper poﬁnd. A query concerning the
dutatioh between time points t, and t, must rely onh the
absolute tine; on these nodes. In this case (returning to
the original Rig. 7), the lower b&und wvould be (1, - u,) and
the hppdr bound would be (u; - 1,) making the response, |
'betv§on one year ;nd four days, and one year, six months,
and sixteen dqys;.
$.3 Bxteraal '(;ontroh ‘on Questioa umrhi

This section describes controls ovor,thd;qucstiony
ansvering algorithm. The first mechanisa controls the
maximum amount a(’cttort to be sxpended on answering s
particular query. The second controls the uo'gnt of
information provided in response to s query. The final
mechanisa cofitrols error checking on new inforuti.osi.

Special purpose inference methods snch as the :iu
_ rcpunntation and inference alqoriu-s outlimed in this
thesis ar‘c designed to augment the general reasoning
process. The 'goncui ruioning system cnnoaln‘ (poses
questions to) ‘the opoéiul purpose interence -.chnnil;u in

\

L
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order to achieve'talt resolution of problems in that donain;r
However, since the spocxal purpose nethods pré to be
subservient to the general reasonxng systt-,’&htre needs to
be some provision for control over the lengthépi tx-e spent
on answering a particular question. o

A pura-etorican be iqcludcd with the only type of -
qﬁcttion that can incur worse than O(1) time, Questions
concerning folativo position. The parameter indicatis the
level o scarchxng that should be atto-ptod before aborting

\
ion answering ptocoss! The top level specifiable

thg Que
" places noi strictions on the Question Qn:vorihg algorithms.
This is usid vhen rcoolvinq‘g question :akos priority over
time spent by the algorithms, Lower levels indicate
successively tighter icstrictions‘on time consumption. The
lowest livel limits the algorithms to constant time
processes'® vhich assure a response (whether or not the
quiot{pn has been tuccciltully ansvered) in con;tant time.
Of course, vheneve® an ansver is succegsfully derived from
the time gr.ph, the ansver is returned“gnd the controls on
search ledels havc no cftoct.

' While providing correct ansvers to qubsfions is the
;pri-ty tuncticn of thctc -nthods.,it is easy. to onvxsaqe a
:situatfbn vhere ptovtding an ansver is not sutticiont ror,
c:a-plo, a situation in which the ansuor.to.a qustion is
challenged by the further Question, "How do you know that?”.
1f poaiiblo uithin‘théifrcncvoty iltpoéy oﬁtlinod, a method ——

'Y The ntagnph is never consulud at thio level.
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of indicating hov an answer vas obtained would be
bengficial. A oecond control para-pfqr is provided which
creates a trace'® of the derivation of an answer.

This para-otor can be set vhen a questxon is presented.
to the time handler, and if an ansver is tound both the
ansver and the scquonce of inferrences that were made in
forming the answer are returned. Thi; is done by recording
A:tho sdlrch through the metagraph. ;voryti-c a new node in
the metagraph is examined an entry ig added to the trace. If
the search fails at a particpla} node and the algorithm
- backtracks to try a new node, then the failed node is
removed fro. the tt;ce. If the search is successful then the
tcace conta1ns the sequence of nodes in the metagraph that
form a path.Petveen the tvo nodes inquired about. This Y
‘constitutesithQ}intsr-chain connectidnsfvhich are followed
to find aﬁﬁgth-in the time graph. Sequiqces of interéhqes
‘within a single ;hqin can bi'related easiiysby simply
folloving the nodes in the chaxn, so no apec1a1 method is
needed for these - inferences..e_' St _

A final puraneter isqznéludbd to control the level 4;
"error chcckxng carried aut by tho grapb construdtxon
‘algorithms. This consists of tvo levels 1nd§cating vhethcr
or not n;;\;;;EEitsign is concidorod reliable. rt
unrqli:blc, nev 1n£or-ltion that caq;ns intctnal
contraéictions is not addod to tho graph

& . N 5 -
Y

' por qnnttieat céacoruiug :olativd gosition, vhieh can
: involvo tlo onty long ooqunnccc of £p ences.

3
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Y



‘ ' 94
o ‘ . \ I S
In this way some degree of control is btovided to the -
system u:{ngxthit special purposé-representation. The
control covers the aannt of time spent on érying to find an - .
ansver, and the amount of information provided by the

ansver. Both of these fea;ufes are essential to mold this

system into the framevork of a general reasohing process.

5.4 Time and Space Coiplc:ity Analysis
This section.examines the theoretical tiqe requirements
of the gquestion answering algorithms. This analysis uses the
descriptions and détinition; given in chaptef 4. The
analysis of the storage requirements for all the structures
used in this representation,'along with the time complexxty
analysis of the graph construction algorithms have been
presented in 4.3. At the outset, the analysis ignores the
effect of the above mentioned controls on the quéstion
ansvering algorlthms. ; )
The questions vhose time requxralonts are of greatest
‘concern are those about the tnpoul telaqion botvccn tvci
time points. The worst case for this type of qucction could
involve searching the ont;ro -ct;qraph Considor such a
query conccrning tvo time points t, and t;. ‘
" The worst case can occur it t, and t, are inco.pnz&blo.
In this case the algorithm triu first to find ¢, -n L IR .
descendant of t,, and on failure tries to tind t, a8 a ) |
' ducoadult of t ,..xt is only when both of :hno attempts
fail, that the llggt{th--cca tcspood vith‘ghﬁ correct

1
i
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relation, 'Unknovn . o ' S o,

. The algorxthn which sq;rches the ne:agraph marks nodes

as: ihey nre :carched so: that no e 'is searched tvice.

Since thc netagraph consisms of K\godes and m edges,
:»SOQrchxng thc entxro grqph rcquxres ol ¢‘n)fcouparisdns.
The vorst. case qaquircs s&archxng the tagrapb twice and
hence stxll o(b + m) comparisons. The ori ;
'1d¢ntica1 chazns tequxrcs a single co-purxson, hnd r lettxng
‘the -etaqraph odgcs»xn prcpnratxon for the ncz£ searc
(vhxch sust be dpne tvice) has a txle r'quxro-cnt 0§/ O(K).
.80 thc vorst case for detctnqung rclatxve posx'1on of two
nodes vith1n,the graph is O(K + m). _ -
This satisfies quostxons rcqarding the relative order=
of pairs of time points, but not events. However, since
event queries are linply brokcn into ti-e point quorxeg, no.
| nev analysis is n.ccssary. 1f conpurison of events E, and B,
R co-poood of time points te, ts and ty, t. is requested, the
; algorithm tor-ulntcs at -ost four time point qucr1c| (t,,t,,
t.,t., t,,t.: t.,t.) in order. <:~dcrivo thc rglution bctwoon
E, and l,. So this incrcalol the ti-n roquirq-.ntl by [}
1 . tactor of four, lcaving the order of co-ploxity unchanqod
i The co-ploxity remains unchanqod vbcu the controls o(
' the provious section are 1n:roducod. A psramster li.itinq
'tho,a-ount of searching can only speed the time reqguirements
of ﬁu.ltion answering. The traco of the path tound between
| ivo n;doi.rcquireo rocordinq_oach node .in the l-t.qraph 88

| it 1: acdrchod, and crasinq each nodc vhich toi}o, Thio '.

N 1, :
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could involve worst case 2K steps, which leaves the time
compléxity.at O(K + m).

Questions involving absoluté times or‘durations can all
be answered in constant timel siﬁce no -searching is
;équited. Therefore, ihe worst case time requirements for
the ‘entire question answering élgorithms is O(K + m). Not?

that this measure is independent of n, the number facts

. stored.

'5.5 Empirical Results

wIn this final section some empirical results from
question Jﬂ%weting on the tim; graph are presented. The time
graph out11ned in this thesxs vas implemented in Pasgal on a
ngxtal Vax 11;;80 Since the telat1ve order of txme points
is the primary focus for efficiency, time graphs excluding
absolute times and durations were constructed for these
tests. One of these test graphs (G, in table 1) repfeseﬁts
the story Little Red Riding Hood, while the rest were
artificially constructea.to manipul#te n, m and K.
| The results are broken into two groups, with all
. question answering times (in seconds) based on 1500 randomly
chosen relative time point order queries. In the first géoup
(table 1), the time graphs vary in size frem 30 to 1200
nodes and the question un:vorinq algorithm is shovn to be
independent of the number of nodes in the graph Three of
the graphs G,, Gs, Gs have n ranging from 300 to 1200 but |
because the graph p.rtitioning (K + m) is roughly céﬁgtant

\ !



Time Total ‘Reaa—A Net
Graph n K | M K+M| Time Graph Q.A.

(sec.) (sec.) Time
G, 30 | |3 |7 [25.2 ‘.6 20.6
G2 100 [18 | 27| 45 | s55.2 5.8 49.6
G, 2§0 21 33| 54 53.3 8.3 45.0
Ga 300 {15 | 15| 30 | 43.0 9.2 33.8
Gs 600 [15 | 14| 29 | 46.1 15.1 31.0
Gy 1200} 15 14 | 29 60.6 28.3 32.3
Table 1

Question answering times on a Vax 11/780 for 1500 time
jorder questions, for graphs containing 30 - 1200 time

points.

Time Net Q.A.
Grabh n K M K + M . Times

| (sec.)
Gy 600 15 14 29 27.7
G, 600 23 22 45 36.0
G, 600 30 29 59 45.2
Ga 600 46 45 91 - 85,1
Gs 600 45 61 107 63.1
Table 2

Question ansver;ng times on a Vax 11/780 for 1500 time

97

order questions, for graphs with a fixed number of time

points (600) and variable K + M.
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over these three graphs, the guestion answering times qlso
remain constant over these three graphs.

In the second group of tests (table 2), the number of
nodes in the time grigh was kept constant (n = 600) and the
values of K +gm are ;aried.to 1llustrate the question |
answerers’ dependence on this factor (and not n). The
addition of absolute times and Jurations to these graphs
cannot worsen the question answering times since they can
simply be ignored in ansverin; relative‘order questions, and
in fact will' improve the speed since occasionally absolute

time bound specifications will allow determination of

relative order and thereby avoid the metagraph search.

L~

e



6. Conclusions

6.1 Results . .

There has been a growing recognition'in §ast yeérs that
reasoning about everyday objects and events is nét.practi;al -
using uniform inference methods. Unless special purpose |
inference methods are developed for certain impdrtant‘
classes of relations, such as relat;ons over cbncépt types,
over parts of objects, and over times, the reasoning needéd
to support natural language understanding and guestion
answering will be unacceptably slow. The proposed
representation demonstrates that specialized representations
can be designed to augment general reasoniﬁg processes, and
allow inference mechanisms to gfficiently handle problems
that would otherwise require large computational resources.

The scope of the time specialist could be broaaened\tq
handle other types of questions. Kahn's system [1975] had
the ability to answer qdestions such as, "What happened
during April 1963?", which are beyond the present
capabilities of the system presented here. Howeverﬂ'this
type of dubstion is rather hard for people and thebpresent

system focuses on areas in which people a@re proficient. In

those areas, it achieves unprecedented efficiency.

b ‘

A iesson learned from this investigation is that (in
the representation field at least) analogies can be .
deceptive. In particular, the fact that containment, overlap
and disjointness rélatiohs amoung, intervals are analogous to

R
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simllar relations amoung concept €ypes and amoung parts of
objects led to a misguided attempt to apply P-graphs to time
inference. The analogy fails because the additional
properties of time'ihtefvais in particular the underlying
linear structure of time permit the use of a more efficient
representation exploiting these properties. An attempt to
apply P-graphs to colour inference had proved unsatisfactory
fo; similar reasong.

While the temporal representation described here was
design;d primarily to match the cognitive proficiencies of
people it was augmented with methods for inferring absolute
time bounds 3nd durations even though people are\veak in
this area. This was done simply because relatively little
extra work was required to add this (potentially quite
useful) capability to the system. Thus the question
ansvering abilities of this temporal processing system
exceed the original goals. ) -
6.2 Future Research

Since this time module is .intended to deal yith time
intcrcnco; in a.general language translation system, there
wvill be widely divergent or even contradictory facts from
different stories or between fiction and non-fiction events.
In order to deal vith such situations, it will be necessary
to create distinct time graphs to correspond to distinct

modal contexts (especially belief and story contexts) in the

general knovledge system.- This would require some
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modifications to the representation proposed here. A method
of dynamically creating a new time graph with all of the
supporting structures would be required. Also, some new
methods for resolving inter-graph queries would be
necessary.

An area requiring more effort in both the temporal
representation and the knowledge system as a whole, 1s error
checking and correcting. Although it is possible to check
for contradictions with existing information whenever new
information is added, there is no method of determining
vhere to place the blame if a contradiction is found. In the
proposed representation in particular, inferences are
sometimes made when a new fact is introduced which would
have to be retracted ;f the fact was discovered erroneous.

What is required to solve this problem is a means of
specifying a range of confidences and attaching these to
each fact in the system. This would aid the resolution of
contradictions by giving the reasoning system some means of
judging which of a set of conflicting facts and infereneces
are to be believed. Whenever conflicts occured, the
algorithms would choose the information with the highest
confidence level.

Another possibility is to have all such conflicts which
occur in the time handler referred to the general reasoner

for resolution. There may be other facts in the system which

would enable a decision on the relative validity of the
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informat:on’ *,

‘ A final modification that deserves consideration 1s the
addition of capabilities for answering quest1oﬁ§ rtially.
Many times the guestion answerer will come close$T: finding

an answer, but must return “unknown”. There-shOuld be some

facility for indicating to the guestion asker how close to
providing an answer the algorithm was. Even more beneficial,
4‘although more difficult, would be an indication of what
information is needed, or where the algorithm failed. If
this was provided to the general knowledge system, it could

be used to derive more information concerning the events

from world knowledge.

"¢ Since the general reasoner would have access to world
knovledge, other special purpose domains, etc.

‘-
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Appendix A: Proof on Derived Absolute Time Bounds

Five inequalities that ﬁaintain consistency relating
the lower and upper bounds 1,, u,, l;, uz, 1 and u of two
time points t, and t, are given. These are:

(1) 1, s u,

(2) 1; S u,

(3) 1 s u

(4) 1 S u; - 1,

(5) 1 - uy S v

and (1, u) > 0

The following new bounds for t,, t;, and t; - t, were
derived:

(6) 1, ~ust, Su; -1

(7) 1 +1, S t; < u+ u ¢

(8) 1 - u, S t; - ty. < u; -5{, -

. The bounds of each variable (t,, ta, t; - ty) are.

updated to the best bound between the or1g1nal and the
_der1ved bound (i.e\ max[l,, I;Lf u] for a lower bound on t,,
: mxh[u,, us - 1] for tge upper bound on t,, etc.) producing
’nev bounds Ly, L, L, U,, U, U. » |
| The method of the proot is to shov that a single pass

Cthrou@h the 1nequa11t1es, updatxng the bounds in turn (in
arbitrary order) is sutjac»ent to set every bound to the
bést poss{ile £r6ﬁ-th§ derived ineqqalities.'3§condly,'it
v’i'll‘ﬁcl khoin that once the nev Boun'dil"haire'boen set they
; aré};he'besﬁ”possible bounds. . '

A

A

e . 108



109

After one iteration of the updating cycle the following
state exists:

(9)L, = max[l,, 13 - u] T —
(“10)Lz = mQX[lz, L + 11] ‘

'

(1)L = max{1l, 1; - u,]
(12)U, = min{u,, u;, - 1]
(13)U; = min{u;, u + u,]
(14)U = min[u, u,;, - 1,]

In order to show that further iterations will not
chinge~these bounds, it will be shown that a second update
would not alter the bounds above. So” for lower bounds it
will be shown that a second update would be less than or
equal tO'tPe first, and for uﬁper Bounds it ;ill be shown
that a second update would be greater than ot equal to the
first.

a)Prove that max[1,, 1, - u).z max(L,, L; - U]
Expanding the right hand side to‘ge;:

max[max{1,, 1; - u}, max{l,, 1 + 1,) minfu, u, -
N} . ., -
= max{l,, 1, -u, 1; -u, 13- uy +1,, 1 +1, - uy, 1 +
1y —uz +14] __
~But, 1; - u; +1, <1, (since 1; <. u; (2))
Therefore, 1; -u; +I',99n be eliminated from the
set., - . | |
and-1 + 1, -u s 1, (since 1 S u (3)) .
__Thérétbte, i = l,A*u can be eliminated.
and 1 f~r; '“’.;1‘ <1, (s;nce 1 Sup -1, (4))

2
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Therefore, 1 + 1, - u; + 1, can be eliminated,
leaving max[1l,, 1, - ul.
Therefore, max[L,, L, - U] s max[1l,, 1; - ul
Hence, one pass is sufficieént for L,.
Using similar techniques.on the other bound;,
b) Prove max[1,, lb+ 1,] 2 max[L,, L +1L,]
R.H.S. = max(1;, 1 = 1,, max(1, 1, - u,] + max[1;, 1, -
ul] *
- max(l;, 1 + 1,, 1 +1,, 1L+ I, -u, 1; * u, +1,, 1,
-u, *+1; -u]
but, 1 + 1, -u s 13, (since l s u (3))
and, 1, - u, +1, 5 1,, (since 1, S u, (1))
and, 1; -u, + i; ;u 5-1,, (since«i, - u, s u (5))
Therefore;‘-‘max[l,,.} + 1) |
c)Prove max[1l, 1, - u,] 2 max[L, L, - U,) |
R.H.S. = max[1l, 1; - u,, ﬁgx[l,, 1 f 1,1 minfu,, u; -
11] | ' '
- max(l, ¢ -us, 1z - Uy, 13- ug + 1, 1 + 1, —uy,
1+ 1,'- u; + 1] | ‘ |
yuf, 1; - u;h* 1 S I, (since 1; S u; +(2))
and, 1~t'1,';\u, £1, (since 1, < u, (1))\
and, 1 * 1, -u;%f 1 s‘iq.(since‘l siuf - .14 (4))
d) Prove minfu,; us - 1] < min{Uy, U, Ly
R.H.S. = nin[u,, u; =1, up - 1, ﬁ? - 1, +fu,, u+ou -

1, u ""l..'lqf -1; + U‘!]_
but, u; - 1; +.u, 2 Uy, (ﬁincg u; 2‘1; (2))

and, u + u, - 1 2 u,, (sinceuz112)) «



and, u *+ u, - 1; + u, 2 u,, (since u 2 1, - u, (5))
Therefore, = min(u,, u; - 1] )
e) Prove minfu,;, u + u,) s minlU,, U, - L,]
R.H;S.C= minfu;, u + u,, u *+ u,, u+u; -1, u; - 1, +
Uy, uz - 1, + u, -1]
but; u+ u; -1 2 u;, (since u 21 (3))
and, u; - 1, + u, 2 u;, (since u, 2 1, (1))
and, u; - 1, *+ u; -1 2 u,, (since u; -1, 21 (4))

Therefore, = min{u;, u + u,]

f) Prove min[u, u; -1,) s min(U, U, - L,]
R.H.S. = min[u, u; -1,, u; = 1,, ua - 1z + u, u + u, -
l1,, u + u, - 1; + ul

but, u; - 1, + u 2 u, (since u; 2 1; (2))

and, u + u;, - 1, 2 u, (since u, 2 1, (1))

and, u + u, - 1 + u 2 u, (since u 2 1; - u, (5))

Therefore, = minf{u, u, - 1,]

Now from these proofs, the following conditions

necessarily apply after updating:

(15) L, = max[l,, 1; - u) 2 max(L,, L, - U]

(16)Lz =

max(1,, 1 + 1,) 2 max(L, L + L,]

(17)L .= max[1, 1, - u,) 2 max([L, L, - U,]

(18)01 = ﬁlin[U|, U -~ l] S min[Ug, U, - L]

(19)Uu; = din[u,, u + u,] € minf[U,, U + U,]

(20)U = minfu, u; - 1,] s minf[U, U, - L,]

and,

(21)L, s t, S U, ‘

"(22)L; S t; S U,
/ ‘
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.

(23)L < t, - t, €U

(24)t, < t,

Now it remains to prove that after updating, each of
the bounds (given by (9) - (14)) is the best possible bound.
1f the variaﬁie for each bound is taken in turn, and shown
that there exists a choice for the variables with one
variable equal to the bound, which is consistent with the
updated inequalities ((21) - (24)), then there cannot exist
a better bound for\tﬁat variable.

i) Prove that t, = L, is possible.

Set t, = L,, t; = L,

Now, (from 21) L, s L, s U, (given)

(from 22) L, S L, S U, (given)

(from 23) L s L, - L, S U (from (16), (15))

(from ?4) L, 5 L, (from (16) L, 2 L + L,, and since
L21>0)

Therefore, t, = L, is possible (for at'least one
choice of t,) and hence provides the best possible
bound.

ii) Prove that t; = L, is possible.

Set t;, = L,;, t, = L,- |

This assignment of the variables is identical to the one

above and therefore already proved.

‘iii) Prove that t; - t, = L is possible.
Set t, = U,, t; =L + U, .
(from 21) L, S U, s U, (given)

(from 22) L, S L + U, S U, (from (17), upper bound



from 18)
(from 23) L < L < U (given)
kfrom 24) U, £ L + U, (since L 21 > 0)
iv) Prove that t, = U, is possible.
Set t, = U,, t, = U;
(from 21) L, £ U, < U, égiven)
(from 22) L, < 62 < U, (given)
(from 23) L < U, - U, £ U (lower 65. (18), upper bd.
(19))
(from 24) U, S U, (from (18),U, € U,= L € U, since
L >1>0))
v) Prove that t, = U, is possible. This is done in (iv).
vi) Prove that t, = t, = U is possible.
Set t, = L,, t; = U + L,.
zfrom 21) L, £ L, < U, (given)
(from 22) L, s U + L, £ U, (lower bd. (15), upper
ba. (20)) ' |
(from 23)L < U < U (given)
(from 24) L, S U + L, (since U 2 u > 0) -
Since it has been shown that there exists a valid
assignment for each bound, these must be the best bounds

that can be assigned to these variables, given the original

constraints.

(.



