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' - Abstzact
Three crystal structures of serine proteinases, two com-
plexed to a protein protelnase inh%bitor,'have.been sélved
and_refined at high resolutioﬁ?f\lg addition, methods have
been developed to maké better use of the phase information
given by a partial strucgﬁral model .

Streptomyces griseus trypsin (SGT) is a bacterial
serine proteinasé that is more homologous to mammalian than
to other bacteriél\enzymes.' The structure of SGT has been
solved by molecular replacement, Usiqg the mammalian pancre-
atic serine proteinéses bovine téypsin and a-chymotrypsin as
modexs. Because these proteins have low homoldgy to SGT |
compared to most successful replacement models, new strate-
gies were rquired for molecular replacement to succeed.

The model of SGT has been_réfined 1.7R resolution to a
final R-factor of 0.161; the correlation coefficient between
observed and calculated structure factors is 0.908. The
structure of SGT had been predicted in Lwo models on the.
basis of its expected homology to the pancreatic seripe pro-
t:inase§:f\An evaluation of these- models demonstrates the.
effect of~Sé§éral sources of error.on such cbmparative
model—build?ngl' The objective of comparative model-building
is often to .explain substrate specificify; or to suggesf po-
tential highly specific drugs. The unique parts of modeliegﬁ
proteins that are most important fof.;ﬁch purposes are, how-

ever, the most poorlykﬁetermined by tﬁ¢~model-bdilding pro-

cedure.

v ' %



&S

The structurés of two comblexes of the third domain of
the ovomucoid ;nh}pitor from turkey (éMfKY3), Qith Strepto-
myces griseus Protease B (SGPB) and with a-chymotrypsin,
have beeA\solved by mélecular replacement, using the native
proteinase structures as models. Both structures have been
refined at 1.82 resolutidn to final R-factors of 0.145 for
the SGPB‘complex and 0.168 for the a-chymotrypsin complex.
Tﬁ%?conformarion of OMTKY3 differs 1in ghe two complexes,
inéidatiné that conformational flexibility 1s required“for

c .
its broad specificity. The mechanism of inhibition can be
understooa 1n terms'of the thermodynamic pa;améters Kassoc:

the inhibitor:enzyme association constant, "and Khydr t he

equilibrium constant for inhibitor hydrolysis. These param-

,eters can be rationalized in fgkms of the observed struc-

tures of these and other complexes.
Unrefined or partially refined models of macromolecules.
are generally*ggdomplete and typically have large coordinate

errors. In such éases, phase probability equations appro-

priate for a perfect partial structure lead té'inaccurate

4
&

estimates of phase probabilities. Therefore, one mustﬁ;gg

equations that have been derived allowing for errors in the

partial structure. A method is given to estimate the param-

eter op in these phase pfobéﬁility'expressions from thé‘op—
served and calculated stfﬁcture factor amplitudesf From the
variation of.oé Qith résolutidﬁ, one can gsﬁimate,the'rms

coordinate erfgr for thé‘model. Elgctrqn.density maps cal-

culated using partial Sstructure Qhasés are biased towards R

vi



the partial.structure. When there are coordinate errors, a
new expression for the hon—centric Fourier coefficients
. ‘ \
[(2m|Fy{-D|FE|)expliap)] is required to suppress this mode 1
bias. Judged by correlation coefficients comparing electron
density maps with the correct and the partial structure
maps, these coefficients are super;or to others curfently in

use. With a few'assumptions, related Fourier coefficients

are developed to reduce bias in combined phase electron den-

>

sity maps.

&

N
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1. 1Introduction '~
|

4 direct image of molecular structure at the atomic level 1is
provided by tbe technigue of X-ray crystallography. Such
information is of great value 1n mary fields. For instance,
the precise disposition of functional groups 1n an enzyme
creates an environment in which a particular chemical reac-
tion 1s accelerated. The Crystallographic study of enzymes
and tpeir complexes w}th subst}ates and inhibitors is a pre-
requisite to the detailed understanding of enzyme action.
Since many drugs are enzyme inhibitors, such structural
knowledge can also provide the basis for the rational design
of drugs.‘ As our knowledge of the relationships among amino
acid sequence, three-dimensional structure and protein func-
tion increéses, even the design éf proteins with new func-
fions may become possible.

it 1s beyond the scopé of this discussion to give a
background description of protein crystallography that would
be informative to someone who is not already familiar with
the éoncepts. For the non-crystallographer, the introduc-
tion to protein crystallography in Chapter 6 of "Proteins:
‘Structures and Molecular Properties"” by éreighton (1983) 1is
highly reéommended, as it introduces the concepts and termi-
nolody in a fairly readable fashion._ The text by -Blundell
and Johnson,(1976) is a standard referénce work;lit de-~
scribes in detail the theory and practice of protein crys-

tallography. -



This dissertation contains several studies involving
the use of X-ray crystallography in the study of protein
structure. The proteins. 1 have studlied are sérine protein-
ases from the family typified by a-chymotrypsin (CHT); two
of these .yere examined in their complexes with a protein
proteinase inhibitor. 1In the course of this structural
work, I developed some sgrategies and technigues for use in
the molecular réblacement method of crystal structure solu-
tion. 1In addition, I ﬁade improvements to the waf in which
the structure factor phases computed from a structural model
are used in the calculation of electron density maps. These
methods will be of general applicability in macromolecular

~crystallogréphy.

A. Streptomyces griseus Trypsin

The major‘structural study described herein 1is that of
Streptomyces griseus trypsin (SGT). SGT is purified from
L .

Pronase, a commercial product obtained from the
extracellular. culture filtrate of the K1 strain of Strepto-
myceé griseus, a soil bacterium. Pronase is a complex mix-
ture of proteinases ana other produéts, but originally was
believed to be a homogeneous proteinase of remarkably broad
sbecificity (Nomoto and Narahashi, 1959). It was first
fractionated by Hiramatsu and Ouchi (1963) int®o three compo-
nents having proteolytic acfivity, and is now recognized to

“contain proteinases belonging to several families [see, for

example, Narahashi (1972)]. The chymotrypsin serine

{

\._~



proteinase family 1s represented by‘§GT, Streptomyces
griseus protease A (SGPA), and Streptomyces griseus protease
B (SGEB). They were assigned to this family by Wahlby and
Engstrom (1968) on the basis of the characteristic
Asp-Ser-Gly sequence at the catalytic serine that reacts
with diisopropylfluorophosphate.

One of these proteinases was found to hydrolyze
benzoylarginine ethyl ester and hence was termed BAEE-hydro-
1;se (Wahlby and Engstrom, 1968). This suggested a primary
specificity for lysine and argin;ne residues in the P, posi-
tion of the substrate', as in the case of bovine trypsin
(BT) . /Strong amino acid sequence similarity to BT was found
by Jurééek et al. (1969) .in the sequences about the disul-

fide bridges. The determination of the complete amino acid

sequence of the enzyme, by this time renamed Streptomyces

PR

griseus trypsin, confirmed the pronounced Sequéncggsimilar—
ity (Olafson et al., 1975). Reseérch has also demonstrated
striking parallels in thé properties of &GT and BT, includ-
ing their substrate specificity and susceptibility to inhib-
itors (Trop and Birk, 1968, 1970; Narahashi and Fukunaga,
1969; Awad et al., 1972; Awad and Ochoa, 1974;'Olafspn and
Smillie, 1975; Yokosawa et al., 1976; Mosolov et al., 1978;

Nishikata et al., 1981; Tashiro et al., 1981; Shimura and

'"The notation of Schechter and Berger (1967) is used tc¢
facilitate discussion of the interactions between a procein-
ase and bound peptides. Amino acid residues of substrates
are numbered Py, P, etc., towards the-amino-terminal direc-
tion and Py', P,', etc. in the carboxy-terminal direction
from the scissile bond. The complementary subsites of the
enzyme binding region are numbered Sy, S, and S;', Sp', etc.
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Kasai, 1282). Although similar, these enzymes are not iden-
tical in their properties. For example, the ovomucoid in-

hibitor from Japanese gua?l inhibits BT, but not SGT (Nagata

aqd Yoshida, 1983). -

SGT belongs to a family of serine proteinqﬁés that 1s
extfémely well-studied. [For discussions integrating chemi-
cal and structural information see the reviews by Blow
(1976), Kraut (1977) and Huber and Bode (1978), and the
mechanistic proposal of James et al. (I?BO).] Numerous crys-
tal structures involving serine proteingses have been detér—
mined, and several have been refined at high resolutjon. 1In
the July 1985 reléase of the Broockhaven Protein Data Bank
(Bernstein et al., 1977), there aré 30 coordinate holdings
involving 8 different proteinases from this family. E@ght—"
een of these holdings involve BT ‘in various conditions, com-
plexes and crystal forms. One might ask what 1s of interest
in the structure of another serine proteinase, particularly
.oné that bears such a strong resemblance to the well-studied
" BT. The study of a new member of a family will provide new
iﬁsight into the organizing prigciples, but there is bound
to be a diminishing return with each new member. Accord-
ingly, there will be relatively liﬁtle discussion in this
dissertation on the ifmplications of the structure of{SGT én
a mechanigm for the serine proteinases. Nonetheless, there
.are aspects of this protein that make it of considerable in-

+

terest, not just as a serine proteinase.



Since its discovery, SGT has been considered an evolu-
tionary anomaly.A Though 1t 1s produéed by the same bacte-
rium that makes SGPA and SGPB, SGT 1s much more homologous
to the mammalian pancreatic enzymes (Jurasek et al., 1976;
James et al.,/1978). In fact, measured by amino acid 3e-
guence identity, BT and CHT are as closely related to SGPA
and SGPB as is SGT. This surprising observation, among
others, prompted Hartley (1970, 1979) to propose, somewhat
tongue-in-cheek, that the bacterium was infected by a cow.
Hewett-Emmett et al. (1981) have disputed Hartley's (1979)
concern with the similarity between SGT and BT by providing
evidence in favour of an early evolutionary origin for SGT.
A genealogical tree constructed by comparing serine protein-
ase sequences, not inciuding SGPA or SGPB, ha§ SGT at the’
base (Hewett-Emmett et al., 1981). If we reject Haftley's
(1970, 1979) proposal, we are left with the implication that
for some reason a tryptic specificity imposeg ;tricter
structural requirements than the chymotryptic specificity
shared by CHT, SGPA and SGPB. As will be discussed, the na-
turelof one such structural requirement has beefn deduced
from a comparison of SGT and BT.

Angther evolutionary gquestion concerns the N-terminus
of SGT. Strﬁctural studies of serine protelnase zymogéns,
chymotrypsinogen (Freer et al., 197O)Iand trypsinégen
(Fehlhammer ét al., 1977), have demonstrated that the new
'N-terminus,.generated by the activating cleavage, becomes

buried in an iqn pair near the active site. The burial of



the N-terminus is a key element of the zymogen activation
mechanism. Despite seqguence homologies between the N-ter-
mini of‘SGPA, SGPB and a-lytic proteaqe, and those of the
active mammalian serine proteinases, these residues of the

bacterial enzymes are exposed on their surfaces (Delbaere

et al., 1975; Brayer et al., 1978; Brayer et al., 1979;
. _Fujinaga et al., 1985). On the other hand, sequence align-
ments (Olafson et al., 1975), chemical modification experi-

ﬁents (Awad and Ochoa, 1974; Olafson and Smillie, 1975) and
ﬁodel-builaing stuaies (Jurasek et al., 1976) implied that
the N-terminus oq SGT was-buried, though Duggleby and Kaplan
(1975) obtained chemjcal modification results contradicting
this conclusion. In the crystal‘structure of SGT,Igpe bur-
ied ion pair is indeed observed. Either Stregfohycesl
griseus stands poised to develop a zymogen activation mecha-
nism, or one has already evolved in this primi&%&r organism.

PR

There are, to date, no biochemical data on thi's qustion.

- - ’/

SCT has been the target of two comparativé model-bﬁildf
ing attempts (Jurasek et<éJ., 1976; Greer, 1981a). In com-
‘parative modelling; one attempts to conétrugt a model of an
b-uvknoﬁn proteinvstructuro based on‘sequenceialignments and
. +expected homology to a protein of known three- dimensional
structure. S1nce many protelns of blologlcal or medical in-
utenesf belong to proteln famlf:es in which som§~members have
‘known crystal stroctures;othis technique ig"achieving some

R ' oL . > .,
prominence. - One example 'is vrenin, an aspartyl -proteinase

v

'ﬁgthat is a potential target of drugs to control hypertension.

Vi



A model of this protein has been conétrpdted by Blundelf
et al. (1983) based on the.crystal strueture of the homoloj
gous Endothia pepsin (Subramanian et al., 1977). Another
example is the blood clotting factor X5, which Greer “(1981b)
modelled on the basis of the known cr}stal structures of
other serine proteinases. It is essential to have some 1dea
of the reliability of such comparative models. One could
assess comparative modelling techniqgues using the known
structures of two related proteins, but it would be diffi-
cult tossimulate the state of ignorance that exists before a
crystal-structure-is determineg. The solﬁtion of thq\StFUC‘
_tu?é of SGT ma@e it possible to evaluate critically the
ﬁodels that had been built before the answer was known.

‘The structure of SGT was solved primarily by the téch-
nique of molecular replacement (Rossmann, 1973), using BT
and CHT as models. This technique exploits the prior stfuc-
tural information given by known crystal structures of,t\e
same or related proteins. Patterns in the Patterson funé— ’

|

. D o A
tion? of thevobserved diffraction data are matc hed with the

comparable patterns infthe ﬁodel Patterson function. In .
thié way, the.orientétion and position needed to place the
model in the unit cell of the unknown structure are ob-

tained. The resulting model of the crystér structure can

provide structure factor phases for the calculation of elec-

tron density maps. To achleve a structure solution with

oigagl N v ) . ‘ [}
“*The Patterson function (Patterson, 1934) is the Fourier
transform of the intensities (|F|2) and contains peaks at
positions corresponding to the vectors between atoms.



molecular replacement, the signal 1indicating the correct
orientation and position of the model must be distinguished
fromlthe hoise. The noise level 1s, to a certaih extent,
out of the hands of the‘cryséallographer. For example, the
complexity of the Patterson function in high-symmetry space
) . !

groups adds noise (Reynolds et al., 1985). The proper
choice of some variable parameters, howeQer, can reduce the
noise level (Lifchitz, 1983). 1If the model 1is particularly
good, the signai will be very strong andvahy'choice of
parameters will be adequate. This is true of many structure
determinations that use molecular replacement. One example
is the structure of SGPB in its complex with the third do-
maiﬁ of the ovomucoid inhibitor from turkey (OMTKY3); with
the refined structure of native'SGPB as the model of SGPB in
the complex, the moleculat replacement problem wa;‘straight—
forward_(Fujinaga.et al., 1982; Read et al., 1983). Though
BT énd CHT are similar to SGT, the level of sequence iden-
tity is low compa;ed to that found for most successful mo-
lecular replacgment models. Therefore, the choi;e of param-
eters was critical to success, and the structure solution
was not achieved easily. The experience gained with this
structure should be of use in other difficult molecular re-

placement probléms.
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B. Turkey Ovomucoid Inhibitor Third Domain
. Protein iﬁhibitors of proteolytic enzymes are indeed

proteins, so they should be supbstrates for proteolysis, not
dnhibitors. The eluciaation of this paradox remains a cen-
tral focus for much of the work on the structure and func-
tion of protein inhibitors of proteinases. 1t has been es-
tablished biochemically that many such inhibitors bind
productively as substrates and are cleaved at a beptide bond
termea the reactive site; they bind very tightly but are
cleaved very slowly (Laskowski and Kato, 1980). The role of
protein crystallography has been to determine whether there
is some uniqgue feature in the structures of protein inhibi-
tors and their complexes with proteolytic enzymes that
explaiﬂs th the inhibitors.are not ordinary substrates.

Crystal structures were determined for two COmplexes of
the protein proteinase inhibitor OMTKY3.. This was a collab-
orative p;ojéct among Masao Fujinaga, Anita S}Qlecki,
Michaei Jamesj Wojciech Ardelt, Mighael Laskowski, Jr. and
me. Because 6{ the close collaboration, it is difficult to
assign credit ﬂo indivicduals for pérticular,aspects of the

\

~work. It would\be inappropriate to include here more than
-

background inforhation on those parts in which I played a
! :
minor roLé.. Asgékts in which I was more heavily involved

are discussed in more detail. . »

.

At the time the OMKTY3 project was initiated, the only

high resolution ref%ped structures of protein inhibitors of
serine proteinases iﬁyolved bovine pancreatic trypsin

- - o



inhibitor (PTIl), which was extensively studied by R. Huber
. ¢

and .co-torkers. The available refined structures were PTI
in its native form (Deisenhofer and Steigemann, 1975), 1in

complexes with BT (Huber and Bode; 1978), anhydrotrypsin
(Huber et al., 1975) and trypsinogen (Huber and Bode; 1978),
ana in the ternary complex with trypsinogen and 1soleucyl-
valine (Bode et al., 1978). A controversial conclusion of

that work was that the peptide‘bond at the reactive site is

strongly distorted toward a tetrahedral configuration (Huber

et al., 1974, 1975). 1t was of interest to-determine wheth-

L4
er a similar distortion would be observed in complexes of

the ovomucoid inhibitors. 1In the interim, the structures

involving PTI have been further refined; the distortion 1is
D)

still observed, but is smaller than in earlier models

(Marquart et al., 1983) .-

The ovomucoid inhibitors are being used by M.

-

Laskowski, Jr. in attempts to develop a sequence-reactivity
algorithm (Laskowski, 1980). 1In this approach to the study
of protein families, a large data base of amino acid se-

guences, reactivities and crystal structures must first be

—

compiled. The study of this data base -should reveal corre-

lations between amino acid sequence and reactivity, in addi-

©

tion to structural explanations for these correlations. It

-——

is proposed that, with a large enough .data base, it should

be possible to'predict'the reactivities §f new members of
/ Co ‘ ' ' :
the family, based only on their sequences. Laskowski chose =«
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the third domains of ovomuc®id inhibitors’ because they are
small and easily purified, they can be obtained in great va-
riety from different sp%cies of bird%, and they have a sim-
ple, well-defined reactivity, i.e\} binding as competitive
inhibitors to different serine proteinases (Laskowsk:i, 1980;
Laskowski et al., 1983).

The sequence-reactivity algor;thm can be greatly sim-
plified if one can assume that the structurés of the broi
teins involved are rigid. However the determination of éwo
structures of OMTKY3 complexes, with SGPB and with CHT, has
shown that the structure of OMTKY3 is not r;gid. In fact,
its flexibility around the reactive site loép appears to be
quite important to extending the range of proteinaées&iiﬁiﬂ
whi®h it can interact.’

In additién to providing the structure of OMTKY 3, the
solution of the crystal structure of the complex with SGPB
provided an opportunity to assess the dif{erences in struc-
ture of .a single protein (SGPB) in two different environ-
ments. The eﬁvironmenﬁ of SGPB in the native and complex
crystals differs in two respects: crystal packing contacts
in the‘two.cryséal forms, and the presence or absence of the

binding interactions with the inhibitor.

v

>7he ovomucoid inhibitors contain three domains, each of
which belongs to the Kazal family of inhibitors on the basis
of homology to pancreatic secretory trypsin-inhibitor
(Laskowski and Kato, 1980). '



C. Ele/}fon Density Map Coefficients

~“The proper use of phase information from any source re-
guires an accurate knowledge of the probablllty distribution
associated with that information. Blow and Crick (1959)
showed that, to miniqize the ;oot-mean-square (rms) error 1n
the electron density-map, the Fourier «coefficlents should be

weighted by the expected value of the cosine of the phase
erro;, a guantity they called the figure of merit (ﬁ).
Though it was derived specifically for the case of phases
“determined by multiplé isomorphous replacement (MIR), this
result 1s generbl and applﬁes equally to phases calculated
froﬁ'a model of the crysta} structure. Therefore, accurate
prosability distributions are needed to provide cptimum
weiéﬁts for maps computed using model phases. Phase infor-
mation from different sources can be combined by multiplying
the éhase probability densities (Rossmann and Blow, 1961)
or, equivalently, by adding the Hendrickson-Lattman coeffi-
cients encoding the phase information (Hendrickson and
Lattman, 1970); if the phase probabilities are inaccurate,
the different sources of information will nét have the ap-
propriate relati?e influence on the final phase of the
structure facto-r.h~

'-Errqrs in calcuiated phases arise 'in part from incom-
pléteness 6f the structural model. Woolfson (1956) derived
partial structure phasé’probabilities for centric structure

factors, and Sim (1959, 1960) derived probabilities for the

non-centric case. Phase errors also arise from errors in

4
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the structural model. Srinivasan and co-workers extehded
the expressions for partial structure phase probabilities to
include the effect of coordinate errors (Srinivasan and
Rémachandran, 1965; Srinivasan, 1966). Nonetheless 1t has
been common in practice to assume that the effect of coordi-
nate errors can be ignored, or at most to add an error con-
tribution to the estimate of the aﬁount of missing structure
(Rossmann and Blow, 1961). The work with SGT,showed, how-
ever, that phase accuracy can be drastically overestimated
when the effect of coordinate errors is ignored. Thxs'situ—
ation may be remedied by using the expressions of
Srinivasan, but to apply these an estimate of the parameter
op (Srinivasan and Rémachandran, 1965; Srinivasan, 1966) 1s
needed. With a modffication‘of a method given by Lunin and
Urzhumtsev £1984), reliable estimates of o, and hence of the
phase probabiiities for calculated phases are obtalned.

A It has long been known that eléctron density maps using
model phases are biased towards the model (Luzzati, 1953f,
To compensate for .this bias, the map coefficienfs ‘
(2|FO]—|FC|)exp(iac) are commonly used. Main (3979)'consid—
ered the effect of missing structﬁre on maps computed with
figure of merit weights, where the figure of merit is calcu-
lated using the results of Woolfson (1956) and .Sim (1959,
1960). He concluded thét the coefficients m.|Fg|exp(iac)
for centric and (2mC|FO|—|FC]5exp(iaC) for non-centric
structure factors would compensate for model Eias. ,Howevéf,b

a re-examination of this work shows that Main's (1979) map



coefficients must be modified when there are coordinate
£LIOrS. '

It has also been recognized that coffibined phases can
lead to electron density maps with modei'bias, but the solu-
tion to this problem has been less clear. For the first SGT
electron density map, combined phases and figure of merit
weights were u;ed’in t he Fouriér coefficients
Neomb!Folexp(iacopp): the result was a model that looked
like BT 1n placeéKWhere SGT does not. Rice (1981) encoun-
tered similar problems in combined phase maps of phosphogly—
cerate kinase and achieved some improvement with the map co-
efficients (2|F,|-|F.|)exp(ia.gopp). However, this does not
satisfy the criterion that, in the limiting case of a single
source of phase {nformation, the combined‘phase coefficients
should simplify to tﬁe appropriate coefficienti for a single
phase source. In other words, if the only phase information
comes from MIR, the combined phase coefficient should be
that of Blow and Crick (1959), and if the only phase infor-
mation is the calculated phase, the map coefficient should
be appropriate to that case [for example, the modification
of Main's (1979) coefficients derived here]. One might also
expect that the_be;t-results will be obtained when the coef-
ficient for each structure féctor depehas on the extent to
which the different sources.of phase information influence
the combined phase for that structure factor. Such aspects

have been considered by Stuart and Artymiuk’(1984). The *

combined phase map coefficients developed in the course of
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the structural work on SGT are similar.in concept to those
of Stuart and Artymiuk (1984), but differ in several 1impor-

tant details.
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I11. Streptomyces griseus Trypsin'

Streptomyces ghiéeus trypsin (SGT) 1s a serine proteinase
obtained from the commercial product Pronase, an
exgyacellular'filtrate of cultureé of the K1 strain of the
soil\bacterium Streptomyces griseus. Numerous similarities
bétween SGT and bovine trypsin (BT) [summarized by Olafson
and Smillie (1975)] have been attributed to their Strong ho-
mology in amino acid sequence and, presumably, three-dimen-
sional structure jOlafson et al., 1975; Jurasek et al.,
1976). ‘Thé sequence homology wifh BT 1s demonstrated. in
Table II1.1 b; a sequencé alignment based on alignments ot
thelgfystal structure‘of\SGT with those of BT (Chambers and
Strohd; 1979) and a—chymoif}psin (CHT} Birktoft and Blow,
1972)1 |

Thé knowledge that SGT,shoula be similar in structure
fto BT:and CHT was exploited in the crystal structure solu-
the molecular rqblagemént method (Rossmann,

| :

ﬁ€73) to determine phases for the calculation of electron
ﬁ\ N StAY

" tion by using

density mifs. Some additional phase information was ob-
tained by the method of multiple isomorphous replacement

f(MIR),-thbugh this played,a much smaller role.
. : ) !

- After the model of SGT was refined at 1.78 resolutibn

to give a good agreement between the measured and célculated

diffraction data, it was examined and compared with a model
. ! . | ’

"of BT (Chambers and Stréud;?197§). As e?pected, the two

'A version of part C of this chapter has been published
(®ead, R. J., Brayer, G. D., Jurasek, L., & James, M. N. G.
(1984) Biochemistry 23, 6570-6575]. .

20
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Table 11.1

. Sequence Alignment of SGT with BT’

SGT
BT

SGT
BT

SGT
BT

SGT

BT

SGT
BT

SGT
BT
SGT
BT

SGT
BT

SGT

16 17 18 19 20 21 22. 23 24 25 26 27 28 29
v [Vv. 6 G6]°'T R A A Q.1 E F [P] F
I \% G G Y T C G A N T \Y p Y
R - L
30 31 32 33 34 <35 38 39 40 41 42 43 44 45
M \Y R L S M - - - G C G G A
Q \Y S L N S G H F C G G S
I o T
46 47 48 49 50 51 52 53 54 55 56 57 58 59
L] v A ¢ D 1 [Vl . T [A A H <C|] V
L I N S Q W A\ \Y% S A A H C Y
e ]
A B C D .
60 60 60 60 60 61 62 63 64 65 66 67 68 69
s 6 S G N N T s [T} T A T 6 [G
K s - - - - + G JI Q@ VvV R L |G
I J
70 71 72 73 74 .75 76 77 78 19 80 81 82 83
\Y A\ D L - Q .S G?* - A? A v K v
E D N I v VvV E G N E Q 'F I
84 85 86 87 88 B89 90 91 92 93 94 95 96 97
R s T [l v L o A [Pl G [¥f N G -
s A S |kl s. 1. v Hu |pl s |¥ Nl s
t—1 . t— b domm g
98 99 100 101 102 103 104- 105 106 107 108 109 110 111
TI - G K [D] W A [L I K L] A Q P
Ty L N N |D|] I M |L K “L| K S A
_4 1 777
112 113 114 115 116 117 118 119 120 121 122 123 124 125
I N - - - -~ Q P T K 1 -a [T
A § L N S RV A S°1 S .-L P |T
128 "129 130 131 132 133 134 135 136 137 138 139 140 141
T T ‘A} ' N Q -G T F T VvV A |G W
s C /A, S A G T Q C L 1 s I6 W
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(Table 11.1 continued)
142 143 144 145 146 147 148 149 150 151 152 153 154 155
Ss¢T [G] A N R E - iGl.G ST @ o R Y [L
BT |G| ~ T K S s |6, T S, Y P D V |L
-—- 1 | | | - ]

= : --- -
156 157 158 159 160 161 162 163 164 165 166 167 168 169
R

16
SGT L K A N |V F \Y S D] A A C
BT K C L K A 1 L S D S S C K
\\ —— e 4 __ U Q.

A
170 17¢ 172 173 174 175 176 177 177 178 179 180 181 182
SGT S Al Y G N E L \ N E E 1 C
BT S A Y P G Q I T - S N M F cl
S T -

183 184 185 185 185 185 186 187 188 189 190 191 192 19
SGT A G Y p D T G G v DI~ T C Q G
D Q G

BT A G Y L - E G G K S C

L

194 195 196 197 198 199 200 201 202 203 204 204 205 206
SGT D S G G P M F R K D N A D E
BT D S G G P| V \Y, ¢ s = - - - - ‘

216 217

207 208 209 210 211 212 213 214215 219 220 221
SGT W I Q \Y G I \Y S W G Y G C A
BT G K L Q G I \Y S W G S G C A
AN o — -

222 223 223 224 225 226 227 228 229 230 231 232 233 234
SGT R p G Y p G \Y Y T E v S T F
v
]

BT Q K N K P G A" Y. T K C N Y

235 236 237 238 239 240 241> 242 243. 244 245

SGT A [S] A [I] A S A A R T L
B Vv |s| w [1] kK Q .T 1 A s N

'The sequence alignment 1s derived from an alignment of the
structures of BT and SGT at cycle 78 of least squares re-
finement. [Sequence numbering, in terms of the sequence of
chymotrypsinogen A (Hartley ahd Kauffman, 1966), is based on
‘an alignment of SGT with CHT (Birktoft and Blow, 1972).] The
structures were alighed initiallysusing a program of W.
Bennett, based on the principles of Rossmann and Argos
(1975). The 190 underlined residues (solid, dashed or dotted
lines) are considered to be structurally equivalent. The 122
"residues with a solid underline are those for which the C¢
atoms can be superimposed simultareously within 1&; the rms
deviation in their positions is 0,52&. (Unless otheryise

L4




(Table 11.1 continued)

noted, the relative arientation of BT derived from the
superposition of these atoms is used for all figures showing
comparisons of BT and SGT.) Dashed‘lines indicate the addi-
tional 63 residues in the set of 185 for which the C% atoms
can be superimposed within 1.9&8 (approximately half of the
distance between C® atoms of sequential residues); the rms
deviationh for the 185 C% atoms is 0.88&. Dotted underlines. -
indicate the five single residues with excursions greater
than 1.98 that join segments with solid or dashed
underlines. Boxes outline identical residues paired by the
alignment / with dashed boxes indicating those fortuitously
alignqufg/non—homologous regions. There are 74 1dentical
residued™ of the 223 in the sequence (33.2%). Of the 190
structurally equivalent residues, 70 (36.8%) are identical.
 With the more stringent criterion (1# limit), 59 of 122
(48.4%) are identical. i }

2The refinement of SGT has shown that the amino acid se-
guence (Olafsoh et al., 1975) must be corrected by the in-
sertion of two residues after Ser76, currently interpreted
from the electron density as Gly-Ala.

molecules are indeed quite similar, though there are some
differences, especially in surface features.

The differences petween these molecules are particu-
larly relevant to assessing the success of two efforts to
build a model of SGT based on its homology to BT (Jurasek
et al., 1976; Greer,pj981a). This technique of comparative
model-building is potentially very valuable, for: example,
for de51gn1ng drugs that nlll 1nteract with a protein of
medical 1mportance but unknown structure (Blundell et al.
1983; Bléw, 1983). A criti;al evaluation‘qf Fhe cgmparative
modelling atﬁempts on SGT, however, revealed that tﬁefé are
serious shortcomings 1in ‘the xechn&que as.it‘is presently ap-

plied.
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A. Structure Solution and Refinement

Crystallization |

SGT cryst;llizes in the orthorhombic space gr?up C222,.
The first crystals of SGT were grown by the techniqgue of
equilibrium dialysis (Zeppezauér et al., 1968). All of the
buffers used in crystaliization trfals contained 10mM
Ca(CH3CO5) and 0. 1mM NaN3, and were adjusted to a pH of
6.2. SGT; purified as described by Olafipn and Smillie
(1975), was dissolved at a concentratioﬁ\of 10—{5mg/ml in a
crystallization buffer containing, in addition, 0.5M
(NHg),SO4. This protein solution was then dialyzed against
crystallization buffer containing 2.0M (NHg),SO4. Within 5
to 6 weeks, c}ystais grew to a size of up to lmm 1in the
longest dimension. Oh%y rarely, however, were these crys-
tals thicker than abqut 0.2mm.

Large crystals for high resolution data collection were
grown by vapour diffusion, using seed crystals. In this
case, the protein was dissolved initially at a concenE;ation
of 20mg/ml in- 1.0M (NH,),S0, buffer, and the concentration
_Aof precipifant was increased (to about 1.6M) by adding 2.5M
(NH4)»SO4 buffer until the.solution just started to become ”
;urbia. Thé=protein‘solution wastcgﬁtrifuged, seeded with a
s@alf fragment of a crusﬁed crystal (éo;1mm on each edge),
then bI;ced(in a sealed beaker surrounded by 1.8M;{NH4)2564
' ‘buffer. Using this techdique, crystals of upvto 3mm in.the

A

longest dimension and 0.5mm in the shortest dimension could
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be grown within about one week. These crystals were signif-
icantly thicker than crystals growh_by dialysis, but they
were too large to fit into the X-ray beam. Using a razor
blade, it was possible to cut them fairly cleanly along
planes parallel to the major crystal faces so that the maxi-

mum dimension would be no greater than about Imm.

Data Collection

Information on the uative and isomorphous-derivative
data sets that were used in the SGT structure solution and
refinement is summarized in Table I11.2. The earlier data
sets were collected with a Picker FACS-1 diffractometer,
using the diffractometer computing and controlling system of
Lenhert (,1975). Reflecticns‘were measured by omega Sscans,
using a scan width of 0.6° aﬁd a scansspeed of 2°/minuze.
.Backgrounds were measured fo; 4 seconds on either side of
each reflection, typically.d.8° in the 26 direction from the
center of the‘refiectiou.‘\The'lager data sets, GTU2  and
GTN3, were collected with a Nonius CAD4 diffractometer. The
reflections were again ﬁeasured by omega scans, 0.53° in
width with a scan speed of 1°/miuute. To measure back-
grounds, the peak scans were extended by 1/4 of the scah
width in each direction. ’

For‘all-data.sets, the reflection backgrounds were es-
timated by averaglng the individual measurements as a func-

t1on of 6 and ¢ in rec1proca1 space. The average background

values should be more accurate than the individual valueS‘

'

P
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these were measured for a relatively short period of time,
especially on the Picker diffractometer.

Absorption effects were corrected by the method of
North et al. (1968) In the case of the GTUA data, a crack
in the crystal causgd the empirical absorption curve to be
unreiiable. Thefeffore, an approximatg absorption curve was
derived by comparing the derivative data to the absorption-
corrected GTN2 data as a function of ¢.

Radiation decay was evaluated as a function of € and
time for four of the data sets, then corrected by the method
of Hendrickson (1976). 1In this procedure, decay is usually
evaluated by collecting a set;of reflections at the begin:
ning and end of data collection. For GTUA, however, the
decay‘stapdards had not been collected. Instead, the GTUA
data were compared to the decay-corrected GTN2 data as a
function of 6 and time. The improvement in the heavy-atom
differences was not judgea fo be sufficient to warrant ap-
plying this procedure to the GTM2 and GTP! data; these data
were corpected for decay as a fpncﬁion of time only, as
monitored by several standard reflections.

Since the final quality of a protgin model depends on
the quqlity of the data agaihst which it is refined, it 1is

. * ’
‘useful to discuss these“data.in somewhat more detail. The
GTN3 data were collected from a single crystal measuring ap-

proximately 1.0mm 1in the longest dimension and 0.45mm in the

]
4

shortest.dimension.\ The diffraction limit was estimated by —

performing quick scans of reflections in several resolution
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g
ranges; it was determined that relatively few intensities
would be observed at greater than about 1.7& resolution.

‘ ATo minimize the effect of radiation damage on the‘réla—
tively weak high'resolution‘reflections, the dagg‘were‘col—
lected in two shells. First, about 1300 ?eflections cover-
ing the overall reso&ution limits from 22.1 to 1.78 were
collected as decay standards. Next, ‘the data in the 2.0 to
1.78 high resolution shell were collected. After the decay
standards had been collected again, the 22.1 to 1.99& data
were collected, allowing an overlap of about 200 r;flections
with the high resolution shell. Finally, the decay stand—?
ards were collected for a third time. _ \

The decay standards were used éd estimate parameters
for the radiation damage model of Hendrickson (1976). The
maximum decay correction factor appliedlin thé high resolu-
tion shell was 1.25 (at 1.78 resolution), corresponding to a
20% loss.in intensity. For the low resolution shell, the
‘maximum correction factor was 1.70 (41% loss in'intensity)
at 1.99& resolution. When this muchvdécay occurs, one must
be concerned about the adeguacy of the radiation damage
model. An indication of the quality,sf the decay correction
can be gained from the agreemeht between separate measure-
ments of fhe intensities. Rmergé(=Z(I-T)/ZI) had a value of
5.5% for the three sets of decay standards.

Finally,«tﬁe GTN3 data were placed on én absolute scale

usfng\¥he program ORESTES (Thiessén and Levy, 1973), which

. found a scale of 17.6 and a mean isotropiec temperature

"



factor (B) of 17.382.
Figure I1.1 shows, as a function of resolution, the
fraction of reflections ;lassified as observed by the crite-

rion that ! 1s greater than either one or two times 1its
standard deviation, o(I). Ffom the trend in Figure I11.1,
one would expect a dim{nishing return in the amount of addi-
tional information to be obtained by measuring data at
higher than 1.78 resolution. Still, it is apparent that the
crystal diffracts somewhat beyond 1.7& resolution.- The 2.0A&

boundary between the two resolution shells in which data

were collected shows up in this histogram as a slight -

S
b
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Figure II.1. Observed Reflections in SGT High Resolution
Data. The histograms indicate, as a function of resolution,
the fraction of reflections in the SGT high resolution data
set classified as observed by the criterion that either
I>0(1) (upper histogram) or I1>20(I) (lower histogram).
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discontinuity at the corresponding value of (sin€é/N)2, i.e.,

0.062587 2. Had the data not been collected in dhells, there
|

would have been a greater loss in the number of reflections
}

with significant intensities at high resolutionJ
;

Moiecular Replacement

The structure of SGT was solved pihmarily by ihe molec-
ular replacement method (Rossmann, 1973), with some addi-
tional phase information from isomorphous replacement. In

v /
the molecular-}eplacement method, one requirés a‘search
model that is expected to be fairly similar to the unknown
N ’

structure. Two reasonable models for SGT are BT [the model
of Chambers and Stroud (1979) was used], which has 33% se-
guence identity sted on structural alignments,'andyéhi‘ﬁ
(Birktoft.and Bléw, 1972), which has 32% sequence identity.
Coordinates for BT and CHT were obtained from the Brookhaven
Protein Data Bank (Bernstein et al., 1977). ¥7

The first task in the molecular replaceﬁent method 1is
to find the rotational parameters that place the model
sﬁrﬁctpre in the same orientation as the homologous struc-
ture in the crystal. The fOtation function (Rossmann and
Blow, 1962) that solves this problem can be understood 1in
terms'of,the Patterson function. Intramolecular vectofs,
“i.e., peaks corresponding to véctors between atoms within
the same moiecule, wi;l be concentggted near the 'ovrigin of
the Patterson map. A similar set of\bectefsywbut‘in a/aif-

ferent ‘orientation, will be found near the origin of the
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model Patterson map. fhe orientation of the model Patterson
map that maximizes the agreement near the origin with the
observed Patterson map will be the orientation reqguired to
orient the model like the unknown structure.

This work used Crowther's (1973) fast rotation func-
tion, which 1is similar in concept to that of Rossmann’ and
Blow (l9é2). Normalized structure factor amplitudes (|E|s)

were used. For the observed GTN2 data, |E,|s were deter-

ol
mined using the program ORESTES (Thiessen and Levy, 1973),
which found an absolute scale of 19.0 and a mean B-factor of
17.282. |Ec|s were computed.for molecular replacement models
placed in a cubic cell of symmetry P1, with a unit cell edge
of 60R. BT and CHT have dimensions of approximately‘
40x40x45§; with an upper integration limit* of about 21K,
one should expect little\con£ribution of intermolecular vec-
tors to the rotation function (Lifchitz, 1983). The rota-
tion function was calculated initially on a 5° grid for an
asymmetric unit of rotation function space (Rao et al.,
1980); the Euler angles «, B, and y defining the orientation
are those given by Crowther (1973). Promisiné peaks were
evaluated with a 1° interval in the Euler an?le B (the pro-

gra® ddes not allow finer than 5° sampling in the angles a

and yJ) and the best interpolated peak position was ei;imated

by eye. The interpolation was to the nearest degree in a

and y, and to the nearest tenth of a degree in B. Some

1N

*The integration limits correspond to the distances from the
origin over which the Patterson maps are compared. ‘
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!

rotation function results are summarliszed 1n Table 11.3,

Most of the work with the rotation function involved BT, so
the discussion will center on the use of that model.

As shown iﬁ Table 11.3, there are a number of variable
parameters ;n the use of the rotation function. Judging
from the results obtained when all of BT was used as the
model, the most important varilables arewthe resolution lim-
its and the number of strong reflections accepted. If both
accuracy and signal-to-noise are considered, the best re-
sults were obtained when medium resolution (dyi,=3.5&) data
were used.- (Note that in the second run using 5.0& data,
though the orientation obtained from the rotation function
peak was very accurate, the peak was quite bréad and was
difficult to interpolate precisely.) The lack of accuracy
of the run using 2.88 data might be attributed in part to
the structural diffefences that become more significant at
thig resolution.‘ Another factor could be the low value of
the upper integrationtlimit; in the version of the fast ro-
tatioy functiogr program that was -used, this integration

/
lipit must be no greater than about 6xamin. ' According to
Liﬁsﬁiﬁz(1983), the uppér'iktegration limit should be the
mean value of the padii for the principal axes of an ellipse
that approximates the shape of the molecuie. On this basis;
218 would be a good choiée. Ho&ever, the correct answer was

7 ,
obtained with the 5.0& data only when this limit was 27&.

The results in Table II.3 indicate little sensitivity to the

lower integration radius, but only values near dp;, were

.-
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used. . .

Reflections within the resolution limits are screened
furthér.on the basis of a minimum intensity value. When too
few reflections were accepted for the low resolution data,
the correct orientation was indfcated by only a small peak,
"with a heiéht of 3.04 standard deviations above the mean.
For the 3.5R& data, increasing the number of reflections ac-

o . :
cepted improved both the height and the accuracy of the ro-
tation ft‘mct‘ion solut 1‘
- ————
It was expected thaf, if the model of BT.were edited to

remove parts that differ from SGT, a better molecular re-

~r
placement model would result. For the rotation function, at
! e
least, this expectation was not entirely realized. Two

edited models were used. The first, which @ili be éalled
thet Jurdsek model, was produced by removiﬁg,segﬁents fhat
Jurasek et al. (1976) judged would take up a different con-
formation in SGT than 1in Bf.g For this model, the following"-
25.residues, containing 174'atom$, were femoved:’.‘
ASn34-Tyr39, Asn97-ThrbB8, Ser110-1kei21, GIn175-Asn179 and
~Ser202—Gly207. Since BT contains 1629,n$n-hydro§en atoms,
the Jurasek model comprises about 89% 6f BT.. The seéond
modél, éalléd the cthervativg.mqgel, was hadetby.retéining
only those main-chain and‘side—chéin'atoms'of BT that wéré

: cénsidered most likely to be‘cgﬂﬁérvedfin SGT. The choice
‘of éonserved)at?mé;was based on the.séquénce alignments and

assignments of conserved structuge’ in James et al. (1978).

In\thig model there were 898 atoms, about 55% of BT. The

ot
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: : . ) .. & .
-~rotation function calculated with the Jurasek model had a

slightly less favourable signa}—to-noise ratio, but the
position of the peak was more accurate than in the compar-
able run using all of BT (Table I11.3). With the conserva-
tive model, the Correct peak became the third highest, with
a height of only 3.39 stanéaid deviations above the mean.
For the rotation function calculated with CHT as a

model, the parameters uere chosen according to the experi-
ence with BT, and an unambiguous peak resulted. When the

orientation of CHT was compared with that of BT, 1t %as

found that the two orientations agreed within a few degrees.

" Combined with the height of the peaks for the two models,

this provided convincing evidence that the orientation was
correct.

The second task in the molecular replacement solution
of a crystal structureAES to find the franslation vector
which places thevoriented model in the correct place in_ the
unit cell. This tpauslation part of thelmolecular replace:
ment probleﬁ was solved uéing a brute-force technique. The
progfam BRUTE, written by M. Fujinaga, calculates structure
factors for an oriented model translated over an array of
possible p051t10ns in the unit cell. To save computing
t1me,:the structure factor calculatlon is factored into mo-
lecular transform and translatlonal components. The pos-
sible translation vectors are evaluated by the ag:eement be-

tween the observed and calculated structure factors, meas-
L

1
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ured either by R-factors’ or by correlation coefficients.*”’
For this work, the correlaﬁion Qﬁtween |Fo| and |F.| was
used.

In some tests of BRUTE perfbrmed since this work was
done, M. Fujilnaga (personal communication) has observed that
the best results, measu;ed by"signal—to—néise criteria, are
generally obtained by using the correlation coefficient be-

¢
tween |FO[2 and IFC]? instead. This observation can be ra-
tionalized as follows. Generally we have used a fairly nar-
row resolution range of data for these computations, 1n
‘which case this correlation coefficient is virtually the
same as the correlation between [Eo|3 and |EC|2. As dis-
cussed in Chapter 1V, the correlation coefficlent on |E|2 is
an estimate of 0A2 (Haub{man, 1982), which in turn varies
monotonically with the mean figbre of merit of the model -
phases (Srinivasas and Chandrasekaran, 1966). Alterna-
tively, noting that the mean value of a ma§ will be zero
when the reciprocal lattice origin term 1is zeré and appiying

. . ..
the convolution theorem, this correlation is equivalent to

the correlation between the two origin-removed Patterson

r

maps fMﬂ Fujinaga, personal communication). Thus the posi-

s

’The R-factor is a measure of agreement between observed and
calculated structure factors defined as =
R=Z| |Fo|-{Fc||/Z|Fo]. | N

‘The coefficient of correlation between t
y is given by r=Z(x-x) (y-y)/[Z(x-%)2z(y-y

>

WO Vﬁriables x and
1211/2
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tion of the model that maximizes the co;relation between v
]FO|2 and |FC|2 will be the one that minimizes the phase
error and maximizes the agreement with the observed origin-
removed Patterson map.  This may be contrasted with the tra-
ditional translation functions, e.g.,‘that of Tollin (1966),
in whichlonly those parts of the Patterson that arise from a
particular symmetry axis are compared.

In order not to miss the'corrélation peak one must use
: é sufficiently fine translation grid, which depends on the
resolution of the data used. Spme numerical éxp@riments
suggested that a grid spacing of dpin/4 would be adequate,
so this was used in most translation experiments. ‘ -.
Rabinovitch and Shakked (1984) have also s:ggested a value
of dpin/4. althpugh they were using R-factors to judge the
translafions. Subsequent experience indicates that it .is
best to repeat the search with the translation origin offset
by 1/2 grid unit in each of x, y and z. Though one does not-
entirély miss a peak when the grid spacing is dpijp/4, the -
correlation can be reduced‘suffitiently that it\is difficult
to distingu?éh the peak from noise, especidally if the molec-
ular replacement model is not particularly good.

Since all possible choices'of unit cell origiﬁ are
equally valid, it is not necessary to searcﬁ the éntire un@t
cell. The volume to be éearchéd isvfeduced‘to the unigue
set 6f vectors'relative to a possible choice of origin,
which'ig not necessarily equivalent to the crygtallographic
asymmetric uhit. For C222{;-as for'other orthorhombic space
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groups, only the vectors from 0 to 1/2 1in each of £hehunit
cell axes a, b and ¢ need be considered.

The first attempts to solve the translation problem
used BT oriented according'to-the 2.8& rotatien function re;
sult. In retrospect, this was the worst possible choice
since this orientation was in error by 6.9° (Table 11.3).

At the time, however, 1t seemed‘tﬁat the use of higher reso-
lution data should lead to a sharper and more accurate rota-
tion function peak. Also, the rotation function with CHT
had not yet been calculated, so the use of CHT was not con-
sidered at this point.

*In different attempts to solve the translation problen,
Yaﬁfqus shells of data were used} 4-5&, 8-10& or 10—20&; No
consistent answer emergea from theée attempts, ahd in ho
case was a peék observed much above the background noise.

An attempt was made to use packing restrictions to reduce
the ambiguity. Hendrickson and Ward (1976) measure the
amount of molecular overlap with a packing function defined
as the volume taken up in the cell by the whole set of sym-
metry-related molecules; divideé by the volume that would be
occupied if there were no molecular overlap. This paéking
function takes a maximum value of one when the symmetry-re-
~lated molecules do not in£erpenetrate. Even with packing
information;.however, it was not possible to resolve the
“ambigquity. (n hihdsight, this failure is nbt surprising;
the correctheak was néyef the. highest in any of the initial
attempts‘tovsolve the t;;ﬁslation pfoblem. |

-

’ /4
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"Several observations suggested that the failure was
caused by inaccuracy of the orientational parameters. The
several runs of the rotation function gave peaks that dif-
fered by several degrees. Also, experience with BRUTE in
éh{s léboratory showed that correlafion coefficients of 0.3
or greater would be found for 4-5& data at the correct
translation; using the orientation of BT found with the 2.8%
rotation functioﬁ, the highest correlations had been of the
order of 0.18. At thils point, ﬁhe orientation of BT was
verified by calc;lating the rotation function with CHT.

o
Sincg.CHT gave a higher rotation function peak than BT
(Table. 11.3), it was used in the next stage of the molecular

1
replacement work.

The néw approach was to perform a brute-force 6-dimen-
sional search for the correct origntatioﬁ and position of
the molecular replacement model. This approach 1s quite
computationally intensive, both because of the increased
number of’dimensions in the problem and because the molecu-
lar transform.must be recbmputed_for each new orientation,
Tﬂerefore, it was necessary to limit the search to render it
practicall
>‘ The search of fhe.orientational parameters was limited
to values near the rotation function peak, and this search
was performed in terms of the orientatidnal space 6,, B, 6-
(64=aty, 6_=a-y). As discussed by Lattman (1973), who de-

fined similar variablés.using‘an alternate Euler angle-con-

vention, these variables are more nearly locally orthogonal
o ‘

- . TN

\ o
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than a, B, Yy, SO searches 1n this space are more efficient.
The model was placed with its center of mass at the origin
so that reorientations would not aéfect the.translational
component. For a model with a radius of about 203, a rota-
tion of 3° will shift the atoms a maximum of about 1&, so
the 1ncrements in 6,, B and 6._ :ere chosen to be equivaient
to rotations of about 3° initially. These increments can be
calculated using aﬁ equation of Lattman (1973); the rota-
tional difference between two orienta?ions, X3, 1s approxim-
ated by

Xd2 = A8+2c052(ﬁ/2) + AB2 + 86 _2sin?(B/2)

(In the current version §f BRUTE6D,.the rotational search is
performed by orienting the model, then applying rotations
about the new x, y and z’axes. These rotational "variables
are also locally orthogonal, but they are more easily under-
stood, and B values of 0 or 90° do not lead to special
cases. )

The search of the translational parameters was limited
to parts of the unit cell where the packing function |
(Hendrickson and Ward, 1976) had values of about 0.9 or
greater. Two rectangglar regions, centered on the two peaks
in.the'paéking functig;, were chosén: x=5.5—29.53,
§=1.5—f5302, z=8.5-19.08 and x=10.5-28.5%, y=7.0-25;0i,
‘z=40(0—50.58. These<fegions contain only about 12% of tﬁe‘
volume théf‘would-be searched if packing were not consid-
‘ered. In a Seérch on‘é 18 grid, it is possible to miss the

center of a peak by as much as 9.87&. The same éoverage can
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be attained much more efficiently using a body-centered

cubic grid. With two runs on a 1.5& grid, the second dis-

| N

placed from the first by 0.75&8 in each of x,’y and z, the
max imum distqﬁce by which a peak can be missed is only
0.84R&, but only 0.59 times as many points need be evaluated
as with the 18 grid.

Even wiﬁh these limits, the search using 4-5& data (925
reflections) with 8 possible orientations centered on the
CHT rotation function result took about 6.5 hours on an
FPS 190L array. processor. Therefore, 1t was not practical
tb repeat the search using data from several alternative
resolbtion ranges. The range of 4-5& was chosen in part be-
caﬁse other structufes had been solved in this laboratory
using data erm that range. It is deéirab1e to use low res-
olut{bn data in order to maximize fhe translation grid spac-
ing, and ‘thereby minimize the number of points to be evalu-
ated. Also, the effect of diffefences between the crystal
structure and the mdfecular téplacement model will be less
pronounced at lower resolution. 'However, moiecular replace-

ent.modeis do not account for‘the'disordefed;solvént_préfa
sent in the crystal. Since the contribution of disordered
;olvent wil; be min{mal at higher than 5& resolution, the
cﬁéice of 4—58 data is reasonable. | ’} |

Using this 6-dimensiohal search‘piocedure, an unambig—
‘ﬁods orientation and pésition was found for CHT, with a cor-

" relation coefficient of 0.208. Successively finer searches

“around this solution increased the correlation to 0.274.

I3
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(Some results of 6-dimensional molecular «areplacement trials
are summarized in Table 11.4.) The model at this point in-
cluded all of CHT: even those parts (such as the N—terminal
8 residues) that could not have any counterpart in SGT. In
addition, an analysis of cryétal packing indicated some re-
gions of the CHT médel where alterations must be considered.
Accordingly, a new molecular replacement model was generated
by removing 56 residues;vor 24% of the s%rucfure. When this
model was. adjusted with BRUTE6D, the correlation increased
tb 0.288. The model was then edited further by removing all

[eo]

atoms further than 198 from the center of mass, leaving 1089

Table 11.4

Six-dimensional Molecular Replacement Results

Search model Correlation Euler angles(°) Center
: coefficient” of mass(A&)
CHT : :
all” - 0.274 28.0,87.4,-6.0 19.4,22.1,42.5
close contacts ) :
deleted 0.288 28.0,87.4,-6.0 18.5,22.2,43.0
spherically ‘ .
truncated? - 0,322 27.5,87.8,-6.0 18.2,22.7,42.7
BT . | | |
Jurasek model 0.344 66.1,-42.4,-81.9 19.4,21.8,41.2

Elose contacts ) '
deleted? 0.339 66.3,-42.6,-82.4 18.4,21.4,42.6

'All correlation coefficients were calculated:with’the 925
refleétions in the 4-5& resolution shell. .
*Final mUTicular replacement model.

i
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atoms (63% of CHT). This was motivated by the knowledge
that the cores of homologous proteins are more similar than
their peripheries. Adjustment of this new edited model with
BRUTE6D increased the correlation further to 0.322.

The molecular rgplacement solution was verified by
phasing the heavy atom differences for GTUA with the edited
CHT model of SGT. A single peak in the electron density was
found. This peak was ,consistent with the single site deter-
mined from the difference Patterson map for this deriv?tive
(see below). N p

The molecular feplacement with BT could have been per-
formed by positioning BT at ﬁhe same site as CHT. Instead,
the 6-dimensional search technique was tested further by re-

peating the limited search using BT. Because of the experi-

ence that an edited model was superior for the 6-dimensional

| search, the Jurasek model of BT described above was used.

R

To. make comparisons with CHT easier, the¢symmetry-related
rotation function peak corresponding to the CHT orientation

was used for the starting orientation. A single solution,

2

‘consistent with the CHT'solution, was found. After finer

adjustment of the parameters, this model gave a correlation
of 0.344. A furth%f 21 amin%&acid residues were removed
after an-analysis of crystal‘packing cont s, but in con-

e

A : ¥ < .
trast to the CHT case, the correlatlonrgfter furth‘ér adjust-

, _ﬁnt dropped to 0}’339. Nonetheless, because of the relief

of packing contacts, this was chosen as the final molecular

replacement model based O*T.
. : ¥
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In the course of using the program BRUTE6D, 1t was ob-
served that as the correlation peak became higher, so did
the level of the background. Though the correlation was
calculated on |F|, this 1s easier to understand in terms of
the interpretation of the corgelation on ]F]2 as a correla-
tion between origin-removed Patterson maps. The background,
or the translation-independent part of the correlation, must
arise from the intramolecular vectors in the Patterson map.
To test this interpretation, thé symmetry-related molecules
were 'lignored by working in the space group Cl1. Native data
in the 4.2-4.5% resolution shell were expanded to Cl; using
BRUTE6D, correlation coefficients were calculated for a num-
ber of qrientations of BT centered on 'its final orientation.
The highest correlation, 0.092, was obtained\at the final
molecular replacement orientation, while a cokrelation of
only 0.023 was obtained for the orientation from the 2.88
rotation function. With the orientation from the first 3.5&
rotation result in Table 11.3, the correlation was 0.083.
Thi§ sugggsts that part of the improvement over the 2.8& ro-
tation funcfiéﬁ may come from neglecting the higher resolu-
tion data. A second experiment, stiii in the space group C1
but using unexpénded 4-5R data, gave similar results but the
correlation did not fall off guite so cieanly as a function
of éngularﬁﬂeviafion from the .final o}iehtation. This ap-
proach may'gg\of uge for refining the orientations obtained
o fggﬁ\(§tatidh functions without increasing thé

_giménsidhality of the molecular replacement problem.

N3
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The phases from BT and CHT were combined by the method

of Hendrickson and Lattman (1970) and were used to phase
heavy atom differences in order to solve the i1somorphous
derivatives. At this point in the work, phase probabilities
were estimated using the equations of Woolfson (1956) ané_
Sim (1959,1960), with the parameter Ly estimated as

/
suggested by Blundell and Johnson (1976, p. 418). As dis-

cussed in Chapter IV, this leads to a drastic overestimation
]

of model phase accuracy.

Multiple Isomofphous Replacement .
Several sets éf data‘for isomorphous derivatives had
‘béén collected by G. D. Brayer. Of these, three proved to
be §uitablq.for further analysis (Tabie I1.2). The nétive
E&\ protein data set GTN2 wag used to determlne tbe isomorphou5
N ‘ & B
differences.
In the derivative data sets, Friedel pairs ‘had not beeﬁ
colleéted throughout data collecéion; insteaé, after a num-
ber suffic#¥nt to judge the quality of the anomalous signal
had been collected, only the positive 6 member of the pai;
was measufgd. Since the aata were collected with the fetip‘
rocal lattice index h varying least rapidly, the Friedel
pairs all have low h ﬁhdices, prically less than 8.
For tHe ta1cUlatiod of both isomofphous and anomalous
différences, the local scaling progedure of %mi;h ané.

Hendrickson (1982) was used to minimize systematic errors in

the differences. (The programs used to calculate and épply
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the local scale factors wére kindly supplied by S. Sheriff.)
Isomorphous differences are suffiqiently large as a rule
that this procedure 1s probably‘unnecessary, but the use of
local scales has been shown to improve dramatically the
quality of anomalous differences (Hendrickson and Teeﬁer,
1981; Smith and Hendrickson, 1982).

The only derivative for which the difference Patterson
map wés interpretable ;as GTUA. The solution of this deriv-
ative in terms of a single site was straightforward, espe-
cially when gata to only S5& resolution were used in the cal-
culation of the Patterson map. When data to higher resolu-
tion were included, the height of the peaks dropped substan-
tially. Both the isomorphous and anomalous difference
Patterson maps could be interpreted; the gquality of these
maps is demonstrated in Figure II.2, in which the Harker
section at w=1/2 1is showq for each map. The GTUA derivative
was the most useful,” even though the_crystaigfrom which
these data were collected was cracked. Alsb,'though the
anomalous signal was strong enough that the anomalous dif-

ference Patterson was interpretable, only a subset of the

A

»'anomalous differences were available from the GTUA data.

Ny

Accordingly, a second uranyl acetate derivative data set,

. o \ .
GTU2, was cdllected and a full set of anomalous differences
was obtained However, it became éiident that the uranyl

site in the new crystéi had a relatively low occupancy, so

the GTUA data were not discarded.



(b)

'Figure I1.2. GTUA Isomorphous and Anomalous Difference .
Patterson Maps. Harker sections at w=1/2 for GTUA uranyl

acetate derivative from: (a) isomorphous difference
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Patterson map (b) anomalous difference Patterson map. Both

maps use data to 5.08 resolution.
positions are all symmetry-related; the cross in each map

The 8 peaks in general

indicates 2x, 2y for the refined uranyl site,
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When the molecular replacement splution was achieved,
the other derivatijves were solved using the combined phases

. N
from the final BT and CHT molecUlar replacement models tbo

; -
phase the zsomorphous heavy atom dxfferences This pgoag%

dure was also used to find the correct hand and origin Ior

4

the uranyl acetate derivative. For each derivative, the

‘ gm)or 51te was close to the site detgrmined for GTUA; for

A

GTPL two addltlonal minor sltes were chosen and for GTM2 'a
51ngle add1t1onal site was found.

.‘/The heav atom 51tes ere refined u lng a program of
| y % g

-

"‘Adams et al;.(1969%¢ DQringfthis'refinement, the two minor

.o,

‘>:TTEB fdr'GTP1 were discarded. Refinement of heavy .atom

parameters was not ‘stable when data beyond 4R resolution or
! . L

non-centric data were ineluded. Therefore, anly centric
~ . N

data from 10 to 4K resolution were used for the final cycles

L m 87 AR )

of refiq?menth Ref1nement of thermal parameters 'did not be-

Y. uu.,";

‘nhavé‘Well with thlS llmltedvresolutlon range, so the

l < " W

B-factors were set to reasonabye values and'only the

Ty i)

ocQupanc1e6 were varled The"fdnal set of heavy’ atom sltes

(l.

.1s glven”ln Table II 5.. ?':-U , e

.

The quallty of the MIR“phases and the rontrlbutlon of
IR N A

each der1Vat1ve can be judgeﬁ By several crlterla. These

& “\ ’po

'areaﬁummarlzed in Table DA 6.f.F1gure 1.3 shows €E2 pha51ng'

- oO i o .
. power of each dér1Vat1ve and the mean fféﬁre of~mer1t as a

A v N . oo
Tables II 5 and II 6 and*1n Flgure II 3 ‘one can see that -

functzon {f resolutlbn._ (The overall mean flgure of mer1t

"’for data to 2 8? resolutlon is 0.559. ) From,the results in
”» X ] .

- 4
T .
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Table II.5 "
.. Heavy Atom Binding Sites -
i\, .
[ * ,
Derivative 9ecupancy‘ x/a y/b z/C B(&2)
GTUA ;41,8 0.3167 0.1980  0.2277 15.0
GTM?2 ' B .2 0.3303 0.1983 0.2239 10.0
' 3.2 0.4026 0.8556 0.0125 10.0
GTpP1 ° 15.1 0.3314 0.2001 0.2244 15.0

- GTU2 ) 22.4 0.3148 0.1937 - 0.2274 20.0

'Occupancy is measured in units approximately of electrons.

the MIR phasing of SGT was not particula}ly successful.
This was probabiy due to the lack of isomorphismh?hdicated
by ‘changes in cell dimensions by as much as 0.7% (a in GTPi
vSsS. a in&GTNZ, Table II.2); ﬁdhetheless, it might have been
poegible to make improvements. Judging from $ts occupancy
‘h(Table’II.S), the minor site of GTM2 should probably .have
been deleted.‘ The'data in Tabile 11.6 indicate that éTMZ and
‘ GTP1.have,major errors. In addition, other minor sites
might have been found for the derivatives. However; the
phases obtained  from molecular. réplacement'seemed'to be so
much more accurate that it was not deemed worthwhlle to pur—.

®”

_sue the MIR phaslng any further, the mean flgure of metlt.
Y, , . ,

for the comblned BT and CHT phases‘was 0.780. Though it
' turned out that the accuracy of tHe model phases had been

greatly overestlmated (Chapter IV), the electron den51ty ‘map

‘computed u51hg comblned phases was suff1c1ently good that

LIRS
AN

the strutture oI SGT could be developed I

T A
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Table 11.6

Heavy Atom Refinement Statistics

R-factors
(numbers of reflections used)

Derivative Riso' Rano’ RC‘ rms Fy’. rms Ey’
GTUA 0.264 0.100 0.754 118.4 148.9
(5718) (1613) (870)
GTM2 0.122 0.046 0.921 41.7 78 .1
(5706) (1272) (868)
. GTP1 0.138 0.058 0.888 42.9 87.7
(5688) (1739) ~  .(866) :
GTU2 0.129 0.089 0.792-°  58.6 69.0
” (571.7) (4780) (870) ‘

'Riso=Z| |Fpy|-|Fpl|/Z]Fp| and Rano=Z||Fpy*|-|Fpu~||/Z|Fpy]
where FPHT (|Fpy* | +|Fpy~ for the reflections for which
both méasurements are available. These R-factors were cal-
-culated after application of local scales.
Z|||FPH|*|FP||’|FHL|/Z|IFPHI+|FPlll where the sums are
"taien over centric data (Cullis et al., 1961).

is the scattering contribution from ‘the heavy atom model
ang Ey is the lack-of-closure error (Bow and Crick, 1959).

SGT Model—building and Refinement
Molecular replacement and MIR phases were comb1ned by

the method of Hendr1ckson and Lattman. (1970) Model phase

probabilities were‘estlmated, as discussed abpve, with the

&,

eQUations of Woolfson (1956) .and Sim (1959}19602, and the

estimate of Ly given by Blundell and Johnson (1976) . The
,electfoéfdensicyﬂnap.used in the initial mcdel—bulldingﬁwas.
compuﬁed w1th the Fourier coeff1c1ents | N
![mcomblFolexp(lacomb)] The .starting model for SGT was a
mutated" BT, generated by SUbst1tut1ng the side- chalns of

"non conServed amino ac1ds accord1ng to the” sequence



51

20
0

18
08

18
oe

14
04

Phasing Power
12
00 02

Mean m

08, 10

X}

04

02

00

T T - T T
Q02 004 006 008 010 onr O 010 ['R1:}

sing/A (A")

-~
32

Figure II1.3. MIR Phasing Power and Figures of Merit. Varia-
tion of phasing power([=(rms Fy)/(rms Ey)] and mean figure of
merit as a function of resolution. The lower curves repre—
sent the phasing power of GTUA (open circles), GTM2
(squares), GTP1 (triangles) and GTU2 (d&amonds) The uppem
curve (f1lled circles) and the scale to the right shows the
mean figure of merlt as a function of resolution.

4

alignment of JurasSek et al. (1976). The structure of BT was
that of Chambers and‘Stroud (1979),-obtained from the . -
Brookhaven Proteln Data Bank (Bernsteln et al., 1977). The

mutated modei was_ f it 1nto the electron den51ty, where pos-

-
" I

51blé, and am1no acid re51dues were deleted from the model

in regions where the map was unclear.
, s i B I, . X . ;
This first model which contained 204 Tesidues, was re-

f1ned for 7 cycles agalnst the GTN2. data from 6 0-2. 88 reso- .

lutlon “having I>3a(I) us;ng the recxprocah»space te-

’

strained-parameter least‘squares refrnement program of

ES
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Hendrickson and .Konnert (1980). kThe course of the struc-
ture refinement 1s summarized in Table §3.7.) The R-factor
on these data dropped from 0.487 to'O.425.‘ Maps were com-
puted using the following expressions for Fourier coeffj-
cients: [(2|F |- |F.|)exp(iac)], [(2mC|FO{-|FC|)exp(iac)],
and [mcomb|Fo1exP(i“cdhb)]- (Model phase probabilitiés were
determined as for the initial combinéd phase map.) Examina-
tion of these maps revealedfthat th%re was, a serious modél

. W N
bias in the combined phase maps and that parts of BT in-

cluded in the first model of SGT should have been omitted.

This observation prompted the work on phase probabilities
and mdp .coefficients that culminated in.the results reported

in Chapter IV.

The approach descr*bed in Chapter v e.blved in paral-

N 4

lel with the structure of SGT.- The exact expression for map

coefficients varied through the structure refinement, but

-

between cycles 7 and»35 the philospphy'das to use coeffif

cients that rediice model bias in the combined phase map,

C N

where the ‘expression to reduce model bias varies according
\....J’

to the extent to which the model determlnes the phase for an

individual reflection. " After cycle -35, the MIR’ phases had

very little influence on the combined phases, so-thelr use;

Ce - .
EES .
. . »*
. v

was discontinued. .

At each point of.manual intervention inf efinement

4

,‘process, the model was '’ exam1ned and evalua d on. .an .MMS- X

i ey

,"1nteract1ve graphlcs device (Barry et &L/, 1976) u51ng the

bmacromolecular modelllng program M3 wrltten by c. Broughton_

\\‘ .

.* —
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(§ielecki et al., 1982) . Incorrectly positioned amino acid
residues were adjusted, if possible, or'removed if the elec-
tron density‘was not yet clear enough,.and missing residues
were addedjés they became visible. 1In some cases, the main-
chain was clearly visible, while the side-chain was not;
these residues were temporarily replaced by alanines an the
hope that further refinement would clarify the details suf-
ficiently. ‘

In the égriy stagés:of'refinement, extensive 1nterven-
'.gion was necessary. For example, at cycle 7 the protein R
méﬁel was édjusted three times before rTeflnement. was
restarted. The first time, almost the ehtire médel was re-
buil®: 41 residues were removed ®nd 7 were addégﬂ This new
model  was gSed to calculate phases that were then combined
with MIR phases to produce a new map. Using the new map,

.

reasonable positions'could be found ﬁbr 27 residues that had

not been-in the model, though 3 more residues were deleted.
In this map, an incorrect sequence alignment involving the
segment $er60B-Thr67. was detected. The second new model was

déed to produce anotherrnew map, from wﬁich'thé_p%§itiogs of

6 addltlonal re51dues could be deduced. Without the benef i

"of reflnement, thlS extehsive mode rebu11dLng lower

L -

 ;«R-facto; from 0ﬂ425'to»0.390, even though the new model con-

S i % i , - . S

tained»d fewer residues. AsAthe’refihément éontinuéd‘ prb—
gre551vely less manual 1ntervent10n was requ1red at each A '\\‘\
‘stage. : | | | B J |
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Not until cycle 67 was the polypeptide chain tracﬂng
™~
completed. At this point, it was recognized that the

published sequence of SGT (Olafson et al., 1975) should be.

corrected by the insertion of 2 residues near position 76.

Four residues, Gln75-Ser79 in the current seguence, were in-

‘f‘?

cluded as alanines for the next set of refinement cycles.
In the electron density map calculated at cycle 78, these

residues were interpreted as Gln-Ser-Gly-Ser. Since then,

Ser79 has been reinterpreted as an alanine, and 1t héﬁ”bé—
come apparent that residue 77 is not a glycine. FElectron

density in this region of the final map, shown in Figure

11.4, 1s consistent with a dlsordered 51de chain at poZition
F .

77. The side-chain density for this re51due is very weak

comparged tojthe main-chain density, which persists to a Eonf
tour level of .0.70e/83.5 Though it could be interpreted as a .

threonfne,(as shown in Figure I1. 4"od'a valine, the weak-

[y

ness of the den51ty spggests that EhlS re51du might have a
longer 51ge chain tﬁ&t is dssordered about the X; rotation.
A longer 51de—cha1n could be aCComodated,.as 1t would pro-

ject into the SOlQQPt.‘ Because its 1dent1ty is-ambiguous,
1

“residue 77 has been left as a glyc1ne. _Slnce ‘the sidé-chdin
is qu1te-dlsordered, 1tsAomzsqlen3§hould'have minimal effect
on the phasing model. . ” : Q&”‘ '

.

AN . . - .
*All electron density maps were-calculated omitting the con-
~tribution. of the Fpgp:term and thus have a mean electron
nsity of zero. Contour levels therefore do not refer to
actual electron density but: rather to the dev1at10n'
ve the mean den51ty of the map o i ‘

e 3 ’ co

.t
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Figure II.4. Electron Density in Region of Sequence , )
Correction. The curreny interpretation of SGT ir the segment®
Gln75-Val81 is shown in solid lines with electron density
from the final map at refinement cycle 113. Dashed linhes
how the position a threonine side-chain could take at resi-

~due 77. The map, tomputed with Fourier coefficients

. [2me |Fo | -D|F. | Jexp(iac) ]  (see Chapter IV), is contoured at
a density of 0.30e/&3; contours further than 1.58 from atoms
10 the figure are omitted for clarity. : C

~ Some ;esidugs wgre-left in the médel-as?alaninés upﬁil
.;};very late in the refinement.. The last 3 sjde-chqﬁns ;ére
; added at ¢y21;:100, completing the protein_mpdel{ E;;n nou,;
ihe'gositién of;so@é Sidé—ehains i;‘somehhaf arbif;éry,'pre-

sumably'bécauSe’Of_thermaL.motion or‘Static disorder in



I_thoir positions. Table 1I1.8 ~summarizes the reaidues—for
which the electron density 1s not entirely-satisfactory. In
Table iI.8, when the density is referred to as noisy, there
are often inaications of static disorder about some of‘the"
rotatable bon@s, but the conformation cnosén‘for the struc-
tural model 1is likely the predominant one. The noisé can
appear as an extra lump in an alternate dlrectlon to which
the sidg-chain could point, but complete, density for an

. ] o
alternate conformation is not generally seen. Only for the

. ) ¢
Table I11.8

Residues with Poor Electron Density in Final Map

»

Residue Comment
. P

Thr20 - Possible static disorder with x; rotated by -120°.
_Arg21 = Poor dénsity for guanidinium group. :
Thr65 - Possible static disorder with x; rotated by +120°.
Lys82 Good density up to NS, which is not visible.
"Arg84 Noisy density beyond C ' ,

Lys87 Very weak density beyond c®

Thr98 Possible static disorder with x1 rotated by +120°.
Gln110 N01sy side-chain density. . '

Lys122 Weak density beyond CY .
Gln133 Orientation of side-chain amide (i.e., x3 angle) ¥ |

diffdicult to establish 'from density.

Arg145 ' Density of side-chain,. which _projects into solvent
. is noisy and ambiguouys. »
y ambiguoys qé/;;§ . S

Asni74 Little dens1ty for O a »
Gln192 Den51ty noisy and weak beyond- CB Lt ,
Asn204 Noisy den51ty, p0551b1y ‘due to Btatic dlsorder ~
T about xi. .
Asp205 Very weak dens1ty for CB carboxyl group density is
noisy.

'Ser236  Possible static disorder about X1 rotation.

Arg243 Density is ve'y noisy; side-chain conformat1on
B past CY is. essentlally*arbltrary
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-

4 shorter side-chains, such as threonine or serine, is it

sometimes possible to assign two alternative positions. For

these c&ses, the refinement might have benefited.from'having

3
3

a version of the refinement program that allows for statjc

4 disordet (Smith et al., I984l3, Figure I1.5 shows electron

“@?den‘:‘i\‘ty corresponding to a_oetter and a poorer‘. -region of the
final ﬁag. In‘Figure 11.5(b)-ehere 1s an example of noisy
density that can be i1nterpreted as side-chain disorder.‘ An

extra lump of deﬁsity for the side—chaih'of Asn204 could

5 arise from a conformation in whlch x1 of this residue is ap-

N pfox1mately -60°.
\ . , :
After cycle 35 of refinement, difference electron den-
sity Mags [coefficients (m.|Fo|-|F.|)exp(ia.)] were examined

to determine potential positions of solvent’mclecules,'whicb

o

were interpreted as water. Once waters were included in the
model, they were examined in the maps used to evaluate the

. N . ° "
protein model, and were deleted if the electron density was

weak 'or if the ‘peaks were not convex. One water molecule,

outstanding Hécause indicated parameter 'shifts would have

2

given 1t éinegativéyé-faofor, was‘reinterpreteo as a Ca
ion at‘oycle 57. Toward the end of refiﬁement, when if was
‘noted that few added solvent 51tes we(e satisfactory. in the *
'next electron den51ty map, new solvent sites weré'added inuch
1%%5 llberally Because water molecules contlnued ta be de—
leted, the number of accepteo water positions went %fwn'to
192 from.a hiéh of 211. ‘ o o )

’

o
3
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Figure II.5. Good and Bad Regions of Electron Density., Por-
tions of the final electron density map are shown for two
parts of the SGT model. For clarity,.contours further than
1.58 from. atohs in the figures are omitted. (a)Elegtron
density in this well-ordered part of §GT is copfioured\at -
- 0.60e/ 3.7 (b)Electron density in this more podrily-ordared
‘part of SGT is contoured at 0.35e/R3, - | :

-
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In the assignment of water positions, 1t is difficule.
?

. . R ‘ . -
to be certain that peaks in the .difference map are not just

. e . . "

. . . . . . - . N ’
noise. As.a result, 1lncorrect positions aré soméetimes cho®
sen for water molecules. " To a certain extent,\}nese are ef-

~

fectively removed from the phasing model when they’refine te.

-

low occupanciles and high B-factors. Eé%n when thig does not
ocgur, the map coefficients [(2m.|F,|-D|F.|)(exp(iac)]} lead .
to minimal model bias, as discussed 1n Chapter 1V, so that 63
incorreet waters can be @etecteﬁ.;'Nonethelees, some water

positions in the final model are still likely to be& in i

error. Fujinaga et al. (W985) removed and then redeter@ined
* [

the solvent structureﬁbf a- lytlc protease and found that T24°
oft 153 water molecules did nor‘reappear. These p:esumabry
‘incorrect waters alllhad»low»valhes of -an empirical quality.
factor,-.defined as ocq&paney2/8 (James and Sielecki,‘1983).
;By.ordering fhe”water mblecules in decreas;ng-order of qnal—

ity factor, one can wse the sequence number as a guide to
.

relative rellaballty. Rather than belng ordered by .guality

factor, however, the SGT water molecules are d~in 1in-

crea51ng order of est1mated4p051t1onal standa Pdeviation,
calculated as describéd "below. Theiatandard deviat}on.in o
5 : - ' .
'position is more easiiy rationalized as a measqre of relia-
: A o .
bil;ty,-but in. ahy event the‘order of water'ﬁoleeules de-.

rlved u51ng ‘the two measyres is very. 51m1lar. Aige water

3
A

'molecules with: seqUence numbers near 1, then, should be very

reliable, while those‘neaﬁer‘192 are'mueh,iess reliable.
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Quality of Finai Model of SGT
There are two major aspects to éonsider,when evaluating
a crystdl structure degérmination. Fifst 1s the question of
,whether‘%he structure refinement is complete. 1In a
completed refinement, there shoJld be few indications that
further change to the model is necessary, e}thef in the
parameter.shifts at the final least squares cycle or in dis-
crepancies between the atomic model and-the final electron
density map.‘ There should be a good égteement‘between the
observed and éalculated structure factors, but this should
not be achievéd at the expense Qf reasonable stereo-
chemigtry‘ The second aspect is-tHe accufacy of the model.
The accuracy thét‘can'be attained is limited by the agcuracy
and resothion of thé diffraction data, which in turn is
limited by.thé quality of the crystal. Even in a properly
refined structure, therefore, there will be coordinate |
errors. Error estimates can be essential in evaluating
' mechanistic proposals made §n the basis of enzyme models,
where the validity of a proposal can depend’on distances of
the order of 0.1&. '
Very little changed in the model of SGT after'cycle 100
of refinement. The feQ_adjustments.to the protein médel in-
volved atoms with high B-faétors, and-only water malecules
with high B—factors ahd low occﬁpangies were ‘added o?_dé—

leted. The indicated parameter shifts for éycle 119, the

final cycle, were very small; the rms shift of codrdinate

1

poéitiphs was only 0.0104&.
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Agreement between observed and.calculated structure
féqrors is.usuafiy measured by the R-factor. Though phis
meaé%re‘has litﬁle basis in statistfcal éheorf, it h;s/the
decided advantage of being familiér to crxstallograbhers.
On the other hand, crystallographers apply varying criteria
to\the ac eptgnce of reflections used to calculate the’
R-factor, 50 some of the benefié of familiarity is illusory.
For SGT, t hle R-factor 1s 0.161 for the 20046 reflections

from 8.0-1.78 having 1>0(I). These constitute 80.6% of the

measured reflections. Using all of the data (with |Fg| of

. . . . . . . kf
reflections having negative net intensities set to zero),
I § :

-

the R-factor is 0.230.

An alternative measure of agreement is the cqéfficient

. . ;

of correlation between |[F | and |F.|. This measdre 1s occa-
sioﬁally cited in the crystallographic literature (e.g.
Birktoft and Blow, 1972), but much less ofteh than the
R-factor. Unliké the R-factor, the correlation .coefficient 4
is not affected by overall scaling errors, though it is af-
fected by errors in overall B-factors. 1In addition) it is a
common and well-studied statistic. The correlation coeffi-
cient takes the value of zero fo; unrelated variables and
one for linearly related variables. Unfortunately, a corre-
lation on fFlvyilllbe greater than zero even for unrelated
structuréé because the average values of [Fol andﬂ]FC| will

vary similarly with resolution. Correlations calculated on

|F|2 are less useful because the effect of the variation
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with resolution is amplified.* For SGT the correlation on
»

- |F|, calculated using all measured data, is 0.908.

NP

The R-factor and thé correlation on |F| are both simple
to compute. But for both of them, though the value expected
-for a perfect structure is known (0 for the R-factor and |
forAthe correlation), it is difficult to interpret the value
obtained. For tHe correlation coefficient, normalizing the

structure factors would remove the coﬁponent of the correla-

’

tion that arises from the variation with resolution, so that

o - ’ .
a correlatien of zero would be expected for an unrelated
\ - -

structure. in addition, a.correiation between Hzfmalized
‘Structure factors qould be imSensitive to errors in the
overall B-factor. 1If one is usiné-normalized variables,
however, it is better to calculate the correlation between

|E0|2 and |EC|2. As long as no limits are applied to the

|

magnitude of the acceptéd structure factors (see Chapter 1V;
-

~xgsolution limits can ‘still beiappligd), this correlation

can be interpreted with simple physical models. As noted

' .
above and discussed in Chapter IV, the correlation on jE|2

should vary monotonically with the mean figure of merit of

a

"¢*The correlation coefficient calculated with intensities can
also be dominated by the alteration in relative scale of
|Fo| and |F¢| at very low resolution that results from the
omission of (disordered_solvent in the model. For example,
the correlation on |F|2 increases from 0.670 to 0.969 when
the 270 reflections at lower than 8.0& resolution are ig-
nored. At the same time, the correlation on |F| increases
only from 0.908 to 0.955. Note that these considerations do
not apply to the molecular replacement work, in which the
correlations were calculated over very narrow resolution
shells. - ' * :
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the calculatedhphaSes. ‘Its square root is' an estimate of op
(Hauptmaﬁ, 1982), wh}ch 1s a combined mgasure of the h
completeness and the accuracy of a structural model |
(Srinivaéan and Ramachandran, 1965). When there are no co-
ordinate errors, oAz is equal.to Lp/Zy, the fraction-of the
total scattering matter contained in the partial structure.-
Incompleteness of the structural model thus ‘sets an upper
bound on the correlation cgefficiént; de?iatiops from this
value reflect the influence of errors in the coofdinates and
in the meaqﬁrement of the structure factoré. ‘'Finally, an
overall value of op Qill be approximétely equal to the cor-
relation coefficient bétween the correct and model E maps

"(Chapter IV). For SGT, the data were normalized in 25 equal

| ranges of (sin6/A)2, and the correlation on |E|2, using all

—~
.

of the data, was 0.863. o L -
The goéd agreement between observed and calculatéd

structﬁre/fﬁétors for SGT was not achieved at the expense of

model ste;eochemistry. .Since Variatioﬁs in geometry are ob-

served even when comparing s®milar groups in accurately de-

" termined small molecule structures, some deviations from

ideal geometry should be expected. ‘Thé,parameters listed in

Table 1I1.9 demonstrate that the deviétiods from ideal geome- .

try found in SGT are in the range of those'found in small

molecule 'structures (Mar§h and Donchue,, 1967; James et al.:
» ’ .

t

1980). Another indication of the quality of the model geom-
etry is the ¢—¢ plot (Rahakrishnan and‘Ramachandran, 1965)

shown iq Figure II.6. No non-glycine residues have ¢-y

-
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g Table 11.9
. . kY
° Final Refinement Parameters and Results
No. of protein atoms® ' 1621
No. of solvent atoms 192
No. of variable parameters? 7442

R@g deviations from ideal values®
distance restraints(R)

bond distance 0.019(0.014)
angle distance 0.038(0.027)
planar 1-4 distance 0.041(0.027)
plane restraint(R) 0.017(0.016,)
chiral-center restraint(&3) 0.208¢0.130)
non-bonded contact restraints(A&) . .
single torsion contact 0.279(0.350)
multiple torsion contact 0.130(0.350)
possible hydrogen bond 0.177(0.350)

cofiformational torsion angle restraint(°®)
- planar(w) \ . 3.1(2.5)
isotropic thermal factor restraint’s( 32) \

main-chain bond 1.816(1.500)
main-chain angle 2.535(2.000)
side-chain bond - 5.729(3.500)
side-chain angle . 8.466(5.000)

"Including ca?* ion.

*Positional parameters for the solvent molecule 018, which
lies on a crystallographic 2-fold axis, were not varled.
>The values of o0, in parentheses, are the input estimated
standard deviations that determine the relative weights of
the corresponding restraints [see Hendrickson and Konnert
(1980) 1. :

-

. ! .
values significantly outside their allowed conformational

regions.

There is no entirely satisfactory mefhod forcestiﬁating
coordinate errors in stnqgg?reslrefined by restfaingd—param—
eter least-squares refiﬁement, Nonetheless, the several
available methods give results thaﬁ agree;;easohablyfwell
among themselvés»(Reéd et al., 1983),_§§ well as égfeeing
roughly with the size of the coordinate d?fferences,thét’are'

observed when the same structure is determined twice
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Figure II.6. ¢-¢ Plot of Main-chain Conformational Angles.
The symbols correspond to the following residue types: (0)
proline; (Y) B-branched amino acids; (+) glycinet (=)
others. The continuous lines show_the fully allowed con-
formational regions for r(C%)=110%, and the broken lines
show the regions obtained by relaxing the van der Waals"
contaﬁt constraints and setting 7(C%)=115° (Ramakrishnan and
Ramachandran, 1965). ‘

(Shambers and Stroud, 1979; but see their comments on
Cruickshank's method summarized below).

An estimate of fhé“mean coordinate error is useful for
comparing the ovgrall accuracy of proteih structures, though
iE«is not very useful when one is- interested in the accuracy
of a particular atom. Overall coordinate é{ror has,commoniy
beén estim;@ed using the Luzzati plot (Luzz;ti,'1952f.v The

“ . \
op plot, an alternate method built on the sqmé theoretical -
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foundation, is developed in Chapter IV.  As dis&dssed,there,
the op plot shares some limitatidns with éde Luzzati plot,f
but circumvents some of the problems in the appiicatibn‘df:“
that method. Aoy plot for SGT is sho&n in Figure fif7; ié.u;
is interesting to note\%hat the rms coordinate ercor deduced
from this plot, 0. 244& ?% slightly larger than that ob—.
tained-at cycle 78,.0. 231& even though the model has doubt-
less iﬁproved. Also, the 1ntércept in the op plot has in-
creased from zero,'the maximum theoretical valué; to a small
poéitive‘value Both effects can be explalned by notlng

v o

that the relat1Ve weight on low and high resolution data was

B
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Figure II.7. Overall Coordinate Errdr by\o, Plot. The .values
of 0,, represented by circles, were ‘deterhined as discussed
in Chapter IV. The line is a least squareg fit to all the
poipts excluding the first 3 and the last. 4, From the in-
tegcept - (0.0112), (Zp/Zy)=1.023, and from the slope
(—1.568% ), the rms coordinate error is 0.2448%. :
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changed between cycles 78 and 119. The structure factor
terms are*weighted in refinement using an input standard de-
viation éfven by the éxpression [(Cy+Cy(siné/A-1/6)]. Be-

twéen cycles 78 and 119 of refinement, 7 was changed from

35.0 to 28.0 and Cp from -150.0 to -5 Because of the
increased relative weight on the agreement of lower resolu-
tion reflectidns; refinement increased op more for the lower
resolution ranges than for tﬁe higher resolution ranges.
This démonstrates that it is possible to change the
indicated overall coordinate error by changing the structure
factor weight as a function of resolution.

.ﬁstimates of coordinate error for individual atoms can
be obtainéd from a-modification of the formula given by
ruickshank (1949, 1967). For centered space groups, the
expressibn for coordinate error must be divided by the num-
ber of centering translations.. This can be deduced by con-
sidering that tﬁe estimated coordinate error should be

“invariant with respeét to allowed choices of space group
létti;e. For example, if one fransformed a structure from

(spaée'grOUpcPl to Cf, the error obtained using an unmodified
form of'Cruickshank's'(1967) equation would double. With.

that in mind, for SGT the estimated slandard deviation in-

E?e X Qodrdinaté for atom 1 is given by

5 ‘ a [Zh2(|f61'|Fc|)2]1/2

a(x;) = —x _ A
 4m Z(m/2)h2fy;exp[-B;(sinf/n) 2]

- whe®g @ is the axial length,"fOi is the atomic scattering

factor and m=2 or 1, depending on whether the refiection is



cenfriq or non;centric, respectively.‘ The sums. must be
taken over the limiting sphere of the reciprocal lattice or,
altengatiQe}y, corrections must be made for reflection mul-
vtiplicity. This formula gives the standard deviation as a
function of atom type, B-factor and, implicit}y, occupanéy;
(The occupancy is é constant in the atomic scatter;ng fac-
tor, hence a constant in the‘denominator of the expressisn.)
The expressions for the efrof in the'y and 'z céordinates are
defined analogously. When o(x;)=0(yj)=0(izi), which is very
nearly true for SGT, the radial error in tomic position is
given by o(r;)=v3o(x;). In~this work, theé almost equivalent
expression o(ri)=[o(xi)2+o(yi)2+o(zi)2]1’2 was used. Esti-
mated radial errors as a fﬁnctioh of B—chtor are given -in
Figure‘II.B for cansén; nitrogen, oxyge% and sulfur atoms.
Figure I1I1.9, which shows the variation ﬁn B-factor along the
polypeptigé chain, can be used in conjunction with Figure
I}.B to,éain’an impression of the relative accuracy of dif-
,/

ferent/parts of the structure.

To:obtain estimates 0f coordinate errors for water mo%—
ecules from this pi&t,’the standard deviations must be di-
viéed by the water occupancies. A problem.arises in the
case oflghé‘solv;nt 018, which lies in a special»pésitioh on

cryéfgllographic 2-fcld axis parallél Eo‘the Y axig. The
ocsupancy (0.5) of this molecule must be dousledigoﬁfind the
éppro riate error in the y coordinate;fSéééﬁse éf symmetry

constralpts there will be no error in the x and 'z coordi-
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Figure II.8. Atopic Coordinate Error by Method of
Cruickshank. The estimated radial standard deviations 'in
atomic position are given as a funetion of B-factor. The 4
curves, from top to bottom, are for carbon, nitrogen, oxygen
and sulfiur atoms in the final refined structure of SGT.. No
curve is shown for Ca2+; the single Ca * jon has an esti-
mated standard deviation of 0.025%. \

An overall estimate of the coordinate error can be ob-

’

tained froh the errors for individual atoms by computing the
rms value of the estimated radial standard deviations for
all of the atoms tyaﬁ make up the SGT‘structurg.- The value
of the rms éoordinate error,'0.2458, agrees fema;kab}y wvell
with the value obtained from the o, plot, though this close
agreement hay in part be fo%tuitqps. ¢Chambers and Stroud
(1979), in cOntrast; found thatvtke‘errors they obtained-by
the method of CruiqkshankA(1967)‘weré-only about half as-

large as those‘obtéinedﬁeither'by‘the method bf Luzzati

(1952) of by comparing their structure of BT with that -of
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Figure 11.9. Variation in B-factor along tﬁe Polypeptide
Chain. The thick lines show the mean B of the main-chain
-atoms while the thin lines show the mean B of the side-chain
atoms. Every 20th amino acid in the sequénce is labelled.
Bode aﬁd Schwager (1975) .

With an estimated rms coordinate error of 0.24&, the
structure of SGT is not quite as accurate as some comparable
structures for thch similar analyses of error have been
performed. For example, the compié? between SGPB and
OMTKY3, refined at 1.8& resolution to an R-fActor of 0.145
on 90% of the data, has an estimated rms co rdinaté error éf
0.148 (Read et al., 1983). For a-lytic protease (1.7& reso-
lution; R-factor of 0.131 on 66% of the datF) the estimated
error is about 0.128 (Fujinaga et al., 198#). _The larger
estimated error for SGT can probably be'atﬁribut&d.to the

greater amount of thermal motion in this sfructuﬁe. 'For all
of tﬁe atoms ‘in thglstruéture, the mean B-facs;f{;s\21.3ﬂz.
Including only protein atoms, the mean B-facta[/is 20.0R82.
The relatively high dégree oftﬁhérmal motion will limit the

accuracy that ‘can be attained with this crystal.
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In summary, the structurd®of SGT has been solved at
1.78 resolution by a combination of molecular replacement
and MIR. It has been refined .to convergence, aﬁd the re--
sulting)structure agrees ﬁell with the observed structure
factors, while acceptable geometry has been maintained. The
estimated accuracy of the coor@inites, while not the best
that has been achieved for structures refined at similar
resolution, is sufficient that the structure of SGT can
legitimately be used in detailed studies of the structure,

function and evolution of the serine proteinases.

B. The Structure of SGT
SGT is very similar in structure to BT, CHT and other
mammalian serine proteinéses. The structures of these
serine proteinases, especially BT, are extremely well-stud-
ied. A structural comparison with BT, which will allow one.
to relate to SGT the Qealth of data on this protein family,
will be of more use than a-detaiaed description of SGT
alorne. Therefore, after a short description of some aspects
of the crystal structure of SGT, the discussion will concen-
trate on a comparisgn‘with the stru;turé‘of BT. A i\l
Two diffehent views of all of the afomsicomprising SGT
are given in Figure 11.10. These representatioﬁs give a
good impression of the overallumoiecular structure. In ad-
dition,; they prévide a structura1 context for the examina-

tion of isolated details.

?
Y
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Two Views of SGT éhbwing All Atoms.

in thick lines and the side-
Every fifth amino acid residue is la-

(a) SGT in the "standard" orientation with the

active site at the front.
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(b) SGT rotated.

by 90° from the orientation shown in (a), so that the active

site 1s to the left.

most figqures showing the entire-structure.



Secondary Structure
L]

A more schematic view of SGT 'is given in Figu;e IT.11.,
Thislrepresentation of the main-chain atoms and their hydro-
gen boﬁds gives an impression of the secondary structure
that pfovides the framework for SGT.

The hydrogen bonds were assignes using the electro-
static criteria proposed by Kabscg and Sander (1983) and, as
those authors note, should mare properly be called polar in-

teractions.: Lifson et al. (1979) argue that the major fea-

-

tures of hydrogen bonds are consistent witlr a simple elec-

”

trostatic ﬁbde}, and that charge transfer effects are minor.

On this basis, the energy of interaction between dipoles is

a reasonable measure of the strength of a hydrogen bond.

F.gure II 11. Main- chaln Hydrogen Bonds. Solid lines repre-
gBnt main-chain atoms of SGT, apd dashed lines represent hy-

dtogen bonds determlned by the criteria of Kabsch and. Sander
‘(1983) : . : ) R .
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Not all of the interactions Pn Figure I1.1 accord with _the
traditional picture of a hydrogen bond. NFgr example, a num-
ber of interactions are of the type (C=O)i‘-§H—N)i+2 in seg-
ments having the conformation termed C7 by Avignon et al.
(1969). These are found mostly in stgands of B-sheet
(Kabsch and Sander, 1983) and have caltulated interaction
energies of the order of‘—0.5 to -1.0 kcal/mole, which is
weak but similar to that found for the 310 helical interac-
tions.' However, one must be aware that the relative
strength of different inﬁeractions can be/assesséa only
roughly due to the crudeness of the model of thewp013r in-
teraction (J. Moult, personal communication). The two
dipoles are approximated byﬂpartial charges at ﬁhe positions
of the N, H, C and O atoms, other atoms with partial charges
(such as C9%) are'ignored, and no allowance is made for
polar{zatioﬁ. Nonetheless, even though the model‘df the hy-
arogen bond used by Kabsch and‘SandeF'K1983) 1s not
rigorous, the single energy criterion they suggesf provfdes
a more;objective method for assigning hydrbgen bonds than s

)

’ ) . . .
Elements of secondary structure in SGT were determined

the customary ad hoc set of geometrical criteria.

using the‘p;ogfam"DSSP (Kabsch and-Sander, 1983), and afg
Summarizéd inufable.11.10;’ As is evident from this table,
the preéé&in%&i’seéonda;y structure in SGT is Bféhegt,;
Apart from some shbrt stfetches of‘q4 and 3104helix, the
only m&jor beliéal,secondéry st:uéturél element is the char-

L)

acteristic C-terminal helix that is observed even in the
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Table 11.10
Secondary Structural Elements in SGY
Segment Secondary . Segment Secondary
structure' i structure’
B
Thr20-Arg21 B(A) Thr 135-Gly 140 B(J)
Met30-Leu33 B(B) Leul56-Val163 B(K)
Cys42-Ala48 B(C) Aspl165-Tyri172 a
1le51-Thr54 B(D) Gly173-Glu176 310
Ala56-Cys58 310 Glu180-Ala 183 B(L)
Gly60C-Asn60D B(E) Pro198-Lys202 B(M)
Thr65-G1ly68 B(F) Trp207-Trp215 B(N)
Val81-G1n90 B(G) Gly226-Glu230 B(O)
Alai104-Leu108 B(H) Val231-Arg243 @
Lys122-I1le123 (1) Ala242-Thr244 3490

'Elements of secondary structure are ihdicated by « for
a-helix, B-for strand of B-sheet (letters in parentheses
give the strand designation), and 34 for 310 helix.

structurally less-related bacterial serine proteinases SGPA,
SGPB and a—lyfié»grotease (James et al., 1978; Fujinaga
et al., 1985). u

Like CHT (Birktoft et al., 1970; Birktoft and Blow,
1972) and elastésé (Shotton and Watson, 1970), SGT can be
divided ‘into two domains of similar topology. This internal
éymmetry bas been taken as evideﬁce for a gene duplication
event in the evolution of the serine proteinases (Birktoft

and Blow, 1972; McLachlan, 1979).: Each domain is organized

oaround a folding unit that waslorigihally‘interpreted as a
6—st?andéd‘cylinder of:antiparallel B—structure, tgrmed ar
GreeKk key B-barrel by Ricﬁardson (1981).' Chdthia and Janin
(19?2) have reinterpreted the cylinder -as a pair of

orthogonally packed B-sheets, joined at 2 corners by bent
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§trands. In the N-terminal domain of SGT, this folding unit
isléonstructed frpm\tﬁe antiparallel B-sheet B-C D-H-G F:
'bends'in‘strqnds C-and G allow an angiparallel interaction
between strands B and F. The C-terminal domain is similarly
constructed from thé sheet J-K-L-O'N-M. Additional
B-strands interéct at the edées of the orthogonally packed
sheets: the short strand E forms two antiparallel hydrogen
bonds to stfand G, strand A is antiparallel to strand K,.and
strand I pairs with strand N in the only parallel B8 interac-
tion in the protein.
Water Structure

The crystal structure of SGT consists nof only gf pro-
tein atoms, but also of solvent. Figure 11.12 shows’ihe
‘water molecules that surround SGT in the-final médel of the
crystal strucgure. Though a detailed examinatfon of the
'water structure will not be attemptedhhere; a few observa-
‘"tiOns\can be Tade. A number of waker molecules occupy in-
‘-ternai\RositiQns in the protein structure. These water mol-

: \ :
gcules afe generally very well-ordered and hence H?XS low
. sequence numbers in the structural modél. The‘solvent cov-
erage of the protein surface is fairly even, Qith a few ex-

" ceptions.| Some areas of the protein surface are involved in

crgstal packing contacts and thus are not accessible to sol-

e

vent. This explains, for example, the lack of water mole-

™~

chles din the upper area of the active gite (Figure 11.12); a

rystal packing contact involves the following residues in

-
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Figure I1.12. Water Structure Around SGT. Water molecules
are indicated by small circles. For clarity, only the main-
chain atoms of SGT are shown. The water molecules in this
figure include all of the solvent atoms in the model of the
SGT crystal structure, Elus all symmetry-related solvent
atoms that lie within 4A of any protein atom. :

-

this region: Met35, Cys42, His57 through Ser60, and Gln192.
(This packing contact at the active site might frustrate at-
tempts to soak substrates or inhibitors into crystals of
SGT.) 1In other cases, the lack of observed solvent mole-
cules can be attributed to the high th&rmal motion of the
associated region of the protein. Fbroexample, the sQrface
loop Ly5202—61u206vhas séme of the hibhest B;faétors in the
molecule, which is understandable considering the extent to
which'ut projects from the protein surface [seen most

clearly in Figure II1.10(b)], as well as the fact that it is

involved in no crystal packing contacts. Any water mole-

cules assocjated with this loop must have sufficient thermal



motion to render them invisible in the electron density.

Calcium Binding Sitg

A number of se;ine proteinases possess:ACa2+ ion binding
sites that éonfer stability against thermal or chemical
. denaturation, or proteglytic degradation (seg reviews by
Kre%singer (1976) and Martin(1984)%‘abd ?e%ergnces there-
in]. Kretsinger (1976) has suggested thaﬁuthé requirement
for calcium ensures that these enzymes will only be'aetive?
extracéllularly,lsince intracellular calcipm concentrations‘
are extremely low. |

Among.the serine proteinases with calgium sites are BT
and SGT. TH; site of calcium binding in BT has beenuidenti-
fied (Bode and Schwager, 1975) and involves the residues
Glu70 and GluB80. Calcium binding inhibits autolysis in BT
(Bier and Nord, 1951), as well as in SGT (Russin et al.,
1974; Olafson and Smillie, 1975). However, the two gluta-
mate residues at positions 70 and 80 of BT are not conserved
iﬁ SGT, so its binding site must be located elsewhere. |
Jurasek et al. (1976) suggested that thé site éodld be found
in the cluster of acidic residues Asp203, Asp205 and G1lu206.

Usiﬁg-lanthanide ions as probes in NMR (Abbott et al.,
1975) and fluorescence energy-transfer (Da;nall et al.,
1976) experiments, Darnall and co-workers concluded that the
Ca?* binding site in BT in solution was not the same as that
found in the crystal structure.' These spectroscopic_expéri~

mentd allow the estimation of distances from the lanthanide
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“ions to atoms of an %nhibitdr bound 1n the active site. On
the basis of these distances, as well as seguence alignments
with several serine proteinases inéluding SGT, it was
suggested that tﬂe binding site is located between Aspi194
and Ser190 (Thr190 in SGT). Epstein et al. (1977), in turn,
used several spectroscopic\techniques to show that there are
two lanthanide binding sites on BT. hThey.argued that the
lower affinity siée, which does not bind Ca??, is thé one
observed by Darnall and co-workers, and that the higher af-
finity site is the one observed crystallograph{cally.

 The Ca?* ion site found in‘thé crystal structure of SGT
1s not the one suggested by Darnall and co-workers (Abbott
et al., 1975; Darnall et al., 1976), which casts further
doubt on their proposal. Neither is it located in. the clus-
ter of acidic reéidues noted by Juri&ek et al. (1976). The
site found in the crystal structure?sggg&n in Figure I11.13,
is composed of the side-chains of Aspl165 (bidentate coordi-
nation), and Glu230 (uﬁidentate), the maig-chain carbonyl
groupé of Alal177A and Glu185, and the two well-ordered water
molecules 013 and 015. Judging from the survey of crystal
structuresrof>calciﬁm complexes carried out by Einspahr and
Bugg (1980, 1981,%1984), the calcium site in SGT is éuite

typical, both in coordination number (7) and in geometry.

As noted by Einspahr and Bugg (1981, 1984) for other struc- 4

tures, the Ca2* ion is near to the planes of the carboxyl
and‘carbohyl grodps that make up the protein ligands (Figure

I1.13). The coordination bond lengths and Ca-0-C angles,
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'Figure II.13. Coordination Sphere of Ca?* in SGT. Residues
of SGT involved in calcium binding are connected by thick
bonds, water molecules are shown as small circles and roor-
dlnatlon bonds are indicated by thin lines. A number %f
ordered water molecules are found in this region of thé
structure but, fot clarity, only those directly coordinhted
to the calcium ion are shown. This figure, and Figqure

.14, were prepared with the program PLUTO, written by W.
D. S. Motherwell. FAN

\
\
\
'

summar ized in'Table/TI.11, are within the ranges observed in

small molecule crystal structurés that have similar interac-

Q&tions. [(The distance of 2.29&8 to 013 is not significantly

lower than the minimum water coordination distance of 2.4

re

pobserved by Elnspahr and Bugg (1980) 1 1n a11 protelns éxam-

1ned’\€1nspahr and/Bugg (I984) foﬁnd that most of ‘the \

——— ya — —

lygands in a calcxum blndlng slte come from a B&retch of no
more than 12 re51dues 1n the sequence. SGT is clearly an
exception to this rule, - However, because of the disuifide
bridge 168-182, all of the protein ligands but one afe con-

nected by a continuous.chain that is similar in length to a
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Table I1I.11

Geometry of Calcium Binding Site N

Oxygen atom Coordination bond length(R) Ca-0-C angle(°)
Asp165 09 2.52 88.6
Asp165 092 2.43 92.1
Alal177A O 2.24 159.5
Glu180 O 2.26 159.1
Glu230 0¢? 2.43 140.4
013 o) 2.29 ' —
015 0 2.41 y —

sequence of 12 residues.

Comparison with BT

SGT and BT display significant homology in sequence and

structure (summarized in Table 1I1.1), in addition to similar
substrate specificity. An overall structural comparison is
rd

shown in Figure 11.14, from which it can be seen fhat the
basic structural framework is quite highly conserved, though
some of the surface loops differ markedly in lengthbgnd con—
formation. |

A space-filling colour representation of SGT and BT is
shown in Figure II.15. In this representation, the differ-
ences in surface features tend to domin;te the visual- im-"
preésion, and the rélationship between.the proteins is thus
somewhaf*bbscured. However,\close examination reveals the
similarity betweén these mo}ecules, éépécially in the region
around the active site.: |

In comparing related proteins, one expects that the

parts most highly conserved in sequence and structure will
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I

Figure I1.14. C%-atom Representation of Superposed SGT and
BT. Filled bonds denote SGT and gpen bonds Qenote BT. Every
fifth amino acid residue in SGT.48flabelled with the residue
type and sequence number. Displfide bridges and side-chain
atoms of His57, Aspl102:and Ser195 of both proteins are also
shown.

inéludelthe hydrophobic core of the protein. To a certain
extent, ghat is true:in‘ﬁhe case of SGT and BT. Figure
II.IGW%E%QS the residues of SGT that are identical in se-
quenéz and structurally homologous to residues in BT. These
~conserved residues are indeed more likely to be found in the
h}drophobic cores of the two domains than on the protein
surface. However, conserved résidues are much more heavil%/
congentrated in the active site and in the parts that are f
involved }n the binding of substrate, particularly the pri-
mary specificity pocket or Sy subsite (slightly to the right

of and below the active site in the standard orientation

used for Figure 11.16). These residues are of direct
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Figure I1.15. Space-filling Representation of SGT and BT.
SGT is on the left and BT is on the right, both in the
"standard" orientation of Figure II1.10(a). Gly.and main-
chain are shown in off-white, and side-chains are coloured
according to residue type as follows: dark gray for Pro; in-
creasingly deeper shades of green tor Ala, Vval, Leu and Ile;
shades of brown for Tyr, Phe and Trp; shades of yellow for
Cys and Met; shades of pink for Asn and Gln; shades of
orange for Ser and Thr; shades of red for Asp and Glu;
shades of blue for ‘His, Lys and Arg. This figure was gener-
ated using a computer program written By David Bacon.

¥

b

importance to the function of the protein, i.e., recognizing
side-chains of Lys and-Arg, positioning a substrate cor- -
rectly and catalyzing peptide bond hydrolysis, Presumably

there is a greater constraing on thesétparts of the protein-
than on the parts that are involved only in stabilizing its
structure. | ; o
To compare the substrate binding regions of SGT and BT,

it is useful to have a model of a substrate bound to thé.
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Figure II.16. Residues Conserved in Sequence and Structure
Between SGT and BT. Thin lines show the main-chain of SGT,
and thick lines show the 70 residues that are identical in
the sequence alignment and homologous in the structural

" "alignment with BT. These are the residues outlined by solid
boXes im Table II.1.

\

active site. ‘The protein proteinase inhibitor PTI, in its
complex with BT (Ruhlmann et al., 1973; Huber et al., 1974;
Marquart et al., 1983), provides a good model, e;pecially

iincé it also has been found to inhibit SGT (Trop and Bi#&,

1968). This complex was superimposed on the structure of
N

SGT to produce a model of the ihteraction between SGT and

o

PTI. For the superposition, residueg-in the active site and
. ) . 4

]
IS

substrate-binding region were chosen (residues 55-58,

101-103, 189-198, 213-220 and 225-228) so that the modelled

\

interaction would be as similar as possible to the structur-

A

ally observed enzyme:inhibitor interaction. The rms coordi-

nate difference between the 112 main-chain atoms in tﬁese-

RN



resiéues was 0.314 after the(f%ast—squareé superposition.
[For the same comparison with the native BT model of Cham-
bers and Stroud (1979), the rmssdifference is O.é7§.] The _
result 1s illustrated in Figure II.17. Based on this model,
the interactions near to the scissile bond will be very sim-
1lar to thosé of BT. On the P,' side of the scissile bond,
the first significant differences occur at So,", where the
loob from Glu146 to Argi53 is one residue shorter and lies
closer to the active site in SGT. Bindihg ofy PTI to SGT

would require shifts of at least the side-chains of Glni151

and Argl!71 (P,'). Interactions further toward the

Figure II.17. Modelling a Complex of SGT with PTI. Thick
lines indicate residues in the active site and. substrate
binding region of SGT. Thin lines show the comparable resi-
dues in the structure of BT observed in its complex with PTI
(Huber et al., 1974; Marquart et al., 1983) as well as resi-
dues of PTI near the scissile bond (Lys15I-Alal6l). Resi-
dues of SGT and of PTI are labelled; an I after the sequence
number indicates an inhibitor tresiduye. : '

» .
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C-terminus of the substrate could also be affected by the
conformational differences in the loop from Arg32-to Gly4d1l.
On the P, side, 1nteractions further than P> toward the
N—te%minus could be affected by the altered conformation of
the loop from Tyr94 to Lys101;_the contacts between PTI and
Leu9g’of BT would not occur in a complex Qith SGT. The ef-
fect of these conformational‘differences can also be seen in
the spaée—filling pictures‘of Figure II.15. On the S, side,
the substrate-binding cleft is mbre open in SGT than in BT,
while it is less open in SGT on the S,' side.

The general similarity of the substrate-binding Eegions
of SGT and BT, especially near the scissilp bgnd, 1s consis-
tent with the similarity of their interacti?ns with sub-
strates and inhibitors. SGT cleaves the oxidized B chain o;
insulin_inNthe same manner as BT (Jufééek et al., 1969;
Olafson and Smillie, 1975), as well as the synthetic sub-
strate N-a-benzoyl-L-arginine ethyl ester (Wahlby, 1968;
.Olafson and Smillie, 1975). 1t can be purified on the same
affinity columns as BT [tryptic digest of salmine (deosé&a
et al., 1976), double-headed protein proteinase inhibitor
from kidney bean (Mosolov et al., 1978), glycylglycylargi#
ninal (Nishikata et al., 1981), and rice bran‘trypsin inhib-
‘itor (Tashiro et él., 1981)]). Finally, it is inhibited by
the same protein proteinase inhibitore [soybean trypsin in-
hibitor and PTI (Trop and.Birk, 1968), chicken ovomucoid
(Trop‘and Birk, 1968; Nagata aﬁd Yoshida, 1983), and pancre-‘

atic secretory trypsin inhibitor (unpublished results)].
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_%3‘ §GT.5ndAgT are not, howev identica% in theig suseeptibi}—
: ity to ingibitofs. NagaSZj:;§>Yoshiﬁé'(1983) tested two |
@h. pérts of“thé ovomucoild inhibitor fr$; Japanese quail, which
i has three homologous inhibitory domains. The first part

Eéﬁiéontains the domains 'I and 11, and th;‘second part contailns

¢

- e,

domain 1IN, Both strongly inhibit BT, but neithep~iiéibits

.6 I'4 .
» Bk &
SGT. ( ‘ I 8 ( N
Ln Figure 11.17, it is apparent that the relative dis-
position. of thé side-chains of His57 and Ser195 is different
v . ) T ' ' R ' -
in SGT and in BT comp}qﬁed with PTI. The interaction be-s

tween His57 Nfz and,Se€19§ oY has been & matter of some con-

troversy. Matthews et al. (1977) pofnt oGt that, in serine -

&

a

proteinases of both the chymotrypsin and subtilisin
families; the relative diéposition of the side-chains of the -
active site histidine and seriffe is consistent with only a
weak hydrogen bond. Huber and Bode (1978) suggest that,
. o
though the interaction betweeﬁ/thege atoms 1s weak in native
. . \ e

[

Sprine bréteinases, in an enzyme:sugkﬁrﬁi;ﬂgomplex the hy-
: "ot

drogen bond becomes stronger, establiébiﬁéfthe proton trans-
fer ﬁéthvay and helping Eo~actiV§tq)Sér1§5 OY as a nucleo-
phile. In the formation o? the complex between BT and PTI,
for EXamplg, the diStgncé %etween N€2 and 0Y decreases from
3.0 to 2.65»(Marquart et al., 1983). Most,workers agree
that‘Ehis:interactiqn is long and poorly oriented ig nafivé'
eniymes’LSGPA (James et al., 1980), BT (Chambers and Stroud,
1979};ﬁarquart et,al.; 1983); a-lytic protease (Fujinaga-

7?%{@[!}-1935) and CHT (Blevins.and Tulinsky, 1985)], but

Pl

~
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Tsukada and Blow (1985) see a strong hydrogen bond in native
CHT. In SGT, the interaction between His57 and Ser195 is

‘very similar to that seén in native BT (Figure 11.14); the

A
atoms of the catalytic triad (His57, Aspi02 and Ser19%) in

the two enzymes can be supérimposed with an rms coordinate
-difference of 0.24&, and the distance from Nf2 to OY in SGT
{s 3.0&.. This interactiog can be seen more clearly in Fig-
ure 11.18, which shows the active site residues of SGT and
their agsociated electron density in the final map. The fit
of the model to the density suggests that there isilittle
érror in the positions of thesé atgms; from the results
illugtrated in Figure 11.8, the estimated coordinate errors
are Q.OBK for His57 N€2 and 0.14& for Ser195 OY.
* There has been disagreement among researchers about the

LA
position of the amino-terminus in SGT. Because of sequence

Figure II.18. SGT Active Site in Electron Density. The
active site residues HisS57, Aspl102 and Ser195 are shown ip
their associated electron density from the final map, cod--
toured at a level of 0.60e/&3. For clarity, contours fur-
ther than 1.5& from atoms in the figure are omitted. '
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similaritieé to BT and the resistance of the amino group of
"Vvallé in SGT to acetylation and carbamylation, it was
suggested that the N-terminus is involved in a buried ion
pair with Aspl194, as in BT and other mammalian.serihe pro-
teinases (Awad and Ochoa, 1974; Olafson and Smillie, 1975).
In addition, Jurasek et al. (1976) found no difficulties in
constructing a model of SGT in this region on the basis of
1ts homology with BT.‘ On the other hand, Duggleby and
Kaplan (1975) found that the N-terminus of SGT reacts with
h‘1ffluoro—2,4*dinitrobe;zene, and concluded that this group
is exposed; hdwe?er, Jurasek et al. (1976) point out that
tﬂe control experiment with BT was not performed and might
very well have given the éame result. As is apparent from
Figure I1I.14, the conformations of BT and SGT are in fact
very similar around the N-terminus. "Figure 11.19 shows a
more detailed comparison of BT and SGT in this region. 1In
BT, the N-terminal residue is isoleucine,-while in SGT 1t 1is
valine. These are the only amino acids found in this posi-
tion ih the se;ine proteinase seguences summarized by

dé Haen et al. (1975), Greer‘(1981a) and Hewett-Emmett

et al. (1981); isoleucine is the more common choice among
'these-sequgncqs. One may note in Figure I1.19 the addi-
‘tional small differences in sequence and conformation tﬁat
compensate for the presénée or absence of the méthyl grodp
by which these aﬁino dcids differ. The méSt.Obv1ous change
is at residue 190, where the extra.methyl'group of the

threonine in SGT compared to the seripe in BT provides the

.



Figure 11.19. Comparison of N-termini of SGT and BT. Thick
lines and labels indicate residues 'in the vicinity of the
N-terminus in SGT. Thin lines show the corresponding resi-
dues in BT. '

exact compensation in volume that is needed. 1In the
superposition shown in Figure II1.19, Thri190 CY2 of SGT is
only 3.35R from Ilel6 c®! of BT. Another difference that
might fill the hole left by the removal of the methyl group
is the altered conformation of Val138 in SGT compared to
Ile138 of BT. Vall38 CY2 of SGT is 3.65& from Ilet6 C®1 of
BT. The existence of these small caompensating differences
emphasizes the complgmentafﬁf? of the N-termini and the

pockets into which they fit.
As is apparent in Figure 11.14, a number of regions of
. SGT .have considerably larger conformational differences than

the subtle changes that occur at the N-terminus. These dif-

ferences are of particular relevance to the tagk of building
. N 4
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a comparative model of SGT from the structure of BT. Rather
than discussing them in the context of structure comparison,
selected examples will be used in the next section to illus-

trate the difficulties inherent in comparative modelling.

C. Cfitical Evaluation of Comparative Models of SGT

The general proteiln folding problem, that of deducing
the minimum free energy conformation from just an amino acid
sequence, is far from being solved. Since proteins seem to
fall into a reasonably small number of structural families
(Daypoff,’l972), we often know that a structuge will be sim-
ilar to that of a homologous protein. This pfovides a
powerful set of gonstraints that makes comparative model—
building much mofe tractable than prediction from sequence
alone.

One of the earliest uses of comparative model-building
was t?e prediction of the structure of BT“from that of the
homologous serine proteinase CHT (Hartley, 1970). The spec-
ificity of BT for Arg or Lys in the P; position of the sub-
strate was successfully explained by the substitution of
Aspl189 for Ser in a region that is extremely similar in the
two proteinsi .

Ho;ever, most of.the interestihg quéstions addressed by
COmparativeAmddel—building invoive features that are unique

i

to the unknown structure, for example non-homologous parts

i

of an enzyme involved in extended substrate specificity

(Furie et al., 1982; Strassburger et al., 1983). ‘Recently,

T
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\
it has been proposed that comparative models be used for the

rational design of highly specific drugs (Blundell et al;,
1983; Blow, 1983).- The drug jindustry is reported to have

L0
shown considerable interest 1n the atomic coordinates for

humanrrenin, based on crystal structures of other aspartyl
proteinases (The Economist, 1984).

To.use such comparative models, 1t is essential to have
an idea of the probable errors in both the homolpgous and
the non-homologous parts. Yet few of the protein structures
that have been modelled have subsequently been determined by
X-ray crystallography.‘ The Structufe of BT has been known
for some time (Stroud et al., 1972; Chambers and Stroud,
1979; Bode énd Schwagen, 1975), but the ove;all accuracy of
the model based on CHT has not been assessed. Delbaere
et al. (1979) evaluated thé model of «-lytic protease built
by McLachlan and Shotton (1971) from the structure of
elastase, but the large errors they found might not be
typicél of modeis based on more closely homolégoué struc-
tures. The sequences of elastase and a-lytic protéase ére
identical in only 18% of the amino acids, whereas BT and CHT -
have 45% segquence identity (James ét al., 1978).

SGT has been modelled twice on the basis of its hohql—
ogy to BT (Jurasek ft al., 1976; Greer, 1981a).. i?liowihg
the solution of thé structure of SGT, it became ﬁbésible to

' ’ ° RUN
examine the typeé and sizes of errors in cdmpa:ative models,
and the effects thése errors may have on the uséfulness ci

such modeisf The anélysis of the comparative models was
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performed after cycle 78 of the least-squares refinement of
SGT, but the subsequent refinement does not significantly

affect the conclusions.

Comparative Model; of SGT

Jurasek et al. (1976) built a model of SGT from Watson-
Kendrew protein components, based on preliminary coordinates
for BT provided by R. M. Stroud. The path of the polypep-. -
tide was altered only where necessary to accomﬁédate inser-
.tions and deletions. As far as possible, side-chain confor-
mations of similar or identical residues were retained in
the model of SGT. This model will be referred to as LJ-SGT.

'

It might béééggugd‘thax LJ-SGT does not represent the
h .

state of the art ogtcomparative model-building, pe%auée it
was not constructed using computer gréphics. Howe&er; as
long as computers are used only as a tool for manually ad-
justing torsion angies, albeit a more efficient and somewhat
more ;ccuraté tool, there 1s no significant conceptual dif-
ference betyeen a physical model and a computer-built model.
Few comparative model-building studies have used computer
techniques for theAéutomatic édjustmeat of conformationf
Furie et aI. (]982) used~a pfbgram to adjust SiQe—chéin (but
not main-chain) tofsion angles to minimize unfavourable
close contacts -in models of blood coagulation factors baséd
"on the pandfeatic serine proteinases. Warme et al. (1974)
built a model of allactalbumin from the structure of 1§;T¢/

egg-white lysozyme,'then refined it by energy minimization,

LE oD
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which included some exploration of alfernative conforma-
tions. Unfartunately, none of the structures of the pro-
teins treated in these two studies has yet been determined.
Greer's (1981a) épproach to modelling SGT was somewhat
different, leading not to an actual model, but rather to a
descriptive ogtline of a model. The structures of 3 serine
proteinases (BT, CHT and élastase) were aligned, as were the
sequences of these énd 8 related proteinases of unknown
structure, including SGT. This revealed étructurally co&~
served regions (SCRS)‘and variable regions (VRs). The se-
quence alignment prov&ded the core of SCRs for the model of

\

each unknown proteinase. Instead of constructing the VRs,
. ‘ 2

Greer suggested which known structure would give the best

starting model for each VR. The model Greer outlined for

SGT Jill be called JG-SGT.

Evaluation éf Sequence Alignments

To build a comparative model, one must correctly align
the amino acid sequences for the gomologous parts; alignf
ments of non-homologous parts are essentially arbitrary for
structural .purposes. Insqfar as the sequence alignment is
incbrréct, the model is guaranteed to be wrong. Table II.!
sho%f the results”of the stfuctural alignment'bf SGT and BT
(see Figure II.14); and iqdicates the hémologous segments.
ﬁe can compare this structurally«derived sequence alignment
. @ith those of the two SGT models, and with those from three:

studies more concerned with evolutionary relationships (de
. s :
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1

Haen et al., 1975; Hewetf—Emmett et al., 1981; Titani
et al., 1983). O0f the 190 hoﬁologous residues, de Haen
et al. (1975) correctly matched 151 (79%), Hewett-Emmett
et al. (1981) 156 (82%), Titani et al. (1983) 149 (78%),

Greer (1981a) 173 (90%) and Jurasek et al. (1976) 174 (91%).
This supports Greer's assertion that aligﬁment by maximizing
sequence equivalence (minimizing evolutionary distance) 1is
inadequate for model-building (Greer, 1981a), though-it may
be appropriate for traaing evolutionary pathwayé. Even
using structural information, major alignment errors occur.
For example, the segment 63-73 (which includes Greer's SCR
63-71) is structurally homologous in SGT-and BT, but virtu-
ally undetectable sequence homology caused all predicted
alignments to be Qrong. Table I1.12 shows correct and in-
correct alignments of this segment. Because of the misa-
lignments, neither LJ-SGT nor JG-SGT include the short extra
B-strand E (Table I1.10) that results from the insertion,
relative to BT, at position 60A.
Constru;ting Homologous Parts

In comparative model-building, it is generally assumed
that side-chains in similar environments will adopt similar
conformatioﬁs. This is a useful generalization, supported
by the fact that all 475 atoms of the 70 identical, struc-
turally equivalegt residues of SGT and BT supefimpose,with
an rms deviation of f.01R. But there are exceptions.

Figure I1.20 shows a region in which strong sequence
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Table 11.12

Incorrect Sequence Alignments of SGT with BT

55 57 60 70 75
BT AAHCYKS———~~[E—1QVRLGEDNIN_\7
\ . L
SGT AAH&C_VSGSGNN’I‘SITATGLG_JVVDL~Q
LJ-SGT AAHC\}SG—‘——~S_’G~NN-TSITATGG—V—
IG-SGT AAHCVSGS———~ENNTS~iTATGGv
_ 80 84
BT —EGNE—QFIS
SGT - SG-AA-VEKUVR
LJ-SGT —.DLQS'AVK\L_B
-
JG-SGT VDL QS'A-VEKJVR

'As noted above, the sequence must be corrected by tpe in- ‘
sertion of two residues, currently interpreted from the 1
electron density as Gly-Ala.

\

similarity gives rise to varying degrees of structural Eim}—
larity. o

An inspection of Figures IT.14 and.II.ZO shows that
there is an additional coﬁplication in modeliing homologous
parts. Local étructure is conserved much'morévstrongly than -
globai‘structure. Individual homologous segments'have very

‘

similar conformations, but-differ slightly in their orient: _

. . - : BN
on relative to other homologous segments.
The data in Table I1.13 demonstrat e improvement in
alighment obtained by considering the segments i ividually

instead of globally. A particularlysclear example is the
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Figure 11.20. Comparison in Region of Similar Sequence.
Shown are SGT (thick lines) and BT (thin lines) in the re-
gion composed of the segments 161-172, 181-185 a4nd 225-229.
The sequences and, for the most part, the structures are
very similar in this region. However, there are larger dif-
ferences in the segment 161-171, including a sizeable shift
of the main-chain. The side-chain of Phe162 does not occupy
the same volume as that of Ilel162 in BT. In part, this may
compensate for the replacement of Phei81 by Ile and of
Cys136 by Phe (see below) in SGT: Finally, the side-chains
of Asp165 and Ser170 and the disulfide bridge 168-182 take
on different conformations. The differences between the two
structures in this region are probably related to the large
-differences in the segment 129-134 (see below). :

C-terminal «-helix. Figure II.14 shows that this helix is
packed ﬁore tightly against ﬁpg B8-sheet in SGT than in BT.
Closer packing might have beén predicted from the less bulky
side-chains in SGT between tﬁese element; of secondary
structure. In BT, for exémplé, the side-chains of His91,
Trp237, Thr241 and Iie242 are:found in this interface. All
of these residues are alanines in SGT. At the C-terminus,
A§;245 is replaced by Leu in SGT. A subsﬁitution of Ile51

for Trp51 opens a hydrophobic pocket for-Leu245 in SGT,



Global ‘and Local Conservation of Structure

Table 11.13
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rms rms
SGT BT (global) (local) angle distance
‘segment’ segment ' (R): (R): (°)> (R)>
V16-024 116-A24 1.25 0.81 9.0 0.49
G25-S34 N25-N34 1.24 0.93 9.8 0.15
G41-0Q49 F41-549 0.84 0.77 2.5 0.21
D50-V59 Q50-Y59 0.81 0.56 5.9 0.04
S63-L73 G63-173 1.19 0.93 3.9 0.09
V81-K87 Q81-K87 0.80 0.35 3.1 0.35
vV88-N95 S88-N95 1.21 0.87 10.2 0.05
G100-1106 N100-1106 0.50 0.29 7.5 0.14
K107-N113 K107-S113 1.51 ° 0.61 9.2 0.56
P119-T129 A119-C129 1.54 0.76 28.5 0.52
G134-R145 T134-K145 0.92 0.50 6.4 0.02
R153-5164 D153-5164 0.99 0.55 6.3 0.00
D165-V177 D165-T177 1.24 0.83 4.4 0.76
N178-P185A S178-L185A 0.72 . 0.50 7.2 0.17
T185C-G193 E185C-G193 0.65 0.45 5.2 0.09
D194-K202 D194-5202 0.95 0.79 5.6 0.05
W207-G216 G207-G216 0.68 0.54 9.6 0.04
Y217-PR225 S217-P225 0.38 0.23 -4 .4 0.11
G226-A235 G226-v235 0.80 0.46 2.4 w0027
$236-L245 S236-N245 1.53 0.59 4.7 *0.37

'The structurally equivalent residues were divided into,égﬁ\\
ments of about 10 residues,. broken where possible at tutns.
*Rms (global) and rms (local) refer to the rms deviatibn
between main-chain atoms (N, C%, C, O) of the segmeats,
calculated from the global superposition of BT on SGT, and
after a local superposition by least squares of the
main-chain atoms of the segment.

:*Angle and distance are a measure of the amount of
reorientation involved in the local superposition, and refer
to the angle of rotation and distance of translation along
the rotation axis.

allowiﬁg the end of the helix to approach more closely to
the sheet. Similar observations of relative shifts of sec-
ondary structural elements have been made in other protein
families py Lesk and Chothia (1980; 1?82; Chothia'and Lesk,

1982) ., B

-

~
il

)
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The segment 217-225 has the best fit between SGT and BT

in both the global and the l1dcal superpositions (Table

I1.13). Yet it is not obvious from the sequence alignment
(Table 11.1) that this should be so. However, theif 1s at
least one functional reason for this strong similarity. As

noted above, the charged side-chain of Aspl189 is necessary
to the P; specificity of BT and SGT for Arg or Lys. J.
Moult (personal cémmunication) has speculated that the bur-
1al of tﬂis charge in the specificity pocket of BT would
lead to structural instabillity if the protein environment
did not provide electfostatic stabilization. He has exam-
ined electrostatic interactions that stabilize the‘buried
charge of Aspi89 in BT, and finds that the ﬁost impgrtant
interactions include the dipoles of the peptide bogds‘
220-221, 221-222 and 225-226. The strong qonservation of
the main-chain conformation in this part of SGT prdvides ad-
ditional evidence of the functional importance of the
orientation of these dipoles. This is quite/a subtle point
compared to the normal considerations in geﬁparative model-
ling, but it is an example 6f the typé é% reasoning that |
might usefully be {gcofﬁgfgbed‘as the technique becomes more
sophisticated. .~
— v

Some e;(gis arise from expecting the two structures to

be simi{gr where they are not. In both LJ-SGT and JG-SGT,

/ /
r S 2
v

the segment 129-134 was expected to be homologous fo BT. 1In
fact, the two proteins differ méfkedly here (Figure II.21).

Several features of SGT are incompatible.with the

H



Fiqure II.21. Conformational Difference in Residues 129-134.
A comparison of SGT.(thick lines and residue labels) and BT
(thin lines) is shown in the region of the segment 129-134.
conformatibn-in BT; which of these cause the difference and
which are compensating readjustments cannot be determined
unambiguously. An examination of Figure II.21 prévides one
possible interpretation. The disulfide bridge 136-201 in BT
is replaceq by Phei136 and Arg201 in SGT; the volume 1s taken
up by the ghe136 side-chain and part of thé Ar§501 side-
chain. Phel136 and, as noted above, IleJBi‘éxclude the side-
chain of Phe162 from the volume occupied by I1le162 in BT.
The-othef'favoured conformations of Phelé62, inéluding the
one observed; are incompatible with the maiﬁ—chaih conforma-
tion of residues 129-134 in BT. In addition, Gly133 in BT
is in a left-handed helical conformation, which would be

“

highly unusual for a threonine residue. The absence in SGT

of the constraints from the disulfide hridges 1297232 and
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) :
136-201 1n BT might also be relevant. A reasonable goal for:

more sophisticated methods of comparative model-building

&

would be the ability to recognize the nécessit& for conform-

- /
’

ational change in cases such as this/

Constructing Non-Homologous Parts
The most difficult task in comparative model-building
1s constructing the non-homologous parts. This problem is a

small-scale, somewhat constrained, version of the general

félding problem. The model of a-lactalbumin was constructed
in the regiqns where 1t 1s not homolo;ous to hen egg-white

lysozyme by exploring possible conformations of dipepﬁides,~
‘combining dipeptides:with low energy conformations, then re-

fining by energy minimization (Warme et al., 1974)." Exhals-

tive exploration of conformations for whole regions'wouid
probably be superior, though computationally demanding, and
the use of molecular dynamics might obviate the need for

) o P
manual intervention ‘to escape local energy minimén Wgnethef

-

less, this work represents an exception to the usual proce-

dures, and it will be interesting to see how close this
. . (' : .

model is to the true structuré. In most comparative models,

non-homologous segments have been constructed by intuition,
"I't should be noted - that Novotny et al. (198%&) question the
validity of using the total energy calculated from empirical
enerqgy functions to judge comparative models. They find com-
parable energies, after energy refinement, for correct
Structures and for incorrect structures built by Mbstitut-
ing completely unrelated sequences. However, they suggest
that the inclusion of adequate models for solvent éffects
would alleviate this problem.
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combined with a fairly limited manual exploration of the

E)

possible conformations (Furie et al., 1982; Strassburger
et alj, 1983; Blundell et al., 1983; Jpré%ek et 37., 1976
Greer, 1981bJ). Two examples from LJ-SGT demonstrate the in-
adequacy of this approach. o

In SGT, the loop 34-41 has a deletion of 3 residues
relative to that in BT. In contrast, the loop 200-209 1in
SGT reguires the insertion of 5 residues into the strQCture
of BT. Neither the deletion nor the insertion was modelled
. correctly in LJ-SGT [Figures 11.22 and 11.23]. For JG-SGT,
1t was suggested that good models would be provided by BT
for the loop 34-41, and CHT for the loop 200-209. As seen
in LJ-SGT, a minimal perturbation of BT does not proviae an
adeguate model of thé first loop (Figure £1.22). on the
other hand, CHT, which lacks only one residue in . the loop

200-209 compared to SGT, is indeed quite similar to SGT in

this region (Figure 11.24).

Effects of Errors

At the present level of sophistication, comparative
model—buildiﬁg has a number of sources of error. .The seri-
ousness of the errors will depend on ;he accuracy reqﬁired
for the intended use_of the médel.‘ Fé} use in molecular re-
placement;'large errorsAiﬁ the modei are evidgntl} toler-
atedf eQen BT was a sufficiently good model of SGT, though

-

barely.



Figure 11.22. Errors in Model-building of Deletion. Compari-
son of the segment 32-41 in SGT (thick lines), BT (thin
lines) and LJ-SGT (dashed lines). Coordinates for LJ-SGT
used 1n this and in Fiqure I11.23 were measured from the
model, refined against restraints for ideal geometry
(Héendrickson and Konnert, 1980) and oriented relative to BT
by least squares superposition of those atoms judged during
model-building (Jurasek et al., 1976) to be identical in SGT
and BT. Some differences in conformation (e.g., the side-
chain of Leu33) probably result from the fact that the BT
coordinates available for model-building in 1976 were unre-
-fined, preliminary coordinates supplied by R. M. Stroud.

The loop 32-41 is 3 residues shorter in SGT than in BT.
LJ-5GT accommodates this deletion with mihimal.perturbation
of the main-chain from BT. In this model, the 5ide-chain of
Arg32 projects into the solvent. In fact, the main-chain
and side-chain of Met35 occupy the space vacated by the
change of Phed41 to Gly in SGT. The side-chain of Arg3>2
crosses the 1dop, placing the .guanidinium group in the posi-
tion occupi€d by the side-chain of His40 in BT. His40 has
been implicated\in the stabilization of the zymQgen forms of
chymotrypsin (Freer et al., 1970) and trypsin (Fehlhammer

et al., 1977). 1t is evidently not essential to the zymogen
mechanism, however, because in kallikrein, Phe40 has the
same position and conformation (Bode et al., 1983). Whether
a zymogen exists for SGT is not known; this unexpected con-
servation of a positive charge may occur for some other rea-
son. '
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Figure I1.23. Errors in Model-building of Insertion. Compar-
ison of the segment 200-209 in SGT (thick lines), BT (thin
lines) and LJ-SGT (dashed lines). This loop is longer by 5
residues in SGT than in BT. 1In LJ-SGT, the extension is
folded back over the side-chain of Trp207 covering this po-
tential hydrophobic surface and making additional contacts
to the rest of the protein. 1In fact, the extension pro;ect&
out from the surrounding surface of the protein (compare
with Figure I1.10).

y
\

One must also recognize that the accuracy of homologdus

and non-homologous parts-of comparative models differs qhite

\

wideiy. Pfedictions of conserved structure involving con-
served sequence'ére aimést certain’to be correct, as was the
prediction for Sé& éhat the N—terminushwould form an 1ion
pair with the sidéFchain of Asp194 (Jurééek et al., 1976).,

: It 1s also reasonabﬂe to make pred1ct10ns 1nvolv1ng non-con-
\served amlno ac1ds i'n homologOUS regions [e.g., the role in

éubstrate spec1f1c1ty of Asp189 in tryp51n (Hartley, 1970)1],

though these are more\susceptlble to errors in side- chalqp

A -
Y \

conformatlon, or to mlsangnments of sequence.

\ . 5
\ . .

\
\
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~

Figure II.24. Similar Loop in SGT and CHT. Comparison of SGT
(thick lines) and CHT (thin lines) in the same region shown
in Figure I11.23. As predicted by Greer (1981a), SGT is very
similar here to CHT, differing mainly by a single residue
insertion at the end of the loop. .

Predictions involving models of non-homologous regions
are generally of more intefgst but will be mpchvless reli-
able. ©On a gross level, these models can suggest. which
parts of an ehzyme contribute to unique aspgcts of substrate
specificity (Furié et al., 1982; Strassburggr et al., 1983),
or help fo organize experimental data [e.g.,. data on protec-
tion from proteolysis when haptoglobin binds to hemoglobin
‘i(Lustbader et al., 1983)]. The detéils are, however, quite
ljkely to be inaccurate. To attain the accuracy and preci-

sion‘néeded to design highly specific drugs (Blundell
‘et al.,41983; Biow, 1983) will require considerably more so-

phisticated techniques.
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I11. Turkef Ovomucoid Inhibitor Third Démain‘
Protein inhibitors of serine proteinases ‘are well studied,
and much 1s known about th; interactions between an inhibi—ﬁ
for and i1ts cognate enzyme (Laskowski and Kato, 1980). Most
of these 1nhibitors act by a common mechanigm; they bind
very tightly to the enzyme (low Ky) but are hydrolyzed very
slowly, if at all (loQ kcat?- The inhibitors have at least
one peptideabond‘called the-reactive site. This is the bond
that interacts with the enzyme's catalytic site and is the
one that is cleaved if and when hydrolysis occurs.

~ There are several families of homologous éerine pro-
teinase inhigitors; ovomucoid inhibitors belong to the pan-
creatic secretory trypsin inhibitlor (Kazal) family
(Laskowskl and Kato, 1980). The structure of the third do-
main of the ovomucoid inhibitor of Japanese quail {(OMJPQ3)
was first reported at 2.8§‘resolution (Weber et al., 198\)
and has subsequently been refined at 1.8A& resolution
(Papamokos et al., 1982). Also, the étructure of the third
domain of the silver pheasanz ovomucoid (OMSVP3), has been -
refined at 1.5& resolution (Bode et al., 1985). Tge homolo-
gous third domain of the ovomucoid inhibitor of turkey

(OMTKY3), used in this study, differs from OMJPQ3 at 5 resi-

dues and from OMSVP3 at only the Py position (Kato et al.,

'Versions of parts of this chapter have been published
[Read, R. J., Fujinaga, M., Sielecki, A. R., & James, M. N,
G. (1983) Biochemistry 22, 4420-4433] or accepted for publi-
cation [Read, R. J., & James, M. N. G. (in press) in :

Proteinase Inhibitors (Barrett, A. J., & Salvesen, G. S.,
Eds.) Elsevier Science Publishets, Amsterdam]. ’

114



115

\

1978). The\}nmber;hg.origin for OMTKY3 corresponds to re;iﬁ‘
due 131 of the complete ovomucoid inhibitor. An I follows
the sequence numbers of the residues of the inhibitor in
order to distinguish them from those of the enzyme.

a-Chymotrypsin (CHT) is in some respects the archetype
of the family of serine proteinases to which it belongs.
Its structure was determined in 1967 {(Matthews et al., 1967)
and has recently been refined at about 1.78 resolution by
two independent groups (Ble;}ps and Tulinsky, 1985; Tsukada
and Blow, 1985). CHT is stronély inﬁfbited by OMTKY 3 (Empie
and Laskowski, 1982). \\ |

Streptomyces griseus Proteasé\B (SGPB), a serin® pro-
teinase from the same family as CHT}\is-obE%ined from the

\

extracellular culture filtrate, Pronags. ItQ\structure has
been described at 2.8& resolution (Delbgsre et al., 1975)
and is now refined at 1.78 resolution,(L..\%\:Sawyer,§ v

A

A. R. Sielecki and M. N . G, James, unpublished).'¥The
three-dimensional structure has been comp§rea\with Lhose of
other serine proteinases, includiné:CHT and shows ;\high
‘degree of topologlcal equ1valenq§%(Jameb et al., 1978) Ki-
netic studles have’ also been carrled out to determlne the
spec1f1c1ty of 1ts blndlng sites (Bauer 1978; James\et al.,
1980a)._ Like CHT, SGPB is strongly‘inhibited by OMTRKY3
(Laskowski et a7., 1993).. The numbering of the SGPB mole-

cule according to the sequence of chymotrypsiﬁogen (Hartley

and Kauffman, 1966) follows a structural alignment with#CHT

ey g

(James et al., 1978). - - :\\ ! &
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Aside from this study, the structures of several other
complexes between a serine proteinase and a protein inhibi-
tor have been determined. Most of the work has been done
with the pancreatic trypsin inhibitor (PTI). The complexes
of this inhibitor with bovine trypsin (PTI:BT, Huber.et al.,
1974), -anhydrotrypsin (PTI:BTan, Huber et al., 1975) and
trypsinogen (PTI:BTn), as well as the ternary comblex with
. trypsiﬁogen and Ile-Val (PTI:BTn:1V, Bode et al., 1978) have
-been refiqed at high resolution (Marquart et al., 1983).

The rgiingﬁ, highrresolutioq structure of another ternary
complex,’TArg15]PTI (derived from P%I by a semi-synthetic
procedure in which Lys15I, the P residpe, is replaced by
arginiﬁe) with trypsinogen and.Val—Val, has recently been -
reported (Bode et al., 1984).

Several gomplexes that do not involve PTI have also
been determined. The structure Of the'coﬁplex betweén tryp-
sinogen and pancreatic secretory tfy@sih inhibitor
(PSTI:BTn) has been refined at high resolution (Bolognesi
et al., 1982)f' Two complexes involving inhibito;sﬁgf*t+ms;\‘
thate—inﬁibitor I family (DaskO{ski and Kafo,,1986) have |
recently been determiﬁed a£ high resolution: barley inhibi-.
tof CI-2 with subtilisin Novo (McPhalen et al., 1585a) and.
leech inhibitor ‘eglin with subtilisin Carlsberg (McPhalen
et al., 1985b). 1In addition, the structure of SfreptOmYCes'
subtilisin»inhibitér (SSI) with subtilisin BPN' has been |
.partially refined at 2.2& resolutionv(Hiroﬁb et al., 4584)

"and the unrefined structure of soybean trypsin inhibitor
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with porcine trypsin (STi:PT,.ﬁweet et al., 1974) has been

reported. a4

A. Solution of Crystal Structures .
The two complexes, OMTKY3:SGPB and OMTKY3:CHT, both
Crfstallize in the space group P2y.  For both, diffraction
data were collected to 1.8& resolution on a Nonius CAb4
d%ffractometer, and absorption effects were corrected by the

method of North et al. (1968). " Crystal data for the two

crystals arg summarized in Table III.1.

!

Table III.1

Crystal Data for OMTKY3 Complexes

Complex OMTKY3:SGPB < OMTKY3:CHT
. < . Y
Cell dimensions
v a . 45.344% . 44.928
b : " 54,528 54.528
c 45.658 57.18&
B 11942° 103.9°.
No. of reflections measured = = 20227 27564
‘No. of‘uniquelréflections " 18082 24883
BN o ' , , '
Max. absorption correction factor - 1.63 1.44
Max. decaj~cor:ection factor = 1.74" ‘ 1.44°

‘Function of 6 and time‘(HendricEson, 1976) . _
_*Function of time as measured by standard reflections.
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Molecular Replacement

The structures were solved by.molecular replacement
(Rossmann,” 1973), using the native proteinéses as search
models. The model of SGPB had been refined at 5.73 resolu-
tion to an R-factor of 0.177 at the time of this work, and
thq model of CHT (Birktoft and Blow, H972) was obtained from

§
the Brookhaven Protein Data Bank (Bernstein et al., 1977). ﬂ“ﬁ

A similar approach was féllowed in each case. Rotation
functions were calculated with normalized structure factors
(|E[§) in the resolution shell 10.0-3.5&. For the native
data, |Eg|s were determined with the program ORESTES

‘ (Thiessen and Levy, 1973). |E.|s were computed for search
T .
‘ models placed in a cubic cell of symmetry P1, with a cell

v edge of 60& for SGPB and 658 for CHT. The rotation func-
tions used integration limits of 3—23&, and the .results were
unambiguous; the peaks were 11.4 standérd deviations above
the mean‘for SGPB 1in OMTKY}:SGPB} and 11,2 standard
deviations above the mean for CHT in OMTKY3:CHT.

Translation searches were performed by a brute force calcu-
lation of structure factor agreement for models translated
over possible positions in the unit cell. "Since P21.has a
polar y axis, this search need only coverxthe quarter of the
Xz plane‘in which x and z vary from 0 to 1/2. For
OMTKY3:SGPB, structure facﬁor agreement .was measured by the
R-factof,_whféh was 0.35 at'the correct translation for data
in the 5-44 resolutioh.sheLl. For bMTKY3:CHT, the correla-

/ . . . .
tifon-coefficient between |F,|.and |F.| was used instead;



this was 0.50 for 5—42 data at the correct translation.

Since OMTKY3:SGPB was determined first, the structure
of OMTKY3 was not yet known at that time. Using maps with
the coefficients (|Fgy|-|F.|)exp(iac) and |Fylexp(ia.), it
was possible to construct a model of 50 residues of the in-
hibitor. (The first 6 residues in the sequence have never
been visible in the electron density maps.)

When the OMTKY3:CHT st?ﬁff%?g’was detérmined,‘the re-
finea structure of the OMTKY3:SGPB complex was already
known, so bM?KY3 was oriented in the unit cell by superiﬁ-
posing the active site of SGPB }n its complex on the active
site of the oriented CHT model. The electron density for
the inhibitor was not very clear at this point; and this
lmodel did not fit well into density, but it was used none-
theless for the initial refinement cycles. After 8 cycles
of refinement, a new map was computed, and it was clear that
the ighibitor was grbssly misoriented. Fhases were calcu-
lated using just CHT from the partially refined structure,
and a new ﬁap was computed with the coefficients
(2|Fo |- |Fc|)exp(iac). With‘a rigid body reorientation of
OMTKY3, it was ﬁossible to achieve a.reasonable fit to the
density. |

Both structures have been‘refined using the restréinedj
parameter least-squares refinement prog;am of Héndricksdni
and Kpnnert (1980). -Information concerning the finalvrej
fihemenf parameters of the two structures is summarizgd in

'

Tablé:III.Z. In the OMTKY3:SGPB structure, it was never
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Table 111.2

S

Final Refinement Parameters and Results

Structure OMTKY3:SGPB OMTKY3:CHT

No. of refinement cycles ' 65 79
Resolution limits(R&) 10.0-1.8 8.0-1.8
Data acceptance criterion . 1>0(1)/2 1>0(1)

. No. of reflections 16245 19178
R-factor 0.145 0.168
No. of protein atoms 1697 ' 2151
No. of solvent atoms _ 182 222
No. of variable parameters 7699 . 9715

Rms deviations from ideal values'
distance restraints(&)

bond distance 0.016(0.010) 0.016(0.012)

angle distance 0.035(0.020) 0.041(0.020)

planar 1-4 distance 0.039(0.020) 0.036(0.020)
plane restraint(&) '0.021(0.012) 0.017(0.012)
chiral-center restraint(&3) 0.181(0.080) 0.176(0.080)
non-bonded contact restraints(f)

single torsion contact - 0.260(0.400) 0.331(0.300)

multiple torsion contact 0.150(0.400) 0.188(0.300)

possible hydrogen bond 0.199(0.400) 0.236(0.300)¢
conformational torsion angle ‘

planar (w) restraint§°) : 3.8(2.8) 3.3(3.0)
B-factor restraints(&¢) ‘ ‘

main-chain bond ; ©2.192(1.500) 1.755(1.000)

main-chain angle ) ©3.002(2.000) 2.617(1.500)

side-chain bond ) 4.102(2.500) 3.853(2.000)

side-chain angle - 5.688(3.000) 5.215(2.500)

'The values of o, in parentheses, are the input estimated

standard deviations that determine the relative weights.of
the corresponding restraints [see Hendrickson and Konnert

(1980)1.._ N '

-

possible to locate ‘the first 6 residues in the inhibitor se-
guence. Howevef, in the refinement of OMTKY3:CHT, 2 addiﬂ
tional resiﬁues were loéated,‘so that this structure con-
tains 52 out of the 56 amino acids-in the sequeﬁée of
OMTKY3. . |

' Since the structure of the_éMTKY3:SGPB complex was re-

fined first, it has‘been'subjected to closer scrutiny.
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Therefore, much of the discussion will concentrate on that

complex.

Estimation of Erroa for OMTKY3:SGPB

| MucQ of the structure analysis was performed after
cycle 58 of least-squ;res refinement of OMTKY3:SGPB; little
changed in the structure during the succeeding cycles of re-
finement. The analysis of coordinate.error was also carried
out at that point. A more complete discussion of the error
estimation can belfound in Read et al. (1983); the summa-
rized results follow.

Three methods for estimating coordinate error were
used, with surprising agreemeng obtained among the methods.
From the method of Luzzati (1952),\aﬁ estimate of 0.143 for
the overall rms coordinate error was obtained, but this |
method does not proviae any information about the errors for |
individual parts of the structure. ~Individual estimated
errors were obtained from the formula of Cruickshank (1949,
1954, 1967), which gives the error as a function of atom
type and B-factor. The rms value of the estimated error for
all of the atoms in the'struqture was, again,‘§.14ﬁ. A
third method is to refine the structure for several cycles
"without structurél restraints, then to compare the coordi-
nateslto thdse.dgtermined with restraints (Chambers and
~Stroud, 1979). Not:ogiy did this method give tﬁb same rms -

~error (0.14&), the coordinate differences as a function of

afom'typé and B-factor gafeea very well with the errors

\
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i
\ g

obtained from Cruickshank's (1949, 1954, 1967) equation.

§

B. Crystal Structures of the OMTKY3 Complexes

4
\

\

Structure of OMTKY3 “ g

§

OMTKY3 contains 56 amino acids,:of which 50 are visible
in the complex w?&h SGPB, and 52 in the complex with CHT.
The structure of MTKY3 from the cdmplex with SGPB is shown
in Figure I1I.1. LheAinhibi't'or has the overall appearance

isc, with a diameter of approximately

\
v

of a wedge-shaped

30-328. It is about 19& thick at the thickest part, and the

thin edge of t@g yedge is the segment of polypeptide chain
that contains the reactive bond (Leul18I-Glul19I1). The sec-
ondary structural features of OMTKY3 consist of a three-
stranded antiparallel'B—sheet.C~terminal to the reactive
bond region (strand 1: Pro22l to Ser26l; strand 2: Asp271 to
Tyr31I; strand 3: Ser511 to Gly541) and a central a-helix
.(Asn33I to Ser44I)f. \h

Two disulfide bridges, Cys81-Cys381 and C}s16Inys3SI,
and two asparagine residues .position the N-perminai pofypep—
tide chain (residues 8—20, which inclgdes the feactive bond)
relative fo the central helix fFigufe I11.1(b)]. The side-
chain®f Asn391 forms hydrogen bonds to the main—éhain of
Lys13I. Asn33I anchors the two peptide bonds that are imme-

diately adjacent to the reactive bond (Fujinaga et al.,

1982):,tﬁe N82 atom of Asn331 dorfates hydrogen bonds to the

carbonyl—oxygeh atoms of Thr17I and Glu19I and the 051.atom

{

/o

Lo

of

/
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(a)

(b)

Figure III.1. Structure of OMTKY3 from Complex with SGPB.
(a) stylized representation of the chain fold, showing sec-
ondagry structure and disulfide bridges. The small arrow -
“indicates the position of the scissile peptide, ~
Leul181-Glu19I. Broad arrows represent strands of polypep-
tide chain in a B-sheet conformation, and the a-helix 1is
represented as 'a coiled ribbon. (b) Stereographic view of

 the OMTKY3 molecule in a similar orientation to (a). Thick

lines indicate the main-chain, thin lines represent the
side-chains and dashed lines show hydrogen bonds. Every
fifth amino acid residue is labelled.
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1s hydrogen bonded to the N-terminal position of the helix

at Asn36I. Asn331 thereby acts as a spacer between the

reactive site loop (primary contact region) and the second-
;

ary contact region (Papamokos et al., 1982).

A least-squares minimization of the differences in
a-carbon atom positions of the three ovomucoid third domains
shows that they have very similar sfructures (Bode et al.,
1985). OMSVP3 and OMTKY3 are the most similar [rms devia-
tion for 231 main-chain atoms is 0.36& (Bode et al., 1985)].
The main differences in confo;mation among these inhibitors
involve the first 6 or 7 aminoJacids; these residues ﬁ%rm a
novel'ﬁ—channel in OMJPQ3, wh%éias in OMTKY3 bound to SGPB,
the first 6 residues are disordered and are not séen in the
eléétron density map. Comparison §f the porcine PSTI struc--
ture with those of the avian ovomucoids (Bolognesi et»él.,
1982; Bode et al., 1985) shows much. larger structural dif-

ferences, and different intermolecular contacts (at the

N-termini and in the region of residuec 37 to 48).

Common Structural Features of fhe Protein Inhibitors

The majbr common element in the structures of the pro-
tein inhibitors of serine proteinases is the prima:y contact
réQion, or-fhe reacfive site loop: In all of the inhibitors
of known structure, the conformation of this loop is'highly
complementarylto4the surfacé of the énz&mes and likely

resembles that of an oligopeptide substrate when bound to

the serine proteinase actiye site. These reactive site

[l
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loops project out from thel inhibitors, so that they are ac-
cessible to the active sites of proteolytic enzymes. The
pointed. shape also serves to minimize potentially unfavour-
able contacts involving inhibitor residues other thgﬁﬁthbse
in the reactive site loop. The compa;T;on of PTI and OMTKY3
shown 1n Figure II1.2 demonstrates two very different ways
in which similar reactive sites can be c;nstructed. The

conformations of residues P, through P3'\§re extremely simi-~

lar, but the parts of the inhibitors protiding the framework

Figure IIl.2. Superposition of OMTKY3 and PTI Réactive
Sites. OMTKY3 is shown in thick lines and PTI in thin lines.
The relative orientation was determined by a comparison of
the complexes OMTKY3:CHT and PTI:BT using.a program of

- W. Bennett. All atoms.;are shown for.structurally equivalent
residues of the reactive site loops, and for the peptide
bond Gly361-Gly371 in PTI; the carbonyl-oxygen atom of .
Gly36I forms a hydrogen bond with the peptide nitrogen of
the Py' residue, as does the side-chain of Glul19I in OMTKY3.
For other residues only C* atoms and disulfide bridges are

. shown . '
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.close to the reactive site on the P, side (LaskoWski and

126

are guite different.

Bolognesi et al. (1982) have noted some other common’
structural features. 1In all of the inhibitors of known
strugture, the segmeﬁt on the P,' side of the reactive pep-
tide bond is involved in B-sheet structure. This canp be
seen, for example, in the view of OMTKY3 in Figure le.l.
However, Figure II1.2 shows that the fB-sheets of OMTKY3 and
PTI are not structurally equivalent. In addition, many of
thé serine proteinase inhibitors have a disulfide bridge

~

Kato, 4980).

Strhétures of‘the Complexes
To a first approximafion, the formation of the inhibi;
tor:enzyme complexes is an association of rigid bodies. The
en!’me active site is preformed to-accept a substrate; the
inhibitor has a reactive site conformation that very likely
. - 4
resembles that of a bound substrafe. Only relatively minor

readjustments are required for complex formation. Some de-

pértures-fcgm_this simplified picture will be discussed be-

low. Figuee—TTTT3I SHOWS éTphE*cafbonmggpresentations of the
two complexes OMTKY3:SGPB and OMTKY3:CHT. ~ Each complex is
presented with the 'enzyme active site Lh approximateiy the

. {'

. \—\/

-

same orientation.



127,

V/,qbu?m )
. : Z

(b)

Figure III.3., T%-atom Representations of Complexes. In both
parts, OMTKY3 is shown with solid bonds and the enzyme [SGPB
in part (a) and CHT in (b)] with open bonds. Every fifth
amino acid residue is labelled. Side-chains are shown for
~disulfide bridges, for the catalytic residues His57, Asp102
and Ser195 in the enzyme and for the Py residue of the in- -
hibitor. The atoms comprising the scissile bond are also
shown. S ‘ A N
. . . ) ¢ ‘ J
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C. Implications of' the Structures

Geometry at the Reactive Site Carbonyl Group

Before discussing the mechanism of inhibition, 1t is
appropriate to congider a Subtle aspect of the interaction
between enzyme agd inhibitor that has sometimes 5een consid-
ered important to inhibitor action.

The initial 2.8& structure of PTI:BT (Ruhlmann et al.,
1973) and the 2.6& structure of STI:PT (Sweet et al., 1974)
were both interpreted és showing a-tetrahedral adduct in
which there was a covalent bond between Ser 195 OY in thé en-
zyme active site and the carbonyl-carbon atom of residue P,
in the inhibitor reactive site. The adduct was presumed to
be stable because the epzyme spabiliies the transition state
(Pauling, 1946). This attractive proposal had to be modi—
fied when refinement of PTI:BT at 1.9& resolution showed
thét the distance from Ser195 OY to the carbonyl-carbOn atom
of the reactive peptfde bond was too long for a normal cova-
lent bond, but too short for a van der Waals contact (Huber
et al., 1974; Huber et al., 1975). It was c nclgded that
the geometfy at the reactive site carbonyl was iﬁtermediate

;qggfﬁween'that of a planar peptide and phai of a te;rahedral
'fintermediate.
The chemical environment of the reactive‘site carbonyl
group in the p;otein inhibitors of serine proteinases has
also been examfned'using 13c-NMR (Baillargeon et al., 1960:‘

Richarz et al., 1980). 1In all of the complexes STI:PT,
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PTI:BT, PTI:BTn and PTI:BTan, the NMR resuits were 1inter-
prit%d to rule out a covéLent, fully tetrahedral adduct at
the carbony1¥carbon atom. Howé&er, it.was not possible to
distinguish between a planar trigonal carbon atom and a
tetrahedrally distorted one.

Burgi et al. (1973) studied analogous interactions in
small molecule crystal'stfuctures, which are much more pre-
cisely determined than protein structures. It was found
that deviations from planarity at the carbonfl—carbon atom
increased as a nitrogen nucleophile approached more closely.

The carbonyl-carbon atom is displaced from the plane defined

by the three atoms to which it bonds; the size of this out-

-

. -of-plane displacement towards the nucleophile is a measure

of the distortion from planarity. Burgi et al. (1974) ex-
tended this work to oxygen nucleopﬂileé, for which it was
found that the distortion was generally about one-third as
large as the distortion that would be found with‘nitrégen as
a nucleophile. It was concluded that the amount of distor-
tion induced by the close approach of a pdéieoph}le dépends
on the strength of the nucleobﬁile (Bﬁrgii;1975):u

There are two probléms in deducing the}émBUnt of-dis-
tortion expected at.the reactive site carbénjl oévan-inhibié
tor from the work of Birgi and co-workers. We might expect

~ .

that 0Y of Ser195 wguld bé\;‘sgionger hucleophile than a
typical oxygen nuﬁ&eophile; how Much stronger is difficult

to say. Ih'addition,$the carbonyl-oxygen atom of the reac-

tive bond sits in what has been termed the dxyanion hole
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(Robertus et al., 1972), where it forms two strong hydrogen
bonds to main-chain NH grdups. These hydrogen bonds enhance
the polarization of the carbonyl bond, and would also be ex-
pected to encerage a distortion from planarity. The dis-
tortion observed for PTI:BTan, in which Ser195 of trypsin
has been converted to dehydroalanine, has been attributed to
this effect (Marquart et al., 1983). As a result, one might
expect to see a distortion of the reactive peptide group
somewhat greater than that seen for typical oxygen nucleo-
philes, but the exact amount could not be predictea.

.An additional problem arises from the small size of the
distortion.  1If the distortion were of the magnitude found
with a nitrogén nucleéphile, it would be predicted that; for
the nucleophile-electrophile distances observed ip inhibi-
tor:profeiﬁase complexes, the reactive peptide carbonyl-car-

- bon atoms would show out-of-plane displacemepts of less than
0.1§.j:§or wéll~refin§d structures at 1.8 to 1.98 resolu-
tion, even the best-detefﬁinéd atéms have-poé@tionallerrors
of the order of 0.1&. As discudsed aboye, the structure of
OMTKY3:SGPB has estimated coordinate errors in this range.
Since ndne of the oEﬁer complexes of serine proteinases and
their protein inhibitors has been determined at higher reso-
lution, it is unlikely that any of them will have signifi-

[

cantly more accurate coordinates.

‘ One potential concern is that, even if a peptide bond

P

distortion>were significant compared to the coordinate

- o .
errors, the application of geometrical restraints in

’
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refinement would tehd to damp deviations from ideality. One
way to test.Qhether deviations are being masked is to refine
the structpre without planar restraints. When this experi-
ment was performed on OMTKY3:SGPB, the small distortiqn ob-

served in the restrained structure became somewhat larger,

but it was still small compared to both the coordinate error
and the deviations found for other residues (Read et al.,
1983).

The combined eff®ct of real deviatiqgns from idealihy,
coordinate error‘and the application of restraints can be
studied by fexamining the d&&bution of geometries for all
the peptide bonds in a strdcture. The out~of—plane
displacements observed ih/s number of high"feso)ution,dwell—
refined structures of iﬁhibitorfproteinase complexes are
summarized in Table III.3 [The coordinates for complexes
other tzfn those of OMTKY3 were obtained from the Brookhaven
Proteln Data Bank (Bernsteln et al., 1977).1] All of these
structures show a distortion in the expected direction.
However, in none of.these'structures taken in isolation ‘can g
‘the observation be-cpnsidered significant compared to rhe .
coordinate error; nene of the but-offplene diSplacements is
large compared to' a reasonable cdordlnate error of 0.1R, and
~none is strlklngly large compared to the rms dlsplacement Jnd

the strpcture.’ Also, in each complex there,are peptide

”bondsv presumably in normél‘environmehts, thaf show much

: z’I‘he varlatlons in the rms out-of- plane dlsp;acemenrs for”
these structures probably result from varlatlons in the
'tlghtness of the geometr1cal restralnts.

e



Table I1I1.3

Geometry of Scissile Peptides in Several Coﬁ%lexes’

Structure Distance Out-of-plane displacement (&)?

. OY“'C(.&)'[ 1 -
observed predicted? rms* maximum
(esidue)*

OMTKY 3:SGPB 2.70 0.066 0.084 0.027 0.080
(Cysi61)

OMTKY 3:CHT 2.95 0.014 0.060 0.021 0.070
(Ala401)

PTI:BT 2.68 0.089 0.086 0.066 0.177
' (Asn233)

PTI :BTan® — 0.070 0.0 0.070 0.286
‘ e : (Ser147)

PTI :BTn 2.94 0.127 0.060 0,074 0.211
. o (val27)
PTI:BTn:1V 2.80 0.082 0.073 0.075 0.264
: . (Ser147)

PSTI:BTn 2.67 0.104 0.087 0.058 0.179
‘ ' / (Pro161)

'Distance from OY of Ser195 to the carbonyl-carbon atom in
the scissile peptide bond. ‘
‘Displacement of the carbonyl-carbon atom of the scissile
peptide from the plane defined by the atoms to whlch it 1s
bonded, i.e., C%, O and N.

- *0out- of plane dksplacement calculated from equation (1) of
Burgi et al. (1973); the assumption is that OY of Ser195 is
a nucleophile of similar strength to a nitrogen atom. ™
*The rms and maximum out-of-plane displacements are deter-
mined from all of the peptide bonds in the complex. '
_*In anhydrotrypsin, Ser195 has been converted to dehydro- .
alanine, so that OY is pot present.

"éreater_diatortiohs from planaeity.‘ Nonetheless, the combi-
‘nation of.cbservations from severalﬁindependent structures
suggests that some distortionils beihg observed in thelerye;
tallographli experlments (Marquart et al. 1983).
. The'fact that the reactlve pept1de carbonyl is in a
special env1ronment in the complexes can be deduced guite
A o

satlsfactorlly from proteln crystallography The observed

dlstances of about 2 7K between Ser195 OY and the carbonyl-‘
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cafbon atom of residue P, are about 0.5& shorter than the
expected van der Waals contact di;tances of about 3.21%.
This 1s large compared to the coordinate error. From thek
work of Burgi and co-workers, one would expect a correspond-
ing distortion of the reactive peptide carbonyl. The re-
sults of protein crystallography suggest that a disgortion
exists, but the available structures are not gufficiently
accurate to measure preciselgkthe size of the distortion.
The Standard Mechanism of Inhibition

Most protein inhibitors of serine proteinases act by a
standard mechaﬁism (Laskowski and Katé, 19803. The basic
elements of this mechanism have been recognized for some
time. As early as 1954, it was speculatéﬁ that'ovompcoids
are competitive inbipitors that form stable complexes with
proteinases, but aré\acted upon slowly (Sri Ram et al.,
1954). The finding that inhibitors bind tightly to inactive
anhydro-enzymes (Foster and Ryan, 1965)‘impiied that inhibi-
tion did not requife the formatioﬁ“of any covalent interme-
diate (Feinstein and Feeney, 1966). Stﬁdies of the kinetics
of the reactions between enzyme and inhibitor showed that
kcat/Ky is characteristic of a very specific enzymé—sub-
strate interactpgn, but that both k.z+ and Ky are unusually
‘small §Laskow$ki and Kato, 1980). This leads to very tight
| binding (low Ky) and slow ﬂydrolysis (low kegt) -

The inhibitor and 1nh1b1tor enzyme structures deter-

mlned by crystallography are con51stent w1th the general
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ideas of this mechanism. The mode of binding to the active
site 1s quite similar to that expeécted for substrates. For
example, Migsui et al. (1979) pointe@ out the similarity be-
tween the coﬁférmation of SSI in the active site of subtili-
sin and that of tﬁe hypothetical subtilisin substrate pro-
posed by Robertus et al. (1972). As -another example, Figure
I11.4 shows a comparison of the reactive §ite loop of OMTKY3
in the active site of SGPB with a tetrapeptide product in
the active site of SGPA (Jaﬁes et al., 1980b), a closely re-
. lated proteinase. The tetrapeptfde product can be consid-
ered as é virtual substrate for which oxyéen exchange with
the solent 1s catalyzea. /

The crystal structures allow one to rationalize the
. ' o
equilibriu@\constants and rate parameters that govern the
s : ST
interaction of ‘enzyme and inhibitor. Since most of the
~ .

Figure III.4. Comparison of Interactions with Inhibitor and
Product. The active site regions of OMTKY3:SGPB (thick
lines) and the tetrapeptide product Ac-Pro-Ala-Pro-Phe-OH
bound to SGPA (thin lines) were superimposed using a- program
of W. Bennett.  Residues of OMTKY3:SGPB are labellpd
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<inhibitors are still functional when equilibrium has been

reached, it is useful to consider fhe situation at equilib-
rium. In simplified form, the reaction between enzyme and
inhibitor can be represented as
| E + [==E-Is=—=E + 1%

wﬁere’I 1s the virgin inhibitor and I* is the éleaved, or
modified inhibitor. The amount of complex E-1I that is pre-
sent at equilibrium is governed by

Kassoc = LE-11/([EI[1 + I#]) o (1)
(Finkenstadt et al., 1974). An inhibitor will be potent at
equilibrium if itlhas a large value for Kyggoc- The equi-
librium constant for the hydrolysis of inhibitor is given 5}

Khyg = [1#1/[1] (2)
Finalf?i;the equ{librium constant’ for the association of’
virgin inhibitor with enzyme can be denoted by

Ka = [E-T1/([E][1]) ‘ (3)
Some manipulation of eguations (1)-(3) leads to the follow-
ing: ' |

Kassoc = Ka/(.1 * Khya) (4)
This formulation separates inhibition into twb-logically

distinct parts.. A good inhibitor has a large value for Ka

which.is determined by .the interactions between E and I, and

a small value for Khydi which_ié a function of the inhibitoi
. . N ' &

structure alone. Some values for K, are summarized in Table

CI11.4; a - , »
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Table I111.4

Strength of Association of Some Inhibitor:Enzyme Complexes

*

Complex Ka(M—1) pH Reference
OMTKY3 : SGPB 5.6x1010 8.3 Laskowski et al., 1983
OMTKY3:CHT 3.2x1011, 8.3 Empie and Laskowski, 1982
OMTKY3:elastase 5.7x10'0 8.3 - Empie and Laskowski, 1982
PTI :BT 1.6x10!3 8.0 Lazdunski et al., 1974
PTI : BTn 4.3x10° 8.0 Bode, 1979
PSTI ;: BT 1.0x10'0 8.0 Antonini et al., 1983
PSTI:BTn - 3.6x104 8.0 Antonini et al., 1983

. ~
Maximizing K, o » - X

, It has long been recognized that a major reason}%or the

tight binding of inhibitors is the fact that the free inhib-
Al .

itors have conformations complementary to the active sites

of the enzymes'they inhibit (Huber et al., 1974; Sweet

et al., 1974; Blow, 1974). (As discussed above, it 1s no

€
\

longer believed that a eevalent bond in a tetrahedral inter-
mediate contributes to the sttength of bindingr)' The. bind-
ing energy of & substrate to an enzyme is the result of a
large number of favourable and unfavourable terms. Up to a
point, the balaﬁce sheet comparing favourable and unfavour—
able,free energy terms would be similar for the binding Qf‘
either a‘subst:ate‘or an inhibitor. For exampie, almost all
of the'interaetibns between OMTKYj and SGPB involve residues
Pg through Pé"(100 out of 108 intermoleculér"eohtactstless
than’4ﬁ) end are thus possib}e for a small peptide substrate
to achieve. ‘quever,~a_smallfpeptide free in.sol&tion Qill'
agppi many confdrﬁations,’oblyﬁohe of which is that feqUired

Y
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to bind to the enzyme active site, and ‘this binding confor-
mation does riot necessarily have the lowest free energy.
Therefore, on binding there are unfavourable free energy
terms: a decrease in entropy from the loss of internal de-
grees of freedom, and probably an increase in free energy
from selecting a ccnformation otHerm;han that of lowest en-—~
eréy. These unfavourable terms have no counferparts in the
case of a rigid ihhibitor thaélis already complementary to
the enzyme (Huber et al., 1974; Sweet et al., 1974; Blow,’
1974). As a result, the inhibitor has a considerably higher
binding energy than a substréte:

More'recently, it has be¢come apparent that, although
inhibitors are rigid compared to good substrates such as
small peptides or floppy exterﬁél loops of globular pro-
teins, th;y are not absolptely rigid. In féct, as will be
discussed below, a certain amount of.flexibility can be' im~

portant to inhibitor biﬁding. ‘
Minimizing Khyd i

~In most inhibitoré, Khyq is close to unity at neutral
pH (Finkenstadt et al., 1974; Laskowski and Kato, 1980). It
' can be seen from équation (4) thet Kissoc Will not increase
much if\gbyd is low?r than unity; 'Theiregion of the reac-
tive site in inhibitors must héve,consiaerably less f:eedoh
to“reiéx éfter hydrolysis than‘regiéhs»céniaining'hydrolyz—/
able Eoﬁds‘in globula; proteins, which undergo almostvcom;
pleﬁe‘hydfolysié (Finkénstadt et al.e 1974)L‘ It hés’been

' -
aN
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\ oo

noted that 1in all of the inhibitors of knéwn structure, the
segment on the P,' side of the reactive peptide is involved
in B-sheet struEture, and that there is often a disulfide
Eridge close tokthe reactive site on the P, side (Bolognesi
et al., 1982). 1In addition, inhibitors of the PSTI (Razal)
family have a disulfide-linked cysteine-at position Pg'. It
is not necessary,vhowever, for the reactive site‘loop to be
covalently closed. Even when STI{s cleaved by subtilisin
at Met84I, it is still active as & trypsin inhibitor. If it
is then converted to the modified inhibitor by cleavage at
Arg63I, the segment Ile64IAto Met841 does not dissociate,
.even though it is helq only non-covalently (Laskowski
et al., 1974). | | . L
Additional evidence that disulfide'bridgES ére not-es—
sential to the standard mechahism comes:from the‘strﬁctures
'of inhibitors in the PI-1 family. Th; interactioﬁ’of barley

inhibitor CI 2 or eglln with SUbtlllSln is e9u1va1ent to

that seen in the c;\biexes of the (other" ggrlne proteinase

inhibitors (McPHa%en et al., 1985a,b). Therefore, it is

reasonable to assume “that the stan rd mechanism applies .

X ' . : .
equally to this 1nh1b1tor famll,( CI—2 and eglin lack di-

sulflde bridges; the exben51‘é°B sheet’ structure, whlcQ

g

v
1ncludes segments flanklyé the reactrve site on both s1des

o

\
(McPhalenuet a] Y 1985a,b), should contk\iute to the necgs—

sary conformat10na1 constralnts. -

‘The covalent and non-covalent interactions that would

be expected to reduce the conformationall freedom of modifiéd

’ \ Lo i
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OMTKY3, for example, can be seen clearly in Figure III.1(b).

In addition to the disulfide bridges and B-sheet structure

already mentioned, three hydrogen bonds involving Gly32I and
//;snBBI link the main-chain of residues near the reactive

bond to the rest of the inhibitor.

Slow Approach.to Equilibrium

For some inhibitors, like PSTI, the modified "forms are
more susceptibleé to additional cleavage than the,virgin
forms (Schneider et al., 1974; Tschesche et al‘d 1974), so
that they become gradually inactivated Presumablyy there
is pome phy51ologlcal advantage to ;he temporary nature of
the inhibition rendered by inhibitors such as PSRI. Never--
theless, if equilibrium between Jif§fﬁ and modified inhibi-
tor were approached too rapidly, suoh inhibitors would be
guite ineffective. To a certain extent, the extreme
strength of‘inhibitor‘binaing sets a limit on,toe rate at\ \
which equifibrium can be approached. In addition, a Spe-
cific barriergagainst hydrolysis has beeh-suggested because

.,of the ooservation that for most inhibitor: enzyme systems

.

formatlon of the complex from modlfled inhibitor is slower-

-~

N

”@than from_lntact inhibitor.. “~.
SeveraleUQgestions have been made for interactions

.~that would,slow the approach to eouilibrium (Fujinaga
ét al.,‘19§2; Read et al., 1933). However, most of these
rSUQQEStﬁons are difficultt;o.reconoile with data'Showing

that tbj size of ‘the barrier to hydrolysis gdiffers markedly'

2N
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for different enzymes interacting with the same inhibitor.

In the simplified kinetic scheme

Kon Kofg*
E + 1:_.7———,:23 ======E + I«
koff Kon* ¢

the ratio Kgofg/kofg* ;s a, measure of the relative heights of
/'}

o

the activation energy barriers on the virgin and modified
inhibitor sides of the reaction. For PTI interacting with
the two enzymes CHT and BT, this ratio is équal’to 2x10° and
2xT02, respectively (data gummarized 1n Quast et ai., 1978)\
Even more impressive gre recent data involving complexes of
OMTKY3 with various enzymes_fof which the ratio kgyfe/kgpg*
;aries over six orders of magnitudé (Ardelt and Laskowska,-

1 1985). It is fortunate that two of the more extreme ex-

o

aﬁSiés involve the two enzymes for which the structures of
complexes with OMTK¥F are known: CHT (koff/koff* = 1.25x106)
~and SGPB (¢.3). To rationalize this pronounced difference,
based on t;o structures that reveal very Similag inhibitor:
enzyme interactions, is a'challénging problem.

Such marked differences in the barrier to hydrolysis
are hard to\explain with mechanisms based'only on intra-

molecular interactions within the inhibitor. These interac- -

tions are expected to bq‘the Eamgﬁgk’compléxeé with differ--
'ient enzymes. For éxample; in boté complexes Wi OMTKY3 ‘
hydrogen bonds are observed from t 51de cgg}n amide n;%ro—
gen asgp gf Asn33I to é%e carbonyl- xygen atoms of Thri171

and Glu19r. In addltlpn, uhe main- chaln amide n1trogen .atom

of the scissike peptide'fprms ydrogen bond to the 51de—
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chain carboxyl group of Glu19I. It has been proposed that
these 'interactions contribute to an increased activation en-
ergy barrier to hydrolysis (Fujinaga et al., 1982; Read

et al., 1983). The new-kinetic parameters discussed above
rule out this possibility. Similar consjderatibns invali-
date a proposal by Rdhlmanh et al. (1973) that a favourable
hydrogen-bond from the NH of Alal6l to the carbonyl-oxygen
atom of Gly36I in PTI would not be possible in the acyl-en-
zyme complex. The different behaviours of CHT and BT
towards Pfl‘km terms of the ratios of kgfg to kggg* cannot
" be explained h& this intramolecular interaction because it
should Be present _in both complexes.

An equ1$§ient problem arises 'if one tries t invoke in=
teractions with the active site residues of the setine pro-
teinases to explain the iarge differences in kéff/kéff* fot
éifferent enzymes. These tesidues édopt extremely similar
conformations in all’of the ser;dekpfbteinases of known
structure. aThus. the fact that solvent is excluded from'ap—
proaching the H1557 reé/due of BT will be equally valid for
the complexes of PTI with CHT, so that such proposals
(RUhlmann et al.,'1973) cannot account fot the kinetic dif-
Aferenees between‘BT’aad CHT. ?

Anfexplenatioh for the barrief to hydfolysis'that is
consisteht'withﬂthe klnetlc data must 1nvolve properties and

structUral geatures that differ among the enzymes studled

¢

" One p0551b111ty would be that the dynamic propertles of dif-

ferent enzymes result in some complexes be1ng ‘more rlg1d

-8 ’
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hence less reactive, than others. Another possibility could
be that the differences in the ratio koff/koff* arise from
altered .strength of interactions on the P,' side of the

?

scissile bond. 1In the formation of the scyl~énzyme,‘the new

N- and.C—tetmini hust move apart. Tgis, presumably, would
change the interactions between at leaSt'P]' and Sy’ '
(Ruhlmann et al., 1973), with an energy cost that could vary
considerably among enzymes. For. a normal substrate, the

leaving group is expected to diffuse away from the active

site, thus making room for a water molecule that will par-

3

ticipate in the de-acylation step. In an inhibitor such as

OM lent and non- covalent interactions prevent the

lo of the

le vin§ group and limit the possible change in °

’

co én the P,' side. It 1is easy to imagine that
earrangement . of ‘the P,' residues necessary fofgg% g?yl~
ation could be much more difficult w1th ‘some enzymes, since
there is considerable variability in the Sn' regions of
serine proteinas‘ga(e.g.ﬂ eompa(e the two complexes of
OMTKY3‘in parts (a) and (b) of Figure III.%%. This question
could be addressed by modeiling'the‘acyl—edzyme complex,

then performing extended numerical simulations of the dynam-

ics of this complex.

Role of Flekibility in Inhibitors

As noted above, a conformatlonally lablle inhibitor

would probably be a good substrate. .To take the other‘ex;

"%%Fme¢ we can imagine an inhibitor that is rigidly fixed in
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phe best conformation to bind to a particular enzyme. Be-
léause there would be no strain in the bound inhibitor and no
change of entropy from loss of internal degrees of freedon,
this inhibitor would bind very tightly to its cognate en-
zyme. However ,, the rigid inhibitor would not bind to an-
other enzyme that differed in structure to any significant
extent:, whe}eas a more flexiblé inhibitof‘might be able to
adapt to the active sites of several ehzymes. Thesé éonsidf
erations suggest that one way 6f increasing specifiqiti is
to increasg/;he rigidity of an inhibitor. 1In inhibitors
with broéd‘specificity such as the ovomucoids, there will be
a trade-off betweep flexibility énd strength of binding.
Flexibility ié indicated in refined crystallographic
structures by the thermal motion paraméters, or B values.
For free OMJPQ3_(Weber et al., 1981; Pabamowos et alﬂ; 1982)
- and free OMSVP3 (Bode et al., 1985), the B values af the
reactive sites are améng the highéét in each'moleéuie, indi-
catiqg a considerable amount of flexibiligy in this region

bf §hﬁ uncomplexed Kazal domains. In contrast, in each of
s Sy A . N

%7:5GPB (Fujinaga et al., 1982), OMTKY3:CHT, and

or PR
!
§

PSTI:BTn (Bolognesi et al.;, 1982), the B values of the reac-

tive site loop are émong the lowest 'in. the complexes. Thus,

$ \

the association of’a Kazal domain with its cognate enzyme is
accompanied by a large redudéion in thé confdrmational_flexj
ibility.of the reactive site reéion of fhe kree inhibitor.'

Howévér; inhibitor binding to trypsin does not have a strikf

ing effect 'on the.relative B values of the réactiVe‘looQ‘in
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"PTI. This suggests a lack of flexibility in free PTI that

may be related to its extremely large association constant

\

‘e

(see Table III.4).
A comparison of the structures of OMTKY3 bdund$to SGPB
and to a-chymotrypsin gives evidence in support of the role
of flexibiiity. Figgre II11.3 shows the two complefes with
nthé enzyme active sites in the same orientation. From this
Q}ew, one would think that the binaing mbde differed signif-
icantly for the two enzymes. Howeder, %&F binaing interac-
tions with the reactive site loop (Figugg‘III.S) are virtu-+
ally identical in the two complexes. Tﬁere hasvbeen.a con-
formational change (Figgge I11.6) that "has the effect of |
altering the relative orientation of th@_reactive site loop

o

'(P5—P3')'and the fest of the inhibitor.

Figure III.5. Comparison of Active Site Regions of the
OMTKY3 Complexes. OMTKY3:CHT is shown in thick lines and'®
OMTKY3:SGPB jn thin lines. Residues of OMTKY3:CHT are la-
belled. Main-chain atoms of residues 57, 191-1385, 214216
amd '171-191 were superimposed using a ptogram of W. Bennett;
the rms deviation for these 48 atoms was 0.21R&.

i
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1‘OMTKY3(C) SGPEfaﬁd OMTKY3(B) CHT'by\superlmp051ng the two

‘_1n Flgure ILI T e T sxo"zssz

Figure I1I1.6. Comparison_of  OMTKY3 Structures. The struc-

tures of DMTKY3 'in its complexes with SGPB (thick limes) and

with CHT!(thin lines) were superimposed by a least- "squares

procedure comparing the main-chain atoms of.residues in-

volved in secondary structure {rms deviation for. 112 atoms

is 0. 348) In both structures .the N-terminus of OMTKY3 is

disordere Two additional residues are visible in the '

electron gen51ty of the complexcy;th CHT.
s . e

a,
A N <

The nece551ty for thls conformatzonal change can be

- *

'demonstrated by a sxmple modeﬁ bu1ld1ng experlment If

0MTKY3(B) 1s the structume of the 1nh1b1to€ £ rom the complex

3

wlth SGPB andQPMTKY3(C) thegstructure of the 1nh151tor from 0

o

OMTKY&.CHT~ €hen ve can consfmuct tbe hypothet1cal complexes

4

[

menzyme act1ve s1tes, as for F1gube LII .5, and exchanglng the

‘two forms of OMTKY3 ; These hypoﬁhetlcal complexes are shown

’ c: .
s ,."c =g ,; _‘J . . . Y
. E - . -

v'n‘ L e

1n OMTKYB(C) SGPB [F1gur? L%iAK(a)l Lys13I would make .
- / " °‘ 3§

L unfavourable close contacts wmﬁh Ty£171 and Gly172 Inqid*

g x)l'a'

Vd1t1on »TyrZOI and Ar921I wouLd c&ash w1th the segment Thr39’

“to Arg41 on SGPB ' In OMTKY3(B) CHT [Flghre 110, 7(b)] e - -

ML ° .I.~

*ft' situatlon would be EVen WOrse. There would be close

o N . [
H*n'%vz';wnz 4v]- S L s '
JE s )

> . . st
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(a)

(b)

: R . T r 1 h// .

- Figure III.7. C%-atom Representations. of Hypothetiecal OMTKY3

. Complexes, In both figures, OMTKY3 .is.shown with,50lid bonds:
~and the,epzyme with open bonds. Side“chains‘are ghown for - i:

. disulfide -bridges, the catalyticyresidues-His57, Asp102 and.

.~ Ser 195, "and- the: Py residug LeyAB81. ' The atoms comprising the

_scissile bond: are‘alse shown. Part (a).shows . = ..° . |

. . OMTKY3(C):SGPB, :4nd: (b) shows OMTKY3(B):CHT. . -- "~ %
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contacts of-the inhibitor segment Pro141-Cysi161 with Trpi172,
Trp215 and Gly216;~and of Lys29I with Tyr146. Asn36I would
have a number of unfavourable contacts with Tyr 146, Met 192
and Ser218, and the position of Asn39I would conflict with
that of Ser2I18. Therefore, a single rigio conformation for
‘OMTKYB, eitner OMTKY3(B) or OMTKY3(C), will not permit. bind-
1ng to both SGPB and CHT. The broadness of spec1f1c1ty that
this 1nh1b1tor displays requires some flex1b111ty
Model-building suggests the presence of additional
‘flexibility in the OMTKY3 domain. This inhibitor hhs a
latge value‘of Ky for its interaction with porcine: pancre-
atic elastase (Table 111.4), which soggests that the binding
interact}ons-are similar to thoSe in the OMTKY3:SGPB. or

OMTKY 3 : CHT complexes. Héweyét, an dttempt to dock either *r
§ Ly
OMTKY3(B) ‘or OMTKY3(C) to elastase results in proh1b1t1vely~

close non- bonded contacts 1n she negion Of Ar9217A of

-
e 15

elastase .mhus, conformatlonal adjustments in the inhibi- %
'tor, and p0551b1y in the enzyme,"would be,;equ1red ‘to form’

the complex of OMTKY3 with elastase

D. Compar1son of SGPB Structures . < i
‘Q.

The crystal of native SGPB and the crystal of ltS com—i

”plex with OMTKY3 dlffer 1n crystalllzation condltlons, in

M

pack1ng 1nteract10ns, and 1n the presence or absence of the
"1nh;b1tor molecule, all of which are expected to affect the

.g'conformat1on to some degree. A comparlson of . the two struc—

_'tures can 1nd1cate the nature and extent of these effects.-



h‘formatlon yére that of SGPB in the other crystal.

~e

The level at which two structures can be compared de-
pends on their accuracy. Both structures of SGPB are well-
refined, high-resolution struc;ures with estimated rms coor-
dinate errors of 0.1 to 0.2&, so that comparisons can be
quite detailed. The native SGPB structure has been refined
at 1.7 resolution to an Rctactor of 0.149 (L. Sawyer,
A. R. Sielecki and‘M. N .G. James, unpublished).

When the two SGPB gtructures are companed by a leastf
squares superposition of all 1310 atoms @®program of
W. Bennett), the rms deviation in atomic positions is 02588
(for the 741 main-chain atoms,:the’rms deviation is 0.52&;
fot the 569 side*chain‘atoms,‘0.66&0. The relative orient-

A} . RN

ation derived from this superposition has been used in a de-

.‘tailed  structural comparison.

R

Effect of Crystal Packing . : T ”m"
4
In order to study the effect of crystal packing con-

d

tacts on structure, the symmetry operatlons for each crystal
were applied to the approprlately orlented SGPB molecule

from the other crystal In this way, contacts that are pre-

"

sent can be compared w1th those that would exist 1f the con=

®
’

. piN

When such comparasons are made, one can_ see ‘that dlf— v

{

‘a- a

ferenees 1n crystal packlng envlronment are often accompan—,'

ied by changes in van der Waals and hydrogen bondlng 1nter~

A . *

'.actlons.n It is’ generally ev1dent that changes are necessary

. to'avoid unfavourable“contacts, but it.is sometlmes

B - S

-
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difficult to asgrfbe cause and effect.
" some of the largest conformational differences observed
4

involye the C-terminal residues of SGPB.”” In the crystal of

the native enzyme there is an intermolecular contact between

the segment Gly172461y173 and the C?ferminal residues Val241
« and Tyr242 (Figure III.8). 1In the crystal of‘the complex,

both segments are essentlally exposed to solvent, although

Tyrl71 is in contéct with the bound inhibitor (see Figure

II1.4 and Figure II1.10 below). If SGPB with the

»

Figure IIT.8. Intermolecular Contact .in Native SGPB Crystal
ﬁ‘ggskingw The Ségmgnt of the molecule denoted-N170' to D175'
Ts related by thé following coordinate transformation®to the
ydecule at’x,y,z: x,y,-1+z. Thick lines in the repregsenta-
ticn ‘indicate tle structure observed in-the native enzyme. /.
" Thin lines corkre€pond to the 'superimposed structure of SGPB
_+trigthe conformation, of its'complex with OMTKY3. - Had the .
Cxferminal residues Val241 and Tyr242 retained their orient- *
agron observed in the crystals. of the complex, una¢ceptably:

%

/

 ..short non-bonded contacts with Gly172' hd Gly173' would
.., ‘occur (Table III.5).” .Only those hydrogen bonds (dashed =
’ €s) and“solvent molecules (circles) invélved in bridging

‘jpperfage are shown, =

e

o T RN ¢
N . .
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conformation observed in the complex were placed in the
crystal of the native enzyme; unfavourable uan der Waals
contacts would exist (Figure 111.8). The conformation in
the native structure avpids these unfavourable interactions
and, "in add1t1on, allows Val241 O to form hydrogen bonds
hoth to Gly173 N and to_a water molecule involyed in the
so1vent structurevof the interface (Table I1I11.5). The small
shift of Gly172 and G1y173 towards the contaEting protein .
molecule might be attributed to the inhibitdr b1nd1ng ﬁmggr—{'
action at Tyr171 (see below) It is not,c;ear why the c-
terminus,linstead of the diglycy17ﬁ—bend, adjusts'to avoid
the potential bad contaets: | "

The shift of the C;terminal residues’propagates by
1ntramolecular contacts to the segment from LysI]S ‘to- Ala127
(Figure III 9). W1thout concerted shifts of Lys1?5 and, esﬁ‘
‘pecially, Gly117 proh1b1t1vely close contacts would result |
(Table III.6). These shifts lead to a reorganlzatlon of the
whole. segment, even those re51dues relatlvely far from the
‘C*terminus. In“fact, the largest maln chaln dlfference bej
tween the two_SGPé-structures (2.8R for Gly120~C“) oocurs in
: the‘B—bendffrom’Va1119 to.GanQZ AS can'be.seen In Figure:
“III;Q‘ the pattern of hydrogen bondlng ;nvolv1ng the res:—“ '#gi
i.dues Lys115 to A1a127 1s/also somewhat altered One of -:'J“
u,theﬁe hydrogen bonds that from the carboxyl group of Tyr242
to Gl;I17 o] 1n natlve SGPB 1s perhaps a contr1but1ng factor' f

ffln the reorganlzatlon.j The exlstence of th1s hydrogen bong -

** N

FR, . . ) , o .‘5 [P

'ihlmp11es that the carboxy termlnus 1s protqnated,.whlch 1s Vf;ﬂ(



#

':~* ences are not large and tend;ugbbe smaller than those d1s— ‘,s

1,structUral core.jﬁf%
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Table III.5 .

\ '
Intédrmolecular Contacts in the Crystal of Native SGPB

Observed™ Potential Shift of Shift of

A distance contact?” atom 1 atom 2
Atom 1 Atom 2' | (R) (R) (R) (&)
Val24i C Glyl173 C® 4.3 3.4 1.1 0.5
Val241 C  Gly173 N 3.8 2.8 1.1 0.4

Val241 0 Gly172 C 3,7 3.0 1.4 ~ 0.5 "
Val241 0° Glyi173 N 2.9 1.9 1.4 . . 8.4
Vak241 0 Gly173 C« 3.7 2.6 1.4 0.5
Tyr242,C% Gly172 C® 4.3 3.2 2.0 0.5
Tyr242 €% Gly172 C 4.5 3.0 2.0 0.5
. Tyr242 C* Gly173'N 4.1°" 2.8 2.0 0.4
Tyr242 C% Gly173 C® J a8 3.5 2.0 . 0.5
Tyr242 cB Gly172 C 3.9 3.2 1.9 0.5
Tyr242 CB Gly173 N 3.6 2.9 1.9 0.4
Tyr242 ¢ Gly173 co 4.0 3.0 1.9 0.5

"Coordinates generated: by the symmetry operation x y,—1+z.
*Distances calculated with coordinates of both atoms from
the 'superimposed structure of SGPB in the complex.

*Hydrogen- bonded interaction in the crystal of native SGPB

~

"possible for .the native SGPB structure, determined at a pH

of 4.2, but not for the structure of the complex (pH 6 3)

It would appear from Flgpre I11.9 that the large movement of

‘the B-bénd, Vall19 to Glu122 "is in turn propagated through

' tovSer126, ds weli-.as to the nelghborlng B bénd from Ser201

) ‘ 5 » B . : ‘ A )
to ArgZOB o o o o : By \\\~<\\
;.:,tg ' ' o

The comparlson of the two structures of SGPB shows

f..
!

that, 1n the reglons.éf 1ntermolecular contact the dlffer- =

F ';
cussed fh the above example. For SGPB there does not seem

, uch propagatlon of the cbnformat1onal changes from

%
i

s ~



byclosely parallel the movements that occur On b1nd1ng 1n~so—7

h lutlon. Flgure III 10 shows the contact regLon,‘w1th the

_free to move.

Effect of Inh1b1tor Bind1ng

zyme._ Therefore, the1r conformat10na1 changes shouldif

152

Flgure'III 9. Propagatlon of Shift of ,SGPB C termlnus The’
shift of the C-terminal residues val241 and Tyr242 is propa-

gated to- the peptide chain Lys115 to Ser126. Thick lines

represent the conformation of SGPB in the. crystal of its
complex: with OMFKY¥3; thin lines indicate thé native struc-
ture. Dashed lines represent hydrogen bonds. The ‘major
differences are seen for the B-bend Vali119-Glu122, where
conformational differences up to 2. 8% occur.  This B-bend
makes "few 1ntramoleculartcontacts aWd\IS thus relatlvely

/ . - Sl

v
\
\ |

’

The reszdues of SGPB thatrlnteract with OMTKYB are
3‘.“

'mostly exposed to soLyent 1n the crystal of the natlve en~-

v

Lo IR : F;,» ' N
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Table III 6

‘Contacts Leadlng to Propagatlon of Shift in SGPB

153

LY
Atam 1 Atom 2 Observed Potential Shift ‘of
distance(&) contact(R)' atom 2(R&)

Tyr242°C  3Gly117 C%- 3.7 2.9 1.0
Tyr242 ¢ 'Gly117 C 3.9 3.1 0.8
Tyr242 C Gly117 b 3.3 2.9 o;g .
Tyr242 0 Gly117 CS 3.2 2.6 1.
“Tyr242 O Gly117 C 3.3 2.7 0.8
Tyr242 O Gly117 © 2.6 2.1 0.5-
Tyr242 ¢ Lgs115 O 3.5 2.9 0.7
Tyrg42 C¢2 Lys115 O 3.3 2.8 0.7
Tyr242 C€2 Aspll6 C  .» 4.5 3.5 0.8
Tyr242 C€2 Gly117 N, 3.8 3.0 0.9,
Tyr242 C¢2 Gly117 Co 3.7 3.1 1.0
~rTyr242 c%2 Gly117 ce 3.6 2.8 1.0
Tyr242 07  Lys115 C 3.7 3.1 0.6

'Distances calculated with coordinates of atom 2 from the
superimposed structure of SGPB in the complex.

-

2 -

a

native SGPB §ttuctute superimposed on that of the“,bmplex.

Contact distances from OMTKY3 to the SGPB molecule in both

conformatidns are given in Table 1.7,
The conformatlonal c anges of “the catalyt1c~res1dues
His57 and Ser195

As dlscusséd above,

Leu181 C

o~/

\

e - .

ﬁ%om the 1nh1b1tor.

drogen bond between H1557,N€2$and Ser195 OY

tant 1n actlvatlng OY as a nucleophlle andvln allowlng the -

are\;mpf
Ser195
‘in what appears§
v-Nonetheless, upon blgdlng,

As we}

f”_proposed that the formatlc_

2

- rotates away from close co tacts w1th Thr17I

It‘has

07 i's only 2 78 away from

vl, the 51de o%aln of H1557

<

tant in” the hydrolytlc mechanlsm.

o] be an attra@tlve 1nteract10n.

thlS residue: moves sllghtly away

The net re*'

efsult of these two movements 1s ‘the formatloh of a st ong hy—

been‘

4

of thls‘hydrogen bonds1s 1mpor~ -
f P



the figure.

’quite'profoﬁnd éffétts dn,the:mecﬁanism'of hyarolyéis.»

et

Hy

Ax« ’ .‘ .. .
Figure III.10. Intermolecular Contacts Between OMTKY3 and

.SGPB. Thick lines correspond to the obseirved structure in

the crystgl of the complex; thin lines represent the suit-
ably transformed coordinates of native SGPB for comparison.
Conformational changes in SGPB. induced upon inhibitor bipd-
ing are relatively small (see text and Table III.7). Only
those hydrogen bonds (dashed lines) and solvent molecules
(circles) involved in bridging-*the contact are included in

-

transfer of the proton from ger195 via His57 to the leaving

. group amide during'hydrolysis.(Huber and Bode, i978):.h

» : . R .
In the binding.of OMTKY3 to SGPB, theé conformational

'\

changes are mostlylsmdii, though significant. This observa-

—

"tiénlgavoufs the lock:and key model of‘éhzyme;dﬁbsfgate_ip-
teractien (Fischeér, 1894). on the other hand; the small -~

conformational changes in the gatalytic residues could have

1 a

v ) N -

i

——
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iv. Electron Densxty Map Coeff1c1ents

PO
b

Accurate phase probabllltles are 1mportant for comodnlng 1n-
5 , -

<

dependent sources of. phase 1nformat10n (Rossmann and Blow,
'h1961°'Hendr1ckson and Lattman— 1970) or for caLculatlng

.f}probab111ty we1ghted electron densxty maps (Blow and Crlck
’1959) WOolfson (P956) and Slm (1959 19665 derlved ex- ?

pressxon"for phase probabllltles from part1al structures

for centr ¢ and non~ centrlc structure factors respectxvely

-7

‘vSr1n1vasan a,d co= workers extended this work to include co-
ordlnate errors in the part1a1 structure.(Srlnlvasan and,
iRamachandran, 1965* Sr1n1vasan 1966) T
Two. problems ar:se when one attempts to apply the re—
‘sults on phase probabllltles to the calculatlon of electron
densxty maps u51ng partial’ structure phases ' The farst i
_ problem JS that of estlmatlng e1ther ZQ or ogp from the ob-'

. 8 .
gserved and calculated structure factor amplﬁtudes in order

N

*JVto obtaln accurate phase probabllltles. The parameter ZQ,'

o

.wh1ch measures the amount of m1551ng scatterlng matter i's
used 19 the expre551ons ‘of Woolfson (1956) “and S1m
(1959 1950) 0A7 whlch 1s a comblned ‘measure of the.

completeness and ‘the accuracy of the partlal structure, is

’

requ1red for the. expre851ons of Sr1n1vasan (1966) (These
. \ . .

terms and others are~def1ned‘1n Table Iv. 1m¢and the\rela-
tlonships among the 1mportant structure factor vectors are -

1llustrated in Flgure V.1, ) Part‘A deals w1th the

. ‘ ' . - B . N
'A version of this chapter has been accepted for publ1cat1on
{Read, R. J. (in press) Acta CPyStallogPaphlca, Section A].

A\
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Table IV.1

Definitions of Terms and Notation;

Termy Definition

X - = mean value of x .
<x> = expected value, or probability weighted average, of x
, . . g a
b P . N .
Fy = ; fj exp(2nls~rj) + ? £5 exp(ans-rj), where
J:] J:P"k], -

<

s is the rec1procal lattice vector (}sg 251n6/X7
Lthe T4 are the atomic coordinates ) T

=“Fp + Fg, where the P atoms constitute the partial
, structuré”and the Q atoms the missing structure

= IIFNIexp(laN)

)
ge ol
i

P B :

. f e . . 4
; f; expl2ris (ry+ary)] -
j=1-

-

—  where Ory are positional errors

Al

structure factor of partial structure with errors
D- = <cos(2ns*Ar)> (Luzzati ©1952)

€ = correctlon factor for expected 1nten51ty in
recxprocal lattlce zone

ENV,.=Ag fj? = <|FN|2/€>.5 ( , )
N 3= T AR o -
.eEN“ = FN/(eiN)4/2‘vt‘  7 -
AV X
m - ;cos(aﬁFq§)2 | ?

1,(X) for non-centric reflections, where Ig and I,
e . are the zero and first order modified Bessel
Ig(x) functlons, respect;vely, or - - -

s
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-

(Table IV.1 continued)
= tanh(X/2) for centric reflections, where

. ‘. .
2|Fy||Fp| for a partial structure with,no errors

X = ——— (Woolfson, 1956; Sim, 1959£1960) S
GZQ
20p|EN| |EB| for a partial structure with errors
= (Srinivasan, 1966)
1‘0’A2 ‘ ’

'Some terms are-not given explicitly, but are analogous to
terms defined here.

estimation of these parameters and with the evaluation of
their associated phase prébability distributions. The sec-
ond pfoblem,_which is treated in part B, is that of minimiz-

. ‘ |
ing the bias towards the model in an' electron density map
- !

-—

using model or combined phases.

A. Estimating Phase Probabilities for Partial Structures
. . .

- | | o \\ .

s 4

' LY

Estimating'ZQ
It hds been common to assume that the probability ex-:
pressions for partial structures with no coordinate errors
provide a féasénablehapprOXimation for the case_withﬂerrors.
These expressions require an ‘estimate for Zy, modified per-

haps to include a contributiaon from errors (Rossmann and

¥

i

Blow,’1961); Because of thermal motion and the finite size

of atoms, ZQ is a function of resolution and is generally'

estimated for several resolution ranges. ;Blundeil and

_~Johnson (1976, p. 418) suggest the mean square-déviation
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Figure IV.1. Phase Triangles for Probability Distributions.
The vector relationships important for partial structure
phase probabilities are-illustrated as an Argand diagram. -
For a perfect partial structure (Sim, 1959, 1960), the ex-
pected magnitude and direction of the vector Fa is ihdepend-
ent of Fp, and Fy=Fp+Fy.' The labels in square brackets
indicate that a similar relationship exists among the nor-
malized variables Ey, 0pEf and & (Srinivasan and - -
Ramachandran, 1965), with § being independent of opEfE. .The
figure of merit is equal to <cos(Qa)>.

.9

between the structure factor amplitudes for the complete and®

partial stcuctUres,((IFNI—IFpl)z, as an empirical estimate.

Howdver, when FQ, the missing atom structure factor, is

Lo~

small compared to and independent in direction of Fp (see \

Figure IV.1), (|Fgl-1Fp|)? is a measure of the variance of
éach\compdnent of.FQ, the components in-phase and out-of-
X .

phase_with Fp_(Hendefson and Moffat, 1971). Therefore, a

P ol

better estimate is giveh by -

N
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Lo = <|Fgl2/e> = n([Fy|-|Fp|)2/e (1)

where d = 2 foF non-centric reflections and 1 for centrie
reflections, which have no out-of-phase component for Fg.
The factor e corrects for the difference in efpected inteﬁ~
sity for different reciprocal lattice zones. B;idogne

(18976) suggests

Lo = ||FN|?-|Fp|?|

Including a correction for expected 1nten51ty, thlS becomes

Zo = lanlz-le|2l/f | o (2)
This expression ‘is used most commonly. Finally, for non- -

centric data

<|Fgl?> = |Fy|2+|Fp|2-2|Fy||Fp| I1(X)/1g(X)

where
2|Fy||Fp]
ZQ,
(Srinivasan, 1968). Nixon and ﬁg;%h\(1976) note this and
solve the eguation ‘
9 »

EI<[Fg|?> = i Lg = ﬁ [IFNIZ*IFPIZ“2IFN|IFPII1(X)/IQ(X)]
. i y
foerQ by numerical methods. Extending this to include cen-

tric data and again 1nclud1ng the factor e,,thls becomes
Z<|Fg|2/e> = I Zg = L [(|Fy|?*|Fp[2-Z|Fy||Fp[)/e] (3)
h h “h o : .

where m is the approprlate expreSSLQn for the flgure of

Qgrlt of centrlc or non-centric data (see Table IV. 1), 1It.

‘15 1nstruct1ve to test these methods on calculated: data

: where the correct values of ZQ and of .the phase error are
r o oo -

e
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known. ‘

~Any reliable method.for estimating o should work in‘
the 1deal_ case of a perfecf'partial structure. Sgcﬁ a case
was modelled.by taking as FN.the calculated structure fac-
tors for Streptomyces griseus trypsiw (SGT) at cycle 78 of
least squa}es refinement when the?R—factdf was 0.159 (see
Chapter II){“ About 30% of the atoms were removed‘r;hdomly
to give a partial structure from which fp was calculated.:

-

This test data éet will be referred to aé TD1. The correct
value of ZQ was calculated as a function of ré;olution from
the scattering factors of the missing atoms. \E;timatés of
_ZQ were calculafed using‘equations (1), (2) and (3) (with
the apprdpriaté"values of ¢ for the different zones of the
-space group éZ?éi). In Figure 1V.2 theAcorréct values of Lo

and the three sets of estimates are shown; in Figure 1V.3

cos(ay-ap) is‘compared to m calculated'from each set of es-
;imateg; Aéquation (3) giﬁes the best results, whiie‘equa—
tiéﬁ%‘(1) and (2)-lead to a slight underestimate and a large
overestimate respectively of Zg. |

By the time one has accura@e*codrdinates in protein
crysfallography, however, Ehefé is c§mparati§el§ little need |
for phase pfébabilities. In the early stages of deygf@piAQ
a structure, there are lafge coordinate'errofs.{-Aymote're-n
alistic set of test dété (referred to as TD2)»wa; con-
structed, using as F% the structﬁgé“factors calculatgd for
SGT at cycle 7 6} refinement. Af cycle'7, the R-factor was

0.455 to'1.7ﬂ reéletion. ‘Parts of the structure were
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Figure IV.2. Estimates of Ly for Perfect Partial Structure.
Methods for estimating Z, wére evaluated for the case of a
perfect partial sttucture (TD1). Estimates were calculated
for 15 ranges of equal width in (sinf/A)2. The different
estimates are indicated by: trizungles for estimates of I .
calculated according to equation {1) (Henderson and Moffat,
1971), diamonds for estimates from equation (2) (Bricogne,
1976), circles for estimates from equation (3) (Nixon and
-North, 1976). .The correct value, calculated as a. function
of sin6/X, is shown by the curve. . ’

missing, including ali of the,solvent moleéuies, and the
model was similér to 5ovine tryﬁsin in plaées where SGT is
not. Individual fhermal motion pérameters héd nbt yeﬁ been
intronCed, and ;;e parts of the mgﬂel that were essentially
correct were inaccura;e;’.Figure IV:4'demons£rates that, for
.TD2, ﬁéithér the method of Bricogné [equation (2)] nor even
that ofvﬁixon and‘Nb;th [equqtion (35] gives reliable esti-
‘mates of phase pgobabilitieé. The problem is not one of

being unable to Ptimate Lo correctly'[ewen wvhen the pﬁases
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Figure IV.3. Estimates. of m for Perfect Partial Structure.
The smooth curve connects the mean values Sf. cos(aN ap) for
each resolution range, shown by squares. The other points
are the mean values of m calculated from the estimates of D)
shown with 'the same symbols in Figure IV.2.

are used to estimate @Q via |FN—"F§|“2/6, E does not agree
with cos(aN—ag)]' rather the problem is that the phase prob-

ablllty expressions are no- longer valid.

P
QJ.‘ .

*

Estimatifig oy
\ Since one may_not'safely ignore cbordinate errors, it
i |

1S necessary to use the phase probability distributions of
Srinivasan and co-workers. Srinivasan and Ramachandran

- (1965) showed:that, when the probability distributions are
cast’ in terms of normalized strucfure factors, the effects

of missing structure and of coordinate errors are formally
4 . . .
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Figure IV.4. Estimates of m from Ly for Partial Structure
with Errors. Phase probabilities calculated from estimates
‘of Zy were evaluated for the case of a partial structure
with coordinate errors (TD2). The smooth curve connects the
mean values (shown by squares) of cos(ay-af) for each reso-
lution range. The estimates are indicated by: diamonds for
mean values of m calculated from I, estimated by equation
(2); circles for mean values of m calculated from ZH esti-
mated by equation (3); and triangles for mean walue§ of m
calculated from L, estimated from the mean value of
[FN-F5|4/€, "i.e., using a'knowledge of the phases. .

equivalent, Thé parameter o in these expressions varies

from zero when the partial §tf0cture provides no phase in-

Y. B .
formation (no atoms in the partial-'structure, or an

unrelatéd partial~sgguct?re) to one, when the partial struc-

Cture is perfect and compleﬁé: The factor D in op (see Table

" IV.1) varies $trongly with resolution when there are signif-

icant qurdinaté errors. -As a”résuit) o0p should generally
~ % S - R L |
bé estimated for several resolution rfanges.-

~

v. ' R R .- v - . »
o o ST . .o N
R e «
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Hauptman (1982) has derived joint probability

"

distributions for structure factors from isomorphous pairs

of structures. In these equations, his parameter a plays

4

the same role as ¢, in the expressions of Srinivasan.

Hauptman suggests that o, can be estimated as the square

~ root of the correlation coefficient between’|E1|2 and |E2|2.

Z(IE |2~ |E1|?) (|E)|2-|E, |2

) 1/2

{Z(|E |2-1E [2)2L(|Ey|2-|Ey|2)2]1/2

(4)

Lunin and Urzhumtsev (1984) have proposed that param-

eters defining phase ‘probabilities for parfial structures

with errors can be estimated from non-centric structure fac-

tors by maximizing a likelihood function.

This approach can

be extended to include centric data and the expected inten-

sity factor e.

Since there appear to be misprints in ‘the

v paper of Lunin and Urzhumtsev (1984), the derivation of

-

their result is repeated here.”

‘Srinivasan and Ramachandran (1965) derived the proba-

bility densities of |Ey| conditional on [E

centric case,

7

[Enl T}
Lexp |-

. 2
P(|Ex|; |EB])=

170A

A

Since the
. A

structure

|
|

|Eg|2+0p2 |EE |2

1'0A

LY

CI'

p For the non-

- |205lENI|EB]|

Io
1-0,2

rﬁlationships are sfmmetrital for the normalized

facférg’(Srinivasan'and Ramachandran, 1965), the

£ 4
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roles of |Ey| and |[Ef| can be interchanged, Changing vari-

ables to put the structure factors on absolute 'scale,
7 )

/‘/‘

2|FB| |FG[2+a? |Fy|? 2a |F§| |Fy]|
P(|FE|; |Fyl)= exp|- - Ig|—| (%)
ep ef eB

L

-where a = oA(Xp/ZN)1/2 and 8 = ZP(I-OAZ). Equation (5) 1is
the same as eduation (7) of Lunin and Urzhumtsev (1984), ex-
cept for the inclusion of the factor ¢ and two apparent mis-
prints in that paper fu for the first B8, and « for a2 in the
argument of the exponential). For the centric case, one'can
similarly derive from the ;esults in Srinivasan and

Ramachandran (1965)‘that

1 .‘»1142
. 2 |FB|2+a2|Fy|?
PO|Fp|;:|Fynl)= exp|- x
’ mepf 2¢B.
~

1 «|Fp||Fy]

; . cosh|—M (6)
; B

Lunin and Urzhumtsev maximize the likelihood function

Y = NMP(|FE|;|Fn]) (7)
- where the expression for P(|Ff|;|Fy|) is their equation (7).
By using equation (5) for non-centric and (6) for centric

refléctions, all of the data can be used in equation (7)}

Estimates of a« and B8 that maximize the likelihood function ¥
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occur when the partial derivaLives of Iny with respect to a
and ﬁ are bqth zero. When thg appropriate expressions for
‘the figure of mer?t areuuéea [where X = 2&|F%||FN|/((B)],
the parﬁfal defivatives for the non-centric and centric
terms differ only by a wéighting factor (w =l2 for non-cen-

tric and 1 for centric).

3lny w(n|FS| |Fyl-a|Fy|?)
= T * - = 0 (8)
Jda e
) 4
d1ng w(|FB|2 + a?|Fy|2-2am|F§| [Fy|-€B)
= Z = O (9)
2B ] 2eB?

Equations (8) and (9) can be solved for £ to get

B = LIw(IFE|2-a2|Fy|2)/e]/Ew (10)
Considering the definitions of « and B, this is not a sur-
prising result. From eéuation (8), the parameter a i1s de-

‘rmiﬁed by fin‘ding the zero of

R = Llw(a|Fy|2-m|F§||Fy|) /€] ; (11)

N

'Note that « and B will adjust to compensate for an
arbitrary change of scale. If/[F%I is scéled by a factor kp
and |Fnyl by ky, t@en values of « scaled by the faoctor .
(kkaN)'and of B scaled by kp2 will satisfy (8) and (9)
wﬁiie leaving the figufes of merit unchénged. Therefore, if

we use structure factors normalizéd so that Zle[z/Zw s 1, a

2 . |

1s equivalent to oa, equation (10) simplifies to
B = 1"0A

and (11) simplifies to
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R = Zwloa-m|ES||Eg]) (12)
In summary, the method proposed by Lunin and Urzhumigsx
(1984)’co;responds to estimating op by finding the zero of
the residual function R in equation (12). ‘in equation (12);
w= 1 for‘centric and 2 for non-centric reflections, m is the
approbriate function Qf A, and the structure factors are |
normalized so that ZQ[E|2/2w=1. This equation is consistent
with the result of Srinivasan and Chandrasekaran (1966) that
on = <|Eq||Eplcoslar-az)>/(<|E[2><|Ey|25) /2 (13)
Newton's method is used to solve for the zero of the
residual function R; the initial estimate of dA is calcu-
lated from equation (4).
dr dm

= Zw|1-|Ep| |EN|— ;14)
dOA ' dOA ) )

e

The expression for m differs for centric and non-centric

o .
data. For centric data,

dm (1-m?2) ax
= \ . (15)

dOA 2 dOA
For non-centric data, ©
L dm dx
T — = [1-(m/X)-m?] — : (16)
- dop dop
. ! I
Finally,
Y . _ _ A
dx ' 2|Eq]||EG| (1+0,2), |
- : (17)
dOA ) (1‘0A2)2 o

Equations (14) through (17) define dR/dop, and the next
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..estimate of o is given by

4

On i+1 = 0p i - R/(dR/dop) SR C-

In practlce,.the reflnement of o0p values generally con-

Ay

verges in 3 or 4 cycles. Because the parameter °A varies

with resolution, it is evaluated 1in shells of equal width in

(sin9/x)2. When there are between 500 and 1000 reflections

Tin each shell, the estimates of o0, seém_td,vary fairly

smoothly and reliably. When there are too few reflections
in‘é shell and the correct value of g, is small, there is

sometimes a negative correlation between [EN|2 and ]Ep|2 in

~

1ch case any startlng value of op refines to zero. (Note

from equation (.12) that op = 0 is always a zero of the re-
- ‘. : S
sidual R.) 1In general, the algorithm is less stable and the

results less reliable when the correct value of~dA 15 'small.
In this case, it 1s necessary to have a larger number of re-
flections in each resolution shell.

If the method used to normalize the structure factors

does not result in the weighted'mean of |E|2 being precisely

unity, thewsimplificatibns made above are not valid. ' The

o . ) _
easiest solution is to renormalize within each resolution

shell. Otherwise, one must return to equations (10) and
(11).

The /results of the o, estimates for the two test data

'sets TDV-and TD2 are shown in Figures IV.5 (g, estimates)

and IV.6 (figure of merit estimates). Figures of merit cal-
culated using o are much more reliable'than those calcu-

lateq/usiﬁg Zg (compafe Figure IV.6 with Figures IV.3 and
o ) : _ , .
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Figure IV.5. Evaluation of Methods for Estimating op. Esti-
mates of o, are shown with open symbols for the test with
TD1, and closed symbols for TD2. The smooth curves connect
the values of g, calculated from equation (13) for each res-
olution range (squares). The triangles show the estimates ..

of g, from equation (4); the circles show refined esti-
mates of o,.

IV.4). From Figures IV.5-and IV.6 one sees that the refined
estimates of o, are slightly better than the estimates from
equation (4), and that they lead to somewhat more rgliable
figures of merit for both sets of test data. (In impigment—
ing thésé methodé,lono might decide Eﬂat the increased ac-
curacy does ﬁof Justify the increased proéramﬁing effort.)
Lunin and Urzhumtsev (1984) observe that the accuracy .
of phases obtained from models refiﬁed’in reciprocal spaCe
is OVeréstimatéd. Thdé effect can.be seen in thé,TDZ data. "
\é%evfirst 7 cycles of refinement for SGT used 6.0 to 2.8R : “

-
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Figqure 1IV.6. Estimates of m from op- The estimated figures
of merit are evaluated by comparing the mean values of
cos(aN-aS) and m. As for Figure IV.5, open symbols. are used
for TD1 and closed symbols for TD2. The smooth curves con-
nect the mean values of cos(ay-af), shown with squares.
Other points indicate the mean values of m calculated from
the estimates of o, shown with the same symbols in Fi%g;é ‘
IV.5. In addition, the diamonds show the mean values Af m
calculated from the values of o0, determined with equation
(13). ‘ '

% e : :
data, and the figures of merit are systematically :
; ) &
overestimated only within these resolution limits. 1In some "(;fy

way%structure refinement must alter the distribution of

. errors; even the values of 0p calculated using the phase

differences via equation (13) givé'slightly'high'figures of

- merit.

A potential concern in the use of this method to deter-
mine op is the effect of omitting reflections having low

|Fn| < In macromolecular crystallography, many low intensity
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measurements are gquite unreliable. The pfactice of discard-
ing these obéervations has been criticized (e.qg., Hirshfela
and Rabinovitch, 1973), but 1s still quite common. This is
probably dﬁé 1n part to concerns of cost and cohputer mem-
ory; in addition, the resulting bias is less pronounced for
positional than for thermal motion parameters.

When low intensity reflections are éiscarded,”the dis-
tribution of [Fy| isfaltered, so that the joint distribution
of IFNi and IF%I-is altered. ‘Therefore, under\thesa circum-
stances, phase probabilities determined using equation (4)
are unreliable. On the‘other hand, the distribution of |Fp]|
conditional on |Fy| is unaffected, so that equations (5)
through (11) are still valid. Numerical tests (results not
shown) confirm that figures of mFrit éalculated from refined
estimates of o, are still reasonable when reflectiops Baving
small |Fy| are omitted. However, the reduction in the num-
ber of observatlons can aggravate the instability in the
algorithm when OA is small so that figures of merit deter-
mined using all of the data are more reliable. In addition,
the inclu;ion of data that were not used in structure re-

-

finement might be expected to reduce the overestimation of

op. ' ‘ T

Estimation of Coordinate-Er:or from o,
The Luzzati (1952) plot which is commonly used to es-

timate coordlnate eyrors in macromolecular structures, 1is

based on the variation of D (see Table IV.1) with



resolution. Srinivasah and Ramacﬁandran (1965) néte that,
1f the variation in o, with resolution is ascribed to the b N\
factor D, thg resolutién dependence of 0p can also be' used,
in principle, to estimate the mean.coordiﬁate error of the

atoms comprising the partial structure. However,. the ap- ’*

proach developed-#&n later papers (e.g., Srikrishnan and
. .

Srinivasan, 1968) is to calculate an overall nbrmalized

#

R-factor that, in a comparison with theoretlcaléﬁglues

Jeads to a value for the mean coordinate error; this ap-
‘.

proach requires one to make an accurate a priori estimate of

§

the ratio (Zp/Zy). B

1f the coordinate errors are aSﬁu)ea to be normally
distributed, then
D = exp [ n3(<|Ar|>)2(51n9/A i

where <|Ar|> 1s the expected value of the coordinate error

(in &) (Luzzati, 1952). The radial standard deviation of

atomic posptigh is a mére statistically useful quantity than
ége mean coordinate error. As Chambers and Stroud (1979)
notg, the ;adial distriﬁution of coordinate error is equiva-
lent to a Maxwell distribution of Velocities, so it is ap-
propriate to make the substitution _ -
" « . - o
(<lar|>)2 = (8/3n)<|Ar|2>
and take tHe natural logarithm Bn each side to get
Inop = (1/2)1n(Zp/Iy) - (872/3)<|ar|2>(sing/A)2  (18)
If the ratio (Zp/Zy) is constant, then a plot of lno, vs.
(sin6/A)2 should give & straight line with a slope of

[7(8w2/3)<|Ar]2>] and an intercept of (1/2)1n(Zp/Zy). An
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example of a op plot 1s shown in Figqure IV.7.

By assuming that (Zp/IZy) is constant, one assumes that e,

N

the missing atoms are of the same type and have the same

\
overall temperature factor as the atoms included in the par-
tial structure. ’Clearly, this is invalid for the disordered
solvent ip a prbtein crystal; in applying equation (18) it

will be necessary to ignore data to which the disordered

solvent atoms contribut significantly, i.e., reflections at

\-4"\ /
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Figure IV.7. o, Plot to Estimate Coordinate Error. To show
the effects of disordered solvent and measurement errors,
observed structure factors are used as |[Fny|].  (For reflec-
tions with negative measured intensities, Fy|l is set to
zero. In the highest resqlution range, 20.9% of the reflec-
tions fall into this category.) 'The values of |F§| are the
calculated structure factors from SGT at cycle 78 of least-
squares refinement. The line is a least squares fit to all
-the points excluding the first 3 and the last 4. From the
interce (0.000) /Zy) = 1,000, and from the slope
(-1.41055), <|./.\r|2>$§B -Nrms lar| = 0.231R. °




181

lower tﬁén 5 or 68 resolution (see Figure IV.7). Atoms
missing from partial structures often come from the less
well-ordered regions. This will hinder the use of equation
(18) at intermediate stages of stipéture refinement.

The o plot will also be affected by the overestimation

» of "op that results from structure refinement (Lunin and{i
Urzhumtsev, 1984). Since the weights applied to structure
factors during least-sqguares refinement are often an empiri-
cal function of resolution (Hendrickson and Konnert, 1980),
the degree to which o, is overestimated could vary as a
function of resolution, depending on the precise choice of
weights. This means that the estimated coordinate error
"~could be sensitive to the structure factor weights. A pos-

QXble eiample of this effect was given in Chapter I1.

Eér\Bighly—refined structures, the observation errors
in |Fy] will:contribute significantly to the disagreemen£
with [F%[.- Since the proportional error in |Fy] gene}ally ]
increases with resolution, measurement errors will tend to
lead to an overestimate of thé cooréf%?p? error. The non-
linearity at high reséiution of the dgfglép%shdwn in Figure
IV.7 can probably be attributed in parfgto measurement
errors. In addition, only a minority of the highest resolu-
tion data are above thé cutoff used in refinement, so that
thé-overestimation of op due to structu;e refinement might
be reduced,at high resolution. ;

. / ‘

Siﬁilar considerations affect the use of the methéd‘cf

N
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Luzzati (1952), except that the condition on the ratio
(Zp/Zy) is more restrictive: it is assumed implicitly that
Lp and Zy are equal. In a Luzzati plot, one compares a fam-
1ly of theoretical curves to R—factors calculated‘in/;esolu—
tion” shells; the op plot defined by equation (18; requires
determining only the slope 6f a line. Sinée/éA is calcu-
lated from normalized structure factors, the oa plot, unlike
the Luzzati plot,.is unaffected by scaliné errors. Tﬁough a

0p plot must be interpreted with due care, it is therefore

preferable in several respects to the Luzzati plot.

-

B. Removing Model Bias from Maps

Structural information in the Fourier synthesis is con-
tained to a great extent in the phase angles (Ramachandran
and Srinivasan, 1970; Oppenheim, 1981). -Therefore, electron
density maps phased with model phases are biased towards the
moéel.‘ Several suggestions have been made for Fourier coef-
ficients that reduce model bias. ‘ ‘ ’ -

Luzzati (1953) showed that, for an almost complete
structure: a map with non-centric coefficients.]FNIexp(iap)
will show ;hé missing atqmé at half weight, but at lesé than
" half weight when more of.ghe structure is missing. Begausé
of this effect, maps with the commonly used coefficients
(2|Fy|-|FB|)exp(iaf) bring missing‘§toms up towards full
weight. For a gengralized versioh of thé;e coefficients,

[n|Fy|-(n-1)|Fp|lexp(iap), Wjayan (1980) determined the
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value of n appropriate for different‘amounts of missing
structure. Following a somewhat different approach, Main
(1979) Sé@wed that, for non-centric data,

m|Fylexp(iap) = 1/5 Fy + 1/2 Fp
SO non-centric coefficients that reduce model bias are given
by (2m|Fy|-|Fp|)exp(iap). Main's approach will be extended

here to the case of a partial structure with errors. @

Non—cen}ric Case
' Following Main (1979), we start with the cosine law.

1812 = |EN]2 + 042|EG|? - 2cos(ay-aBlop|Eg| [EE|-  (19)
We use.oAEg instead of Ep because the expe&ted magnitude ana
direction of & (= EN-0AER) are uncorrelated with those of Ep
(see Figure iV.1). Thus En, oAEE and 6 are jnterrelated—in
thé same way as Fy, Fp and Fo, respectivgly. .Replacing both
sides of (19) by expected values,

<1812 = [ByI2 + 0,2|E§|2 - 2moy By (6|
Néting that

|EN[? = ENEn* = Ep(0,ES* + 6%)

we can reafrange and multiply both sides by exp(iaf) to get

© Ey  0pEf Eybx <82
m|Ey|exp(iaf) = — + + — - ,
2 2 ZOAES* ZUAE%* »
: 2= 2
Ey 0aER 8% [6]2-<]6]2>
m|Ey|exp(iaf) = — + + —exp(2iaf) + ‘ * (20)
2 2 2 20 \Ef*

In the Fourier ﬁransform of mLENlexp(iaS), the third and
fourth terms of (20) will lead to backgrbpnd noise [cf.

Main (1979)]. Therefore, -ignoring the noise contributions,
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L - )
¢ o |

>~ (2m|Eg|-0a|EE|)exp(iaf)

- -

(fZN)1(2(2m|EN]‘0AIE%|)eXp(ia%)/“ . (21)

»

i : . o ' : N
?%%@mrltutlng_}nto (21) the expression for“aA from Table .

4

o

jird] ‘
Bv. 1, | | .

pe N ~ .

& * - .

ag Fy = (2m1FN|—DIF§|?exp(1aE) g : (22)
Thug, when there are no errors in the coordinates of the

- :

partial structure, D =" 1 and equation (22) simplifies;to

give the Fdﬁrier‘coefﬁﬁcients derived. by Ma@n (1979). An

- .
advantage té'workin% with normalized structure factors is

.rhat the scale faqtor‘and“overail B‘value used in calculat-
ing structure fdctors do ngtaatjéCt thé Qalues of Eg; so.
that errors in thege quaﬁtltles have no ef&ect on Fourier

"'coeff1c1ents calculated from equatlon (21). 'The- 1nformat10n
on: ‘fhe scale and B parameters relative to those of |FN| is
contalned in the values of o0, (see Table 1IV.1), which vary
as a function of resolu;ién. ,

The omission of low intensity refﬁéctions will have an

‘adverge ‘effect on map coefficients calculated w; h equation

] . [ _
(21). This differs from the resplt above, thafftruncation
¢ .

of data has no systematic effect on the‘estimagaon of }ig—
ures of merit qbecause two different conditional probablll—
'tles are involved in the two cases. The refined estlmates
of op depend on the conditional probability P(E%;EN), where-
as‘the)deriyatipn of equation (21):depends on P(EN;ES).i As
long ag th; strugrure factors are normalized to be on thé
' same Qcalé.fKIEsz> = <lEﬁ|2>?, these expres%ions will be

- symmetrical (Srinivasan and Ramachandran, 1965), so that the

. oo
- . <
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value of o0, in P(E%;ENf is the same as in P(EN;E%). This
will'be true Whén the data are complete. When low intensity
observétions are discarded, normalization over the truncated
ldata-changes the relative scalé of [ENl.and |EB | .

Using a orime to indicate ;ariaﬁles derived from
tnunca;éd data, if we let [EN'| = ky|EN] and [EB"| = kp|EB],

-

t hen oA' = (kp/kNXpAr(aS discussed above) and Iy' = XN/sz.
I1f one US;S thése values in equation (21)

»(eZN')1<?(ém|EN'|—aA'|EE'|) = 2m|FN|—(kp/kN)2D|F§| (23)
Therefore, if not accounted for, data truncation 'will iAtro-
duce & systematic error into the map cogfficienté. Norma}ly
it would be preferable to avoid this problem by using all of
the data. However, if the relative size of kp and ky is ~
known,, it«is possibfe to apply the appropriate correction.

It 1s necessary to determine only ome of kp and ky; the
other can then be estimated. From equat?za (10),

Iw(|EE' |2-0,4"2|EN' |2)/Ew = 1-04'2 | (24)
where the sums are taken over the trunfated data. Siﬁce the
difference.vectof (ESﬂ—oA'EN') is inéependent of Ey', equat
tion (24).would be valid even if the missing data were
added. Therefore,

* kpz“szaA‘z = ]‘OA'Z (25)
» .
Thus, if ky is determined by comparing zN@fdth IN', kp can
be calculated from equation (25) and the correction implied

by equation (23) can be made to the non-centric mép coeffi-

cients,
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Centric Case

In the centric case, we start from,  (20) and note that

5 x )
— exp(2ia%) = -
2 ‘ ' 2
because
(X% = af + nn
Therefore,
|612-<18]2> .
m|Eylexp(iab) = Ey + (26)
ZOAE(I%*

AS ih the case treated by Main (1979), thérefore, the appro-
priate Fourier coefficients for centric data are simply
m|FN|egp(ia§).
Evaluating the Map Coefficients

It 1s difficult to do objective visual comparisons of
electron density maps calculated with different coeffi-
cients. One common quantitative measure for comparing maps
1s the root-mean-square value of.the difference electron
density (Blow and Crick; 1959). " A related measure, which
has the virtue of being unaffected by scalingrerrors, 1s the
. coefficient of correlation between electron density maps.
For an electron density map omitting the Zontribution of the
’FOOO term, the mean density is zero, so that the correlation
coefficient is defined by

'va1(x)p2(x)dx

o _
[Jypq(x)23ax Jypo(x)2dx]1/2

..Applying the coﬁvo}ution theorem



EIF]I|F2|COS(G1_O’2)
r - . (27)
[Z]F[22]F,|2)1/2

wh?re the sums are taken over a hemisphere of reciprocal
space. One might note, comgaring equatiops (27) and.il}),
that the correlation coefficient between two E maps is
equivalent to an overall value for Op-

Two correlation coefficiengé will be used as objeétive
criteria to judge electron density maps. The first is the
correlation with the correct map (i.e., the Fourier tfans—
form of Fy), which should be as close as possible to unity.
Following a similar argument to that of Blow and Crick
(1959), one can show that the maximum correlation between
the correct map and one with Fourier coefficients \
(wy|Fy| + wy|Fp|)lexp(iaf) is obtained when w; = m and Wy =
0; any coefficients designed to compensate for model bias
will lower the correlation with the correct map. Nonethe-
less, model bias in an electron densify map makes it diffi-
cult to detect and correct erférs in the model. For this
reason, coefficients that reduce model bias lead to maps
that are subjectively . (even if not 6bjectively) improved.
Optimal map coefficients will reduce modelvbias at only a
small cost in the cdrfelation with the correct map.

The second correlation coefficient is that wifhlthe
model map. TFoc a model-biased map this correlation will be
‘higher than thaf of the cprreéf map foh the moaél map. Map

. i @
coefficients that feduce model bias should lower this

~
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correiation, but not excessively., A correlation lower than
that betweenm the correct and model maps would indicate that
correct features of the model were being eliminated.

Table IV.2 showé the results of some test calculations
with TD2. The two correlation coefficients were evaluated,
using equation (27), for several types of map coefficients
that have been suggested previously. These results indicate
that the coefficients described here are superior.in reduc- -
ing model bias with little cost in the resemblance to the

correct map.

¢

All of the map coetficients evaluated in Table IV.2 are
phased‘by the model. The greatest model bias is found for
the unweighted coeffifient, T}Nl? As expected, the highest
éorrelation is given by figure-of-merit weighting (m|Fyl),
but this map shows considerableymodellbias. The non-centric
coefficients (2m|Fy|-D|F5|) give a large reduction in model
bias with }ittle cost in the correlatton to the correct mab.
Some of this reduction in model bias tomes from reflections
with small |Fy|, for which the map coefficient will often be
negative; omitting refiections with small [Fy| leads to a
slight increase in model bias. Though the factor D‘might
seem counter-intuitive, its omission in the coefficients
(2m|Fy|-|FE|) leads to an éxcessive reduction in both corre-
‘lation coefficients because‘the negative ]F§| component is
_too large. The coefficients [m(2|Fy|-|FE]|)] ére fairly suc-
cessful‘in the case of TD2, ;Bp,with an accurate,paftial |

structure, the figure of merijt would not provide a
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Table V.2

Correlation Coefficients Between Electron Density ‘Maps

. [¥]
Non-centric

Fourier coefficients Correct map Model map
of tested map' (coefficients Fy) (coefficients F§)
Fy 1.0 0.585
|Fylexp(iaf) 0.640 0.851
m|Fylexp(iaf) 0.698 0.833
(2m|FN|-D|FE|)exp(iaf) 0.663 0.65°
(2m|Fy|-D|FB|)exp(iaf)? 0.666 . 0.631
(2m|Fy|-|Fp|)exp(iaf) 0.570 0.397
m(2]Fy]-|FB|)exp(iaf) 0.660, 0.682
(2mg [FN |- |Fp| )exp(iaf)> 0.588 0.479
(2|Fy|-|Fp|)exp(iaf) 0.573 0.630
(3|Fy[-2|Fp])exp(iaf) 0.490 0.446

'Centric Fourier coefficients were m|Fylexp(iap) or
|Fnlexp(iaf) for all figure-of-merit weighted and unweighted

maps respectively.
*These data were truncated by setting to zero all
coefficients having -|Fyl<150e.

’mg refers to’figures of merit calculated by the method of
Bricogne (1976).

fortuitous compensation for the factor D. When fiqures of
merit calculated by the method of Bricogne (1976) are used

in the coefficients (2mg|Fy|-|FE|), both correlations are

4

quite low; they are not as low as for tﬁe related coes/i-
cients (2m|Fy|-|F5|) because the overestimation of mg rela-

tive to m compensates in part for the omission of the factor

1" ®»
D. Finally, the unweighted coefficients (2|FN|-|F§|)<Ehd

Y

(3|FN[-2|FB]) both lead to a low correlation with the, cor-

rect map.
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Figure IV.8 allows a more subjective éomparison; Elec-
tron densitydis shown for a part of SGT where two phenylala-
nine side chains were positioned incorrectly. The map using
the coefficients derivéd here is compared to a map computgd
with the non-centric coefficients (2mg|Fy|-|FB|), a figure-
of-merit weighted (m|Fy]|) ﬁap, and the correct map. The
figure-of-merit weighted map displays serious model bias.

In contrast, both the (2m|Fy[-D|FB|) and the (2mg |Fy|-|FB|)
maps indicate that the model is incorrect, aﬁd both show, at
le;st in ‘part, the correct positions of the side chains.
However, the map computed with the coefficients
(2m|FN[-D|FE|) is somewhat superior in clarity and in
connectivity of the density. The loss of éonnectivity in

L
the (2mg|Fy|-|Ff|) map, which is consistent with the corte-

lation coefficients in Table IV.2, would seriously impede

the interpretation of some parts of the map.

Combined Phase Map Coéfficientg .

To the extent that model phases 1nfluence combined o
phases, maps computed with comblned ph%ﬁfs w1ll be blased
towards the model. This was noted by Rice (1981) in work on.
the structure of phosphoglycerate kinase, and model bias
céuSed serious problems in the ;efihement of SGT
(Chapter I1). : ' -

In Ordef to compqte a combined phése map;-:?; must
first combine the phase information from different sources,

)

‘The combined phase probability dehsity is the product of the
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(b)

(c)
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Figure IV.8. Comparison of Model-phased Electron Density
Maps. For each electron density map, ‘the correct structure
(SGT at refinement cycle 78) is shown in solid lines; the
partial structure with errors (SGT at cycle 7) is shown in
dashed lines. All three maps are computed using the full
1.78 TD2 data set. Each map 1s aontoured at 1.25 times the
rms electron density of the map. For clarity, only contours
within 1.7R of an atom in the figure are shown. (a) Map
calculated with non-centric coefficients

(2m|Fy|-D|F J)exp(iaﬁ) and centric coefficients
m|Fylexp(1lap). Contoured at 0.45 e/R3. (b) Map calculated
with non-centric coefficients (nglFNl—lFSI)exp(ia%) and
centric. coefficients mp|Fy|exp(iap), where mg is the figure
of merit calculate§<by the method of Bricogne (1976). Con-
toured at 0.42 e/A°. (c) Map calculated with coefficients
m|Fylexp(iap) and contoured at 0.35e/R3. (q) Map calculated
w1tg coeffigients Fy, i.e., the correct map, and contoured

at 0.47 e/R3.

phase prob§bility densities of the independent ‘sources of

" phase information (Rossmann and Blow, 1961). Instead of
multiplying the probability curves point—byjpoint, 1t is
more convenient to add up the Hendrickéon—tattman coeffi-
cients that encode the phase infoimation'(Hendrickson and
Lattman, 1970). Partial structure\phasé probabilities are
unimodal, so thé Hendrickson-Lattman coefficien£§ Cpar and
Dpar are both zero. ,For non-centric datgf

/ 7

r'/ ! ’ - < ‘



Apar = X cos(af)

BPAR = X Sin(a(f)) “

where X 1s the argument for the phase probability expres-
sions, as in Table'IV. 1 (Hendrickson and Lattman, 1970).

For centric data, different expressions”mﬁst.be used for
Apagr and EPAR.Of else the figurgs.of merit, evaluated as 1in
equatigns (22) of Hendrickson and Lattman (1970), will be
too high. Substituting the expression fo; the centric fig-
ure of merit [m=tanh(X/2)] into equations (6) of Hendrickson

(1971) gives

il

APAR (X/Z) COS(Q%)

Bpar = (X/2) sin(af) * .

The reduction of model bias in combined phase maps is
not as straightforward as for model-phased maps. With a few
assdmptions, however, non-centric coefficients to reduce
‘model bias in combined phase maps can be deriQed. (As noted
above, there is no model bias in figure-of—mérit weighted
centric coefficients.) First, it will be assumed that the
coefficients meopp|Fylexp(iacomp) are biased towards the
model by_én améunt that varies linearly with the extent of
influence that the model has on the phases. To make'qse'of
this assumption, some measure of the ;elative influence of
several sources of phase information will be needed. Con-

sider the possibility of severél sources of model phases

(for example, molecular replacement phases from several
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related proteins - ignoring the bossibility that such phase
information might not be consideyed to be completely inde-
pendent) and oﬁe source of non-model phases (e.g., MIR). It
wiil be most convenient to define weighfs that véry from O
for a phase source that supplies none of the phase informa;
tion to 1‘for a phase source that supplies all of the phase
information.

These weights should not be based on figures of merit,
becadse a figune of merit can be 0 for\a sharply peaked
bimodal brobability density that supplies a great deal of
phase informatiom. ,Turnfng to’information theory, thé vari-
ation of information, H(p|ps), measures the amount &f infor-
mation gained in going from a prior probability density po
to érSosterior pfobability density p. (H is related to the
entropy, or miésing information, of a probability dénsity.)
To measure the total infofmaﬁion content éf P, Po must be an
uninformative prior: for phase probabilities, po=(1/27).

2n
H(P‘lpo) = JO p(a)ln[p(a‘)/bo(a)]da-

(Guiasu, 1577), or

27w ‘
H(p|po) = Sy pla)lnl27p(a)]lda .

For simp{}city of notation, HyMigr will.be‘used for the varia-
tion of'ihformation of the MIR phase probability density i
and, for insténce; Hy for the probability density of the
first partial structure. Finally, suitabie weights are

3 ’ ' ¥
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deiined by
“mig = Hurr/(Hmig * IH;)
wﬂere the sum 1s over the partial structures, and

Hi/(HMIR + ZHi), so that

Wi
WMIR * W =]

When wyig = 1 (i.e., all the phase information is from MIR),
Mecomb | Fnlexp(iaconp) = myir|Fnlexpliayig) = Fy

When, for instance, wi o= 1,

mcomblFN[exp(iacomb) =~m]lFN|exp(Lg]) = FN/2 h‘D]F]/Z
1\%

(Fy here refers to the calculated structure factor for par-
tial structure 1.) To deal with cases where the weighzs
have values other than 0 and 1, the two a55umptioﬁs are
invoked: 1) the expression for mcomb|FN|exP(i“c§mb) is a
linear combination of the two expressions just given; 2) the
variation of.informatiOn gives the cdrrect relative weight.
Then, comb}ninglthe expressions as a linear function of the
weights,;
N MeomblFnlexpliaconp) > lwypr*E(w;/2)IFy + E(w;/2)D;F;
= [1*Z(Wi/2‘)]FN + Z(Wi/Z)DiFi

Solving for Fy (i.e., for the model-unbiased Fourier coeffi-

cient) gives
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- mcomb[FN[exp(i&Comb) - XZ(w;/2)D;F; (28)
N = =
1 - Z(WI/Z)

vl

Though the derivation of this expression is not rigorous, it
makes 1ntuitive serrse. In the extreme cases, for which one
; .

of the weights is unity, equation (28) simplifies to the ap-

propriate more rigorously-derived émpression, and 1t varies

~

smoothly between these extremes. Note tﬁat the F; are
phased by the model phases; one would not expect to elimi-
nate model ‘bias by subtracting structure factor vectors
pointing in the wrong directidn. Finally,. the influence of
bimodal MIR phase probabilities is not undereséiméted, as it
would be 1f the figure of merit we}e‘uéed instead of H.
Stuart and Artymiuk (1984) have also developed coeffi-
clients to remove model bias from maps using combined phases.
Their approach differs from the approach used %ere in .sev-
eral important respects: the relative iﬁportanée of differ-
~ent soﬁrces-of phase information is judged by:the fiéure of
merit; the coefficients that result when the partial struc- 4
turé fs the only.source of phaée ihformatidn are differént;
the calculated phase is not applied to the (—|F§|) cdmpo—
nent. However, the basic idea; that of having the expres-
sfon fotr each map coefficient vary acéording to the extent
to which the model determines the phase, ;s the same’ A
systematic comparison of Stuarg and Aftymiukfs (1984) map

coefficients and those given by eqguation (28) has not yet
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been attempted.

The combined phase map coefficients derived here were
not available in their present form until the refinement of
SGT was nearly complete. However, they have been used in
work on the structure of pepsinogen (James and Sielecki,
1985). A comparison of the MIR map and a combined phase map
using. phases from an early model of pepsinogen allows at
least a subjective evaluation of the combined phase map co-
efficients. |

| This early model of pepsinogen was, in essence, a mo-

lecular replacement modei derived from penicillopepsin
(James and Sielecki, 1983), but only»the atoms for wh{Zh
there was a minimal amount of electron density in the previ-
ous combined phase map were inclqded (a. R. Sielecki,
M. Fujinaga, R. J. Read and M. N. G. James, unpublished).
The MIR phases, available to 2.88 resolution, had a mean
figure of merit.of 0.63. For the model phases, considering
first only those reflections for which MIR phases were
available, m was 0.42;: including all reflections to 2.08
resolution, ‘5 wég 0.24. Finally, the meah combinéd-figure
of merit was O 71 for the reflections with combined phases,
and 0.30 1nclud1ng all reflections to 2.0& resolution. The
poor quallty of the model phases is 1nd1cat1ve of the serif
OuS errors that existed- in the model at that time. )

It is p0551ble,that combined phase electron density
maps could khe worse than MIR’maps in regions where the quel

o
is seriously-in error. This concern is addressed by the}
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&%omparison of MIR and combined phase maps in Figure IV.9.

-

In the region shown in this figure, pepsinogen differs mark-

?ﬁly from penicillopepsin, so the phasing model is dlmost

y cdmpletely wrong. Neither map is particularly easy to in-

fivd

‘terpret in this region, though the combined phese map seems
to .be marginally worse. It is important to note, howéver,
that the combined phase map would not mislead one into he-
lieving that the phasing model if correct. Figure IV.10, in
contrast, shows a region where pepsinogen and penicillopep-
sin are reasonably similar. In this region, the combined
phd&é map’gives a much clo;er representation of{ the final
strﬁcture than the MI§ map. In particular, the improvement

in'main-chain connectivity makes it much easier to inter-

pret. S

C. Summary
1t has been showa that, if one takes into account

errors in the partial structure, more accurate estimatgbt&%b
phase probabilities can be made. It should be noted thét a
‘partial structure can be an atomic model or a density-modi-
fied electron density map. The values of op in the bhaSe
Qprbbability expressions (see Table IV.1) are estimated most
;;;ilyftith‘équation (4) (Hauptman, 1982). However, esti-

mates frém equation (4) ate not reliable when low *intensity

, observations are omitted. The effect of errors in the’ ob-

served structure faétor magnitudes has not been conside?&d.

Q. ;o , \
However, ‘these errors ‘are likely to be small compared to the

~




(b)

//Pigure IV.9. Comparing MIR and Combined Phase Maps in Poor
Region of Model. Dashed. lines show an early model of pepsin-
ogen; circles indicate those atoms that were actually in the
phasing model. Solid lines show the refined model of pep-
sinogen at cycle 63 of refinement. Both maps are contoured
at 1.2 times the rms valug of the electron density: {a) MIR
~map,-contoured at_0.25e/8°; (b) combined phase map, con-
toured at 0.35e/R3. ' ' T

)
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difference between the correct and calculated structure fac-

tors i1n a case for which phase probabilities are needed,

l.e., when the model 1s bad.
Main's (1979) work on map coefficients for partial
structures has been extended to encompass model errors. In

a simulation, the coefficients derived here
((2m|Fy|-D|Fg|)exp(iaf) for non-centric, m|Fylexp(iaf) for
centric) are objectively superior to coefficients that are
currently in éeneral use. Applying a few assumptions, coef-
ficients for combined phase maps have also been derived.
Examination of a sample combined phase map shows definite
subjective improvements in clarity over an MIR map, while
little model bias appears to be introduced.

Accurate phase probabilities for partial structures are
important for burstes other than the calculation of elec-

3y

tron density maps. The neglect of coordinate errors leads
to a significant overestimation of phase accuracy, which
would cause combined‘bhases to be skewed towards model
bhases. In addition,\any attempts fo 1mprove or - extend
model phases by direct\methods or maximum entropy methods
(Bricogne, 1984) shpuld\benefit from more acéurate phase;

probabilities. \
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/(f’ V. “General Discussion

The studiég‘iﬁjgﬁis dissertation are mostly self-contained,
and the conclusions to‘be drawn from them have already been
stated. 1If there‘is an underlying theme to this work, it is
that of how to make the best use of prior structural infor-
mation in protein crystailography; )

. For many proteins.of interest,vghe three-dimensional
structure of a related protein is known. This sfructural
1nformatlon can be exploited by the technigue of Gfmparatlve
mode1~bu11d1ng The evaluatlon of comparative models of SGT
demonstrated a number of sources of serious error in this
téchnique. At thg‘very least, a consideration of the pos-
sible errors will %iscourage over-interpretation of compara-
tive models; in/éédition, it should lead to improved tech-
niques and m&fe ac&urate models,

Prior structural information can also he exploited by
the technique of molecularlreplacement, which was used in
fhe éolution of all three prétein stru;tureé described here-
in. In the case of SGT, the available models had low homol-
o0gy compared to most successful molecular replacement
models. To solve this‘strpcture, therefore, it_was neces-— -
sary to optimize the stratégies employed; the strategies
that weré_déveloped shoula app&yvto other difficult replace-
ment. problems. - The moleculaf replacement solution of the
structures of the OMTKY3:proteinase cqmpleXes was‘more réu—

tine, since accurate models of the enzymes were available.

The case of OMTKY3:SGPB exemplifies the use of this

. 204
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technique to determine the previously unknown structure of a
protein in'a.complex with a protein of known structure. For
OMTKY3:CHT, molecular replacement facilitated the study of
the interéction between two proteins,of known structure.

One might fear that, without independent phase information,
structural differences from the model might be obscured.
Nonetheless, these studies showed conformational differencés
between SGT and BT, and conformational changes in both SGPB
and OMTKY3.

Once a model for a crystal structure is available,
either from molecular replacement or from electron density
map fitting, it provides a source of phase information. The
structure factor phases computed from a structural model can
be used to solve heavy-atom derivatives, to visualize parts
of the structure missing from the model, or to correct fit-
ting errors. For the optimgl use of phases calculated from
partial structure models, one requires estimates of their
accuracf. A reliable method for estimating partial struc-
ture phase probabilities has been gi&en here. The use of
calculated phases introdﬁces model bias into electron den-
sity maps, which can impede the correction of errors in the
model. Various Fourier coefficienté for electron density
map calculation have been.proposed to alleviate this prob-
lem; the coefficients derived hete have been shown to reduce

model bias in a more satisfactory fashion than other coeffi-

cients in general use.



