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Abstract – Network instability is a big concern when 

implementing sub-second timers. Implementing 

First Hop Redundancy Protocol (FHRP) sub-

second advertisement interval can increase the 

potential for network instability.  In this paper we 

studied the impact of sub-second timer 

implementation on network stability for fast failure 

detection and failover of two FHRP - VRRP 

(Virtual Router Redundancy Protocol) and HSRP 

(Hot Standby Redundancy Protocol).  The goal of 

our research was achieved by simulating a 

production network, and implementing sub-second 

timers under induced process switched network 

traffic while varying timer values- increasing values 

set progressively from 50msec through 999msec- 

and varying the target of the induced network 

traffic between different interfaces on the 

active/master and backup/standby routers.  From 

the results of our experiments, we conclude that 

sub-second timer implementation can adversely 

impact network stability given two conditions. When 

either the input queue of the interface on the 

backup/standby router used for keepalive message 

reception overflows and/or the output queue of the 

interface on active/master interface used for 

keepalive message forwarding overflows. 

Keywords – Redundancy; high availability; FHRP; 

keepalive message; sub-second timers; network 

stability; HSRP;VRRP. 

 

1.0 INTRODUCTION 
 

Network instability caused by sub-second timer 

implementation is as a result of continuous change in 

state of FHRP. High availability with sub-second 

failover is a requirement in today’s enterprise. Real-

time business applications and transactions have 

stringent QoS requirements for packet loss, latency 

and delay. To mitigate the impact of link or node 

failure, modern networks are built with redundant 

components- links, chassis, processors etc. However, 

even with these measures, the default gateway still 

constitutes a single point of failure for nodes that lack 

the means to dynamically track the liveliness of the 

gateway. Virtual Switching System (VSS) is a Cisco 

proprietary mechanism that makes it possible for two 

Cisco Catalyst 6500 series switches to function as 

one logical device. It differs from HSRP in 

functionality and features provided. To illustrate, the 

VSS mechanism is implemented only in Cisco 

Catalyst 6500 series switches [1] and more 

importantly their proprietary nature makes 

interoperability impossible.  

 

 FHRP are designed to eliminate single point of 

failure by providing gateway redundancy by using 

multiple routers in a group to create a virtual router. 

FHRP ensure that the default gateway dynamically 

failover to another router if the gateway or link to the 

gateway becomes unavailable. VRRP [2][3][4] and 

HSRP [5][6][7] are two  popular  protocols that can 

be used to achieve this goal. Each of these protocols 

uses keepalive messages to monitor the health of the 

active/master router and to determine when it has 

failed though they use different terminologies to 

reference these mechanisms. VRRP uses 

advertisement, master down interval, master and 

backup while HSRP uses hello, hold timer, active and 

standby terminologies. 

 

 Gateway Load Balancing Protocol (GLBP) is 

another FHRP. But it adds load balancing 

automatically by allowing distribution of traffic flows 

between all the routers in a virtual router. It is a Cisco 

proprietary technology like HSRP [8]. By 

implementing FHRP, a number of routers can be 

designated as backup/standby routers in the event that 
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the master/active router fails. When a master /active 

router fails, FHRP dynamically transfers the packet-

forwarding responsibility to a backup/standby router. 

FHRP Virtual Router Group (VRG) enables a set of 

routers to be grouped as a virtual router that answers 

to a virtual IP address. 

In a production environment, backup routers do not 

seat idle waiting for the master router to fail. They 

are normally configured in a manner that enables 

load sharing across all members in the group. 

Therefore, a router can function as a master in one 

virtual router group and as a backup in another virtual 

group. FHRP uses a mechanism which allows hosts 

to keep a single IP address for the default gateway, 

and maps this IP address to a well-known virtual 

MAC address. FHRP provides redundancy without 

user intervention or additional configuration at the 

end hosts. 

 

 Initially when redundancy protocols were created the 

need for sub-second failover was minimal because 

the industrial demand for real-time business 

applications and transactions were almost 

nonexistent. To meet the requirements created by the 

demand of these applications and transactions, newer 

versions of FHRP protocols are designed to support 

sub-second timers. HSRP version 2, VRRP version 2 

and 3 include the ability to implement sub second 

timers in their protocol design in order to achieve fast 

failover. Though sub-second timers can help to 

achieve fast failover it can also increase the potential 

for network instability. Instability could occur due to 

processing requirements within the router preventing 

the processing of advertisement or loading conditions 

on the network preventing reception of these 

advertisements [9]. In a production network, network 

congestion or router overload is a real possibility. 

There are numerous conditions which can force a 

router to process switch a large volume of traffic. 

Some of these include excessive broadcast traffic, 

denial of service attacks against the router or large 

amounts of traffic from directly connected hosts with 

bad routes. Traffic such as these requires processing 

by the CPU, leading to high utilization. This 

condition can cause a delay in processing 

advertisements by the router. 

1.1 Router interface 

The network Interface of a router is used for 

receiving and forwarding of packets or traffic by the 

router. It has structures input/output queue used to 

store packets temporarily. Architecturally, modern 

routers have the ability to process switch or fast 

switch a packet. 

 Process switching requires a router to always look 

into the routing table whenever a packet is received 

before making a routing decision. This process is 

computationally expensive as it requires multiple 

CPU cycles for each lookup. Traffic that causes a 

router to forward the traffic through the same 

interface it was received on, is always process 

switched by the router. 

Fast switching is a switching technology that enables 

a router to look into the routing table once and create 

a route cache for first packet received going out an 

interface.  Subsequent packets belonging to the same 

flow is then forwarded by the router looking into the 

route cache instead of the routing table again.  

The Cisco 3640 router used in this experiment is a 

shared memory router. In a shared memory router, a 

packet is held in the input queue corresponding to the 

ingress interface. Next, an output interface for the 

packet is possibly selected (perhaps after the process 

switching or fast switching task completes). Then the 

packet is held in the output queue of the egress 

interface, until it is finally sent to the output interface 

hardware [10]. 

The rest of this paper is organized as follows: Section 

2 presents  related work; section 3 presents 

experimental methodology and result; while section 4 

presents discussions; section 5 presents research 

limitations; finally, section 6 concludes the paper. 

 

2.0 RELATED WORK 

 

There are only a few previous studies out there on the 

performance of FHRP redundancy protocol. Jen-Hao 

Kuo et al in their paper [11] evaluated the 

performance of VRRP and a derivative they 

developed -enhanced VRRP. The enhanced VRRP 

has the same basic features as VRRP but with the 

addition of dynamic load balancing. RFC 5798 

describes a possible consequence of sub second 

timers implementation. Advertisements may not be 

received by backup routers because of packet loss or 

delay within the advertisement interval [12]. A study 

by Cisco mentioned that a random, momentary loss 

of data communication between FHRP peers is the 

most common problem that results in network 

instability, FHRP state changes are often due to High 

CPU Utilization or excessive network traffic; Cisco 

recommends setting the timer to a value no less than 

one second [13]. No independent previous work has 

studied the effect of sub-second timer 

implementation in the LAN environment.  
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3.0. EXPERIMENTAL METHODOLOGY AND 

RESULT 
 

To study how VRRP and HSRP subsecond timer 

implementation impacts network stability, the setup 

described below was used to simulate a production 

network with two virtual groups. The simulated 

network consisted of three Cisco 3640(R4700) 

routers with processor speed of 100MHz, each with 2 

fastethernet ports and one Cisco Catalyst 2950 switch 

with 24 fastethernet ports used to interconnect all the 

other components as depicted in figure 1 below. The 

routers were assigned the following roles; determined 

by their configured priorities depending on the virtual 

group (VG) they belong: Router 3 with the highest 

priority was Active/Master for VG 1 and 

standby/backup for VG 2; router 1 with the next 

highest priority was the standby/backup for VG 1 and 

master/active for VG 2 router.  

Router 2 was backup/speak for both VG 1 and VG 2. 

Monitoring and traffic generator tools were installed 

on two Windows computers. Connectivity within the 

network was verified using ping and trace route 

utilities. 

 

NetFlow version 9 was configured on the routers to 

export traffic flow information from each router. The 

exported traffic flow information was collected with 

the PRTG network monitoring tool server 

(192.168.20.5) to present the data in a graphical 

format. Colasoft capsa 7 was also used to monitor 

traffic on each router interface by sniffing the LAN 

interface of the server that is connected to the test bed 

network. Cisco IOS debug tools was used to collect 

the CPU utilization of the routers, wireshark was 

used to monitor the communication between VG 

members.    

 

 
Table 1: FHRP sub-second timers used for 

experiment testing 
 

3.1 Experimental Procedure 

 

The experiments were conducted using traffic that 

requires process switching like excessive broadcast 

traffic in order to study the impact of subsecond timer 

implementation on network stability.  We designed 

the experiments to explore four scenarios. An 

explanation of our observations is provided after each 

scenario this then leads to the next experimental 

scenario. 

 First, sub-second timers where implemented with no 

traffic on the network in order to observe the impact 

of sub-second timers under these conditions. Second, 

sub-second timers were implemented with network 

traffic injected into the test bed network targeting the 

master/active router to simulate a DoS attack. 

Thirdly, sub-second timers were implemented with 

network traffic injected into the network targeting the 

backup router representing a DoS attack. Finally, 

sub-second timers were implemented with injected 

network traffic targeting a host in a different subnet 

from the network representing large amounts of 

traffic from directly connected hosts with bad routes. 

Each of these scenarios is detailed in the sections 

following below. 

 

i) Sub-second implementation with no induced 

traffic on the network 

The setup depicted in Figure 1 below was used to 

investigate the impact on network stability of 

VRRP/HSRP sub-second timer implementation with 

no other traffic on the network. This setup was used 

to determine the sub-second timer values that result 

in network instability and network resource usage. 

The values in table 1 lists the various timers used for 

this experiment. Both protocols were evaluated; 

VRRP first and subsequently HSRP. 

When configuring VRRP, the advertisement interval 

is the only value that needs to be manually 

configured, the master down interval is automatically 

calculated from that. A continuous ping session was 

run from 192.168.20.5 to 192.168.50.3 (loopback 

address of a router on a different subnet); the essence 

was to enable observation of traffic flow from one 

subnet to the other that required use of the default 

gateway (virtual IP address 192.168.20.200). Hence, 

whenever there was a disruption in the FHRP 

operation it was observed as timeouts in the 

continuous ping session. The impact on network 

stability and traffic flow was observed using 

monitoring tools. Each timer value listed under the 

VRRP column in table 1 was configured and tested. 

Then VRRP was shut down on the three routers and 

HSRP was enabled. Thereafter the listed timer values 

under the HSRP column in table 1 were configured 

and instability was investigated. In configuring HSRP 

timer, hello and hold timers were configured because 

HSRP does not have the capability of calculating its 

own hold timer (master down interval timer in 

VRRP). The same procedure followed during the 
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study of VRRP was used to observe and capture data 

for study. 

 

 
Figure 1:  Test bed for sub second impact on 

network connectivity and traffic 

 

Result 

When VRRP was configured, we observed from the 

above described experimental procedure that the 

continuous stream of advertisement messages sent by 

master router increased the rate of traffic passing 

through the router and entire test bed network. We 

found out that the backup routers traffic remain 

constant as various timers value where configured, 

the reason being that they do not advertise keepalive 

message. Only the Master router influenced the total 

traffic on network because it advertises keepalive 

messages to backup routers.  Also the smaller the 

timer value parameter the more traffic that is sent 

from the master router into the network.  

 

During testing with HSRP sub-second timers, we 

observed that both the active and standby routers 

influenced the total traffic on the network because 

both advertise hello messages to prove they are alive. 

Router 2 retained the traffic level it had during the 

VRRP sub-second implementation, the reason being 

that it does not advertise any keepalive message but 

rather it listens to hello messages and renews its hold 

timer. For HSRP 15msec is the least configurable 

timer value while VRRP has 50 msec as the least 

configurable value in Cisco’s implementation of 

these FHRP. When 15msec was configured we 

noticed standby router attempted transition to the 

active state but received a hello while still in 

transition and reverted back to standby state. When 

50msec was configured there were no network 

instability observed, the same applied with the 

remaining timer values listed in table 1 above. 

 

We noted the output from the show interface 

command for each router as shown in figure 2. This 

provides data about input and output packet rates, 

number of packet drops in the input and output 

queues. Our objective was to verify that there were 

no drops or errors in either the input or output queues 

at this point. From the foregoing we established a 

baseline; we obtained data about the input and output 

packet rates, errors and drops in the input and output 

queues when there is no traffic on the network.   In 

figure 2 below, the following parameters can be 

observed; queuing strategy in use on this interface is 

first in first out (fifo) the first packet received is 

forwarded first. 5 minute input and output rate means 

average number of bits and packets transmitted per 

second in the last 5 minutes. Packet input and output 

describes the amount of error free packet received. 

Output and input queue displays the maximum size 

of the queue, and the number of packets dropped due 

to a full queue. Input error is the errors encounter 

during packet processing. To clarify, our emphasis is 

on the errors and drops parameter. 

 

Figure 2: Output show interface command without 

induced traffic. 

Subsequently we varied traffic load on the network to 

study the effect of this on the test bed. We did this by 

inducing traffic in the network directed towards the 

master/active routers. The procedures used and 

results are outlined in the sections following below 

 

ii) Sub-second timer implementation with a DoS 

attack targeting master/active Router 

The setup illustrated in Figure 3 below was used to 

study network instability when master/active router is 

under DoS attack. A host machine was used to 

simulate a DoS attack by injecting packets with a 

destination IP address of 192.168.20.4; 

fastethernet0/0 of the master. This was the interface 

used to send keepalive messages. The timer values 

listed in table 1 were configured and the network 

observed for instability. The DoS attacker shown in 

Figure 3 was then reconnected to target IP address 

192.168.40.2; interface fastethernet 0/1 of the master. 

This interface was not used for sending keepalive 

messages. The timer values listed in table 1 were 

implemented and the network again observed for 

instability.  
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 Figure 3: Test bed for induced network traffic 

test on active/master router 

 

Result 

As described above, two cases were studied when the 

master/active was targeted by a DoS attack. The 

essence was to determine the impact of high CPU 

utilization and the state of the interface input/output 

queue on network stability when implementing sub 

second timers. In the first case, the interface used for 

traffic forwarding and sending of keepalives was the 

target of the DoS attack. In the second case, the other 

interface that was not active in the relevant of 

VRRP/HSRP group was the target.  

In the first case, the DoS traffic gradually increased 

the amount of traffic being processed by the 

active/master router to the extent that its CPU 

utilization approached 100%. Irregularities were 

observed in the intervals between keepalives sent by 

the master/active router. However no network 

instability was observed even when the CPU 

utilization hit the 100% mark; the same irregularities 

were observed in the intervals between keepalives 

sent by the master/active router in second case as 

well. Likewise no instability was observed in the 

network.  

 

These irregularities were probably due to the drain on 

the router’s resources-cpu, memory- caused by the 

processing required by the induced network traffic 

targeted at the router. Since the variance in the 

intervals between keepalives was smaller than the 

master_down_interval, these did not cause the 

standby/backup routers to transit to master/active 

state.   

 

After establishing that high CPU utilization alone 

does not lead to network instability, we changed 

target of the DoS to the standby/backup router, which 

is the scenario discussed next. 

 

 

 

iii) Sub-second timer implementation with DoS 

client targeted Standby/Backup Router 

The setup shown in figure 4 was used to study 

network stability when a DoS attack is directed at 

backup/standby router. The DoS attack had a 

destination IP address of 192.168.20.2(fa0/0), which 

was the interface on the Standby/Backup used for 

keepalive message reception. The timer values listed 

in table 1 were configured. Then the setup was 

reconnected such that DoS traffic targeted destination 

IP address of 192.168.60.8. This was fastethernet 0/1 

of the standby/backup, which was a different 

interface than the one that was used for keepalive 

message reception. Timers listed in table 1 were 

configured and network stability observed.  

 
Figure 4: Test bed for induced network traffic test 

on backup/standby 

 

Result 

As described in the preceding section, in this 

scenario, two cases were explored.  In the first case, 

the DoS attack targeted the interface used for 

keepalive messages reception. While in the second 

case, the DoS client targeted a different interface than 

that used for keepalive messages reception.  

 

When the interface used for keepalive message 

reception was the target of the DoS attack, the 

backup/standby began transition to master/active 

state even before the processing caused by DoS 

tarffic increases CPU utilization to 30%.  

 On the other hand, when the interface targeted by 

DoS attack was different from that used for keepalive 

message reception, even when the CPU hit 100% 

utilization no instability was observed. This suggests 

that CPU utilization is not the cause of instability 

contrary to a study by Cisco stating  that often  CPU 

utilization is the cause of FHRP instability as 

mentioned in section 2 above(related research )[13]. 

Since the master/active router was not the target of 

the DoS attack; the intervals between keepalive 

remained constant.  



8 

 

PRTG network monitoring tool was used to observe  

network instability when the timers values listed in 

table 1 were configured progressing from 50msec to 

999msec. Figure 5 below displays timer values and 

volume of traffic on the network when instability was 

observed with each configured sub-second timer.  

The figure demonstrates that the smaller the timer 

setting, the smaller the volume of traffic observed on 

network that causes instability. 

 

 Figure 5: Traffic level when instability occurs at 

various VRRP/HSRP timer settings  

 

The output from the Cisco IOS command “show 

interface” for fa0/0 suggests that the instability was 

caused by input queue packet error and drop as 

shown below. Bearing in mind that the output of the 

show command parameters below has been defined 

in previous section above. Input drops and errors 

encountered indicating that this queue overflowed. 

For our purposes though, the exact figure of the 

errors or drops is not really important but it provides 

data confirming that errors and drops were 

encountered on the input queue of the interface. 

 

 
Figure 6: Drops on Fa0/0 of the backup/standby 

router 

 

Given the above results, we decided to design another 

experiment that will simulate a host on a network that 

has a bad route which forwards traffic to the 

master/active router as described in next scenario. 

iv) Sub-second timer implementation with a host 

on a network that has a bad route 

The setup shown in figure 7 was used to study sub-

second timer implementation impact on network 

stability when a host on a network has a bad route 

which will prompt it to forward traffic via a 

master/active router to another host on different 

subnet than the subnet where the host network traffic 

generator is located. A secondary IP address was 

configured on active/master interface 

fa0/0(192.168.21.4); a host was connected to the 

subnet and assigned an IP address of 192.168.21.6. 

The host was configured to use the secondary IP as 

its default gateway. A host with a bad route was used 

to send traffic to host 192.168.21.6. The objective 

was to force traffic through the output queue of 

interface fa0/0 of the active/master. 

 

 
Figure 7: Test bed for induced network traffic test 

on a host on different subnet. 

 

Result 

As described above, the host with a bad route 

(192.168.20.6) induced traffic targeted to a host 

(192.168.21.6) in a different subnet. The default 

gateway on the targeted host was configured to be the 

secondary IP configured on the interface used for 

keepalive message sending. Network Instability was 

observed due to the fact that for forwarded traffic to 

get to the targeted host, it has to pass through the 

default gateway which uses output queue of interface 

fa0/0 for forwarding traffic to the targeted host. Since 

Fa0/0 output queue is the same output queue used for 

processing the keepalive message, there is a 

possibility of a delay or packet lost which will 

prevent the keepalive message from getting to the 

back/standby before hold timer expires. 

 

The “show interface” command output verifies that 

there were errors and drops on the output queue of 

fa0/0 which caused the instability observed. This is 
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because keepalives must be received within the 

master_down_interval otherwise the backup/standby 

routers will transit to become the master.  

 

 
Figure 8: Drops and errors on fa0/0 of master/active 

router 

 

4.0 DISCUSSION  

 

The above experimental study indicates that 

instability occurs when either the output queue on 

interface used for keepalive message processing or 

the input queue on the interface used for keepliave 

reception overflows. Furthermore, router generally 

uses different queues to store and process incoming 

and outgoing packets. In the first case where the DoS 

attack  targeted f0/0 the master/active router interface  

which was used for keepalive message transmission, 

keepalives were stored before processing in the 

output queue while DoS traffic was stored before 

processing in the input queue. Hence keepalive 

messages did not have much traffic to contend with 

in the output queue. In the second case where  

backup/standby router was targeted by the DoS attack 

, the received keepalives were stored and processed 

using input queue so the probability of encountering 

packet delay or loss is much greater due to queue 

overflow or traffic contention. 

In the last experiment, heavy traffic was directed 

towards a host on another subnet due to a bad route. 

This meant that traffic had to flow through the output 

queue of active/master router; the same queue used to 

store keepalive message on interface Fa0/0 before 

getting to the targeted host. The contention between 

the keeaplive messages and the induced traffic on the 

output queue interface can cause keepalive message 

delay or packet loss. Reception of keepalive 

messages is highly time sensitive, so once the packet 

experiences delay that surpasses the 

master_down_interval/hold timer, backup/standby 

router will start transiting to master/active. 

 

5.0 RESEARCH LIMITATION 

 

There are numerous and varied implementations of 

these protocols by different vendors in production 

today. Given the diversity of these implementations it 

is not practical to experiment with every possible 

implementation. Therefore, the specific conditions 

under which instability occurred, and even the 

specific causes identified applied to our 

environmental setup. 

Due to time constraint we could not explore QoS that 

involves traffic prioritization recommended by Cisco. 

Although we know that QoS does not remove the 

packet drops or error encountered, but rather just 

determines what type of traffic to be dropped. 

6.0 CONCLUSION  
 

In this paper, we studied the impact of sub-second 

timer implementation on network stability. From 

analysis of data collected, we observed that when the 

master/active router was subjected to DoS attack 

directed through the input queue on the interface used 

for keepalive message transmission, sub-second timer 

implementation does not lead to instability in the 

network. This can be seen from the fact that even 

when CPU utilization on the master/active topped 

100%, the irregularities in the intervals between 

keepalives sent by the router were smaller than the 

master_down_interval. Hence, the standby/backup 

routers never began the transition to master/active 

state. But when heavy traffic that was caused by a 

host with bad route flowed through the output queue 

of the master/active router used for keepalive 

message, network instability was observed. 

When a backup/standby router was subjected to a 

DoS attack which sent traffic through the input queue 

of the same interface used for keepalive reception, 

instability was observed even when the CPU 

utilization was less than 30%. This is because for the 

backup/standby routers, same interface queue is used 

for reception of keepalive messages as for other 

traffic. Making it more likely that keepalives might 

be lost or delayed longer than the 

master_down_interval timer. This shows that when 

implementing subsecond timers instability is more 

likely to occur whenever there is traffic congestion 

on output queue of the interface used for keepalive 

message transmission or input queue of the interface 

used for keepalive message reception.  

FHRP is being implemented on router interface and 

that interface is what will be used as a default route 

for host on network so it was design in such a way 

that it cannot run on a separate interface different 

from interface used as a default route. Due to the high 

sensitivity of FHRP keepalive message to delay and 

packet loss, one way to improve on FHRP design is 

to separate the keepalive message from other network 

traffic through allocating a separate interface for 

keepalive message transmission and reception or 

design it to be running on router global mode.  
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