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Abstract

This work is devoted to the CFD analysis of multiphase flow using Euler-

Euler model. In particular, Euler-Euler muliphase model is applied to study

numerically the behaviour of gas-solid system and solid-liquid system. The

main objective of this work is to validate Euler-Euler multiphase model avail-

able by commercial software FLUENT 14.0 against experimental results pub-

lished by He et. al. [1, 2]. First part of this work relates to the transient

dynamics of spouted bed which is a multiphase flow system with the presence

of solid and gas phases. The comparison of simulation results showed accept-

able agreement in the spout and good agreement in the fountain of a spout

bed. We also study the influence of basic parameters on the model perfor-

mances. Second part of this work is devoted to the CFD analysis of hydraulic

fracturing which is also a multiphase flow system where solid and liquid phase

is present. The main goal is to study numerically hydraulic fracturing using

Euler-Euler multiphase flow model from FLUENT 14.0[3] and to validate it

against Euler-Lagrange model[4].
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Chapter 1

Introduction - Multiphase Flow

Modeling Concepts

Recent development of both computer hardware and computational software

have lead this world to solve complex problems; physically or geometrically

in a much cheaper way with lesser effort. The very first numerical model was

developed to model the process of nuclear detonation during the Manhattan

project in World War II [8]. Since then the numerical modeling is widely

used approach to solve complex mathematical problems in variety of natural

systems in physics (computational physics), astrophysics, chemistry and biol-

ogy, human systems in economics, psychology, social science, and engineering.

Sometimes experimental investigations are too expensive to begin with and

numerical modeling gives a cheaper solution. Because of numerical modeling,

it is now possible to investigate the processes that are impossible to mea-

sure. For example, it is quite impossible to measure the propagation of mixing

zone inside a hydraulic fracturing, but numerical modeling made it possible

to access, measure and investigate such kind of processes. Moreover, numer-
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ical simulation can be used to calculate the optimum parameters for existing

industrial machinery and equipment and improve the design to provide next

generation devices. However, wrong model selection and imperfect settings of

the simulation process may lead the simulation result deviating from reality.

CFD modeling of multiphase flow has become widely accepted to the scien-

tists and researcher because of its broad range of application and contribution

to the ‘reservoir of knowledge’. A lot of research on CFD simulation of mul-

tiphase flows have been conducted to predict the behaviour of fluidized bed

[9, 10, 11], slurry transportation [12, 13], spray drying [14, 15], pulverized coal

fired furnaces [16], pneumatic transportation [17], plasma spray coating [18],

solid propellant rockets and spray forming [19] etc. Inside multiphase equip-

ment the particles collide, shear and interact; exchange of momentum occurs

between particles and fluids with interaction of device boundaries; interchange

of heat and mass occurs; sometimes different kind of chemical reaction takes

place at different scale. There are several approaches to describe multiphase

flows; some of them need intensive processing while some of them need labori-

ous modeling effort. Higher physical resolution decreases the modeling labour

but rises the computational price.

Multiphase flow modeling can be divided into two main categories: i)

disperse multiphase flows ii) continuous multiphase flows. Euler-Lagrange

method is widely used numerical approach to describe multiphase flow that is

suitable only for disperse flows. In this method, the continuous phase is in-

vestigated in an Eulerian manner by solving the time-averaged Navier-Stokes

equations, whereas the disperse phase is investigated in a Lagrangian manner.

In Lagrangian approach individual particles are tracked through the computed

flow field by solving Navier-Stokes equations and Newton’s equations of motion
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for each particle [20, 21, 22]; the velocity and position of an individual particle

is a function of time only. From the literature [9, 10], these class of models are

generally called discrete particle models (DPMs) or discrete element models

(DEMs). This model uses subgrid zero-equatoin (0-D) models for particles and

fluid heat and mass transfer modeling [23, 24] which is one of the major limi-

tations of this model. Following the classification from literature, DPM-based

Euler-Lagrange models can be sub-divided according to the coupling method

of the Euler and the Lagrange phases into unresolved discrete particle model

(UDPM) or resolved discrete particle model (RDPM). In UDPM model, the

Eulerian grid has to be at least an order of magnitude larger than the particle

size. The particle-particle interaction in UDPM is modeled in two ways: hard

sphere and soft sphere model. The soft sphere model has become more popular

because of it’s capability to handle a large number of particles ( > 106) [25].

On the other hand, RDPM model uses the Eulerian grid, but at least an order

of magnitude smaller than the particle size [11]. In literature, RDPM is often

refereed as the direct numerical simulation (DNS) model. The UDPM based

Euler-Lagrange models are widely used tools for macroscale simulations of

transport processes; on the other hand, DNS Euler˙Lagrange models are pop-

ular for micro and mesoscale processes. However, both of the Euler-Lagrange

models are extremely time consuming and an expensive computational choice.

But Euler-Lagrange method is cheaper in a sense of modeling though expen-

sive in the sense of computation.The size of the system as well as the physics

that can be described by this method is limited. So, it is not realistic to model

a system with billions of particles using Euler-Lagrange method. On the other

hand, Euler-Euler method is popular for industrial applications because of its

cheaper computational time, but it requires a significant amount of modeling
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effort. In this method, the discrete particles equations of motions are averaged;

the resulting continuum-solids phase behave like fluid phase; which results an

inter penetrating continuum model. For this reason, a large number particles

do not effect the computational price extensively. However, an expensive price

must be paid to the modeling effort. Nowadays“multiphase flow modleing of

disperse flow using Euler-Euler method” is a challenging topic of ongoing re-

search and we conducted our research on “spouted bed” and “hydrodynamic

fracturing” using Euler-Euler approach to solve some of the ‘unknown’ be-

haviors which still exist in the present systems. In this view validation of

multiphase models and software against reliable data plays an important role

for the judgment of model acceptability to real processes. From this point, we

validate our Euler-Euler model for slid-gas system with most popular and ro-

bust work of He at. el. [1, 2]. Authors used fiber optic image probe technique

to measure the profile of vertical solid velocities, fountain height for half and

full-column spouted bed. They also determined the voidage profile in differ-

ent region of spouted bed and concluded some voidage characteristics. Our

results showed a very good agreement with experimental data. The detailed

description of the results can be found in chapter 2.

Next, we validate Euler-Euler model with liquid-slid system against Euler-

Lagrange model for particle sedimentation. Relatively good agreement was

achieved and based on that we apply Euler-Euler model for CFD analysis of

hydraulic fracturing. Main results and detailed explanation are discussed in

chapter 3.
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Chapter 2

Euler-Euler Based Modeling of

a Spouted Bed

2.1 State of Art

Impressive development of computational fluid dynamics (CFD) software (com-

mercial and non-commercial) and computational hardware (multiprocessor

PC) made it possible to carry out sophisticated ‘numerical experiments’. Such

numerical experiments allow engineers to understand many complex processes

which are inaccessible for measurements. In this view, the bottleneck of such

virtual experiments is a validation of a software. Applied to numerical mod-

eling any software validation against experimental data plays the role of a

bridge between real processes and processes modeled using different physical,

mathematical and numerical approaches. Utilization of CFD in chemical en-

gineering becomes more and more popular due to reduction of costs and time

for the design of new chemical reactors [26]. Applied to CFD-based modeling

of fluidized and spouted bed, commercial CFD software has only recently been
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explored as a powerful tool in designing, scaling and optimizing beds and their

working parameters. e.g. see the representative works [5, 27, 28, 29, 30, 31, 32].

Spouted bed technique, which was originally discovered in Canada by Mathus

and Gishler [33] became a widely used operation for drying, pyrolysis and gasi-

fication. It was invented to deal with relatively large size or coarse particles.

In spouted bed coarse solid particles are placed under appropriate conditions

usually in a holding carrier to cause the solid/fluid mixture to behave like

a fluid. Usually pressurized fluid is introduced through the solid particulate

medium. This results in the medium then having many properties and charac-

teristics of normal fluids; such as the ability to free-flow under gravity; or to be

pumped using fluid type technologies. So, the interest to understand spouted

beds become more and more popular amongst the scientists and researchers.

As a result, increasing interest to understand and to optimize basic operating

conditions has lead to large number of works devoted to CFD-based modeling

of spout-bed systems[34, 35, 5, 27].

2.1.1 Experimental Work - Benchmark Tests

Amongst all of the experimental work done by researchers, the work done by

He et. al. [1] has become the most popular and the most cited research. Au-

thors used fiber optic probe technique with fully cylindrical Plexiglas column

of inside diameter 152mm and height 1.4m. Conical base angle was 60o and

inlet orifice diameter was 19mm. Few experiments were carried out with same

diameter, base angle and orifice diameter but half-column. In the first work,

authors experimentally determined the vertical particle velocity profiles in the

spout and the fountain of a full-column and half-column spouted bed. To de-
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termine the spout-annulus interface and to measure vertical particle velocities

in the annulus of the full- columns authors used a fiber optic image probe in

the annulus of the full-column. They found that, radial profiles of vertical

particle velocities were of near Gaussian distribution. Under identical operat-

ing conditions, particle velocities along the spout axis in the half-column were

30% lower than in the full-column. The fountain core expanded suddenly near

the bed surface and then gradually contracted with height.

In another work [2], authors measured the voidage profiles in spouted beds.

They used the same experimental technique and successfully measured voidage

profiles in the fountain, spout and annulus of spouted beds. They found that

the voidage in the annulus is higher than the loose-packed voidage and that it

increase with increasing gas flow rate, except for a restricted region near the

spout-annulus interface. They also found that the voidage is lower than the

loose-packed bed voidage in the denser region of the annulus near the spout

interface. Local voidage decreases with height and radial distance from the

spout axis in spout region.

Qian et. al. [36] investigated solid volume fraction using novel fiber high

speed photography method. They used high speed photography method to

accomplish this work. The experimental system consists of a small fiber-optic

endoscope, a halogen light source, a high speed video recorder and a computer.

The results show that the radial profile of solid volume fraction decreases from

the centre to the bed wall in the case of constant superficial gas velocity. All

experimental results agrees with the results of He et. al. [1].

Xu et. al. [37] investigated flow pattern and transition in gasliquidsolid

three phase spouted bed experimentally. Experimental method was devel-

oped depending on the pressure drop changes and taking photographs. Set-up

7



was consists of a conical-cylindrical Plexiglas column, a gas supply, a water

adding system, an imaging system and a multi-channel differential pressure

signal sampling system. Authors investigated spouted bed with spherical par-

ticles experimentally. They predicted the characteristics of flow patterns and

pressure drop in the spouted bed. They also predicted the influences of the

particle diameter and bed height on the flow pattern transition. Authors iden-

tified and described five distinct flow patterns: fix bed, grain spouting, cluster

spouting with slugging, solid fixed with gas-liquid bubbling and slurry agitated

bed. There are several works devoted to combined experimental and numerical

study. In next section, we discuss some of those.

Link et. al. [38], investigated the flow regimes in a spouted bed by doing

a combined experimental and simulation study. For the experiment, they

used spectral analysis of pressure drop fluctuations and fast video recordings

technique and for simulation, they used Euler-Lagrange discrete particle model

(DPM). High frequency pressure probe was used to measure bed pressure

drop at 100 Hz. Images were recorded with 262 Hz CCD camera equipped

with 12.5mm lens. Authors wanted to design a model which has the ability

to reproduce several important regimes in spout-fluid bed. The model was

capable of predicting appropriate regimes in most of the cases. Their model

could predict the frequency at which the largest power was found. But the

limitation of the model was, it could not predict any large slugs in the slugging

bed regime.

In another work, Link et. al. [39] conducted experimental and numerical

study to gain the insight into the hydrodynamics of spouted bed. For the

experiment, they recorded 500 digital images over a period of 2 seconds. PIV

was used to obtain particle velocity profiles and bubble detection was used to
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obtain voidage profiles on the same grid. For the simulation, they used dis-

crete particle model with coefficient of restitution of 0.97± 0.01, coefficient of

friction of 0.10±0.01, size of computational cells of 10 x 10 x 15 mm, time step

of 1x10−04 second and total simulation time of 5 seconds. They found that the

simulated particle fluxes are generally higher than the experimentally mea-

sured one. It was also found that the voidage profiles are less accurate when

particles move at high velocity. Their experiments showed the influence of

the spout velocity on the bed penetration and the influence of the background

fluidization velocity on the overall particle behavior.

Bettega et. al. [40] investigated the influence of the flat wall in the solid

behavior inside the semi-cylindrical vessel. They have done both experimental

study and numerical simulation to carry on their investigation. Their exper-

imental set-up includes a blower, a heat exchanger, a system of data acquisi-

tion and a semi-cylindrical conical spouted bed. The data acquisition unit was

composed by thermocouples, pressure transducer, image capture device, data

acquisition boards and microcomputer. For the numerical study, they used

Euler-Euler model from commercial code of FLUENT 6.3.26. SIMPLE algo-

rithm was used to solve pressure-velocity coupling. First order discretization

for momentum and volume fraction variables was used. The under-relaxation

factor was taken between 0 and 0.5. The system was considered steady state

after 8s of real life simulation. Time step was taken between 1x 10−04 and 5x

10−04 seconds. They found a good agreement between numerical and exper-

imental study. According to their numerical study, the solid phase dynamic

behavior tends to disturb the flow inside the vessel, even the friction between

solid phase and flat wall was neglected.

In another work, Bettega et. al. [41] invented the scale-up study of spouted
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beds using computational fluid dynamics. They used the same numerical set-

ting but time step taken between 1x10−04 and 1x10−03 seconds. Authors in-

vestigated scaling relationships proposed by He et al. [42] for spouted bed

systems based on similitude method using CFD simulation. They found that

if all of the scale-up relations are fulfilled, numerical simulation shows good

results. They also concluded that for analyzing similitude method in spouted

bed, CFD simulation is pretty useful.

Gryczka et al. [43] investigated CFD modeling of a prismatic spouted bed

with two adjustable gas inlets. They used the commercial code of FLUENT 6.2

with Euler-Euler approach. Simulations were compared with the experimental

results found by PIV measurements. They found an improved agreement with

the experiment when they used Clift et al. [44] drag model. Zhonghua et. al.

Shirvanian et. al.[45] developed a 3D Eulerian simulation of rectangular

spouted bed to describe iso thermal, two-phase flow of the continuous and

dispersed phases. For the experimental part they used a micro pitot tube

constructed by Aeroprobe Corporation to measure pressure and three velocity

components. Micro pitot tube consists of five probes of 0.508 mm, pressure

transducer, data acquisition system CIO-DAS08. Two 40.6cm x 40.6 cm x

35.6 cm Plexiglas were used as front and back of spouted bed. For simulation,

they used Eulerian-Eulerian model with k-epsilon turbulence model. First 3s

of real time simulation was done by assuming laminar flow. Then turbulence

model was used for both solid and liquid phase. Time step was taken 0.001s

and total real time simulation was for 20s.
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2.1.2 CFD based modeling

Zhonghua et. al. [46] investigated CFD modeling of the gas-particle flow

behavior in spouted beds. They used commercial code of FLUENT version

6.2 taking Eulerian-Eulerian approach into account. They also included Gi-

dapow’s drag model and Lun’s granular kinetic theory. To include effects of

turbulent fluctuations of velocities and scalar quantities in the gas phase, they

used k-epsilon turbulence model. SIMPLEC algorithm was used to couple

pressure-velocity term. Under relaxation factors were take between 0.2-0.4.

Residuals for temperature, velocity were less than 1x103. Authors predicted

gas-solid flow behavior in two types of spouted beds using numerical simu-

lation and compared with recent experimental results. The flow instabilities

of the spout-fluid bed was presented and possible formation mechanism was

discussed.

Huilin et. al. [35] investigated hydrodynamics of gas-solid flow in spouted

beds using two-fluid model. Computed radial profiles of particle velocities and

volume fraction were in good agreement with the measurements obtained by

He et al.[1, 2]. However, authors did not compare axial profiles of particle

velocity against experimental data.

Du et. al. [5, 27] carried out numerous CFD-based simulations of spouted

bed in respect to the influence of different drag models, maximum packing

limit, coefficient of restitution on the characteristics of the spouted bed in-

vestigated experimentally by He et. al. [1, 2]. Authors used RANS-based

Euler-Euler model. The comparison against experimental data by He et al.

showed qualitative agreement. They found that the frictional stress is impor-

tant in the annulus and has a slight effect on the hydrodynamics of the flow in
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the spout region. The maximum packing limit affects the radial distribution

function and thereby impacts the estimation of the properties of the pseudo-

fluid phase of the particles. They also found that the strong dependence of the

granular temperature on the coefficient of restitution accounts for the influence

of the latter on the CFD modeling of the spouted bed.

In spite of numerous numerical investigations of the spouted bed systems

there is still a lack of understanding the transient dynamics of spouted beds,

e.g. what is the start-up time, what are the fountain oscillation periods and

their relations with model conditions (e.g. restitution coefficient and pack-

ing limit)? All of the CFD simulations done so far [5, 27, 46, 43] considered

RANS based Euler-Euler model to simulate spouted bed. But we found that

the global Reynolds number for particles does not indicate turbulence at all.

Also there is still uncertainty regarding which combination of “drag model”

and “restitution coefficient” is most suitable for spout bed. To answer these

questions we use commercial CFD software ANSYS-Fluent 14.0.[3] to carry

out unsteady numerical simulations of an axisymmetric spouted bed which

geometry and inflow conditions corresponds to the bed investigated experi-

mentally by He et al [1, 2]. We also studied the effect of swirling velocity in

the flow dynamics of spouted bed successfully.

2.2 Problem and Model Description

In the Eulerian-Eulerian approach, the fluid (gas) and dispersed phase (par-

ticles) are treated mathematically as inter-penetrating continua using conser-

vation equations averaged over representative elementary volume (REV) for

each phase. Volume fractions of the overlapping phases are assumed to be
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continuous functions of space and time. Volume fractions represent the space

occupied by each phase, and the laws of conservation of mass and momentum

are satisfied by each phase individually. Their sum equals to unity. The model

equations were adopted from ANSYS FLUENT user guide [7].

2.3 List of Assumptions

Before we proceed with the model formulation we introduce basic assuptions

we use:

• Flow is unsteady laminar: this assumption is based on the different

Reynolds numbers calculated using variour characteristic scales. In par-

ticular, we calculate Reynolds number for particles and gas at different

location of spouted bed as follows:

– Reynolds for particles at inlet region:

Re =
ρg|Ug,in − Us,in|dp

µg
=

1.225 · |44− 7|·1.41 · 10−3

1.7894 · 10−5
= 3.5715 · 103

(2.1)

– Reynolds for particles inside column:

Re =
ρg
∣∣Us − Ug∣∣ dp

µg
=

1.225 · |1.15− 0.55| · 1.41 · 10−3

1.7894 · 10−5
= 57.92

(2.2)

– Reynolds for gas at inlet region:

Re =
ρgUin,gdin

µg
=

1.225 · 44 · 19 · 10−3

1.7894 · 10−5
= 58.39946 · 103 (2.3)
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– Reynolds for gas inside column:

Re =
ρgUgdreactor

µg
=

1.225 · 44 · 152 · 10−3

1.7894 · 10−5
= 5.7231 · 103 (2.4)

We see here that the Reynolds number is high at the inlet region. So,

the flow might be turbulent at inlet region. But the Reynolds inside

the reactor for particles is only 57.92. For this reason, we utilize Euler-

Euler unsteady laminar model. Initially we tried using RANS based

turbulent model, but the model failed to predict spouted bed behaviour

properly. Because we have presence of bubbles inside bed. Besides,

for calculation of Reynolds number we used viscosity of air, which is

not quite appropriate. We still do not know the transitional Reynolds

number in available literature. So, taking unsteady laminar seems the

best way to model multiphase flow for spouted bed.

• Flow is axi-symmetric: We have axi-symmetric geometry and in avail-

able literature, we found all of the simulations were done assuming axi-

symmetric flow [27, 5]. For this reason, we are assuming flow is axi-

symmetric to save computational price.

• Lift and Virtual Mass Force Neglected: For the simulation of

spouted bed in majority of work, lift force and virtual mass force are

neglected [47] page 59.

• Models: The list of models and schemes used for spout bed modeling

are presented in Tables 2.1 and 2.2.
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Name Model/ Scheme Name
Multiphase Flow Euler-Euler [7], pages (537-588)
Volume Fraction Parameters Implicit Scheme [7], page (501)
Viscous Model Unsteady Laminar
Drag Model Syamlal-O’Brien [48], [7] pages (547-548)
Granular Temperature Phase property [7] page (559)
Granular Viscosity Syamlal-O’Brien [49], [7] page (557)
Granular Bulk Viscosity Lun-et-al [50], [7] page (557)
Frictional Viscosity Johnson-et-al [51], [7] page (557)
Frictional Pressure (pascal) Johnson-et-al [51], [7] page (557)
Solid Pressure Syamlal-O’Brien [49], [7] page (557) page (552)
Radial Distribution Syamlal-O’Brien [52], [7] page (553)
Pressure-Velocity Coupling Coupled Scheme [7] page (643)
Spatial Discretization-Gradient Least Squares Cell Based [7] page (559)
Spatial Discretization-Momentum QUICK [7] page (652)
Spatial Discretization-Volume Fraction Modified HRIC [53], [7] page (653)
Transient Formulation First Order Implicit [7] page (501)

Table 2.2: List of different models/ schemes used to model transient simulation
of spout-bed

2.4 Numerical Parameters

To solve numerically momentum and mass conservation equations describ-

ing the behaviour of the spouted bed use so called pressure-based ’coupled

algorithm’[7], which solves the momentum and pressure-based continuity equa-

tions together. The full implicit coupling is achieved through an implicit dis-

cretization of pressure gradient terms in the momentum equations, and an

implicit discretization of the face mass flux. For the discretization of convec-

tive terms in momentum conservation equations we utilize so called QUICK

scheme[54]. For the discretization of convective terms in the equation for the

calculation of the volume fraction of gas/solid we activate so called modified

HRIC scheme, which is a modified version of the High Resolution Interface

Capturing (HRIC) scheme[53]. The modified HRIC scheme is a composite
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Name Measurement
Reactor Radius 76 mm
Inlet Radius 9.5 mm
Column Height 1.41 m
Bed Height 0.325 m
Base Angle 60o

Figure 2.1: Schematic diagram of spout bed indicating different geometric
parameters with measurement

NVD scheme that consists of a non-linear blend of upwind and downwind

differencing.

Computational domain corresponds to a cylindrical column of inside diam-

eter 152 mm and heigh 1.4m corresponding to experimental conditions [1, 2].

The column has a conical base with a 600 included angle and an inlet orifice

of diameter 19 mm.

The numerical grid using in this work comprises of 14 ·103 control volumes.

Zoomed view of the spout region is shown in Fig. 2.2.

Inlet section comprises of 5 control volumes (CV) in the radial direction

corresponding to the radial size of one CV of about ∆r = 1.9 mm. The mean

diameter of glass beads used in experiments[1, 2] is dp = 1.41 mm. Thus, we

have the ratio between ∆r and dp is ∆r
dp
> 1.

The time step was set to 10−3 sec. Volume fraction equation for the gas

phase was discretized in time using first-order implicit scheme. The number
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Figure 2.2: Computational axi-symmetric domain and grid, right figure is
zoomed view of the grid.

of iteration per one time step was fixed to 40, which guarantees the maximum

normalized residual of about 10−5 for each time step.

All simulations start from a static bed with a height of 0.325 m following

experimental data by He et al [1, 2]. At the inlet orifice, the gas is injected

with the fixed velocity of uz = 44 m/s. Thus, the ratio U
Ums
≈ 1.3, where

U is flow rate averaged axial velocity of the gas and Ums = 0.54 m/s is the

minimum spouting velocity according to experimental setup data[1]. At the

outlet, outflow boundary condition was used for all dependent variables. On

the wall, no slip boundary condition was used for both phases.

The corresponding input parameters used in simulations are listed below:

Stokes Number:

Relation between the particle response time and the system response time is
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particle diameter, dp (mm) 1.41
particle density, ρs (kg/m3) 2503
Gas density, ρg (kg/m3) 1.225
Gas viscosity, µg (Pa/s) 1.7894 · 10−5

Table 2.3: Input parameters used to model spouted bed.

defined as Stokes number [7] page 497:

St =
τp
ts

(2.5)

Where,

Particle response time, τp =
ρpd2p
18µg

=
2503·(1.41·10−3)

2

18·1.74·10−5 = 15.89 sec

System response time, ts = Ls

Vs
= Dreactor

|Us−Ug | = 152·10−3

1.15−.55
= 0.253 sec

Here,

Ls = Characteristic Length of the system

Vs = Velocity of system under investigation

So, Stokes Number, St = 15.89
0.253

= 62.81

2.5 Results

We discuss our simulation result step-by-step describing how we achieved our

final goal. First, we validate our model and software with He et. al. [1, 2]

experimental data. There we compare our result for axial and radial profile

of the time-averaged velocity of particles, voidage profiles at different heights

and spout profiles with experimental data. Then we show a comparative study

between different drag models e.g. Syamlal and O’Brein drag model [49], Gi-

daspow drag model [55], Wen and Yu drag model [56] etc. We analyze different

model parameters such as coefficient of restitution ess, maximum packing limit
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αs,max and initial packing etc. We study the effect of drag model and resti-

tution coefficient on the transient dynamics of the spouted bed. Finally, we

present the effect of swirling motion of inlet gas and there we discover some

of the interesting behaviors of spouted bed that may benefit us in future.

Before we proceed with description of transient dynamics of a spout bed,

we present the model and software validation. In particular, Fig. 2.3 shows

the axial particle velocity profiles on the axis of the spout. It can be seen

that particles are accelerated close to inlet orifice (0 < z < 0.07 m) and then

particles decelerate due to the gravity force. The critical issue here is correct

prediction of the fountain height, which corresponds to z coordinate when

particle velocity approaches zero. We compare our results with experimental
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Figure 2.3: Axial profiles of the time-averaged velocity of the solid phase.
Here ‘experiment’ data correspond to the work He et al. [2] and ‘Due tal
al’ corresponds to the simulation work of Du et. al. [5], where ‘S-B’ means
Syamlal-O’Brien drag model. Figure (a) shows simulation results for different
ess with αs,max = 0.61 and (b) shows simulation results for different αs,max
with ess = 0.90

data from He et. al. [2] and simulation data given by Du et. al. [5] with two

different drag models (Syamlal-O’Brien and Gidaspow model). It shows that

our simulation result with ess = 0.90 is the best match with the experimental
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data. The possible explanation of discrepancies could be the use of RANS

model in [5] et. al. work. The Reynolds number for particles inside the reactor

is only 67.09 and the Reynolds number for gas inside reactor is only 7284.00

which is not high turbulent at all. Though our result is slightly deviating near

to the inlet region up to height of 0.12 m, but then it almost duplicates the

experimental results for the rest of the height. Axial velocity of solid particles

rapidly increases up to height of 0.1 m along the spout axis, then it steadily

decreases. We also notice the effect of restitution coefficient on axial profile

in figure 2.3 (a). The simulation result is highly influenced by the value of

restitution coefficient. Because in Euler-Euler model, many of the solid-phase

properties (i.e. solid bulk viscosity, solid pressure, solid shear viscosity etc.)

are the function of restitution coefficient. So, the challenge is to determine

the correct value of restitution coefficient which gives the closest result with

experimental data. Here we see that the maximum spout height and the

maximum value of axial velocity reduces when the value of ess increases. The

explanation of this scenario is for higher value of ess, we get elastic collision

between particles. For ess = 1.0, we get perfectly elastic collision and for

that reason particles moves to the largest distance possible after collision.

In result, we get minimum void space in the bed which results lowest value

of the maximum fountain height. With the decrements of the value of ess,

the collision becomes more inelastic; which means more mechanical energy

dissipation. As a result more void space in the bed is created and we get

higher value of maximum fountain height. Figure 2.3 (b) demonstrates the

comparison results for different values of maximum packing limit αs,max. It

confirms that there’s no significant deviation of results due to the change of

αs,max. With increasing αs,max, the maximum velocity slightly increase. The
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reason behind this situation is the radial function g0 is the function of αs,max

which is a correction factor that modifies the probability of collisions between

particles; also interpreted as the non-dimensional distance between spheres.

So, for higher value of αs,max, the value of g0 increases; that raises the value

of local solid pressure. So, with increased local solid pressure, particles move

faster when the high velocity gas hit that region; as a result higher velocity of

particles is observed.
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Figure 2.4: Radial profiles of the time-averaged velocity of the solid phase
predicted using different values of the restitution coefficient where αs,max =
0.61 at (a) H=0.053 m (b) H=0.168m (c) H=0.268 m. Here ‘experiment’ data
correspond to the work He et al.[2].
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Radial profiles of vertical particle velocities in the spout of the column

predicted for different ess and αs,max are shown in Fig. 2.4 and 2.5. Figure 2.4

shows the radial profile in bed region whereas, figure 2.5 shows the radial profile

in fountain region. It can be seen that simulation fail to predict correctly the

particle velocity at the beginning of spout bed region, z = 0.53 m. At the same

time, the results of our simulations are in good agreement with experimental

data in the upper part of the spout, z = 0.268 m. Increase in ess from 0.9 to

0.99 leads to increase of the axial particle velocity. This effect is discussed later

when transient dynamics of the bed is illustrated. From figure 2.4, we see the

velocity of particles slowly increases to a maximum value with radial distance,

then decreases consistently. A good agreement between experimental data

can be seen with our simulation results for ess = 0.90 and ess = 0.95. They

higher the restitution coefficient, the more the results are deviating from the

experimental data. Figure 2.5 shows the radial profiles of the time-averaged

velocity of the solid phase for different restitution coefficient at different height

in fountain region. For every cases, we see simulation with ess = 0.90 predicted

the results closer to the experimental data. For ess = 0.95, our simulation

results match with experimental value for lower fountain height. For other

restitution coefficient, we see much higher deviation from experimental results.

Because as we explained before, the highest value of fountain height can be

found for lower value of ess. For this reason, there is absence of fountain for

higher value of fountain height which can be seen in our plot in figure 2.5 (b)

and (c). Figure 2.6 presents voidage profile along radius of the spout bed for

different height. We learn from here that for ess = 0.90 and ess = 0.95, the

simulation results match with the experimental data better than the other

values of restitution coefficient i. e. ess = 0.97 and ess = 0.99. Again, here we
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Figure 2.5: Radial profiles of the time-averaged velocity of the solid phase
predicted using different values of the restitution coefficient at (a) fountain
height = 0.045 m (b) fountain height = 0.145 m (c) fountain height = 0.295
m. Here ‘experiment’ data correspond to the work He et al.[2].

see that the lower value of ess increases the voidage. This is exactly the same

scenario which was described in figure 2.3 that, with decrement of ess, the

particle-particle collision becomes more inelastic. As a result, the particles are

attached closer to each other; which makes more void space inside the bed and

fountain; and thus, increases the voidage. From experimental data, voidage

decreases with radial distance. but from simulation, voidage profile increases

with radial distance a bit but after a certain value it reduces steadily. The
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Figure 2.6: Voidage profiles of spout bed for (a) z= 0.053 m (b) z= 0.168 m (c)
z=0.218 m and (d) z=0.268 m, using different values of restitution coefficient
where αs,max = 0.61.

higher the height, the lower the maximum value of voidage.

Figure 2.7 shows the validation of our simulated spout profiles for different

cases with the experiment. Spout profile means the boundary region between

inlet gas and solid particles. Figure 2.7 (a) shows the effect of changing packing

limit and figure 2.7 (b) shows the effect of changing restitution coefficient.

From figure 2.7 (a) we see that spout profile height is increasing with the

increment of αs,max. Because of increasing maximum packing limit, the solid

pressure increases locally. As a result, when the particles start moving from a

increased solid pressure region, they gain a higher velocity. On the other hand,
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Figure 2.7: Spout profiles for (a) different packing limit with ess= 0.90 and
for (b) different coefficient of restitution with αs,max = 0.61

in figure 2.7 (b) it can be seen that, all profiles have good agreement at the

entrance region, where shape of the spout channel oscillates, see contour plots

in figure 2.17 for more detail. In the middle section, restitution coefficient

0.9 gives more curve shape due to more unstable flow behavior. Due to higher

velocity of solid phase we have more ’movable’ solid bed in the down part of the

spout bed reactor. We find here a good agreement of experiment and such kind

of comparison was not shown in the work of Du et. al. [5]. Now we compare

different drag models that has an important influence on the hydrodynamics

of spouted bed. We compared axial profile of vertical particle velocity for
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three different drag model i.e. Syamlal-O’Brein drag model [57], Gidaspow

drag model [55], Wen and Yu drag model [56]. Our basic aim is to get a

realistic spouted bed flow structure and test different gas-particle drag models.

Figure 2.8 shows the comparison of axial profile of vertical particle velocity for
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Figure 2.8: Comparison of axial profile of vertical velocity of particles for
different drag model for ess = 0.95 and αs,max = 0.61

different drag models. We see here that, initially near to inlet region (0 < z <

0.05 m) all of the models are in good agreement with experiment, but they

start deviating after 0.075 m. So, near to the region where (0.1 < z < 0.2), all

of the models are differing from experimental data. Amongst them, Syamlal-

O’Brein model give closer results to experiment. Time history of solid and gas

phase can be seen in figure 2.9 for different drag models. In figure 2.9 (a), we

see that gas phases are oscillating with higher amplitude for Syamlal-O’Brein

model with a period of 1 second whereas, we get lower amplitude for other

two. Wen-Yu model gives the lowest amplitude with lower oscillating period,

while Gidaspow gives slightly higher value of amplitude and period. Figure
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Figure 2.9: Time history of (a) gas and (b) solid phase are shown for different
drag model

2.9 (b) shows the time history of particle velocity. Here we see that particle

flow is more unstable when Syamlal-O’Brein model is used. The start-up time

for Syamlal-O’Brein is around 2 seconds wheres it reduces to 50% for other

two models. The mean velocity reduces to 40% for Gidaspow and Yu model.

Again, Syamlal O’Brien model gives larger amplitude of oscillation while Yu

model gives the smallest amplitude of oscillation. Next, we are going to study

the effect of initial packing to see how the behavior of spouted bed changes

with it. Figure 2.10, 2.11, 2.12, and 2.13 shows the effect of change of different

property with initial packing.

Figure 2.10 shows the comparison of time-averaged velocity of particles for

different initial packing 0.61 and 0.58. Here, we see for lower value of initial

packing, we get lower value of velocity profile. The reason of this scenario

is for loosely packed bed, solid pressure decreases. So, when high velocity

gas hits the particles, lower energy is transfer; in result we get lower value

of velocity profile. Figure 2.11 shows the voidage profile along the radial

direction at different height (H). We can see here that the voidage profile is
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Figure 2.10: Axial profiles of the time-averaged velocity of solid phase pre-
dicted using different values of initial packing.
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Figure 2.11: Voidage profiles predcited using different values of initial packing
at (a) H = 0.053 m (b) H = 0.218 m

slightly changing with the change of initial packing. Logically, we should get

a lower value of voidage for higher value of initial packing which we can also

observe in our figure 2.11. For tightly packed bed, solid pressure increases; so,

the kinetic energy required to move the particle is higher. When the gas with

high velocity hits the bed, the particles moves with a higher potential resulting

a larger void space between the particles. As a result, we get higher value of

voidage. Figure 2.12 and 2.13 shows the radial profile of time-averaged velocity
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Figure 2.12: Radial profiles of the time-averaged velocity of the solid phase
predcited using different values of initial packing at (a) H = 0.053 m (b) H =
0.268 m

of particles at different bed height. Figure 2.12 shows the radial profiles at

bed region wheres 2.13 shows the radial profiles at fountain region. We see

here the phenomena similar to figure 2.10. For higher value of initial packing,

we get higher value of volume-averaged velocity. We already discussed the

possible explanation of this phenomena in figure 2.10. For all of the figures,

we see our model fails to predict radial profile initially, but then the profile

starts to converge with the experimental value. Specially for fountain region,

we get excellent agreement after 0.015 m.

Fig. 2.14 shows contour plots of the time average volume fraction of solid

phase, αs and the velocity magnitude |us| of the solid phase predicted numer-

ically using different values of the restitution coefficient ess. The analysis of

this figure shown that decrease of ess leads to increase of fountain height. De-

tailed analysis of our results shows that this effect can be explained logically if

we count that decrease in the restitution coefficient, ess, leads to the situation

when inelastic collisions prevail.

From figure 2.14 it can also be seen that the simulation results changes
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Figure 2.13: Radial profiles of the time-averaged velocity of the solid phase
predicted using different values of initial packing at fountain height = 0.045
m.

rapidly due to the change of the values of ess. With higher ess value, we get

slightly more stable fountain and lower fountain height. With lower values

of ess, the collision of particles become more inelastic which provides more

mechanical energy dissipation. For this reason, more particles compact in a

small region and make more void space. As a result, for lower values of ess, we

get higher fountain height. On the other hand, higher value of ess we get more

elastic particle-particle collision; so particles moves to a higher distance from

each other. Which makes lower voidage present in fountain and bed. Finally

in result, we get lower fountain height.
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Figure 2.14: Contour plots of the time average volume fraction of solid phase,
αs - a)ess=.90 αs,max=.61 , b) ess=.95 αs,max=.61, c) ess=.97 αs,max=.61, d)
ess=.99 αs,max=.61

Figure 2.15 shows the effect of maximum packing limit on spouted bed.

From here we see that, there’s no significant effect found on contour plots for

maximum packing limit.

To study transient dynamics of the gas and solid flows in the spout bed we

use so called volume-averaged or global velocity of the solid phase in the entire

cavity. For this purpose we introduce the volume-averaged solid flow velocity

Ul (l = s, g):

Us,g =
2π

Vsb

∫ R

0

∫ H

0

(√
u2
s,g,r + u2

s,g,z

)
r d r d z (2.6)
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a b c

Figure 2.15: Contour plots of the time average volume fraction of solid phase,
αs - a)ess=.90 αs,max=.55 , b) ess=.90 αs,max=.58, c) ess=.90 αs,max=.61

where Vsb is the volume of the whole spout bed reactor, ug and us are the

velocities of the gas and solid phases.

Figure 2.16 shows the change time histories of volume-averaged velocity

of solid and gas with different restitution of coefficient. We observe that the

solid and gas volume-averaged velocity show periodic fluctuations. The higher

the restitution coefficient, the lower the magnitude of fluctuation. Also we can

see that, it takes 4-5 seconds to obtain developed unsteady regime. Usually

the velocity magnitude gives a start-up kick to a higher value and suddenly

decrease to a lower value and continue periodic fluctuations. For gas the

magnitude of volume-averaged velocity and the period of oscillation is higher

than the solid particle.
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Figure 2.16: Time histories of the volume-averaged velocities of the gas and
solid phases predicted numerically for different values of the restitution coef-
ficient ess and for a fixed maximum packing limit, αs,max = 0.61

The time history of Us,g depicted in Fig. 2.16. shows that the initial start-

up time is about of 2-3 sec. The developed unsteady regime is reached after

4-5 sec. It turns out that the decrease in the value of the restitution coefficient

ess leads to the increase in the amplitude and in the period of oscillations of

the volume-averaged velocity of the gas phase and solid phase. This effect is

very good agreement with our explanation that decrease in ess produce more

inelastic collisions and the particles attach more closer to each other creating

more void space. Which increases the instability.
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This effect is seen in Figure 2.17, which depict snapshots of the volume

fraction of the solid phase, αs, at different times corresponding to local maxim

and minima in Ug,s depicted in Fig. 2.16. First, the formations of spout,

fountain and annulus are clearly seen in those snapshots. As expected, the

spout channel is characterized by low values of the volume fraction of solid

phase and high velocities of gas phase and particles.

The shape of the spout channel oscillates due to interplay between inlet

gas and particles in the annulus zone, located between the spout channel and

bed side-wall. Particle movement in the annulus region has toroidal clockwise

direction. Instabilities in the inlet zone of the annulus lead to the large scale

oscillations of the fountain, where particles coming from the spout channel

rise to the top and fall back due to the gravity. During particles falling back

they interact with next particles coming up from the spout channel leading to

decrease of the fountain height. This effect causes the increase in the pressure

inside the spout channel and after going increase in fountain velocity. And the

whole cycle repeats again.

Figure 2.17 shows the flow patterns in spouted bed. In the spout zone,

particle concentration is low and particle velocity is very high. So, the parti-

cles are carried away to upward direction by gas to the higher zone forming

a fountain region. Here in fountain region, particle concentration is higher

than the spout region and thus, the particles create pressure to the downward

particles. But the downward particles with higher velocity, push the upper

fountain particles and force those particles to move to the annulus region. As

a result an oscillating motion appears with time. In the annulus region, we find

the particle concentration is highest and the velocity of particles are lowest.

The particles move to the axis of spouted bed in downward direction because
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Figure 2.17: Snapshots of the volume fraction of the solid phase predicted
numerically for the restitution coefficient of ess = 0.95 and packing limit
αs,max = 0.61. Here different times corresponds to local maxima and min-
ima in Us depicted in Fig. 2.16: a) - 0.244 s, b) - 0.906 s, c) - 1.201 s, d) -
1.348 s, e) - 2.157 s, f) - 2.378 s, g) - 2.598 s, h) - 8.999 s.
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of the lower concentration and higher velocity of particles in spout region.

Now, we study the effect of swirling velocity with inlet gas. We compare

results with ‘no swirling’ simulations by showing axial profile of vertical particle

velocities, radial profiles of vertical particle velocity and voidage, contour plots

etc.
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Figure 2.18: Time history of (a) gas phase (b) solid phase for swirling

Figure 2.18 shows that the increase for the swirl velocity ratio leads to

decrease the absolute value of solid velocity. So, additional swirl significantly

decrease the absolute velocity of solids around 70% However at the same time

the velocity of gas is slightly decreasing around 20% of value. Time history of

global velocity shows that for the swirl ratio of 0.136 after 4 seconds we get

periodic oscillation with period of 0.5 second. At the same time the increase

of velocity ratio decreases the amplitude of particle oscillation. On the other

hand, for the gas phase the amplitude is increased. To illustrate this phe-

nomena we plot contour plot of volume fraction calculated for different swirl

velocities.
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Figure 2.19: Contour plots of partical phase for swirling ratio = 0.136 for a)
t= 2.81s b) 2.875s c) 3.74s d) 3.88s e) 7.345s
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Figure 2.20: Contour plots of particle phase for swirl ratio of 0.57 at different
time a) t= 1.02s b) t=1.675s c) t=2.675s d) t=2.875s e) t=10.0s
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Figure 2.21: Contour plots of partical phase for swirl ratio of 1.0 at different
time a) t= 1.506s b) t= 1.913s c) t=2.10s d) t=2.77s e) t=8.263s

Comparative analysis of these three pictures 2.19, 2.20, 2.21 shows that

increasing swirl velocity vθ = 1 produce very small fountain while on the other

hand for vθ = 0.568, we get highest fountain. For smaller swirling ratio vθ

=0.136, we get medium fountain with very good mixing of particles.
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Figure 2.22: Zoomed view of contour plots of partical phase for swirling ratio
of 1.0 a) t= 7.41s b) t= 8.003s c) t=8.263s

To better understand the phenomena of swirl velocity figure vθ = 1 2.21,

we plot figure 2.22 for further analysis. Here, we see that the inflow jet for the

spout bed is destroyed by the higher velocity of swirl flow . Secondary flow

caused by swirl modifies the inflow jet significantly. This effect is attributed

to the Taylor-Goetler Vortices. Which can be identified in the above figures.
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Figure 2.23: Contour plots of the time average volume fraction of solid phase,
αs - a) without swirl b) swirl ratio of 0.136 c) swirl ratio 0.57 d) swirl ratio of
1.0

Figure 2.23 shows the time average volume fraction of solid phase for ‘no

swirl’ and for different values of swirl ratio. For lower swirl ratio, we get a

higher fountain than ‘no swirl’ and the fountain is well spread; which indicates

better mixing of particles. On the other hand for higher swirling ratio, the

fountain becomes smaller and smaller; and for swirl ratio of 1.0, the fountain is

almost touches the bed surface. Which can also be utilized in some industries.
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Figure 2.24: Axial profiles of the time-averaged velocity of the solid phase.
Here ‘simulation - without swirl’ corresponds to the simulation work where
ess = 0.95 and αs,max = 0.61

Figure 2.24 displays the axial velocity of solid phase along the axis of

the spouted bed with and without swirl. For lower swirling velocity i. e.

vθ = 0.136, we see that the maximum axial velocity and the velocity profile

remain almost same but the profile shifts to right a little bit. Which means

the increment of particle velocity along the axis starts from lower height. For

larger number of swirling velocity i. e. vθ = 0.568, 1; maximum axial velocity

of particle reduces.
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Figure 2.25: Radial profiles of the time-averaged velocity of the solid phase
predcited using different values of swirl at (a) H=0.053 m. (b) H=0.168 m (c)
H=0.268 m

Figure 2.25 shows the comparison of radial profiles of the time-averaged

velocity of particles for different swirling velocity with simulation using no-

swirl. For the lower value of height (H), we see here that the velocity is

more deviating with swirl. When we take lower fountain height, the lower the

swirling velocity the higher the maximum velocity we get along the radius.
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Figure 2.26: Radial profiles of the time-averaged velocity of the solid phase
predcited using different values of swirl at (a) fountain height = 0.045 m (b)
fountain height = 0.145 m (c) fountain height = 0.245 m

Figure 2.26 exhibits the comparison of radial profiles of the time-average

velocity of particles for different swirling velocity with simulation using no-

swirl in fountain region at different height. In this figure we can see that,

for higher fountain height region, the velocity profile along radial direction is

deviating with swirling velocity. Here we also see a periodic fluctuation of the

velocity along the radial direction.
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2.6 Summary

In this work we studied numerical the transient behaviour of particulate flows

in a cylindrical-conical spouted bed, which was investigated in experimental

work by He et al [1, 2]. he Euler-Euler unsteady multiphase laminar model

with the Syamlal-O’Brien drag model available in commercial CFD software

Fluent 14.0. was utilized. The results can be summarized as follows:

• The comparison of simulation results in the form of time-averaged verti-

cal particle velocity against experimental data showed good agreement.

• The transient analysis showed that the start up time comprise of 2-3

seconds and the developed unsteady regime is reached after 4-5 seconds.

• Syamlal-O’Brein [49] drag model provided better agreement with ex-

periment and presented more realistic behaviour of spouted bed than

Gidaspow [55] and We-Yu model [56].

• The increment of restitution coefficient decreases fountain height and

increases the elastic behaviour of the system. On the other hand, incre-

ment of maximum packing limit has negligible effect on the system.

• Lower swirling velocity ratio gives better mixing of particles with slightly

higher fountain height where as higher swirling velocity ratio reduces

spout height and introduce Taylor-Goetler vortices.
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2.7 Future Recommendation

The list of future recommendation has been presented as follows:

• Drag model: One of the future recommendations can be optimizing

drag model specific to spouted bed. We found that all of the drag models

slightly under predict the maximum axial particle velocity. Optimizing

drag model for spout bed may solve this issue.

• Advanced turbulence model: Advanced turbulent model LES (Large

Eddy Simulation) can be tested to predict the behaviour of spouted bed.

We have seen that, though the global Reynolds number for the system

is low, but there is presence of instability at the inlet. More attention

should be paid at that region.

• 3D modeling: 3D modeling can be conducted to validate the axi-

symmetric behaviour of the spouted bed.
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Chapter 3

Numerical Modeling of Slurry

Flows in A Rock Fracture

Next, we utilize Euler-Euler model described in Chapter 2 to simulate slurry

(sand+water, 30% volume fraction of solid) flow in rock fracture. To validate

this model we compare our model with Euler-Lagrange model.

3.1 Basics of Fracturing

Hydraulic fracturing is an important technology for stimulating wells to in-

crease the rate of production of oil or gas. The main principle of hydraulic

fracturing consists in pumping of a slurry into a cased wellbore at high pres-

sure. Basically, a slurry is a viscous fluid and near-spherical particles (prop-

pant or sand)[6]. During pumping this slurry flows into the reservoir through

perforations in the casing causing some large planar fractures. It should be

noted that the fluid pressure at the perforations has to be sufficiently high to

overcome the least principal earth stress in the reservoir[58]. Finally, forced
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movement of slurry along the fracture the fracture widens and propagates.

When pumping ceases, most of the slurry fluid left in the fracture leaks off

into the reservoir rock. At the same time the fracture walls are bordered and

the the proppant left in the fracture after the fracture is closed. Finally, a

narrow permeable channel (typically about 10 mm wide[6]) between the walls

of the fracture (which can be several hundred meters long and is typically 50

to 100 m high[6]) is developed. As an example, Fig. 3.1 depicts a horizon-

tal section of a typical fracture[6], where the red square indicates an area of

modeling presented in this work. It should be noted that the propped fracture

is much more permeable than the reservoir rock around it because the prop-

pant particles are much larger than the grains of the rock. Details about the

modeling and design of hydraulic fractures can be found in the book [58].

Area of interest

Figure 3.1: Schematic of a hydraulic fracture in a plane perpendicular to the
well bore. Adopted from [6]. The red square indicates an area of modeling
presented in this work.

3.2 State of Art of Modeling

As it was mentioned at the beginning hydraulic fracture can be defined as

the process where hydraulic loading applied by a fluid inside a rock formation

causes its fracturing. Applied to engineering science and technology hydraulic

fracturing is extensively used in the petroleum industry for oil and gas recovery

to maximize the extraction of inaccessible hydrocarbons. To understand the
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processes during hydraulic fracturing and to optimize this technology many

numerical simulations has been carried out covering three basic phenomena:

the mechanical rock deformations induced by the fluid pressure, the flow of

a mixture of viscous hydraulic fluid and sorted sand (proppant) within the

fracture [59] - [60] and the fracture propagation [61].

Swadener et. al. [59] investigated hydraulic fracturing utilizing two-phase

flow model. He injected water into the fracture which is saturated with oil at

the beginning and then analyzed the growth of the fracture for a particular

injection rate. His assumption includes ‘uniform fracture’, ‘unidirectional per-

meating flow’ and ‘negligible capillary pressure’. He carried out the numerical

investigation using iterative finite difference scheme and was able to analyze

the hydraulic fracture growth successfully validating his numerical model with

a single phase flow problem.

Ouyang et al. [62] carried out a numerical study using finite element scheme

for proppant transport inside a hydraulic fracture. The numerical model uti-

lizes ‘governing equations for the propagation of a hydraulic fracture’, ‘the

solution methodology in the GY-4M model of Gu and Yew [63]’, ‘conservation

of mass’, ‘Fick’s las of mass diffusion’ and ‘Shah’s empirical equation’ etc. to

predict the phenomena accurately. He found a good quantitative agreement

comparing the experimental data with an accurate ‘fracture shape’, ‘fracture

opening width’ and ’borehole pressure’ etc.

Adachi et al. [64] modeled the propagating hydraulic fracture by in-

compressible fluid in an in-permeable and linear elastic medium. The driving

fluid was viscous with power-law rheology and a behavior index of greater than

zero. He utilized ‘elastic singular integral equation’ and ‘lubrication theory’

to model this phenomena. He calculated different parameters such as ‘crack

50



length’, ‘fracture opening’, ‘net fluid pressure’ and ‘fluid flow rate inside the

crack’ etc. He also studied the change of fluid index in the propagation of crack.

In another work [65] Adachi et al. briefly discussed ‘the computer simulation

of hydraulic fractures’. He indicated different numerical simulation problem

with modeling of hydraulic fracturing and described some of the mathematical

techniques to get a better solution. At the end they addressed some of the key

areas of research that is needed to be focused to improve current models for

modeling of hydraulic fracturing.

It should be noted that up to date the flow of viscous fluid and prop-

pant in fractures is basically modeled using analytical solutions of Simplified

mathematical models [60] or by very simplified conservation equations, which

do not reflect real physical processes occurring in a flow composed of a vis-

cous fluid and solid particles. One of the challenging problem in modeling of

hydraulic fracturing is a realistic prediction of a slurry flow, composed of a

fracturing fluid and particles (So-called proppant), in a fracture. In particu-

lar, during the pumping sand slurry into the fracture the flow is affected by

non-uniform distribution of sand particles due to hydrodynamics forces caused

by wall-particle, particle-fluid and particle-particle interactions. These forces

are responsible for segregation of sand in a rock fracture. Finally, possible seg-

regations in grain locations may destroy gas/oil flows in deep rocks. In spite

of the large number of numerical simulations on proppant motion in fracture

up to date [65], the research in the area of proppant transport and possible

segregation phenomena has been limited. One of the main reason of such a

limitation is complexity of processes and lack of reliable models which can

describe them adequately without complex mathematical assumptions. The

present study undertakes computational study of the slurry flow behavior in a
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rock fracture and possible transverse proppant segregation concentration using

Euler-Euler-based approach. Special attention is paid to the consideration of

non-Newtonian effects in the carrying fluid used in fracturing. An additional

important consequence of this research work is that the newly developed nu-

merical model and results of simulations can be used to validate a simplified

engineering model used by Schlumberger at the field scale.

3.3 Model Formulation and Input Parameters

3.3.1 Problem Setup

Next we discuss our problem setup presented schematically in Fig. 3.2. In

particular, it can be seen that we approximated a narrow permeable channel

caused by fracturing, e.g. see Fig.3.1, by using a narrow rectangular channel

with inlet, outlet and no-slip walls. In this work to study the propagation of

slurry we use inflow velocity of particles 0.3 m/s with initial volume fraction

of 0.3. In this work we use different geometries of the channel: one is straight

channel and second case corresponds to zikzak shown in Fig. 3.3.2.

Inlet Outlet
Water

No Slip Boundary

No Slip Boundary

Initial volume fraction = 0.3

velocity

0.3 m/s

Figure 3.2: Scheme of setup including boundary conditions used for the mod-
eling of for hydraulic fracturing.
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3.3.2 Model

To model slurry propagation we utilize an Euler-Euler model for an unsteady

laminar flow. The model description can be found in chapter 2. In particular,

the Syamlal-O’Brein drag model is used for fluid-particle interaction. The list

of model/ schemes are shown in table 2.2.

The corresponding input parameters used in simulations are listed below:

Figure 3.3.2 shows geometrical parameters for (a) straight shaped fracture

General Parameters
particle diameter, dp (mm) 0.6
particle density, ρs (kg/m3) 999
Water density, ρg (kg/m3) 999
Water viscosity (regular), µg (Pa/s) 1.003 · 103

Inflow velocity, m/s 0.3
Inflow volume fraction of particles, 0.3
Straight shaped fracture
Length (m) 1
Height (m) 0.01

Reynoldsparticle =ρl·uin·dp
µl

= 179.28

Reynoldsliquid
ρl·uin·D

µl
= 2988

Zikzak shaped fracture
Length (m) 5
Height (m) 0.01
Angle (m) 28.82o

Viscous ratio = 5

Reynoldsparticle =ρl·uin·dp
5·µl

= 35.86

Reynoldsliquid
ρl·uin·D

5·µl
= 597.6

Viscous ratio = 30

Reynoldsparticle =ρl·uin·dp
30·µl

= 5.98

Reynoldsliquid
ρl·uin·D

30·µl
= 99.6

Table 3.1: Input parameters used to model slurry flow through hydraulic frac-
ture.

and (b) zikzak shaped fracture. For straight shaped fracture we have length

of 1m, but for the zikzak shaped fracture we have length of 5m with corner
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(a)

(b)

Figure 3.3: Scheme of geometry for (a) straight shaped fracture (b) zikzak
shaped fracture

zikzak angle of 28.82o.

Stokes number calculation:

Relation between the particle response time and the system response time is

defined as Stokes number [7] page 497:

St =
τp
ts

(3.1)

Where,

Particle response time, τp =
ρpd2p
18µl

=
999·(0.6·10−3)

2

18·1.003·10−3 = 0.01992 sec

System response time, ts = Ls

Vs
=

Dfracture

Uin
= 1·10−2

0.3
= 0.0333 sec

Here,

Ls = Characteristic Length of the system

Vs = Velocity of system under investigation

So, Stokes Number, St = 0.01992
0.0333

= 0.598

3.3.3 List of Assumptions

Model assumptions for our course have been listed below:
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• Bulk liquid is Newtonian: Our model assumes that the bulk liquid

is Newtonian fluid.

• Flow is laminar: We calculate our Reynolds number for different cases.

We found that the particle Reynolds number is very low. So, we assume

our flow is laminar.

• Restitution coefficient: We assume that the coefficient of restitution

for particle is 0.90.

• Lift force and virtual mass force: We assume that the lift force and

virtual mass force in the system is neglegible.

3.3.4 Numerical Parameters

In this work, for every cases we utilize Euler-Euler multiphase flow model with

Syamlal-O’Brein [49] drag law. Our time-step and maximum normalized resid-

ual varied with different geometry and dimension. In general, the minimum

value of maximum normalized residual was kept below 10−04.

For 2D straight shaped fracture, we use fracture length of 1m with 0.01m

height. Inlet section comprises of 12 control volumes (CV) making a face area

of 8.33−04m2. Total number of control volumes were 14400 with control volume

size of 6.94444−07m3. The time step was set between 10−5 to 10−4sec. Volume

fraction equation for the gas phase was discretized in time using first-order

implicit scheme. The number of iteration per one time step varied from 25 to

40, which guarantees the maximum normalized residual of about 10−4 for each

time step.

On the other hand, for 2D zikzak shaped fracture, we have taken a frac-

55



ture with 5.02m long and a constant height of 0.01m. Similar to the straight

fracture, the inlet section comprises of 12 control volumes. Total number of

control volume was 72000 with control volume of size between 6.94444−07m3 to

1.041667−06m3. The time step was taken between 5−4 to 10−5 sec. The num-

ber of iteration per time step was between 15 to 30, which gave the maximum

normalized residual of about 10−05 to 10−07.

For 3D zikzak shaped fracture simulation, we take fracture with length of

0.8m, width of 0.03m and height of 0.055 m. Total number of control volume

was 323664 and the rest of the configurations were similar to 2D zikzak shaped

fracture simulation.

3.3.5 Model Validation

To validate our model we take compare results for ice particle sedimentation

using Euler-Euler and Euler-Lagrange model[4]. It should be noted here that

Euler-Lagrange simulations corresponds to 2D DNS simulations. The details

on model formulation and numerical scheme can be found in the work[4]. The

density of water was taken as 999.98 kg/m3 and the density of ice particle was

916 kg/m3. Figure 3.4 shows the validation of Euler-Lagrange model with

Euler-Euler model for this slurry flow. For Euler-Lagrange model, we take 32

particles with radius of 0.2 · 10−04 m. The number of control volume inside

each particle is 16 and the size of control volume is 2.5 · 10−05m3 with ess=1.0.

The grid resolution corresponds to 200 × 1000 CV in x and y directions,

respectively.

On the other hand, for Euler-Euler model we use ess =0.95. Visually we

see that both of the model show similar result and they both were able to form
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Figure 3.4: Snapshots of the volume fraction of particles predcited using dif-
ferent models: a) with Euler-Lagrange model at times (left to right) 0.02 sec,
0.62 sec, 1.09 sec, 1.62 sec, 3.42 sec; with Euler-Euler model at time (left to
right) 0.05 sec, 0.55 sec, 1.0 sec, 2.0 sec 4.0 sec.

an ’M’ shaped front of the particles. It should be noted that the value of

restitution coefficient (between 0.9 and 0.99) did not influence significantly the

results. Finally, it can be seen that visual comparison of flow pattern predicted

using Euler-Euler and Euler-Lagrange models shows acceptable agreement.
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3.4 Results

We present our result for different configuration of fracture. First, we model

our fracture assuming a straight shape. There we study different value of

restitution coefficient. Then we model fracture using a zikzak shaped structure

and we study transportation of slurry flow with different viscous ratio. In both

cases, we also study the mixing zone. Finally, we study 3D zikzak shaped

structure with different viscous ratio.

3.4.1 Straight Shape Structure

Fracture of Straight Shape with ess =0.90 .

(a)

(b)

(c)

(d)

(e)

Figure 3.5: Contour plots of straight channel slurry flow with ess =0.90 at
different time t = a) 0.56 sec b) 1.13 sec c) 1.65 sec d)2.10 sec e) 2.25 sec
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From the figures 3.6 we see the propagation of slurry flow at axial direction.

An interesting phenomena can be seen here that the maximum volume fraction

of particles is increasing with time and at t=2.25 sec it reaches to the maximum

number of 0.58. The slurry flows with a parabolic front carrying maximum

volume fraction at the tip. Here, it is also to be noticed that the length of

mixing zone is increasing with time and the parabolic profile of the front also

becomes sharper with time. To understand these phenomena better, we plot

volume fraction of particles in radial and axial direction as shown in figure 3.6
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Figure 3.6: Volume fraction of particles at time t= 2.25 sec a) in radial direc-
tion at different axial location b) in axial direction at centre line

Figure 3.6 (a) shows radial profiles of volume fraction at four location of

the channel at t= 2.25 sec. We can see here an almost symmetric profile with

the shape of an “M”. Initially the “M” shape was wide spread and with the

increment of length this shape is squeezed to a narrow shape of “M”. It is also

noticeable that the height of “M” is also increasing with length but decreased

just before the tip. Which indicates that the front side contains more particles

than the back side of the channel. From figure 3.6 (b) we see that the volume

fraction suddenly increases to 0.58 at the tip of the front.
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Figure 3.7: Velocity of a) particle and b) water in the radial direction at
different axial location

Figure 3.7 shows that the velocity profiles for particle and water follows a

parabolic curve and remains almost constant at different axial location. For

particle velocity profile, we see zero velocity neat to the front because of the

mixing zone. In the mixing zone, particles are absent near to the wall and as

a result we get ‘zero’ velocity in that region.

Fracture of Straight Shape with ess =0.97 .

From the contour plot of slurry flow inside straight channel for ess = 0.97

depicted in figure 3.8, we see similar phenomena like ess = 0.90. Mixing

zone, “M” shaped volume fraction profile, parabolic front everything is present

there. But we can compare that for higher restitution coefficient (ess), the

instability occurs sooner. Which means the volume fraction of tip reaches to

it’s maximum limit of 0.61 and then it starts showing instability.
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(a)

(b)

(c)

(d)

(e)

Figure 3.8: Contour plots of straight channel slurry flow with ess = 0.97 at
different time t = a) 0.53 sec b) 1.07 sec c) 1.60 sec d) 1.75 sec e) 2.14 sec
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Figure 3.9: Volume fraction of particles for ess at time t= 2.14 sec a) in radial
direction at different axial location b) in axial direction at center line

To better understand the phenomena of instability, we plot figure 3.9 to

show the volume fraction of particles at different axial and radial location. We

see that for figure 3.9 (a). the symmetric “M” shape becomes more asymmetric

near to the tip region. And there is a maximum and minimum point of volume

fraction present there. Figure 3.9 (b) shows the oscillation due to instability at

tip. Figure 3.10 shows the velocity of particles and water along radial direction.

0 0.2 0.4 0.6 0.8 1

d*

0

0.1

0.2

0.3

0.4

|u
s
|,
 m

/s

x = 0.25 m

x = 0.50 m

x = 0.75 m

x = 0.8 m

0 0.2 0.4 0.6 0.8 1

d*

0

0.1

0.2

0.3

0.4

|u
l|,

 m
/s

x = 0.25 m

x = 0.50 m

x = 0.75 m

x = 0.8 m

(a) (b)

Figure 3.10: Velocity of a) particle and b) water in the radial direction at
different axial location

62



It also forms a parabolic shape but the shape is deformed and cut-off from two

sides near to the wall region close to the tip.

3.4.2 Fracture of Zizak Shaped Structure

Fracture of Zizak Shape with regularly viscous fluid .

Figure 3.11 shows the contour plot of volume fraction of particles at differ-

ent time. We see that, there is no “M” shape front is present in this case. The

reason behind this phenomena can be the zikzak shape of the channel. Here

we also see the presence of ‘mixing zone’ where there is no particle near to

the wall for a long region. This is possible because when particle front moves

froward with a very low velocity, there’s thin layer of water trapped inside the

corner of the zikzak channel and it changes the direction of the slurry front

from ‘upward’ to ‘downward’ and vise-versa. This is how the parabolic front

shape of the slurry particles remain unharmed.

Figure 3.12 shows the volume fraction of particles at two different time in

different locations. Here, we see a very interesting phenomena that initially

at the beginning of the zikzak channel, there was a small straight portion

where the “M” shaped front was initiated. But, with time the “M” shaped

profile is destroyed and reformed to a “parabolic” curve. For a particular

instance, the maximum point of the parabolic profile is decreasing. Which

means the volume fraction at the tip is lower and the volume fraction at the

beginning is higher. The reason behind the destruction of “M” shaped profile

can be because of changing direction of the channel. When the slurry particles

reaches to a changing point, the water layer trapped inside the corner pushes

the particles to the center of the channel and make the “M” shape profile to
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change into a “parabolic” curve.

Fracture of Zizak Shaped Structure With Viscous Ratio of 5 .

Figure 3.13 shows the contour plot for viscous ratio of 5.0 of zikzak channel.

The phenomena is quite similar to viscous ratio of 1.0, but the difference we see

here with the maximum volume fraction and mixing length. We see here that

the maximum volume fraction has reduces to around 35%, where the length

of mixing zone has been reduces to 50%. Here we also see the propagation of

mixing length and a ‘parabolic’ front.

Figure 3.14 shows the volume fraction of particles at a) t =0.5 sec and b)

t=11.50 sec in different locations. We also see a “M” shaped curve forming at

the beginning of the channel initially, but again that is disturbed and reformed

to a ‘parabolic’ shape. We also see the height of the ‘M’ shape is reduced to 80%

and the maximum point for ‘parabolic’ curve has reduces to 35%. Similarly,

the front contains lower volume fraction than the beginning of the channel and

the height of the ‘parabola’ is increasing with length for a particular time.

Fracture of Zizak Shaped Structure With Viscous Ratio of 30 .

Again, we find similarity of our analysis for the contour plot of viscous ratio

of 30. Figure 3.15 indicates the decrement of maximum volume fraction of the

slurry flow. Mixing zone and parabolic front is also present here. Another

interesting finding is the total travel distance of the particles for a specific

time (say, t = 11.50 sec) is slightly increasing with the increment of viscous

ratio. The decrement of maximum volume fraction is only 10% though the

viscous ratio is increased significantly than the viscous ratio of 5.

Figure 3.16 shows the volume fraction of particles for a) t =.50 sec and b) t
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= 11.50 sec at different location. Though we see “M” shape at the beginning,

but it’s not properly developed and the maximum height of ‘M’ is also reduced

rapidly 90% than the maximum height found for viscous ratio of 5.0. We also

see the parabolic front of in figure 3.16 (b) showing the reduction of height for

the parabolic curve with the increment of length.
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Figure 3.12: Volume fraction of particles for ess=0.90 at time a) t=0.5 sec b)
t= 11.50 sec in radial direction at different axial location
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Figure 3.14: Volume fraction of particles for ess=0.90 in radial direction at a)
t = 0.5 sec b) t= 11.50 sec in different axial location
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Figure 3.16: Volume fraction of particles for ess=0.90 at time a) t = 0.5 sec
b) t= 11.50 sec in radial direction at different axial location
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3.4.3 Mixing Zone

The mixing zone is a distance between the slurry front and a place where

sand detaches the wall. We calculate mixing length, Lmix by measuring the

distance visually from contour plot. To calculate Lmix for zikzak channel, we

take the measurement of the path. That means we calculated the length of

each angular portion and make sum of those to get the total mixing length.

To better understand the propagation of mixing length Lmix, we plot mixing

length against time for different case.

(a)

(b)

Figure 3.17: Indication of mixing zone for regularly viscous fluid in a) straight

channel with ess=0.97 and b) zikzak channel with ess=0.90

Figure 3.17 indicates the mixing zone for a) straight and b) zikzak channel

which was measured visually from the contour plot.

Figure 3.18 (a) shows the comparison of mixing length Lmix for zikzak and

straight channel with ess =0.90 and viscous ratio of 1.0 while 3.18 (b) shows

the comparison of mixing zone for zikzak channel with different viscous ratio.

From 3.18 (a) we see that the mixing length is increasing with the increment
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Figure 3.18: Change of mixing length with time for different case comparison
a) comparison of fracture shape b) comparison of viscous ratio

of time and tends to follow a straight line up to 3 seconds for both straight and

zikzak channel. For the straight channel, the slope of the line is higher than

the slope of the zikzak channel. The reason behind this can be the propagation

of mixing zone was restricted in the zikzak channel by the zikzak wall while

such kind of restriction was absent for straight channel. We see from figure

3.18 (b) that the higher viscous ratio slurry almost follow a straight line with

higher value of slope. But the viscous ratio of 1 shows very disturbed trend to

follow straight line with much lower slope. Because we have seen previously

that lower viscous ratio slurry moves with higher maximum volume fraction

of particles reducing the propagation velocity of the flow. For this reason,

the mixing length propagation for lower viscous ratio fluid is more disturbed

and shows a lower slope of straight line. On the other hand, higher viscous

ratio slurry moves fast because of lower maximum volume fraction of particles.

When the viscous ratio is increased to 5, the slope is increased 200%. But when

it is increase from 5 to 30, we don’t see any significant change in slope.
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3.4.4 Study of 3D Zikzak Shaped Fracture

Contour plot of 3D zizak shaped fracture .

Figure 3.19, 3.20 and 3.21 shows the contour plot of 3D zikzak channel for

viscous ratio of 1, 5 and 30. We see here that the higher the viscous ratio, the

lower the maximum volume fraction of particle. This scenario matches with

our previous analysis done with 2d simulations. Most important information

to be noticed here that we see the presence of instability of z-direction for

lower viscous ration. With the higher viscous ratio, the instability decreases

and for viscous ratio of 30, we see almost absence of instability in z direction.

To better understand this phenomena, we plot volume fraction of particles in

z-direction.
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Figure 3.22: Volume fraction of particles regular viscous fluid for ess=0.90 (a)

at time t= 11.50 sec in z-direction at x=0.45 m and y=0.0125 m (b) at time

t= 11.50 sec in z-direction at x=0.45 m and y=0.0125 m (c) at time t= 11.50

sec in z-direction at x=0.45 m and y=0.0125 m

Figure 3.22 shows the volume fraction of particles in z-direction for viscous

ratio of (a) 1 (b) 5 and (c) 30. We see here that for viscous ratio of 1 and

5, there is presence of instability. But the maximum amplitude of instability

decreases with the increment of viscous ratio. On the other hand, for viscous
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ratio of 30, the instability is minimum and can be rarely observed.

3.5 Summary

In this work we modeled CFD simulation of slurry transportation through

a hydraulic fracturing. We used same Euler-Euler model that was utilized

in chapter 2 for spout-bed modeling. We validated our model with Euler-

Lagrange model for ice particle sedimentation. The results can be summarized

as follows:

• The comparison of our Euler-Euler model with Euler-Lagrange model

showed a very good agreement.

• From the plot of volume fraction of particles along the diameter we

showed that the profile form an ‘M’ shape for both straight and zikzak

shaped fracture. But this ‘M’ shape transformed into a parabolic profile

for zikzak shaped fracture whereas, it remains unchanged for straight

shaped fracture forming a higher pick with time.

• For straight shaped fracture, instability occurs sooner when restitution

coefficient is increased.

• For zikzak shaped fracture, the maximum volume fraction decreases with

the increment of viscous ratio.

• Mixing length almost linearly increases for both straight shaped fracture

and for zikzak shaped fracture with higher viscous ratio. But with lower

viscous ratio the slope of the line is lower with higher fluctuation.

79



• Finally we demonstrated 3d results for zikzak shaped fracture with differ-

ent viscous ratio. We showed that for lower viscous ratio, the instability

is present in z-direction. But with the increment of viscous ratio, the

instability tends to become vanished.

3.6 Future Recommendation

The list of future recommendations for this study have been listed below:

• Validation with experiment: In our study, we validate our Euler-

Euler model with Euler-Lagrange model for ice particle sedimentation.

So, this model should be validated with experimental data to predict it’s

behaviour more accurately.

• Different particle/liquid density: Here, we have taken the same

value of density for liquid and sand particles. Future work should be done

by taking into account of the density of individual particle to represent

real life flow more accurately.

• Restitution coefficient: Here we have taken restitution coefficient 0.90

for all of the cases. Future study should conduct to determine more

accurate value of restitution coefficient for sand particles.
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Chapter 4

Conclusions

This work attempts to develop Euler-Euler multiphase flow model for spouted

bed and slurry transportation through hydraulic fracturing. In both cases we

validated our model with available resources. Our findings states:-

• Comparisons were made between the experimental work done by He et.

al. [1, 2], simulation using RANS turbulent model by Du et. al.[27, 5]

and our simulation considering laminar flow.

– Axial profiles of the time-averaged velocity of particles shows very

good agreement with experimental results. Our simulation results

slightly deviates from experiment at the beginning (0 < z < 0.15m),

but matches exactly afterwards.

– Comparison between Du et al [27, 5] work showed significant im-

provement of our model considering laminar flow with Syamlal-

O’Brein [49] drag model. Our model predicted 15% improved result

than Du et al [27, 5] RANS turbulent model.

– Our model showed very good agreement for the radial profiles in
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fountain zone. But we get acceptable results in spout zone. Simu-

lations done by ess =0.90 and αs,max = 0.61 showed best agreement

with experimental value.

– Our model predicted spout profile successfully. Initially, simulation

results matches with the experiment, but starts to deviate for higher

bed height.

• Our main goal was to study the transient dynamics of spout bed.

– We showed that the startup time is between 2-3 seconds.

– The developed unsteady regime is reached after 4-5 seconds.

• We studied the influence of three different drag model on our simulation

results. We compared axial profile time-averaged velocity of particles to

do the comparison.

– Gidaspow drag model [55] and Wen-Yu drag model [56] very similar

result with slightly deviation. Gidaspow drag model showed around

3% improved result than Wen-Yu drag model [56].

– Syamlal-O’Brein [49] dram model exhibited best result amongst

these three models. With this model with restitution coefficient of

ess, we get very good agreement with experiment. Syamlal-O’Brien

[49] showed minimum of 30% improved result than the other two.

• We studied different basic model parameters such as coefficient of resti-

tution ess, maximum packing limit αs,max, initial packing limit etc.
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– We found that with the increment of restitution coefficient ess only

by 5%, void space inside the system decreases to 18 %. Which de-

creases the maximum fountain height by 20% and maximum parti-

cle velocity along axial and radial direction by 40%.

– We also see that with slightly increment of maximum packing limit

αs,max and initial packing, the maximum velocity of particles along

axial and radial direction increases. Though there was not any

significant change of fountain height was observed.

– We also study the effect of ess on transient dynamics of spouted

bed. We see here that with the increment of ess, the maximum

amplitude of particles and gas decreases significantly. For lower

value of ess, we get higher oscillation period.

• We analyzed the influence of swirling velocity to the spouted bed dy-

namics.

– We found that for lower swirling ratio i. e. 0.136, we get better

mixing of particles with slightly increased fountain height.

– For higher swirling ratio i. e. 0.57, 1, we get lower fountain height.

We also see the presence of Taylor-Goetler vortices for viscous ratio

of 1.

• In another study, we modeled slurry transportation through a hydraulic

fracturing.

– We showed the presence of ‘M’ shaped profile along radial direction

for volume fraction of particles in straight shaped fracture. We also

see high particle concentration in the front of the slurry flow.
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– For zikzak shaped fracture, similar ‘M’ shaped profile appeared at

the beginning of the fracture, but disappeared afterwards.

– The length of mixing zone increases linearly with time. For straight

shaped fracture, we get higher rate of increment whereas, for lower

viscous ratio, we get lower rate of increment. For the increment of

viscous ratio from 1 to 5, we get increment of slope around 50%.

– We also see the presence of instability on z-direction after analyz-

ing the 3D zikzak shaped fracture. For higher viscous ratio, the

instability reduces to an almost ‘zero’ value.
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Appendix

A short list of important experimental and simulation works are presented
in tabular form below:

Name Contribution
He at.
el. [1]

Authors experimentally measured the profiles of vertical particle
velocities in the spout and the fountain of a half-column and full-
column spouted bed. To determine the spout-annulus interface and
to measure vertical particle velocities in the annulus of the full-
columns authors used a fiber optic image probe in the annulus of
the full-column. They found that, radial profiles of vertical parti-
cle velocities were of near Gaussian distribution. Under identical
operating conditions, particle velocities along the spout axis in the
half-column were 30% lower than in the full-column. The fountain
core expanded suddenly near the bed surface and then gradually
contracted with height.

He at.
el. [2]

In another work He at. el. and co-authors measured voidage profiles
in the fountain, spout and annulus of spouted beds. They found
that the voidage in the annulus is higher than the loose-packed
voidage and that it increase with increasing gas flow rate; except
for a restricted region near the spout-annulus interface. They also
found that the voidage is lower than the loose-packed bed voidage
in the denser region of the annulus near the spout interface. Local
voidage decreases with height and radial distance from the spout
axis in spout region.

Table 1: List of the summary of important experimental contribution on
spouted bed



Name Model Software Contribution
Du
at.
el.
[27,
5]

E-E Fluent Du and co-workers carried out numerous CFD-
based simulations of spouted bed in respect to
the influence of different drag models, maximum
packing limit, coefficient of restitution on the
characteristics of the spouted bed investigated ex-
perimentally by He et. al. [1, 2]. Authors used
RANS-based Euler-Euler model. The comparison
against experimental data by He et al. showed
qualitative agreement. They found that the fric-
tional stress is important in the annulus and has
a slight effect on the hydrodynamics of the flow in
the spout region. The maximum packing limit af-
fects the radial distribution function and thereby
impacts the estimation of the properties of the
pseudo-fluid phase of the particles. They also
found that the strong dependence of the granular
temperature on the coefficient of restitution ac-
counts for the influence of the latter on the CFD
modeling of the spouted bed.

Link
at.
el.
[38]

E-L DPM
code

Authors took an attempt to design a model which
has the ability to reproduce several important
regimes in spout-fluid bed. The model was ca-
pable of predicting appropriate regimes in most
of the cases. Their model could predict the fre-
quency at which the largest power was found. But
the limitation of the model was, it could not pre-
dict any large slugs in the slugging bed regime.

Table 2: List of the summary of important contribution in CFD modeling of
spouted bed
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