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Abstract

Pediatric valve surgery typically requires cardiopulmonary bypass and cardioplegic

arrest, which can have adverse effects on both post-operative recovery and long-term

neurological function. However, non-bypass surgical techniques have limitations in

pediatric patients, particularly due to challenges associated with the use of inserted

devices. Balancing the necessity of bypass surgery with the unique considerations of

pediatric cases remains a crucial aspect of pediatric valve surgery. Medical imaging,

particularly Three-dimensional (3D) ultrasound (US), is crucial in providing volu-

metric images and detailed anatomical information for diagnosis and surgical plan-

ning. It is a key tool in the medical field to obtain a comprehensive view of the

body. Ordinary two-dimensional displays do not provide depth perception and are

not ideal for representing volumetric data, necessitating the use of more sophisticated

visualization methods. Virtual and augmented reality (AR) displays can be used

to improve the visualization of medical images, allowing for a more natural interac-

tion with the environment. To address the issue of performing non-bypass surgery

in children, a beating heart valve repair technique using augmented reality displays

and three-dimensional echocardiography (3DE) is proposed to enhance visualization,

offer natural interaction tools and voice commands, and facilitate the widespread

use of 3D ultrasound in clinical settings. This study proposes custom software de-

veloped using the Unity3D platform to render high-resolution 3DE on the Microsoft

HoloLens 2 using a phantom model with internal targets for papillary muscles and the

atrioventricular leaflet-annular interface, providing an immersive AR experience for

medical professionals. This research focuses on 3DE in children and uses a phantom
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heart model to mimic a pulsating heart. The volume rendering algorithm utilizes the

ray-marching technique, enabling direct volume rendering of high-quality volumetric

models. To maintain a satisfactory frame rate, a Holographic Remoting approach is

employed to reduce latency and enhance network transmission speed, utilizing the

resources of a personal computer (PC). The custom software developed offers voice

commands and an intuitive and interactive user interface that allows medical profes-

sionals to manipulate and explore 3DE images effectively. The interaction includes

the ability to slice, modify the intensity range, and alter the voxel density. The exper-

imental evaluations demonstrate that it is possible to produce a high-quality real-time

display with HoloLens 2 and a PC-based remote rendering system, allowing intuitive

control and exploration of 3DE. Overall, this research highlights the potential of AR

rendering offered through Microsoft HoloLens 2 to advance pediatric 3DE render-

ing for medical professionals to enhance their decision-making and understanding of

medical datasets.
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Chapter 1

Aid in Surgery with Medical Image
Visualization

1.1 Overview

1.1.1 Medical imaging modalities

Medical imaging plays a crucial role in modern healthcare, significantly impacting

the fields of diagnosis and treatment planning. It encompasses a diverse range of

imaging modalities, each offering unique insights into the human body. Computed

Tomography (CT), Magnetic Resonance Imaging (MRI), and 3D ultrasound (US)

stand out as crucial tools among the existing medical image modalities that enable

healthcare professionals to delve deep into the intricacies of human anatomy and

pathology. CT scans use X-rays to create detailed cross-sectional images of the body,

aiding in the detection and diagnosis of fractures, tumors, vascular issues, and lung

diseases. Their speed and precision make them invaluable in emergency medicine for

swiftly and accurately assessing trauma-related injuries. MRI uses magnetic fields

and radio waves to create highly detailed images of the body’s internal structures,

particularly excelling in visualizing soft tissues such as the brain, muscles, and joints.

This non-invasive imaging technique is crucial for diagnosing neurological disorders,

musculoskeletal conditions, and abdominal abnormalities, and is valuable for the long-

term monitoring of chronic diseases and studying brain functions.
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Figure 1.1: A volume-rendered 3D echocardiography scan of a heart phantom visu-
alized in 3DSlicer.

Figure 1.2: Sonographer loop [1]: gaze at the screen, adjust the transducer, alter the
displayed image, and repeat while maintaining focus.

Using high-frequency sound waves (2 to 18 megahertz), US imaging produces im-

ages of interior organs and is affordable, non-invasive, portable, accessible, and real-
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time capable. [2]. In pediatric medicine, where minimizing radiation exposure is of

utmost importance, MRI and ultrasound are favored for imaging children due to their

safety, making the US, which is inexpensive, a preferred choice for medical diagnosis

and evaluation [3]. Among the various types, three-dimensional (3D) US, also known

as volumetric US which is illustrated in Fig. 1.1, offers detailed anatomical informa-

tion and visualization of volumes using orthogonal planes [2]. Nowadays, both 2D and

3D US are commonly employed in clinical settings. This project relies on echocar-

diography images, a specialized form of ultrasound used to create 3D US images of

the heart and its structures that are used to evaluate the structure and function of

the heart. It is crucial in diagnosing and monitoring heart conditions such as heart

disease, valve disorders, and congenital heart defects. Echocardiography is a vital tool

in cardiology, as it allows cardiologists to non-invasively assess the heart’s condition

and function. It is especially useful for imaging cardiac movement in real-time.

At the core of US devices lies the US transducer, responsible for transmitting sound

waves and receiving echoes, which are then converted into image data [4]. Within

the realm of US imaging, achieving precise diagnoses and effective treatments relies

on a high level of proficiency and remarkable hand-eye coordination, ensuring the

successful acquisition of quality ultrasound images [5]. Fig. 1.2 depicts the sono-

grapher dynamically adjusting the transducer position to locate a standard plane,

receiving real-time visual feedback on the display screen, and consequently changing

the displayed ultrasound imaging.

1.1.2 Pediatric valve surgery

Fig. 1.3 and Fig. 1.4 depict the Mitral (MV) and tricuspid valve (TV) regurgitation,

respectively. MV or TV occurs with acquired or congenital heart disease in children,

and many require surgery.

Pediatric valve surgery traditionally involves cardiopulmonary bypass and stopping

the heart, which can lead to negative effects on post-operative recovery, myocardial
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Figure 1.3: Mitral valve regurgitation is a valvular disease in which the mitral leaflets,
which are comprised of two tissue flaps, do not seal properly [6].

Figure 1.4: Tricuspid valve regurgitation is leakage of blood backward through the
tricuspid valve each time the right ventricle contracts [7].
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depression, and lasting neurological impact, especially in young patients. While newer

techniques have reduced these impacts in adult valve surgery, they are not easily

applicable to children due to the size of current instruments and limitations in long-

term durability. This often leads to patient-prosthesis mismatch and multiple future

surgeries to upsize the prosthesis.

Currently, there are no non-bypass surgical or percutaneous valve repair options

for pediatric patients. However, the concept of non-bypass extracardiac surgery has

been explored in adult procedures guided by echocardiography and manipulation

of papillary muscles in a beating heart. These approaches avoid cardiopulmonary

bypass’s harmful effects and provide real-time feedback through live imaging of valve

function, offering potential benefits for pediatric patients.

1.1.3 Volume visualization

Volume visualization, an essential technique in interactive graphics and imaging, en-

ables the extraction of meaningful information from volumetric data, such as data rep-

resentation, modeling, manipulation, and rendering. Volume rendering encompasses

a set of techniques used to create a 2D projection of a 3D discretely sampled data set.

This process enables the visualization of volumetric data, providing valuable insights

and representations of complex structures and relationships in a three-dimensional

space [8]. The 3DE voxel data obtained from a US scan is composed of individual

data points that signify the density at a particular location. The information is read

from a file and stored in a 3D texture. Although current 2D screen displays have lim-

itations in conveying the true 3D nature of data, recent advancements in VR and AR

displays offer better depth perception and natural interaction tools. In AR, virtual

objects are overlayed on the real-world environment [9], unlike in VR where a purely

artificial environment is generated with or without full user immersion.

A device is needed to display virtual objects and receive information about the real

world to experience an AR application. Ray marching is a fundamental technique for
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direct volume rendering, allowing the rendering of high-quality volumetric models on

HoloLens 2 [10].

1.2 Thesis objectives

Create custom software for visualizing animated 3D echocardiography data in HoloLens

2, with the goal of establishing its potential utility for conducting surgical procedures

in pediatric cases. The overarching objective of this thesis is to contribute to the

advancement of medical imaging and intervention by developing innovative software

for rendering stereoscopic 3DE images. Additionally, the research encompasses the

design and testing of materials for creating accurate phantom heart models, achieving

temporal synchronization with a dynamic beating heart phantom, conducting quanti-

tative analyses of interventions using 3DE, and exploring the efficacy of AR-assisted

extracardiac interventions in a simulated cardiac environment.

1.3 Thesis contributions

• Developed software to render 3DE stereoscopic images: The custom

software was developed using the Unity3D platform to provide an immersive

AR experience for medical professionals.

• User interface/Voice input components: User interface and voice com-

mand components for cardiologists to adjust the color transfer functions, such

as intensity value change and the visibility window for intensity.

• Enable spatial orientation to register 3DE in physical space: Using

object manipulation and manual spatial orientation, using hand interaction to

support translation, rotation, and scaling of rendered objects

• Quantitative analysis of rendering in HoloLens 2: Due to the large 3DE

image, there is a limitation to using holographic rendering. Therefore, holo-
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graphic remoting was used. However, it is necessary to explore the limitations

of holographic rendering in different aspects, which are unaddressed in many

studies.

• Temporal synchronization with beating heart phantom: The visualiza-

tion of the beating heart phantom model was achieved by importing all the raw

files in the sequence. Then, a dataset is periodically selected from the array

with a wait time based on the frame rate.

• Design and testing of materials for phantom heart models with inter-

nal targets: Fabricate a phantom heart model with internal targets for papil-

lary muscles and the atrioventricular leaflet-annular interface using 3D printing.

At the pre-defined position of the printed phantom, HoloLens 2, and PC, the

volume is rendered in real-time to align properly with the physical model.

1.4 Thesis outline

This thesis includes six chapters:

• Chapter 2 reviews previous works in AR for surgery: It provides the literature

on pediatric valve surgery, the basics of volume rendering, statistical analysis of

usage of HoloLens 2, ultrasound volume rendering, and cardiac 3DE + t volume

rendering.

• Chapter 3 presents the hardware options available for medical image visual-

ization, explores the virtues and limitations of VR and AR, and highlights

HoloLens 2.

• Chapter 4 proposes direct volume rendering and optimizing volumetric ren-

dering. It also provides the details of data processing, algorithms, rendering

approaches, environmental setup, and implementation.
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• Chapter 5 describes the data that the study used and the results for the quan-

titative analysis of rendering in HoloLens 2 for different scenarios.

• Chapter 6 concludes the thesis with a summary and presents a direction for

future work.
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Chapter 2

AR for Surgery

2.1 Clinical review

Pediatric valve surgery using cardiopulmonary bypass can have negative effects on

post-operative recovery, myocardial depression, and neurological impact [11–13]. Per-

cutaneous techniques are not easily translated to children [14], highlighting the need

for innovative tools for AR-assisted non-bypass heart valve surgery in children [15].

Valve replacement is avoided in children due to patient-prosthesis mismatch and the

need for multiple future surgeries to upsize. There are no non-bypass surgical or

percutaneous valve repair interventions for pediatric patients [16]. AR provides a

stereoscopic display of 3DE images of intracardiac structures superimposed on the

beating heart, improving accuracy [11]. Wearable stereoscopic displays enable AR

exploration in surgical fields [17, 18]. AR’s advantage of stereoscopic display allows a

better appreciation of cardiac anatomy, even among experts [19]. The importance of

adequate visualization for instrument guidance is reported in extracardiac interven-

tions [20]. 3DE provides 3D spatial orientation of instruments but requires viewing on

a non-stereoscopic screen [21]. The feasibility of extracardiac valve repair in adults

has been reported [22–24]. Exploration in children is worthwhile due to the limi-

tations of adult techniques and devices. Valve replacement is avoided in children

due to future surgeries to upsize and patient-prosthesis mismatches. No non-bypass

interventions exist for pediatric patients.
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2.2 HoloLens 2

Augmented reality is increasingly being applied to applications in the medical field,

particularly for diagnostic purposes, as numerous studies explore its potential. Prior

research in the domain of augmented reality has paved the way for our current ex-

ploration. Rezende et al. [7] provided the basic idea to start the procedure as it

analyzed volume rendering in HoloLens 1, which led us to work with HoloLens 2,

a stand-alone device that does not require additional equipment, which is shown in

Fig. 2.1. The HoloLens 2 is a head-mounted display where the holograms are gener-

ated by projecting images onto its lenses, creating an augmented reality environment

with a display resolution of 2048 × 1080 pixels per eye. It boasts specific hardware

specifications, including 64GB of onboard memory and 4GB of RAM, along with the

2nd Generation Custom-built Holographic Processing Unit (HPU).

Figure 2.1: An up-close view of Microsoft’s advanced mixed reality headset, the
HoloLens 2.

2.3 HoloLens 2 usage statistics

Palumbo et al. [25] provide a state-of-the-art overview of the applications of Microsoft

HoloLens 2 in the medical and healthcare context. The review thoroughly examines

various studies conducted since 2019, focusing on HoloLens 2 sub-field applications,

device functionality, and software used. Park et al. [26] summarize the results of 44

papers on the applications of HoloLens in several industries, including medical and
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surgical aids and systems, medical education and simulation, industrial engineering,

architecture, civil engineering, and other engineering fields. The review concluded

that among the current applications, HoloLens was the most commonly applied in

medical and surgical aids and systems, accounting for 43% of the existing applica-

tions [26]. Furthermore, [26] highlights that the utilization of Microsoft HoloLens 2

applications for medical auxiliary devices and systems remains relatively low as of

2021.

2.4 Medical volume rendering

Mojica et al. [27] introduced a holographic interface (HI) capable of visualizing 3D

MRI data for planning neurosurgical procedures. The HI immersed users in a com-

prehensive MR scene, integrating actual MRI data and virtual renderings, enabling

interactive interactions with objects within the MR environment. Currently, there

is a substantial amount of ongoing research focused on implementing visualization

tools for medical purposes. However, most articles [27, 28] rely on CT or MRI scans

due to their clarity and ease of identifying targets. These modalities require fewer

image processing techniques such as filtering, edge smoothing, and segmentation [29].

Conversely, in the case of the US, its greater computational complexity has limited

its usage for rendering on devices such as the HoloLens 2. Although some researchers

have used the US [5, 28–33], it comes with certain limitations. Costa et al. [30]

explained that their application involves slicing a 3D breast volume template [29]

with the input orientation. The resulting 2D US image is then transmitted back to

the HoloLens 2 at a rate of 35 frames per second. This implementation builds on the

HoloUS [31] application, which transmitted 2D images to HoloLens 1 at 25 frames per

second. Another study [32] used 3D ultrasound rendered on a custom-made hybrid

optical/video see-through head-mounted display.
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2.5 Cardiac 3DE + t volume rendering

Background analysis reveals a scarcity of research in the US with HoloLens 2 for

cardiac images [33] or HoloLens 2 combined with cardiac MRI [32]. This situation

prompts the undertaking of a study on framerates during the rendering of 3D and

3D animated cardiac US volumes using HoloLens 2. Recent work by Maddali et

al. [33] indicates that the study has been applied to 3DE images using HoloLens 2.

However, specific minor issues remain unaddressed or unexplored. For instance, the

performance statistics of the holographic rendering approach for different resolutions

were not thoroughly examined. The application incorporates ray tracing; however,

studies show that ray marching [34] enables efficient rendering of 3D fractals and faster

calculation of surface normals compared to traditional ray tracing. The authors have

created an application that is specifically designed to work with the data from GE

Vivid E95 scanners and utilizes the same transfer functions or color maps as the

scanner. The approach proposed in this study offers the option to edit the color and

opacity transfer functions through a user interface, which allows for customizing the

rendering by the end user prior to displaying the images through HoloLens. This

study also explores the performance statistics of the holographic rendering using the

ray-marching technique and animates the heart phantom to mimic the actual heart

function to give a more realistic 3DE rendering.
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Chapter 3

Medical Image Visualization
Hardware

3.1 Stereoscopic displays

Stereoscopic vision is the ability of the visual brain to see an object in three dimen-

sions. This is accomplished by using two eyes to view an object. The eyes work

together to create a three-dimensional image. Real-world objects are 3D objects,

thus having depth. Nevertheless, a human’s eye produces only a 2D image. The 2D

image from the left eye and the 2D image from the right eye are slightly different

when looking at the same object. This is due to the different positions of the left eye

and right eye on the human’s face. The human brain creates a sensation of 3D or

depth by means of processing these two different 2D images. This process is called

stereoscopic vision. Fig. 3.1 illustrates the slightly different views of the cameras for

the left eye and the right eye. The HoloLens 2 utilizes advanced optical and display

technologies to provide a stereoscopic view. There are two distinct waveguide displays

on the device, one for each eye. By projecting light directly on the user’s retina, these

displays create the illusion of 3D objects.

Key elements that enable HoloLens 2’s stereoscopic view include:

Dual Displays: HoloLens 2 employs two separate displays, one for each eye. This

binocular setup mimics the way human vision works, with each eye receiving a slightly
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Figure 3.1: Illustrates the slightly different views of the cameras for the left eye and
the right eye [35].

14



different image.

Optics: The waveguide optics in HoloLens 2 are responsible for directing the pro-

jected images from the displays into the user’s eyes. These optics help in creating the

perception of depth.

Eye Tracking: While HoloLens 2 primarily relies on the binocular display, it is also

equipped with sensors for eye tracking. This tracking technology can detect where

the user is looking, allowing for dynamic adjustments in real-time to maintain the

illusion of depth.

By combining these components, HoloLens 2 offers a compelling 3D stereoscopic

view, allowing users to interact with holograms and virtual objects seamlessly in-

tegrated into their environment. This technology enhances the overall mixed reality

experience and makes it a powerful tool for applications such as remote collaboration,

training, and visualization.

3.2 Virtuality continuum

The virtuality continuum represents the full spectrum of technological possibilities

between the entirely physical world or real environment and the fully digital world or

virtual environment [36]. The virtuality continuum is a theoretical framework shown

in Fig. 3.2, which is derived from researchers Paul Milgram and Fumio Kishino’s

introduction on the virtuality continuum or reality-virtuality continuum concept in

1994 [37]. It helps to visualize and understand the differences between the various

technologies that exist today and those that are yet to be invented. One end of the

spectrum is low immersion, whereas the other end is high immersion. The technology

is categorized based on the degree of immersion it provides. Fig. 3.3 represents the

reality-virtuality continuum for the current technologies: AR, MR, and VR.
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Figure 3.2: Representation of the virtuality continuum according to the spectrum of
immersion [36, 37].

Figure 3.3: Representation of current XR technologies according to the reality-
virtuality continuum [38, 39].
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3.3 Extended reality (XR)

Extended reality (XR) is a universal term that combines any sort of technology that

alters reality by adding digital elements to the physical or real-world environment

to simulate the real world to any extent, blurring the line between the physical

and the digital world. This includes virtual reality (VR), augmented reality (AR),

mixed/merged reality (MR), and any technology—even those that have yet to be de-

veloped—situated at any point of the virtuality continuum. Any new technology that

blends the physical and virtual worlds will also be categorized as XR. The “X” in XR

stands for any variable—any letter of the alphabet—that may be used in the future

for such technologies. Fig. 3.4, an illustration, vividly demonstrates the concept of

XR, showcasing its immersive blend of VR, AR, and MR. Integrating XR into the

project provides an immersive experience for the end-user in a multisensory environ-

ment that is more interactive, engaging, and effective long-term. XR training offers

Figure 3.4: An illustration demonstrates the concept of XR, showcasing its immersive
blend of VR, AR, and MR.

a secure environment for experiential learning, encouraging learners to take risks and

learn from errors while also enabling the realistic development of both hard and soft
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skills. Moreover, its scalability, coupled with the ability to collect essential training

metrics through an XRS, ensures convenient deployment across organizations. On the

other hand, XR training can involve high initial development and equipment costs,

potential health risks, and the need for technology updates, which may pose a barrier

for some organizations.

3.3.1 Augmented reality (AR)

Augmented reality is a technology that allows digital elements to be superimposed on

real environments. In an AR experience, users can see a composite view of physical

or real elements and digital elements. While some augmented reality experiences

can provide some level of interaction between physical and virtual elements, direct

interaction between elements of the physical and digital worlds is often overlooked

and limited to non-existence. AR experiences are close to the physical world end

of the virtuality continuum. The ability to overlay digital objects onto the physical

world is revolutionizing many industries, such as video games, education, healthcare,

construction, automobiles, and manufacturing.

3.3.2 Virtual reality (VR)

VR is a technology that enables the creation of a fully immersive digital environment.

In a VR experience, the physical or realistic environment is completely blocked. VR

experiences are at the all-virtual end of the virtual experience continuum. Many

people have difficulty accepting the fact that virtual reality experiences produce real

emotional responses, even though we know they are “fake.” Humans are designed to

construct reality from the input they receive from their senses. This leads to a sense

of reacting to the complete virtual reality experience. In general, VR takes advantage

of the visual and auditory systems. The end user will have a greater sense of presence

and immersion if other senses are also added to the virtual environment.
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3.3.3 Mixed reality (MR)

MR is also known as mixed, merged, or hybrid reality. It is a combination of the real

world and the virtual world to create new environments. Physical and digital objects

exist and interact with each other. MR is a technology that not only allows the super-

position of digital elements in real environments but also allows interaction between

them. In an MR experience, users can view and interact with both physical and digi-

tal elements. Therefore, MR experiments receive input from the environment and will

change according to it. The MR experience spans the center of the virtual continuum.

3.4 Exploring the virtues and limitations of VR

and AR

The integration of AR and VR in the healthcare sector brings forth a multitude of

advantages. It serves as a valuable training tool for the next generation of medical

professionals, enhancing their skills and knowledge base. Surgeons, too, reap the

benefits of AR or VR, using cutting-edge technologies such as Microsoft Hololens

to streamline surgical procedures and access patient data swiftly, crucial in time-

sensitive situations. AR/VR also addresses common challenges in vein detection,

making blood extraction less traumatic and easier for both patients and practition-

ers. Patients themselves benefit from AR/VR by gaining a deeper understanding of

their medical conditions through immersive technologies, improving the quality of

patient consultations. Additionally, they extend to enhancing the diagnostic process

through 3D body scanning, augmenting conventional methods such as X-rays and CT

scans. By generating precise 3D images that can be examined through AR/VR hard-

ware, medical practitioners can expedite diagnosis and elevate patient care, ultimately

revolutionizing the healthcare landscape.

The integration of AR and VR in healthcare presents a revolutionary frontier,
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offering numerous advantages along with a few challenges. While the combined po-

tential of AR and VR technologies is remarkable, there are hurdles to overcome in

their widespread adoption. One major challenge is cost and accessibility, as AR and

VR devices can be expensive, making their implementation at scale difficult, espe-

cially for smaller healthcare providers. Additionally, the security of patient data is

a significant concern, demanding robust data protection measures to mitigate risks.

Moreover, regulatory compliance and ethical considerations, such as ensuring patient

autonomy and informed consent, are vital aspects. Furthermore, managing AR and

VR devices within healthcare organizations requires tailored solutions due to specific

charging, maintenance, and integration needs into existing healthcare systems and

workflows. Overcoming these challenges is crucial to unlocking the full potential of

AR and VR in healthcare.

3.5 Augmented reality hardware and software

The Microsoft HoloLens 2 was chosen as it is a stand-alone device that does not require

additional equipment. HoloLens 2 utilizes a Microsoft HPU 2 with 64 GB of onboard

memory and 4GB of random access memory. For the development environment,

Unity3D v2020.3.33f1 was selected as the platform, along with Visual Studio 2019

and Mixed Reality Toolkit Foundation 2.3.0.

3.6 Highlights of HoloLens 2

Several AR devices are available on the market, with HoloLens 2 and Magic Leap

1 standing out as innovative augmented reality devices that provide cutting-edge

experiences at the forefront of immersive technology. This thesis focuses on the

development of the proposed method using HoloLens 2 due to the public development

support available for the devices.

The HoloLens 2, developed by Microsoft, boasts an impressive set of features and
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specifications. It provides a wider field of view (FoV), with a 52° diagonal rendered

FoV compared to Magic Leap 1’s 50°. Additionally, the HoloLens 2 offers a higher

resolution of 1440x936 per eye, resulting in sharper and more detailed holographic dis-

plays. Its 6 Degrees of Freedom (6 DoF) tracking is achieved through four integrated

cameras, ensuring precise and responsive interaction with holograms. Furthermore,

the HoloLens 2 excels in terms of processing power with the Qualcomm Snapdragon

850 chipset, providing seamless performance. While both devices offer a similar bat-

tery life of around 3 hours, the HoloLens 2’s superior specifications, wider field of

view, and impressive tracking capabilities make it a more advanced and versatile

choice for augmented reality applications, establishing it as a superior option in the

standalone AR headset category.

3.7 Improve visual quality and comfort

3.7.1 Calibrating HoloLens 2

The use of eye-tracking technology, which improves the user’s perception and en-

gagement with the virtual environment, is a major component of HoloLens 2. This

stage guarantees precise eye tracking for the gadget, which leads to improved comfort,

precise hologram alignment, and precise hand tracking.

There are a few circumstances where the calibration process is required:

■ First-Time Use: When unpacking the HoloLens 2 and initializing its use,

the system prompts the user to calibrate the device to establish accurate eye-

tracking parameters during the initial setup.

■ Opting Out: If the user chooses to ignore the previous calibration prompt, the

system will persistently request recalibration to ensure accurate performance.

■ Previous Calibration Failure: Recalibration is recommended in the event of

a calibration failure during the last usage of the device to rectify any tracking

inaccuracies.
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■ Deleted Calibration Profiles: Recalibration becomes necessary if the user

has deleted their calibration profiles or switched to a different user, ensuring

precise tracking of eye movements.

■ Device Removal and Reapplication: Following the removal and reapplica-

tion of the device, recalibration may be prompted if any of the aforementioned

circumstances apply to maintain optimal performance.

A set of targets, or gems, is used during the calibration process to guide users. While

blinking is acceptable, maintaining focus on the gems, rather than other objects in the

room, is essential. This focus allows HoloLens to learn about the user’s eye position,

enabling the accurate rendering of holographic content in the virtual world. The

outcome of successful calibration ensures that holograms appear correctly, even when

the visor shifts on the user’s head. This calibration process is pivotal in optimizing

the HoloLens 2 experience for users.

3.7.2 Eye tracking

Eye tracking serves two key features: eye position tracking to optimize the viewing ex-

perience and eye gaze tracking, providing developers with gaze vectors for user input

and interactions. Calibration can occur during the out-of-box experience (OOBE)

or automatically when an uncalibrated user engages with an eye-tracking applica-

tion.HoloLens 2 can store up to 50 calibration profiles, which facilitates device sharing

among multiple users without requiring individual logins. Based on the user’s pre-

viously calibrated visuals, the display automatically adjusts for quality and comfort

upon reapplication.

Eye position tracking involves storing calibration information locally, correlated

with iris bit codes from the calibration experience. This data is separate from login

iris bit codes, ensuring automatic calibration retrieval for returning users without the

need for recalibration. Calibration is not tied to a specific login account, ensuring
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account agnosticism, and all calibration data can be deleted through the device’s

settings app.

3.7.3 Map physical spaces with HoloLens

HoloLens seamlessly integrates holograms into the user’s physical environment by

learning and memorizing the surroundings. Over time, the device constructs a spatial

map of the environment, continually updating it as changes occur. The process occurs

automatically as long as the user is logged in and the device is powered on. A device

held or worn with the cameras pointing at an area enhances the mapping process.

HoloLens automatically learns a space; however, users can optimize and expedite the

mapping process.

For optimal results, it is recommended to choose a room with adequate light and

space, avoiding dark areas and spaces with dark, shiny, or translucent surfaces. Dur-

ing mapping, a mesh graphic spreads across the space, visible in the mixed reality

home. Spending more time in the areas where HoloLens will be used, ensuring smooth

movements, and looking around to provide additional data all contribute to more effi-

cient and accurate mapping. Additionally, traversing an area multiple times enhances

the mapping process, helping to capture features that may have been missed during

the initial walkthrough.
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Chapter 4

Direct Volume Rendering &
Optimization

4.1 Medical data processing

4.1.1 File formats

In the context of digital imaging, file formats serve as standards for storing image

data. General applications often utilize Portable Network Graphics (PNG) and Joint

Photographic Expert Group (JPEG) formats. HoloLens 2 supports a variety of image

formats, including PNG, JPG, JPEG, Bitmap Image (BMP), and Tagged Image File

(TIF), along with 3D models in formats such as FBX, GLB, glTF, STL, and PLY.

Similarly, Unity is capable of reading standard 3D file formats such as .fbx, .dae,

.dxf, and .obj. It is crucial to verify the compatibility of the model format with the

development platform. Another critical consideration is the face count. Even if the

3D model type is supported on both Unity and HoloLens 2 development platforms

and for rendering on head-mounted displays, it is essential to take into account the

face count. Fig. 4.1 illustrates the FBX image of the original FBX file, decimated

blend object, and optimized FBX file, showcasing their respective face counts. To

ensure optimal performance on HoloLens 2, it is advisable to optimize 3D models as

much as possible when focusing on surface rendering.

In the field of medical imaging, datasets typically encompass several image types:

those representing anatomical volume projections onto an image plane, images de-
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Figure 4.1: Visual representation comparing face counts in FBX images—depicting
the original FBX file, decimated blend object, and optimized FBX file The varying
face counts underscore the influence of optimization on 3D model complexity.

picting thin slices through a volume, datasets containing volume data (volume or 3D

imaging), and acquisitions of the same tomographic or volumetric image over time,

producing dynamic acquisition series (four-dimensional imaging). These file formats

dictate how image data is structured within the file and guide software in correctly

loading and interpreting pixel data for visualization. Medical image file formats can

be categorized into two main groups. For this study, Digital Imaging and Communi-

cations in Medicine (DICOM), was used. DICOM stands as the standard for storing

and transmitting medical images and has played a pivotal role in the development of

modern radiological imaging.

In this study, datasets that contain volume data, often referred to as volume or

three-dimensional imaging, are denoted as static phantoms. On the other hand, ac-

quisitions of the same tomographic or volumetric image over time, leading to the

creation of dynamic acquisition series commonly known as four-dimensional imaging,

are termed animated phantoms.
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4.1.2 Medical image processing

Image processing is a pivotal technique focused on improving and gleaning valuable

insights from images. Image processing algorithms typically fall into three categories:

Low-level methods, which address tasks such as noise reduction and color enhance-

ment; medium-level techniques, including processes such as binarization and com-

pression; and higher-level techniques, which encompass more advanced functionalities

such as detection, segmentation, and recognition algorithms, are aimed at extracting

semantic information from the captured data.

In US images, the signal-to-noise ratio is relatively low due to acoustic and electrical

noise sources. When it comes to 2D ultrasound, noise can reduce image quality and

make interpretation more difficult, while when it comes to 3D ultrasound, noise may

occlude important structures and make them less visible. It is particularly difficult

to delineate the boundary between heart tissue and the blood pool in 3D due to the

noise generated by the cardiac ultrasound signals from the blood [33].

Fig. 4.2 illustrates the application of a recursive Gaussian image filter in this study

to smooth, effectively removing noise and consequently eliminating the internal target.

Therefore, the specific objectives of our study show that it is not necessary to apply

any filters to enhance the visualization. However, to reduce the presence of noise, we

employ color enhancement and support an interface or voice command to fine-tune

visible intensity values.

4.2 Volume rendering

Volume rendering is a set of techniques used to visually represent a 2D projection

of a 3D dataset composed of discrete samples. This approach finds applications in

various fields, and one notable example is the visualization of medical images.

Key points regarding the data used in volume rendering:

• 3D Voxel Data: The technique employs 3D voxel data, which is commonly
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Figure 4.2: An illustration depicting the original images alongside the output images
resulting from the application of a recursive Gaussian filter to smooth the 3DE at
sigma values of 0.1, 0.5, and 1.0, respectively. The images showcase the coronal view
of the 3DE and were viewed in 3D Slicer.
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sourced from medical scans. Each data point within this 3D dataset represents

the density at the corresponding location.

• Data Acquisition: The data is obtained through the scan and is saved in a 3D

texture format. This texture contains the density information for each point.

• Fitting into a Box: Typically, the 3D data fits neatly within a bounding

box. For rendering purposes, this box is visualized, and rendering techniques

are employed to retrieve the densities of the visible voxels within the box.

In computer graphics, ray casting involves projecting rays or lines into a 3-dimensional

environment to perform renderings, collision detection, and intersection calculations.

It is commonly used for figuring out what objects or surfaces are visible from a certain

point or for generating realistic images by simulating the path of light. Based on the

application specification, a variation of the border concept of ray casting is used. By

extending the concept of ray casting, ray tracing and ray marching provide realism

and precision beyond traditional ray casting techniques [34].

4.2.1 Ray marching

The basic idea behind raymarching is to shoot a ray from the camera’s viewpoint

through each pixel of the screen and calculate the color of the object. The asset that

the study used was implemented based on the ray-marching algorithm that supports

back-to-front and front-to-back to get the ray for a specific fragment or vector.

Back face of a box by casting rays from each vertex toward the viewer’s eye,

dividing the rays into steps, fetching density information from a 3D texture at each

step, and using this density data to decide the color of the resulting fragment or pixel.

The exact color calculation logic is not provided and would depend on the specific

rendering effect or material properties desired in the final visualization.

This set of instructions outlines a process for rendering the back faces of a box

using a technique similar to ray marching. A breakdown of the steps is shown in
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Figure 4.3: Rendering Back-Faces of a Box: Ray Marching and Density Mapping [40].

Fig. 4.3:

1. Set start position (startPos): For each vertex of the box, the local position

of the vertex is considered the starting position. This local position represents

a point in the 3D model’s space.

2. Set ray direction (rayDir): The ray direction (rayDir) is determined from

the starting position towards the eye or the camera. In the context of model

space, this direction points from the vertex towards the viewer’s eye.

3. Divide the ray into N steps or samples: The ray from the vertex to the

eye is divided into N steps or samples. This division allows for more precise

calculations along the ray’s path, providing a higher-quality rendering result.

4. Iterate through ray steps (Loop): For each step along the ray (starting

from the startPos and moving along the rayDir), the algorithm iterates through

a loop.

5. Get density of current position: At each step, the current position’s density
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is calculated along the ray’s path. This position is often used as a texture

coordinate in a 3D texture. The density of the object at this point is obtained

by fetching the corresponding value from the 3D texture.

6. Use density for color calculation (Output color): There are a few tech-

niques to determine the output color based on the requirement or experimental

type.

4.2.2 Rendering techniques to calculate colour for volume
visualization

■ Maximum intensity projection (MIP): It is used to visualize high-intensity struc-

tures within volumetric data. The highest data value encountered along corre-

sponding viewing rays is displayed at each pixel. In this case, white will be the

output color, where the alpha value will be assigned to maximum density. It

illustrates big variations in density, which are commonly seen in CT scans, in a

simple but powerful way.

■ Direct volume rendering (DVR): In this technique, at each step along a ray,

the current voxel’s color is combined with the accumulated color value from the

previous steps. The idea is to blend the colors smoothly to create a coherent

and visually appealing result. To achieve this, linear interpolation (lerp) is used

for blending the RGB values. It is a powerful method for volume rendering,

especially when there is a need to combine different densities and transparencies

to depict complex structures within the dataset. Fig. 4.4, which is a detailed

flowchart diagram provides a comprehensive overview of the internal component

and shows the steps involved in the DVR process in the plugin that the study

used.

■ Isosurface rendering: In isosurface rendering, the initial step involves setting a

density threshold, which is a value that determines which voxels (data points)
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Figure 4.4: Flowchart diagram illustrating the process of how Direct Volume Render-
ing works.
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will be considered. While raymarching away from the viewer, the moment the

algorithm finds a voxel with a density exceeding the set threshold, the process

halt and record that density value.

4.3 Rendering in HoloLens 2

4.3.1 Holographic rendering

In holographic rendering, holograms can be drawn at precise locations in the real world

or in virtual realms created by the application. Mixed reality headsets continuously

track the user’s head’s position and orientation in relation to their surroundings [41].

It predicts where the user’s head will be when a frame appears on the display at the

precise moment the application begins preparing its next frame. On the basis of this

prediction, the system determines the view and projection transform for each frame.

Once the holographic Unity project is ready for testing, the next step is to export

and build a Unity Visual Studio solution. With that VS solution in hand, run the

application in one of three ways on a real or simulated device.

To address the limitation of rendering the original animated phantom exceeding

the maximum target size on HoloLens 2, the optimal solution involves modifying the

size of the render volume or target buffers [42]. This can be achieved by invoking the

RequestRenderTargetSize method to request a new render target size. However, it is

essential to note that enabling a larger render target size will impose higher memory

demands on the GPU. To effectively handle the rendering of larger volumes without

overburdening the onboard resources of the HoloLens, it is advisable to leverage the

capabilities of a PC. This is where holographic remoting comes into play.

4.3.2 Holographic remoting

Providing a user experience through the HoloLens but running the app on a PC to

make use of its powerful resources is called holographic remoting [43]. This study is

really helpful as it has high-resolution models and needs to maintain a good frame
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rate. Holographic remoting is supported by a range of essential terms and core com-

ponents. These include the player, remote server, and client, working together to

create real-time experiences [43]. The Player, often found in the Windows Store,

sends poses to the Remote, which performs rendering tasks and sends back video

frames. Remote apps run on desktops or virtual machines, making them compatible

with game engines.

A hostname and ports are essential for connectivity, with TCP and UDP protocols

used. There are several challenges to overcome, such as cost, data privacy, and

regulatory requirements. To achieve quality, data channels, bandwidth, and video

encoding must be considered. The processing of video on hardware is accelerated to

achieve low latency. Holographic Remote provides real-time streaming to XR devices

and platforms using APIs such as Windows Mixed Reality and OpenXR. In fields

such as healthcare and gaming, these technologies have the potential to revolutionize

the industry.

4.4 Development of the application

4.4.1 Unity3D-based software rendering

Unity3D is widely used for creating 3D games and graphics applications and offers

relative ease in building prototypes. It is also the most commonly used platform for

HoloLens applications due to Microsoft’s support. Unity 3D development is done

using the C# programming language. Unity is a cross-platform environment for de-

veloping 2D, 3D, VR, and AR games on various platforms, supporting popular VR

APIs such as Oculus and OpenVR, as well as other 3D display devices through man-

ufacturer plugins. In the medical field, Unity is used for VR training environments

[44, 45], and scientific/medical visualization [46] using surface rendering techniques.

Directly rendering 3D medical images using volume rendering in Unity is desirable

and has been implemented through fragment shaders [40], [22]. Unity’s low-level na-
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tive plugin interface enables multi-threaded rendering with external volume rendering

libraries [40, 47, 48] for direct display in Unity.

Figure 4.5: The setup of an implemented Scene with a GameObject, UI, a main
camera, and other key terms in Unity development space.

In the world of Unity development, various key terms and components play pivotal

roles:

• Game Engine: A game engine is the core software that powers video games,

managing everything from graphics and physics to player input and artificial

intelligence.

• GameObject: GameObjects are basic entities in a game world that can rep-

resent characters, objects, or elements. They are the building blocks of the

game.

• Component: Components are functional parts that can be added to GameOb-

jects to give them specific behaviors or attributes, such as movement or sound.

• Gestures: Gestures are specific actions or motions used by users to interact

with software, such as swiping a touchscreen or making hand movements in an

AR environment.
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• User Interface (UI): The UI is the interface through which users interact

with software or games, including menus, buttons, and displays.

• Mesh Renderer: Mesh renderers are responsible for displaying 3D objects in

a game world, ensuring they look as intended.

• Colliders: Colliders define the physical boundaries and interactions of objects

in the game, enabling collision detection and response.

• Spatial Orientation: Spatial orientation involves determining the position

and orientation of objects in a 3D space, which is crucial for creating immersive

virtual environments and responsive interactions.

The setup of a scene is shown in Fig. 4.5 with a GameObject, UI, a main cam-

era, and three directional arrows representing the 3D coordinate system. In Unity

3D, there are several essential Unity 3D components—materials, shaders, and tex-

tures—that contribute to the development and rendering of 3D objects in the pro-

gram. These elements are perfectly blended to create realistic and visually appealing

3D graphics. It becomes necessary to manipulate materials, shaders, and textures in

order to accomplish particular visual effects and improve the overall aesthetics and

guiding principles of the program.

• Materials: Materials provide texture references, tiling specifications, color

tints, and other characteristics that specify how a surface should be created.

The shader that the material uses determines the possibilities that are available

to it.

• Shaders: Shaders are brief scripts that contain mathematical formulas and

techniques for determining the color of every pixel that is displayed in relation

to the lighting input and material settings.
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• Textures: Textures are made from bitmap images. Material may have texture

references, which enable the shader of the Material to use the textures to de-

termine the surface color of an object. In addition to an object’s primary color,

textures can reveal a variety of surface characteristics, including roughness and

reflection.

4.4.2 Mixed reality in HoloLens 2

HoloLens 2 is designed as an AR device, but most of the documentation sometimes

uses the term mixed reality to describe its approach, which is to blend digital and

physical content. There are a few key structural elements that affect and contribute

to the quality of the mixed reality experience of the app.

Coordinate systems: Spatial coordinate systems within the Windows environment

encompass various real-world coordinate systems used for delineating spatial geome-

try. These systems facilitate the calculation of hologram attributes such as position,

orientation, gaze ray, and hand locations. These spatial coordinate systems are metri-

cally measured. Consequently, objects positioned at a distance of two units along the

X, Y, or Z axes will appear two meters apart in the mixed reality setting. A compre-

hensive understanding of spatial coordinate systems empowers the seamless rendering

of objects and environments on a true real-world scale. Unity utilizes a left-handed

coordinate system, while spatial coordinate systems on Windows, including Windows

Mixed Reality, consistently adhere to a right-handed orientation. Fig. 4.6 visually

illustrates the left and right coordinate systems for enhanced comprehension.

Spatial mapping: Spatial mapping serves as a blueprint for precisely placing holo-

grams within a designated area. It enhances the mixed reality experience by enabling

holographic objects to interact seamlessly with the physical surfaces it defines.

Holographic frame: Through the headset, users can experience the world in mixed

reality via a rectangular viewport. The holographic frame, a designated area on
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Figure 4.6: Visual representation depicting the left and right coordinate systems for
clarity and understanding.

the HoloLens, allows users to observe digital content seamlessly integrated with the

surrounding real world.

Mixed reality development tool

Microsoft provides the Mixed Reality Toolkit as an open-source project to assist de-

velopers in creating mixed reality (MR) applications. The Mixed Reality Toolkit

supports both AR and VR development across various platforms, including Microsoft

HoloLens, Windows Mixed Reality headsets, and other Windows Mixed Reality im-

mersive devices. The Mixed Reality Toolkit for Unity comprises components and

scripts aimed at expediting the development of applications for HoloLens and Win-

dows Mixed Reality headsets. This toolkit incorporates UX controls, fundamental

user inputs, and spatial mapping APIs to facilitate a swift start to the development

process. For HoloLens 2, user input can be accepted in various forms, including

speech, gesture, or gaze. In this study, two plugin components associated with the

MRTK have been used. These plugin components, integral to the research method-

ology, contribute to the development and enhancement of mixed-reality experiences.
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Mixed Reality Toolkit Foundation

The toolkit simplifies the development of applications that leverage features such as

spatial mapping, hand tracking, gesture recognition, and interaction with holographic

content.

Mixed Reality OpenXR

OpenXR is an open standard for AR and VR platforms. The Mixed Reality OpenXR

plugin is an extension or module designed to integrate OpenXR support into mixed-

reality applications, ensuring compatibility across different platforms.

4.4.3 System architecture

The system developed in this thesis is an application module that acts as an interface

between the input DICOM US images and the output HoloLens 2 device, which

would be used by a surgeon. The developed system is depicted using a simplified

architecture diagram in Fig. 4.7. The DICOM images are converted to individual

raw images and provided as input to the system. This information is processed to

provide a mesh using Unity 3D, which can then be visualized on the output device, a

Microsoft HoloLens 2. In addition to providing the user with the ability to view the

3D surface, a plane is developed to view the cropped version of the phantom and see

internal structures. Moreover, hand tracking and object interaction are enabled to

perform spatial orientation to register 3DE in physical space. Additionally, to support

the precision of object manipulation and noise removal, a UI interface is developed,

and voice commands are integrated.

4.4.4 3D+t rendering

It is challenging to generate an accurate surface representation of the data where

it contains high-noise components, as in the case of echocardiography. Instead, a

volumetric rendering approach that does not require the surface to be extracted can
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Figure 4.7: Overall components showing the acquisition, processing, and display of the
3D echocardiography data used in this study. The proposed approach uses Unity3D
for rendering the volumetric data on a Microsoft HoloLens 2 augmented reality device.

be utilized for the problem. Thus, a ray marching-based DVR approach was adopted

as one of the newer approaches to the ray model. It attempts to render faster than

ray tracing by jumping (or marching) in fixed steps along the ray, making the time

until an intersection occurs shorter.

The volume rendering algorithm used in this study is based on ray marching,

which is available as a Unity plugin [40] to visualize static medical images. The

image processing and rendering algorithms were implemented using C# and utilized

the free asset of the plugin [40] from the Unity Asset Store. The plugin offers an

option to import raw data, and the header file is read to determine how the data

is organized (e.g., content format, dimension, endianness, number of bytes to skip,

etc.) for static volume rendering. Once imported, the datasets are converted into

game objects to be compatible with the Unity platform, and a script is attached to

them to render them as volumes in Unity. In this study, to implement the beating
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heart phantom model, a new script was added to support time series rendering of the

echocardiography datasets by storing them sequentially in an array of data textures.

The static rendering plugin [40] is then used to individually render the textures at

each time frame. The visualization of the beating heart phantom model was achieved

by importing all the raw files in the sequence. Then, a dataset is periodically selected

from the array with a wait time based on the frame rate, allowing it to support

temporal synchronization with a beating heart phantom. The proposed development

does not support the live 3DE image rendering in HoloLens 2, and the heart rate or

R—R interval value could not be located in the header information of the file used

for this project. In that case, this study assumes the R—R interval to be 800 ms.

Based on the predefined value of the wait time to visualize the 3DE volumes in the

array list, it is defined to support the beating heart phantom.

4.4.5 Remote rendering

Initially, the static volume data was transferred from a PC to HoloLens 2 using a

wireless network. However, due to the large image size, the frame rate dropped

significantly, leading to a loss in performance. To maintain an acceptable frame rate,

the data had to be resized. The frame rate dropped to an unacceptable 16 fps when

the rendering of the beating heart phantom was enabled, which was not suitable

for the application. One solution to address this issue is to increase the network

transmission bandwidth and perform remote rendering to transfer the results to the

display device. To achieve this, a higher computing power device, such as a PC,

was utilized to calculate the view and then transfer the final view to the HoloLens

2. This approach helped minimize latency and optimize network transmission speed.

To implement this solution, the holographic remoting option was chosen to utilize

the PC’s resources for faster calculations in the app. The PC was connected to

the network via Ethernet, while the HoloLens 2 was connected through a mobile

hotspot to support wireless network transmission and ensure faster data transfer.

40



Fig. 4.8 illustrates the comprehensive architecture of the rendering pipeline. This

visual representation provides a detailed overview of the entire system, showcasing

the interconnected components and the flow of data through each stage.

Figure 4.8: Architecture diagram of the remote rendering pipeline.

4.4.6 User interface

One of the key strengths of HoloLens 2 in the medical field is its intuitive and inter-

active user interface. This software allows medical professionals to manipulate and

explore medical images in a novel way. For example, the user interface provides op-

tions to cut off the data in all three dimensions, adjust the visible intensity ranges,

and change the density of the voxel. These interactive tools facilitate a deeper un-

derstanding of complex medical datasets and enhance the precision of diagnosis and

treatment planning. Fig. 4.9 shows the interface developed to interact with the ren-

dered phantom to change its transfer functions.

The cross-section plane is a versatile tool that can be moved and rotated to clip the

volume at any arbitrary position and angle, providing a comprehensive view of the
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Figure 4.9: Implemented interface for HoloLens 2 to interact with the phantom and
adjust its transfer functions.

Figure 4.10: Illustration of the phantom’s appearance during movement across the
cross-sectional plane.
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Figure 4.11: Example images of a static phantom of the size of 224 × 208 × 208
rendered with various minimum and maximum intensity values set through a user
interface for holographic remote rendering.
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volumetric data from different perspectives. This approach allows for a more com-

prehensive exploration and analysis of the 3D data, enhancing the visualization and

understanding of the medical images in the application. Fig. 4.10 shows a rendering

of a 3DE of a heart phantom and a sequence of the beating heart phantom while the

cross-section plane is moved towards the phantom.

The slider threshold control illustrated in Fig. 4.11 allows developers to adjust

the appearance of the mesh in real-time, enhancing user interaction and exploration.

This feature could be utilized to reveal internal structures gradually as the user in-

teracts with the 3D model. When the threshold value is adjusted for the upper and

lower bounds through the slider control, specific regions of the mesh can be made

transparent or opaque, providing a detailed view of complex anatomical structures.

The functionality of the slider labeled Intensity is employed to adjust and elevate

the intensity of each individual pixel value within the displayed image. As the slider is

adjusted, it systematically increases the brightness or luminosity of the image pixels,

effectively enhancing the overall intensity of the visual representation, as shown in

Fig. 4.12. The utilization of the intensity slider serves as a dynamic and interactive

means to modify the visual characteristics of the image and tailor its appearance

to meet specific analytical or perceptual requirements. Fig. 4.12 illustrates how the

slider intensity is used to increase the intensity of each pixel value.

Figure 4.12: The Intensity’ slider in action dynamically adjusts and elevates the
intensity of each pixel value within the image.
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4.4.7 Voice inputs

Voice input [49] is a fundamental method for users to interact with the HoloLens,

offering the advantage of natural and efficient communication with holograms without

relying on gestures. Speech recognition, an integral part of voice input, is based on

the same engine that supports speech in Universal Windows Apps, ensuring users

can communicate seamlessly in their device’s configured Windows display language.

To enhance user experiences, integrating voice commands into applications is highly

recommended. These voice commands should be carefully designed to ensure they

are clear and universally understood, given the diversity of accents and dialects. It is

essential to keep commands concise, opt for simple vocabulary, and make sure they

are non-destructive, allowing easy undoing of actions.

Maintaining consistency in voice commands across applications and avoiding similar-

sounding commands are essential practices to ensure users can navigate mixed-reality

environments without confusion. Moreover, there are challenges related to voice in-

put, such as the difficulty of fine-grained control, especially when quantifying com-

mands such as adjusting volume. Reliability remains a concern as voice systems can

occasionally misinterpret user commands, necessitating informative feedback from

users to address potential misunderstandings. Further, voice input may not always

be appropriate in shared spaces or for sensitive information, as users may feel awkward

or uncomfortable when speaking aloud. Unfamiliar or unique words pose challenges,

as the system may not recognize them, and teaching users a significant set of voice

commands without overwhelming them is an ongoing challenge [49].

Within the context of the MRTK, developers can effortlessly assign voice commands

to objects, simplifying interactions with holograms. By using MRTK’s Speech Input

Profile and the SpeechInputHandler script, developers can make objects respond to

specific keywords, improving user confidence and enhancing the overall mixed reality

experience.
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Speech input profile [50], offers a way to trigger events based on recognized key-

words, bypassing the need for physical controllers. These keywords are configured in

the Speech Commands Profile within the Input System Profile. For each keyword,

there is flexibility to [50]:

• Map to an Input Action: Recognize keyword with an input action.

• Specify a Key Code: Define a key code that, when pressed, triggers the same

speech event, providing an alternative input method for those who prefer key

presses.

• Include a Localization Key: To ensure compatibility with Universal Win-

dows Platform (UWP) apps, a localization key can be added. This key is used

to fetch the localized keyword from the app’s resources, making voice commands

more user-friendly and adaptable to various languages.

The Speech Input Handler script can be incorporated into a GameObject to manage

speech commands using UnityEvents. This script conveniently displays the list of

defined keywords from the Speech Commands Profile, streamlining the process of

handling speech commands within Unity.

Due to the larger image size and inability to render stable 3DE data in the UWP

app, we rely on the holographic remoting approach to render in HoloLens 2. In

that case, we cannot use the Speech Input Handler to set up voice commands. The

alternative solution is to add voice input to the Unity application.

In Unity, there are three primary methods to incorporate voice input into your

application, with the first two categorized under the PhraseRecognizer [41]:

• KeywordRecognizer: This approach equips the application with a predefined

array of string commands to actively listen for.

• GrammarRecognizer: In this method, the application is provided with a

Speech Recognition Grammar Specification (SRGS) file. This file defines a
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specific grammar or set of rules for recognized speech. It enables the app to

listen for speech patterns that adhere to the defined grammar, ensuring more

precise recognition of user commands.

• DictationRecognizer: This recognizer allows the application to listen for any

spoken words from the user. Unlike the previous two methods that rely on

predefined commands or grammar, DictationRecognizer is more flexible. It

can be used to transcribe speech for note-taking or generate a display of the

transcribed speech.

Each of these recognition methods offers varying degrees of flexibility and specificity

in handling voice input, allowing developers to choose the most suitable option based

on the application’s requirements.

Since this study focuses on recognizing keywords and not grammatical correctness

or speech-to-text. The voice command relied on KeywordRecognizer. It allows users

to interact with the application by speaking recognized voice commands, providing a

hands-free and intuitive means of controlling the following functions:

• Position: To disable the object manipulation to avoid minimal hand tracking

errors when using spacial orientation results in an adjustment in object position.

• Remove Minimum: Remove the minimum voxel density in the object to view

the clear structure.

• Remove Maximum: Remove the maximum voxel density in the object to

view the clear structure.

• Add Minimum: Add the minimum voxel density in the object to view the

clear structure.

• Add Maximum: Add the maximum voxel density in the object to view the

clear structure.

47



Chapter 5

Evaluation and Results

5.1 Data description

This study primarily focuses on the analysis of pediatric cardiology data. Notably, the

research did not involve the utilization of actual patient data during its initial Phase

I analysis. Instead, a sophisticated phantom model was employed, featuring multiple

internal targets representing structures such as papillary muscles and the atrioven-

tricular leaflet-annular interface. This 3D phantom heart model was created using

silicone rubber and a molding process that incorporated heated plastisol, red dye, and

chalk powder. This phantom model was carefully designed to include both inflow and

outflow components, ensuring its compatibility with a dynamic heart phantom system

at the Servier Virtual Cardiac Center. Fig. 5.1 provides a visual representation of

this phantom model. Additionally, the dynamic heart phantom system, as depicted

in Fig. 5.2, was set up for the study. This system incorporated a pneumatic regulator

to simulate a beating heart, capable of reaching up to 110 bpm.

5.2 Data acquisition

During the research, echocardiography images of the heart phantom were acquired

using the X3-1 probe on a Philips system. The acquired data was initially formatted in

Cartesian DICOM, which was then further processed to create individual raw images

for loading into the application, thus facilitating the analysis.
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Figure 5.1: A 3D heart phantom made of silicone consisting of internal heart struc-
tures used for the experiment.

Figure 5.2: Dynamic heart phantom system [51] used in this study to simulate heart
motion, which is captured using an echocardiography scanner and rendered through
HoloLens 2.
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5.3 Test environment

The system was tested using a desktop personal computer (Intel® Core™ i7-12650H,

16 GB RAM, NVIDIA® GeForce RTX™ 4070 GPU, andWindows 11 64-bit operating

system) as the computer that processes the 3DE images and sends the stereo images

to HoloLens 2.

5.4 Quantitative comparisons

5.4.1 Performance metrics analysis across diverse holographic
scenarios

The performance assessment of the proposed rendering system included different sce-

narios, each designed to thoroughly examine its capabilities. These scenarios included

static and animated representations of heart phantoms derived from echocardiogra-

phy data, which included image volumes in their original dimensions and scaled-down

versions. A tabulated summary of the results of these diverse scenarios, along with

their corresponding performance metrics for holographic rendering and remoting, is

presented in Table 5.1 with the movement of HoloLens 2.

The findings from these evaluations reveal intriguing insights into the system’s

behavior. In particular, it was observed that resizing the phantom data and reduc-

ing its inherent complexity led to tangible improvements in the performance of the

holographic rendering. However, it is imperative to acknowledge a specific warning

encountered during the assessment of the animated phantom scenario. At a data

transfer rate of 150 Mbits/s with device connectivity during holographic remoting,

occasional issues were reported, including instances of Device not found and Tracking

lost. It is essential to underscore that the WiFi setup in use boasts an available capac-

ity of 832 Mbit/s on the HoloLens 2. This underscores the importance of maintaining

a consistent WiFi connection with a stable bandwidth, especially within the sterile

environment where these visualizations are deployed, to prevent any potential disrup-
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tions in the rendered scenes. This is particularly critical, as user mobility during the

visualization process can further compound the demands on network stability.

Table 5.1: The performance of holographic rendering and remoting in different scenar-

ios is evaluated using metrics that measure the quality of the holographic experience,

such as the frame rate, latency, and image quality.

Model Size Range of Frame

Rate Per Second

(fps)

Holographic

Rendering

Holographic

Remoting

Static Phantom -

Original

224× 208× 208 15− 30 47− 58

Static Phantom - Re-

sized

64× 64× 64 18− 35 55− 60

Animated Phantom -

Original

224×208×208×12 N/A 38− 52

Animated Phantom -

Resized

64× 64× 64× 12 6− 16 42− 55

5.4.2 Analysis of GPU resource utilization for static and dy-
namic phantom rendering

Table 5.2 provides a detailed breakdown of the maximum GPU memory usage, GPU

computational unit usage, and video engine load during both static and animated

phantom rendering. These critical performance metrics were precisely measured us-
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ing the GPU-Z tool, affording a broad view of the system’s resource consumption

dynamics. Especially, the data disclosed that the animated phantom rendering ap-

proach consumed a maximum GPU memory of 1117 MB, around 200 MB higher than

the maximum GPU memory consumption observed during the rendering of the static

phantom. This divergence in resource usage underlines the additional demands im-

posed by animated phantom on the GPU, emphasizing the importance of managing

memory resources efficiently for optimal performance.

Moreover, the original-sized animated phantom utilized a GPU computational unit

usage rate averaging 74.2%, which is more than 2.3 times the utilization of the original-

sized static phantom. This shows that rendering multiple frames will not have a

significant difference in rendering using holographic remoting.

Table 5.2: The Peak GPU memory usage, GPU computational unit usage, and video
engine load for the original size static and animated phantom rendering.

Data Size Peak
GPU
Memory
Usage
(MB)

GPU Load
(%)

Video Engine
Load (%)

Static
Phantom

224× 208× 208 919 31.841 ± 12.656 23.853 ± 4.664

Animated
Phantom

224×208×208×
12

1117 74.189 ± 33.068 25.861 ± 8.187

Fig. 5.3 shows the system memory usage in MB for the original static phantom size

of 224× 208× 208 and the original animated phantom size of 224× 208× 208× 12.

5.4.3 Performance evaluation of direct volumetric rendering
on HoloLens 2 with varied distances and measures

For a more comprehensive discussion of the performance analysis performed on the

algorithm, the direct volumetric rendering on HoloLens 2 was rigorously examined
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Figure 5.3: The amount of system memory used in megabytes for the static and
animated phantom data for the original echocardiography data sizes.

in various scenarios involving different volumes and measures. A pivotal aspect of

this evaluation was determining the highest achievable frame update rates for the

HoloLens 2, taking into account the dynamic interplay between the rendered volume’s

proximity to the device and the utilization of holographic remoting and rendering

techniques.

The data obtained with performance tests are shown in Fig. 5.4 and Fig. 5.5, which

are, respectively, the tests for holographic remoting and holographic rendering with

the movement of the HoloLens 2.

Based on the graphs in Fig. 5.4 and Fig. 5.5, it can be seen that the fps rate of the

lowest volume is very accentuated, contrary to the larger volumes, which presented

performance below 16 fps. The performance of the rendering is adversely affected by

the increase in volumetric data size and any sudden movement of the user wearing

the HoloLens 2.
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Figure 5.4: Maximum frame rate attained at different distances for holographic ren-
dering.

Figure 5.5: Maximum frame rate attained at different distances for holographic re-
moting.
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Figure 5.6: Flow chart of tasks required to achieve real-time rendering and guided
surgical intervention
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Fig. 5.6 outlines the schematic representation of tasks necessary to accomplish real-

time rendering and guided surgical intervention. It serves as a visual guide, depicting

the sequential steps involved in the process.
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Chapter 6

Conclusions, & Future Work

6.1 Conclusions

This study presents an innovative approach that utilizes HoloLens 2 for augmented

reality rendering of 3DE datasets, enabling volumetric visualization of the data. Our

proposed method encompasses the rendering of both static and dynamic echocar-

diography images, facilitating the creation of animations for enhanced visualization.

Leveraging advanced volumetric rendering capabilities, an interactive user interface,

and stereoscopic image rendering, HoloLens 2 emerges as a compelling choice for vi-

sualizing echocardiography datasets within an augmented reality environment. Eval-

uations have demonstrated that employing the holographic remote rendering option

yields improved framerates compared to rendering the volumes directly on the head-

mounted hardware. This advancement opens up new possibilities for efficient and

immersive echocardiography data exploration.

6.2 Limitations & future work

6.2.1 The hardware and software limitations

Utilizing HoloLens 2 for rendering 3D presents several hardware and software lim-

itations. The device’s processing power and display resolution may not suffice for

intricate 3D rendering, leading to performance issues in augmented reality. Users

of the HoloLens 2 face the challenge of a limited field of view, which requires them
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to frequently adjust their viewing angle to explore the entire 3D environment. To

enhance the overall experience of viewing and interacting with 3D content on the

HoloLens 2, key challenges such as software optimization, efficient data transfer, user

interface design, and memory management must be addressed.

6.2.2 Manual interaction

Hand gestures may not be accurate enough for precise alignment, which could cause

slight discrepancies between physical and holographic objects. The HoloLens 2’s

limited tracking capabilities could make it difficult to maintain a stable alignment,

particularly when users move or perform gestures. Additionally, the physical phantom

may not always be visible, making real-time alignment a challenge. To overcome

these limitations, advancements in hand-tracking accuracy, stability, and the ability

to seamlessly interact with real-world objects would be necessary.

6.2.3 Application of spatial registration methods

The easiest option is to perform spatial registration using the planar image fiducial

marker. However, in general, they lack robustness and accuracy. It has been shown

that the tracking error using common libraries can range from several millimeters

to even centimeters [52, 53] and is highly dependent on viewing angles, distance,

lighting conditions, and movement patterns. Marker-less approaches such as the

possibility of using the various onboard sensors of the HoloLens for inside-out, marker-

less registration. In this study, the inside-out approach could not be used as it relies on

holographic remoting. An alternative solution might be using an outside-in marker-

based approach is recommended.
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