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Abstract

Single Event Upset has become an increasingly important issue for SRAM-based

Field Programmable Gate Arrays. To mitigate these soft errors, most of exist-

ing works focused on utilizing logic-level flexibilities to improve circuit reliabil-

ity. However, we notice that from an application’s perspective, there exist higher-

level flexibilities. This kind of application-level fault tolerance can be useful from

two aspects: one is by directly modifying algorithms (algorithm-based fault toler-

ance), and the other is by mapping algorithm properties into logic level (algorithm-

mapping fault tolerance).

In this thesis, we perform two case studies to analyze the impact of both cat-

egories of application-level fault tolerance on circuit reliability, and explore their

linkages to the logic-level fault tolerance. With an enhanced algorithm considering

algorithm-based fault tolerance, the error rate for the matrix multiplication can be

reduced by 18x. Moreover, by mapping algorithm properties into logic level, we

achieve 3x improvement in circuit reliability for the discrete convolution.
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Chapter 1

Introduction

1.1 Motivation

With ever advancing technology for IC fabrication, single event upset (SEU) caused

by supply voltage fluctuations, electromagnetic coupling and environmental radi-

ation has become a severe problem for circuit reliability. Compared to ASICs,

SRAM-based FPGAs are more vulnerable to SEUs due to the large number of

memory cells used for configuration [5] [6]. When an SEU happens in FPGAs,

a specific SRAM bit is flipped and may cause permanent functional failure of the

circuit before the reconfiguration or memory scrubbing is carried out.

To enhance circuit reliability, extensive studies have been carried out to miti-

gate the impact of SEUs during synthesis. In [38], re-convergent path-based circuit

structure, which is a primary reason to introduce don’t cares, is used as a template

to resynthesize the circuit after technology mapping. Don’t care bits are modified

in [36] such that an erroneous access to theses bits won’t propagate errors to the

next stage. Recently, [8] suggests a window-based don’t care computation method,

which is further in technology mapping to select more reliable covers. The au-

thor of [42] proposes to duplicate or decompose functions and then mask errors in

them by the following unused hardware carry-chain in Programmable Logic Block

(PLB).

Most of the existing circuit-level fault analysis and fault-tolerant optimization

were focused on the flexibilities in a logic-level network (e.g., logic don’t-cares,
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Boolean relations [33], Sets of Pairs of Functions to be Distinguished (SPFDs) [50],

and sequential flexibilities [34]), which could mask errors from propagating to cir-

cuit’s primary outputs. Moreover, Triple Modular Redundancy (TMR) [40] also

can achieve fault tolerance by introducing area overhead to some extent.

However, from an application’s perspective, there exist higher-level application-

specific flexibilities named as application-level fault tolerance (AFT). Like the fault-

tolerant matrix multiplier proposed in [39], certain algorithms have intrinsic abil-

ities to maintain system stability in the case of internal errors. This kind of AFT,

achieved by directly optimizing or redesigning the algorithm, can be viewed as

algorithm-based fault tolerance (ABFT). Besides, a property of specific application

can be utilized to map into logic level to improve circuit reliability, which we regard

as algorithm-mapping fault tolerance (AMFT). This property can be that certain er-

rors observed at primary outputs can sometimes be neglected as acceptable noises.

For example, errors occurred in lower output bits of arithmetic circuit like Adder or

Multiplier only lead to little loss in precision, which in many cases will not affect

the overall system correctness. For another example, suppose we have an actuator

which includes a DSP module and a DAC module that control a robotic arm. The

sensitivity of robotic arm decides the precision of the interpretation for the value

outputted by the DAC. Apparently, more fault tolerance is automatically achieved

for the DSP module if we map the information that the DAC module has a lower

precision requirement into logic level. Figure 1.1 illustrates the category of AFT

and the relationship between AFT and logic-level fault tolerance.

These application-level fault tolerance flexibilities provide us with new free-

doms to improve robustness of target circuit. In other words, we can enhance sys-

tem reliability through algorithm redesign and/or critical circuit redefine. These

two forms of AFT, ABFT and AMFT, should be considered to further achieve fault

tolerance and could be viewed as more intrinsic respects to evaluate logic-level sen-

sitivity to faults. Before we implement a design in the circuit level, the algorithmic

description for this design and the specific properties of the algorithm have to some

extent largely determined the logic-level sensitivity to faults.
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Figure 1.1: A System Block Diagram to Illustrate Two Categories of AFT and the
Relationship between AFT and Logic-level Fault Tolerance

1.2 Contributions

In this thesis, we explore both forms of application-level fault tolerance and study

their linkages to logic-level fault tolerance. For ABFT, though it is clear that a de-

sign with an ABFT capability is likely to have less sensitive bits in the logic level, it

is yet to perform a systematic and quantitative study to investigate the impact of the

ABFT on the logic circuit. Note that ABFT and AMFT are largely determined by

the specific application, so it is hard to advance a concrete and consistent model for

both forms of AFT. However, for AMFT, we propose a measurement-introduced

fault model (M-FM), which systematically maps the measurement tolerance infor-
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mation into logic level. This new fault model makes it necessary to re-study the

existing logic-level fault analysis and fault-tolerant optimization techniques, since

the sensitivity of each bit is redefined.

Two case studies are performed in the thesis to quantitatively analyze impacts

of ABFT and AMFT on circuit reliability. Experimental results show that ABFT

reduces the circuit’s error rate by 18x for the matrix multiplication application.

Further, using our new AMFT-based fault model M-FM, 3x improvement in circuit

reliability is achieved for discrete convolution, which is a key operation in DSP

applications.

1.3 Outline of thesis

The thesis is organized as follows. Chapter 2 introduces preliminaries. In Chapter 3

and 4, we respectively analyze two categories application-level fault tolerance, dis-

cuss their impacts on fault tolerance synthesis for FPGAs, and perform respective

case study to qualitatively illustrate the importance of these two categories of AFT

on circuit robustness. Finally, we conclude the thesis in Chapter 5.
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Chapter 2

Preliminaries

2.1 Radiation Effects on Integrated Circuits

Fault tolerance for semiconductor devices is becoming a more and more important

issue since upsets were first discovered several years ago in space applications. The

research in various fault-tolerant techniques to keep the IC devices operational in a

radioactive environment, such as space shuttle and satellite, has become a hot topic

since then. The space shuttle, consisting of a number of various digital and analog

IC devices, suffers from the sensitivity to radiation and thus must be protected for

space operation. Single event effect (SEE) is the main concern in space,which has

serious effect on space shuttle electronics and might lead to serious consequences

for space tasks, like functional failure or information loss.

Ions or electro-magnetic radiation can cause a change of state of sensitive node

in semiconduct devices, such as a microprocessor, memory, or power transistors.

The state change is a direct result of the free charge caused by ionization in or

close to an important node in a logic element. These unwanted changes or errors in

device output or operation are known as soft errors, and are the most common type

of single event upsets (SEUs) [2]. Its main consequences are bit flips in the memory

unit. The SEU itself does not cause permanently damaging to the transistor’s or

circuit’s functionality, i.e. non-destructive event, unlike single event latchup, or

single event burnout. However, under certain circumstances, a parasitic thyristor

inherent to CMOS designs can be activated and cause short-circuit from power to
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ground, in which case it is referred to as latchup. It often causes destructive damage

to the device from thermal runaway in the absence of proper countermeasures.

With the continuous technology evolution, IC devices with more and more cat-

egories of architectures, a large amount of embedded memories have been devised.

Also, the fabrication process of semiconductor devices is in a rapid evolution in

terms of transistor geometry, power supply, speed and logic density. However, the

amazing device shrinking,operating speeds improvement and power consumption

reduction have significantly narrowed the noise margins [15] [16]. The very sub-

micron (VDSM) ICs are suffering from the increasingly various internal noises.

Right now the fabrication process is approaching a point where it is impossible to

manufacture ICs free from upset effects,which is mainly related to SEUs. The ne-

cessity to protect those ICs from upsets is becoming more and more important for

an acceptable reliability [17].

2.1.1 SEU in Digital Logic Circuit

Figure 2.1: SEU in Digital Logic Circuit [3]

A single particle can hit either the combinational or sequential logic in the cir-

cuit as shown in Figure 2.1, which shows a typical topology for nearly all digital

ICs [9] [10] . The input data latched in the first register is released on the rising

or falling edge, which is fed to the following combinational logic for functional
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operation at the same time. The output of combinational logic reached the second

register and latched at the next rising edge or falling edge. All the date latching

happens right on the active edge of the clock.

SEU in Sequential/Memory Logic

Figure 2.2: SEU in a SRAM Memory Cell [3]

When one of the sensitive nodes of the memory cells, like a drain in an off state

transistor, is stroked by a charged particle, it will generate a transient current pulse,

which might potentially turn on the gate of the opposite transistor. It can finally lead

to an inversion, ie. a bit flip in the memory cell. As shown in Figure 2.2, an SRAM

memory cell has two stable states, representing ’1’ and ’0’ respectively. When an

energetic particle hits the transistor, it will cause the change of transistors’ state

and a bit-flip happens. This effect is exactly what we call SEU, one of the major

concerns of digital circuits in radioactive environment.

SEU in Combinational Logic

When the combinational logic is hit by an energetic particle, it can generates a

transient current pulse, which is called single transient effect (SET) [11]. If the

combinational logic path is fast enough to propagate this induced transient current

pulse, then it will appear at the input of the second register in Figure 2.1 and be

latched as a valid signal.
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Figure 2.3: SET in a Combinational Logic Circuit [3]

Whether the SET will be stored by the latched as real data depends on the timing

relationship between its arrival time and the active edge of the clock. Figure 2.3

shows the signal path in a combinational logic. The probability of a SET becoming

a SEU is discussed in [12] and [13]. In a large circuit composed of many paths,

the analysis of SET is very complex. Some methodologies like the classic timing

analysis can be adopted to analyze the probability that a SEU in a combinational

logic is stored by a memory cell or causes functional failure, as detailed in [14].

Also, the width of the induced transient current pulses can be measured to get a

more precise mathematical model for fault-tolerant analysis. In addition, a single

SET can produce multiple transient pulses at the output because of the logic fan-out.

Therefore, once the SETs are captured by the flip-flops, they can cause multiple bit

upsets (MBU).

2.1.2 SEU Classification

In terms of the number of upsets that occur simultaneously in the circuit, SEUs

can be categorized into first, second and third order effects. A SEU is called a first

order effect and multiple bit upsets (MBU) are classified into second or third order

effects. MBU are caused by a single charged partition that travels through the IC at

a shallow angle and strikes two sensitive junctions at the same time by ionization or
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nuclear recoil [18]. Experiments have shown that multiple upsets can be provoked

by a single ion in memory components under heavy ions fluxes [19].

There are three types of MBU. The first type is that a single charged particle

hits two adjacent nodes located in two distinct memory elements, which is called

second-order effect. This type MBU can be eliminated through proper placement.

For example, the memory cells in the same register can be placed apart away from

each other to avoid the simultaneous strike by a single particle that affects adjacent

cells in a same data memory. The second type is caused by a single particle striking

two nodes in the same memory cell, which is categorized as a third-order effect.

To minimize the occurrence of this type of SEU, we can separate those critical

nodes by large distances during the physical layout phrase in a circuit design. The

third type of MBU is that multiple particles strike multiple nodes and thus provoke

multiple upsets in memory cells. We can analyze this type of MBU by treating

them like a group of SEU. According to [20], the majority of multiple upsets in

adjacent memory cells are caused by a single particle. The probability of multiple

charged particles in adjacent memory cells provoking multiple upsets in less than

one second is quite low.

2.2 Introduction of FPGA

A field-programmable gate array (FPGA) is a semiconductor chip that can be pro-

grammable or reconfigurable after manufacturing using a bitstream of configurable

file. The design configuration file is usually described using a hardware descrip-

tion language (HDL), such as Verilog HDL or VHDL. Compared to the traditional

application specific integrated circuit (ASIC) with fixed logic function, we can im-

plement any logic functions and update them if required even after shipping. The

flexibility offered by FPGA allows us to program product features, adapt to new s-

tandards, and reconfigure the circuit for new applications after the product has been

installed in field, thus called ”field-programmable”.
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2.2.1 FPGA Architecture Overview

Inside an FPGA chip, there are lots of configurable logic blocks, and a network

of programmable interconnects that connect the blocks to be wired together. The

logic blocks can be configured to implement any complex combinational logic. In

addition, there are some other programmable logic blocks, like memory elements,

which can be simple flip-flops or more complete RAM blocks.

In the rest of this section, we will take the Virtex family FPGA from Xilinx,

one of the most popular SRAM-based programmable devices used in the market

nowadays, as an example to detail the principles of FPGA devices. Virtex FPGA has

high density and high-performance, and supports a wide range of applications. Its

fabrication process is on thin-epitaxial silicon wafers using 0.22 µ CMOS process

with 5 metal layers [21]. As a VDSM design, it is very sensitive to the radiation and

some fault-tolerance techniques must be posed for tasks in radioactive environment.

Figure 2.4: Xilinx Virtex FPGA Architecture Overview [22]
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Figure 2.5: One Slice Structure [5]

Configurable Logic Blocks

Virtex FPGAs are consisted of a two-dimensional array of CLBs, a sounding ring

of input/output blocks (IOBs), and some block RAMs (BRAMs)on the west and

east edges. The delay-locked loop (DLL) units can be used to produce stable clocks

from external clock sources. The CLB are the type of building blocks that contain

programmable elements for implementing customizable logic, flip-flops and so on.

Each CLB contains two slices and each slices is consisted by two 4-input look-

up tables (LUTs). two flip-flops, carry logic and routing resources, as shown in

Figure 2.5. The IOBs are used for communicating internal signals with external

devices. BRAMs have the capacity of up to several MBs. In addition, there are
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other embedded blocks on modern FPGAs to provide high performance, like DSP,

floating-point model, etc.

Routing Resources

Those slices, I/O, clocking, BRAMs, and other resources are connected with each

other through a large amount of programmable routing. As shown in Figure 2.6 the

routing resources allows data to be fetched or received from other CLBs. The input

muxes and output muxes are used to route signals to and from the slices.

Figure 2.6: Routing inside FPGA [22]

Look Up Table

A K-input look-up table is essentially a memory that can store 2k bits data. It can

implement any boolean function of K variables by storing the truth table of that

boolean function. Table 2.1 is the truth table for a boolean function x = ab + bc.

Simply mapping the truth table to the LUT memory, with a 8 to 1 multiplexer con-

12



Table 2.1: A 3-input Truth Table
a b c x = ab+ bc
0 0 0 0
0 0 1 1
0 1 0 0
0 1 1 0
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 1

Figure 2.7: A 3-input Look-up Table

trolled by the variables a, b, c, we can implement the function in the LUT as shown

in Figure 2.7. Combined with the flip-flops within each slice, we can implement

any digital logic on FPGA.

The bitstream of a configuration file for an SRAM-based FPGA contains all the

mapping and routing information, including the values held in LUTs and BRAMs,

the interconnection between the slices, and the selection of the resources modes,

like I/O standards, drive strengths, etc.

2.2.2 FPGA Design Flow

Typically, for an FPGA-based system design, the whole engineering process in-

volves the following stages, as shown in Fig. 2.8.
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Figure 2.8: FPGA Design Flow

1. Architecture Design

In this stage, we need to analyze the customer requirement and decompose the

proposed problems and choose which type or architecture of FPGA is the best

suitable. The output usually is a document describing the target device model,

system architecture and structural blocks, their functions and interfaces.

2. Design Entry

There are different techniques for design entry: hardware description lan-
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guage (HDL), such as VHDL and Verilog, schematic based, or a combination

of both. The HDL-based design is usually good at dealing with large and

complex design, or implementing it in an algorithmic way. But the synthesis

tools for HDL may not produce an optimal design and thus it may suffer from

the performance and area consumption. Using schematic block to describe a

design is more straightforward and simple, but hard to manage a big project.

3. Test Design

In this stage, we need to write the testbench, which is used as a test environ-

ment to ensure the HDL design of the project is correct.

4. Behavioral Simulation

Combining the design entry and testbench, we can conduct behavioral simu-

lation. This stage aims to check the HDL correctness by comparing the output

waveform or data of the HDL model and the behavioral model.

5. Synthesis

The synthesis stage converts the VHDL or Verilog code into a device netlist

format, which is basically a standard written digital circuit schematic with

logic elements, like flip-flops, gates, etc. Synthesis tools will check code

syntax and analyze the hierarchy of the design for optimization.

6. Implementation

In this stage, the synthesizer-generated netlist is mapped into a particular de-

vice’s programmable resource. There are three sub-stages involved: translate,

map, place and route, which allocate FPGA resources, and place and route

them to meet the design constraints like area, timing limitations. The file

generated in this stage is a bitstream configuration file which can be down-

loaded into FPGA directly.

7. Timing Analysis

In this stage, special tools would check whether the implemented design

15



meets the timing constraints, like the maximum clock frequency, critical path

delay, clock skew etc.

2.3 SEU Effects on SRAM-based FPGAs

The evolution of fault-tolerant techniques has a close relationship with the target

devices. To mitigate the SEU effects on a specific device, we need to conduct a de-

tailed research on its architecture and upsets phenomena in order to select the most

suitable SEU mitigation solution. Due to its advantage in terms of flexibility, low

non-recurring engineering (NRE), and high performance, FPGAs are increasing-

ly demanded in a lot of areas, like telecommunication, encryption, network routing

and especially spacecraft tasks where the environment is extremely radioactive. The

space applications using SRAM-based FPGAs with high density of logic resources,

embedded processors and memories brings the necessity of exploring new SEU

mitigation techniques for SRAM-based FPGA. In the rest of this section,we will

demonstrate the inherent SEU modes on SRAM-based FPGAs.

Some SEU failure modes exist only in FPGAs rather than the conventional ICs.

For example, a single bit upsets in the configuration file, the routing wire may

connect to the two endpoints, and the fan-in may become larger unexpectedly and

a LUT function can be corrupted. There are many ways to classify the SEU modes

on SRAM-based FPGAs. In this thesis work, we follow the seven types of SEU

modes given in [5]: mux select, PIP short, PIP open, buffer off, buffer on, LUT

value change, and control bits change.

1. Mux Select

Multiplexers resources are a large part of internal interconnection network.

Almost all the circuit inputs and outputs needs multiplexing. They are very

sensitive to SEUs. Any change in the select bits can cause a function failure

because of the wrong routing configuration. Figure 2.9 is an example of mux

select failure.

2. PIP On/Off Failure
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Figure 2.9: Mux Select Failure [5]

Figure 2.10: PIP Failure [5]

Programmable interconnect point (PIP) is another main source for FPGA

routing network, which is a pass transistor between two wires that can be

in state on or off,i.e.connected or unconnected. As shown in Figure 2.10(a)

and (b), it is a PIP short failure. It will cause two different functions in the
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circuit shorted together and may lead to output errors, contention and pow-

er burnout. In Figure 2.10(c) and (d), a PIP open failure happens. It can

make the interconnection broken and thus stop the information flow from one

module to another one.

3. Buffer On/Off Failure

Figure 2.11: Buffer Failure [5]

A buffer is also considered as routing resource, which works as a driver to

improve the fan-out ability of the circuit, that can be configured as on or off.

Similar to the PIP failures, buffer failures also have two modes as shown in

Figure 2.11.

The difference between those two failures is that the PIP failures, caused

by the malfunction of a pass transistor, could affect both sides circuits of

the PIP node while as a buffer failure, it is usually placed on the outputs of
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multiplexers, only the output side is affected.

4. LUT Value Change

LUT resources are the main programmable elements used by FPGA to im-

Figure 2.12: LUT Value Change [5]

plement logic functions. A LUT value change may impact the function im-

plemented, which may cause constant or temporary output errors. As shown

in Figure 2.12, a AND function is implemented in a 4-input LUT. The sin-

gle bit upset from 1 to 0 in the true condition would cause a constant-zero

function. In this case, for most of the possible inputs, the output would still

remain correct. This type of SEU causes LUT value change in FPGA is the

main concern of this thesis.

5. Control Bits Change

Compared to the LUT failure, the control bits change has a much worse

impact on the whole circuit. There are many control bits within a slice on
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Figure 2.13: Control Bits Change [5]

Virtex FPGAs. As shown in Figure 2.13, Bits V,E, F,G, T are all control

bits. V,E, F,G are programmable inversion bits. A change on those bits

may lead the value on that wire inverted and thus may cause a functional

failure if it is a sensitive wire. The T bits control the operating mode of LUT,

working as a normal LUT, shift register, or part of a distributed RAM. If a

LUT is being used as a normal LUT, the change may cause it into a role of

shift register, and thus the function may fail.

Research in [4] and [5] show that LUT resources are most sensitive to SEUs

and routing resources are the most critical resources and have the most significant

impact on the configuration bitstream SEUs.

2.4 SEU Mitigation Techniques for SRAM-based F-
PGAs

The first SEU mitigation technique used in spacecraft for many years was shielding,

which can keep the particle flux at a low level instead of eliminating it complete-

ly. However, due to the evolution of fabrication process technology, the integrated
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circuits are becoming more and more sensitive to the radioactive particles, where

the conventional shielding solution does not work anymore. Consequently, new

mitigation techniques need to be applied to mitigate the radiation effect.

In this section, the new SEU mitigation techniques for SRAM-based FPGA will

be investigated in terms of their developing cost, reliability, time-to-market, and

power consumption etc.

Figure 2.14: Fault-tolerant Design for SRAM-based FPGA [3]

As shown in Figure 2.14, for a given digital circuits descried in a high-level

hardware language, there are two ways to implement fault-tolerant design in SRAM-

based FPGAs in general.

The first way, from the perspective of a new architecture or design of the pro-
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grammable resources, is to design a new FPGA array composed of fault-tolerant

elements. Those new elements designed for fault-tolerance can replace the old ones

in the traditional architectural topology or in a new fault-tolerant topology. The

developing cost for such new devices are expensive because this process involves

fabrication technology, long IC developing cycle. Another way is to mitigate SEUs

at a high-level rather than the chips itself using different kind of redundancy in

the circuit, in which case we can use a commercial off-the-shelf (COTS) FPGAs

to implement the SEU mitigation solutions applied to the design description be-

fore synthesizing the design. This approach eliminates the requirement of new chip

architecture development and fabrication and reduce the cost. The users need to

choose the optimal way to protect their design and thus have the flexibility of trad-

ing off the overheads in terms of performance, area, and power consumption.

In Figure 2.14, there are four different ways of implementing a fault-tolerant

FPGA design with different costs. The cost of B solution is higher than A, both of

which are much higher than C, which is also higher than D. Each of them has its

appropriate application field since they pose different constraints. Since the high-

cost fabrication and long time-to-market, the high-level solution C and D tends to

be more attractive. In following subsections, we will discuss both SEU mitigation

techniques.

2.4.1 Architectural Mitigation

In [24], the author has developed a FPGA for space and military applications using

the following SEU mitigation technology: a radiation hardened nonvolatile EEP-

ROM transistors, SEU immune storage circuits for SRAM implementations, new

FPGA architecture specially designed for radiation-hardened circuit design.

Actel also developed an SRAM-based FPGA specially, in which case the stan-

dard SRAM memory cells are replaced by resistor-decoupling memory cells, as

shown in Figure 2.15. This special memory can avoid upsets by inserting resistors

in the feedback path which works as a filter to the transient pulse provoked by the

charged particles. This FPGA also adopt another mitigation principle: storing the
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same data in two different locations, called DICE cells [25]. The DICE cell is able

to avoid upsets by storing the data in distinct parts, where if one part is damaged,

the other one is isolated by the cell architecture and remains well. In [26], the

author concludes that the effectiveness of both approaches are limited in the cir-

cumstances of multiple bits upsets (MBU). And the redundancy of DICE memory

is less effective than the resistor solution by two orders of magnitude in terms of

upset rates.

Figure 2.15: Resistor Hardened Memory Cell [3]

Figure 2.16: A Memory Row protected by Hamming and RS code [3]

A new approach has been developed for multiple bit upsets in VDSM memories

[28], which combines hamming code and Reed-Solomon code with single symbol

correction capability. It can achieve 100% correction of double fault correction with

low cost RS code. Hamming code protects bits between RS symbols. Figure 2.16

shows the insertion of Hamming and RS code protection in a memory row. The

final architecture of double error tolerant memory is shown in Figure 2.17.
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Figure 2.17: Hamming and RS Code Protected Memory Architecture [3]

2.4.2 High Level Mitigation

The architectural SEU mitigation solutions mentioned in the previous section can

achieve a high level of reliability. However, the inherent cost of architectural so-

lutions is very high, because they change the matrix,adopts expensive fabrication

process and long developing cycle. Very few FPGA vendors are investing money

in designing FPGAs that is specially adopted in space and military applications. A

less expensive way for fault tolerant FPGAs is to protect the design using high level

SEUs mitigation techniques.

Xilinx Virtex family protects the design by combining triple modular redundan-

cy (TMR) and scrubbing [29].

Triple Modular Redundancy

Triple modular redundancy is a common methodology to improve system reliability

by means of introducing hardware redundancy. As is shown in Figure 2.18, each

working component is replicated three times, and a voter is used to compare their

output signals and select the majority value. If any single component is faulty, the

error will not be propagated to the next stage, since the other two correct values

have decided the value of the voter.

Since the design on a Virtex FPGA is mapped into various structure types: I/O

logic, state-machine logic, Block RAM, DLL etc. We can apply TMR into those
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Figure 2.18: Triple Modular Redundancy [3]

logics appropriately to ensure reliability. For example, we can triple the Block

RAM and I/O logics and vote for the majority so we can have the right output when

a single module corrupts.

Although TMR offers tremendous improvement in reliability, its large overhead

on area and power still limits its applications only to extreme critical missions. As a

trade off between reliability and system overhead, partial TMR [44] technique has

been proposed as an intermediate choice. By only replicating a small portion of

error critical components, it greatly reduces the system overhead.

Scrubbing

As upsets accumulate over time in the matrix, the TMR technique is not sufficient

to ensure the reliability for a long time. Since the upsets in the LUTs and routing

cells will stay until the next reconfiguration of the device. There it is necessary to

perform a scrubbing action. i.e. reconfiguration at a certain frequency so we can

clear up the accumulated errors to ensure the circuit reliability.

The first technique of cleaning up upsets was reading back the configuration

bitstream of the matrix and reloading the original one if any errors are detected [30].

The problem with this approach is that it is too time consuming.

A better way for SEU correction is simply reload the entire CLB segments at

a chosen frequency without readback and detection of errors [31], called ”scrub-
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bing”. It allows the system self-repair SUEs in the configuration memory without

interrupting its operations in a relatively short time. As shown in Figure 2.19, the

scrubbing action is done through the Virtex selectMap interface. In this model, an

external oscillator generates configuration clock driving the PROM and FPGA. The

new data is available in each clock cycle on the PROM data pins, XQR18V04 in

Figure 2.19. The time for scrubbing depends on the generated configuration clock.

We can decide the scrubbing rate based on the expected upset rates for the given

application.

Figure 2.19: Xilinx Virtex Scrubbing Scheme [3]

2.5 Logic-Level Fault Model

The logic-level fault model (L-FM) evaluates the sensitivities of different circuit

components (e.g., SRAM bits, LUTs) to SEU induced soft errors. We focus on

single fault here because it has been shown that simultaneous multiple SRAM bit

flips seldom occur in real situation [7].

The criticality of SRAM bit b, Critb, is formally defined as the probability that

an error (i.e., the value is different from the error-free reference circuit) can be
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observed in circuit’s primary outputs over all possible inputs, if b is flipped. As is

shown in equation (2.1), we test all input combinations and check if an error occurs

at primary outputs. However, due to the large number of inputs in real circuits, it is

often impossible to enumerate all combinations. Instead, we perform Monte-Carlo

simulation in which a large set of randomly generated input vectors are tested to get

an approximation of the accurate criticality.

Critb =
1

2n
|{x|C(b)(x) 6= C(b̄)(x)}| (2.1)

Here C(b)(x) represents the golden output, while C(b̄)(x) means the circuit’s out-

put when the researched bit is flipped. n represents the number of inputs.

Accordingly, we define the error rate of LUT and entire circuit as the average

criticality of SRAM bits contained respectively.

Error rate(LUT ) =
1

N

∑
b∈LUT

Critb (2.2)

Error rate(Circuit) =
1

M

∑
b∈Circuit

Critb (2.3)

where N and M are the numbers of SRAM bits contained in LUT and circuit re-

spectively. Practically, the criticality or error rate measures the severeness of that

specific component malfunctioning for circuit functionality.

2.6 LUT-based Boolean Network

In this section, we first introduce the way to represent boolean function. Then, a

system tool for synthesis and verification we applied to our own simulator will be

discussed.

2.6.1 Boolean functions and representations

To represent and manipulate the circuit we hope to synthesis as well as to do ef-

ficient boolean reasoning, we need to properly represent boolean functions. There

are many ways with different levels to represent boolean function, such as truth ta-

ble, Sum of Products(Disjunctive Normal Form), Product of Sums(conjunctive Nor-

mal Form), Brinary Decision Diagram(BDD), Boolean Network and so on. Within
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above, boolean Network representation is an efficient way we apply to construc-

t logic reasoning engine. A Boolean network can be viewed as a directed graph

G(V,E) where V is the set of nodes abstracted from standard cells like LUTs and

E is the set of directed edges connecting these nodes. Each node e is assigned

a boolean function f(e) which reflect the relationship of inputs and output of the

node. The nodes in the lowest level are circuit inputs which include primary in-

puts(PIs) and other registers inputs, while the nodes in the highest level are circuit

outputs which include primary outputs(POs) and other register outputs.

The fanin FI(v) of a node v are all predecessor vertices of e, which can be de-

fined as: FI(v) = {v′|(v′, v) ∈ E}. The transitive fianin FIT (v) is defined as fol-

lows: if a ∈ FI(b) and b ∈ FI(c) then a ∈ FIT (c). The fanout FO(v) of a node v

are all successor vertices of e, which can be defined as: FO(v) = {v′|(v, v′) ∈ E}.

The transitive fianout FOT (v) is defined similarly. The fanin(resp. fanout) cone

of node v is a sub-network whose nodes can reach the fain edges of n(resp. can be

reached from the fanout edges of n) [38], which includes the transitive fanin(fanout)

of node and node itself. These definition can be illustrated in Figure 2.20. For ex-

ampl, FI(6) = {4}, FO(6) = {7}, FIT (6) = {0, 2}, FOT (6) = {8}, and fanin

cone of 6 node is {0, 2, 4, 6}.

Figure 2.20: Illustration definitions of PIs/POs, fanins/fanouts and Transitive
fanin/fanout cone
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2.6.2 ABC: A System for Sequential Synthesis and Verification

ABC [41] is an open software system designed by Berkeley Logic Synthesis and

Verification Group. As is shown in Figure 2.21, ABC provides a flexible program-

ming environment to help verify and optimize the logic synthesis phase and tech-

nology mapping phase of design flow. Compared with traditional verification tool

such as SIS, VIS, MVSIS, ABC will keep data structures simple and flexible just

as the name suggested. A bunch of APIs provided can be applied to develop a wide

range of applications.

Figure 2.21: ABC Territory

ABC processes the design to create current network initially by reading specifi-

cation, for example, from BLIF file to create the current network which is stored in

memory during the running time. The current network can be further transformed

step by step by specific system commands or APIs and can be finally written out

for use.

Traditional netlist is supported by ABC, which includes net, logic nodes, latch-

es, and PI/PO terminals. A logic network is another representation in ABC, which

is essentially a netlist in which the nets are removed. And-Inverter Graph(AIG) is

the specialized internal representation in ABC, in which each node is a two-input

AND gate and each fanout or fanin has an optional attribute indicating inverter on
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that edge. No matter what representation ABC provides, the data structure of inter-

nal component of networks is named as object. An object has a data field to indicate

whether it is a net, a logic node, a latch or a PI/PO with unique ID to identify.

In a logic network, a node has a completely specified boolean function to cor-

respond, which can be represented as an SOP, or a gate from standard cell library.

When the function of node is represented using SOP, it will be as simple as it ap-

pears in a BLIF file, that is to say, in the form of truth table. For example, a two-

input AND gate can be represented as ”11 1\n”, while a two-input XOR gate is ”01

1\n10 1\n” in C string format.

Figure 2.22: 4-bit Ripple Adder Network structure visualized by ABC

In a logic network, various iterators are available to iterate over different objects

according to the requirement. For example, iterators over the fanins/fanouts of a n-

ode are Abc ObjForEachFanin and Abc ObjForEachFanout. Iterators Abc NtkFor

EachPi and Abc NtkForEachPo iterate over PI/PO terminals, While Abc NtkForEa
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chNode does not iterate over the terminals.

With the APIs and models supported by ABC, we can write our own fault sim-

ulator to conduct further experiments. The design is written in Verilog HDL and

further converted into BLIF file. Our simulator with ABC API can read in this

BLIF file to further converted into LUT-based boolean network as a directed acyclic

graph(DAG) whose nodes correspond to LUTs and whose edges can be viewed as

the relationship of connecting of two LUTs.

The logic network of benchmark of 4-bit ripple adder is shown in Figure 2.22.

We can see 8 bits input and 5 bits output as PIs and POs. The middle nodes are rep-

resented by their truth tables and unique ID numbers. For example, No.17 node can

be viewed as 3-input LUT whose stored value is corresponded to “01101001”(or

“69”in hexadecimal) because“000”,“011”, “101”, and “110”correspond to the 0,3,5,6

bit in 3-input LUT value list.
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Chapter 3

Algorithm-based Fault Tolerance

As mention in introduction, we find that there exist higher-level flexibilities named

as AFT to compare with logic level fault tolerance in FPGAs. According to how to

utilize the property of application to enhance fault tolerance, we divide AFT into

two categories, ABFT and AMFT as shown in Figure 1.1.

In this section, we analyze the characteristics of ABFT. To further explore it-

s impact on circuit reliability, we study the linkage between this flexibility and

logic-level fault tolerance. A case study about matrix multiplier with checksum is

discussed after that.

3.1 Characteristics of ABFT

ABFT reveals the inherent fault tolerance ability in the designated algorithm. The

main source of this flexibility comes from the redundancy in the algorithm, which is

used to prevent internal errors from propagating to primary outputs. The Conway’s

Game of Life [37] is a classic cellular automaton to simulate the life evolution

process. At each iteration, each cell decides its next state based on a few rules. One

of the rules is stated as:

• Any live cell with more than three live neighbors dies.

Because each cell has eight neighboring cells in two-dimension Conway’s Game

of Life, the error in accumulating the number of live cells (e.g., from 3 to 5) has a

good chance to be masked and thus does not affect the evolution process. Actually,
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such tolerance is common for a wide variety of applications related to behavior sim-

ulation, as human beings by their nature tend to make decisions based on (vague)

ranges rather than a definite single value.

A fault-tolerant algorithm is sometimes distinguished by three major charac-

teristics: encoding of the data used by the algorithm, redesign of the algorithm to

operate on encoding, and the ability to recover the data in case of an error. One

example is the fault-tolerant matrix multiplication algorithm [39]. As data encod-

ing, a redundant row and column are inserted to the original matrix as checksums.

The original matrix multiplication is redesigned to make use of that row and col-

umn, such that any single error in the value of matrix’s element can be detected and

corrected.

3.2 Impact on Circuit Reliability

Situating at a higher level, ABFT has a significant impact on circuit robustness. As

an application must be finally implemented into a logic-level circuit, we need to

study how this transformation will affect the circuit reliability.

ABFT aims at reducing fault rate by introducing extra redundancy in the target

algorithm such that a fault can be eliminated in data flow. Intuitively, it should

have a large impact on final system reliability. But we must note that such auxiliary

components as error checking and correction units potentially consume hardware

resource as well. Therefore, to make a fair evaluation on the gain of a fault-tolerant

algorithm, we must compare the overhead with traditional technique like TMR.

The synthesis process shall be also aware of the algorithm-level fault tolerance

to pass the fault masking ability into final implementation. In logic synthesis, if

no further information is provided, the optimization engine tends to mix differen-

t parts to reduce area, through which the error masking ability at algorithm-level

design can be lost. For example, after logic optimization the SEU can cause multi-

ple computing errors in the matrix, which surpass the algorithm’s ability to correct

any single error [39]. To ease these unexpected side effects, we must feed ABFT

information into synthesis engine. For example, in logic synthesis we must quanti-
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tatively understand which parts are used for error handling such that they can not be

multiplexed. In section 3.3, we will perform a quantitative study to analyze these

factors.

3.3 Case Study of ABFT: Matrix Multiplier

Matrix Multiplication is one of the key operations in numerous applications such

as signal and image processing. In addition, since it is composed of a large number

of scalar addition/multiplication operations, it becomes a representative application

for arithmetic circuits. In this section, we made a quantitive evaluation on the fault-

tolerant matrix multiplier [39] to study the impact of ABFT on circuit reliability.

Starting from verilog HDL implementation with error checking and correction al-

gorithm, we transform verilog description into BLIF format using Altera’s QUIP

toolkit [45] to further evaluate reliabilities of matrix multiplier. To maximally u-

tilize the parallelism of FPGAs, we unfold all arithmetic operations such that the

computation can be finished in one clock cycle. Finally, we compare the reliability

improvement.

The algorithm here we apply is closely related to the paper [39]. The column

checksum matrix of matrix A is represented as A�, the row checksum matrix of

matrix B is denoted as B�, and the full checksum matrix of matrix C is expressed

as C∗. These definitions can be formulated as below:

A� =

(
A
eTA

)
B� = (B Be) C∗ =

(
C Ce
eTC eTCe

)
Then we can prove that the result of a column checksum matrix(A�) multiplied

by a row checksum matrix(B�) is a full checksum matrix(C∗) [39]. The correspond-

ing matrix A, B, and C have the following relationship: A ∗B = C, Proof:

A�∗B� =

(
A
eTA

)
∗(B Be) =

(
AB ABe
eTAB eTABe

)
=

(
C Ce
eTC eTCe

)
= C∗

With this property, we can detect whether there happens error when computing

matrix multiplication and further locate the error and correct the error. For example,
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given matrix A =

(
1 2
3 4

)
and matrix B =

(
2 1
1 1

)
, we can compute the

column checksum matrix A� and row checksum matrix B� first. A� =

 1 2
3 4
4 6

,

B� =

(
2 1 3
1 1 2

)
. Matrix multiplication conducts as usual without any SEU

happens like this:

A� ∗B� =

 1 2
3 4
4 6

 ∗ ( 2 1 3
1 1 2

)
=

 4 3 7
10 7 17
14 10 24

 = C∗

However, if one SEU causes one element of matrix C, for example, the first row

and the second column element 3 changes to let’s say 5. Then the multiplier will

show C∗
′
=

 4 5 7
10 7 17
14 10 24

 as output. Error can be detected simply by checking

the property of whether C∗′ is a full checksum matrix. Further by comparing the

sum of C with its checksum, the inconsistence of the row and column will indicate

which element is fault. Here the first row checksum 7 is not equal to 4 plus 5,

so we can make sure the error happens in the first row computation. Then we

can lock the error is in the second column when we find that the second column

checksum 10 is not consistent with 5 plus 7. The correction of error also is handy

through adding the difference between row checksum and sum of inconsistent row:

5 + (7− (4 + 5)) = 3.

Our case study applied on FPGA multiplying two 4-by-4 matrixes is conducted

as Figure 3.1 illustrated. By using an extra row and column to encode the checksum

of two input matrixes, the product matrix becomes 5-by-5 scale and the summation

of row and column elements is contained in the redundant column and row. To

check if there is an error in result, we simply add up left or upper four elements

in one row or column and test whether it agrees with the checksum of that row or

column. In the case of any single error in product matrix, we’ll exactly detect in-

consistency in one row and one column. The cross position of that row and column

is the erroneous element. To correct the error, we can add the difference between

corresponding column’s (or row’s) checksum element and the computed sum of
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four other elements in this column (or row) just as the example given before.

Table 3.1 compares the error rate of this fault tolerant matrix multiplier with that

of a normal 4-by-4 matrix multiplier. Not surprisingly, the error rate is reduced by

18x due to ABFT. We should note that though it is quite small, the non-zero fault

rate indicates that the fault-tolerant matrix multiplier is still vulnerable to certain

errors. The reason behind is that logic optimization tends to blur the boundary of

different computing components and certain logic functions will be multiplexed.

Thus, flipping of one SRAM-bit can affect the computing result in different parts

and therefore go beyond the fault correction ability at algorithm level. This result

further points out the motivation to take algorithm-level flexibility into considera-

tion during logic synthesis.

Figure 3.1: Theory of Fault Tolerant Matrix Multiplier

Another observation is that the 2x increase in area (i.e., number of LUTs) over-

head is quite heavy. There’re three major reasons leading to such large area, which

can be explained using Figure 3.2. First, the multiplication scale is increased from

4-by-4 to 5-by-5, which leads to 9 more elements to be computed and each of which

36



Table 3.1: Comparison between Fault-tolerant and Normal Matrix Multiplier
Type Error Rate Ratio # LUTs Ratio

Fault Tolerant 0.0012 1x 3580 1x
Normal 0.02201 18x 1626 0.45x

Figure 3.2: Error Detection and Correction

needs a few multiplications and additions. Secondly, the error detection and correc-

tion module incur further resource cost. Thirdly, every output needs a large MUX

to select from the original or error corrected values.

Figure 3.3: Criticality Reduction using Partial TMR for Normal Matrix Multiplier

To fairly evaluate the gain of utilizing algorithm-based fault tolerance, we com-
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pare it with normal matrix multiplier with partial TMR optimization. Figure 3.3

shows the trend of error rate reduction with different TMR percentage. To achieve

the same error rate level, normal matrix multiplier needs roughly 4000 LUTs, which

is 12% larger than the fault tolerant one. As such, it is obvious beneficial to consider

high level fault tolerance such as ABFT.
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Chapter 4

Algorithm Mapping Fault Tolerance

AMFT is also application-dependent. So in this section, we discuss one specific

case of AMFT which maps measurement property into logic level, and propose a

corresponding measurement-introduced fault model (M-FM) to modify the logic-

level fault model (L-FM). Impact of AMFT on circuit reliability is analyzed in detial

and is verified in case study of discrete convolution.

4.1 Measurement Introduced Fault Model (M-FM)

One kind of algorithm property utilized by AMFT mainly comes from the specific

interpretation of circuit’s output vectors based on different applications and working

environment. Typically, in cyber-physical systems, DAC is used as the interface

between DSP and the outside world. Due to technology limitations, the DAC often

has a precision boundary. As a result, even if the error is observed at DSP’s outputs,

it still does not matter whenever the value is within that precision boundary.

This is a big difference from L-FM introduced in 2.5, which has zero error

tolerance since it does not take AMFT into consideration. Based on that observa-

tion of the existence of such application tolerable output deviations, we propose the

measurement-introduced fault model (M-FM). That is, even errors can be measured

at primary outputs, they can be neglected under specific circumstances without af-

fecting the overall functionality. The main reason behind is that most applications

already have the ability to sustain under measurement or rounding errors, and thus

slight SEU-induced errors can be simply regarded as having similar tolerable ef-
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fects.

M-FM’s specific definition still depends on applications. For example, in a

simple arithmetic circuit like Adder, we define an occurrence of error if and only

if the difference between faulty and correct value exceeds a certain threshold value

provided by user, which is shown in Equation (4.1).

|V ALUEfaulty − V ALUEgolden| > Threshold (4.1)

In other examples like DSPs, the error can be defined based on deviations in time or

frequency domain. As M-FM takes application’s specific functionality along with

user’s requirements into consideration, its analyzing result better approximates the

real situations.

4.2 Impact on Circuit Reliability

AMFT affects the circuit reliability from another perspective compared with ABFT.

AMFT redefines what is error. By applying the application-dependent fault model

M-FM, we’re able to map and encode the application specific tolerance information

into logic level to redefine error. While L-FM is an overestimation of the circuit’s

error rate since it does not distinguish the importance of different kind of errors,

AMFT agrees well of really important errors by taking user demand into consider-

ation.

Table 4.1 compares the difference of error rate estimation between the two fault

models, L-FM and M-FM, for the DSP application as simple as 32-bit Adder. The

second and third columns list the circuit’s estimated error rate respectively, and the

last column shows their difference. It is shown that at the threshold value 16, which

is still a small number considering the 33-bit wide output, L-FM over estimates er-

rors by 14.71%. Note that we perform the comparison based on M-FM, as it reveals

the robustness of the application under real working environment. The comparison

actually shows to what extent the difference can be by taking or without taking

application’s specific flexibility or fault-tolerant ability into consideration.

AMFT also provides us with a structural way to distinguish the error critical
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Table 4.1: Comparison between L-FM and M-FM for 32-Bit Adder
Threshold L-FM M-FM Diff

1 0.0156 0.0152 2.63%
2 0.0156 0.0149 4.70%
4 0.0156 0.0146 6.85%
8 0.0156 0.0140 11.43%

16 0.0156 0.0136 14.71%

level of different parts in the circuit. Specifically, LUTs in the fanin cone of lower

output bits are less vulnerable to errors, since LSBs tend to be less important than

other outputs in calculating the addition value. Figure 4.1 graphically verifies this

approach. By ordering SRAM bits based on fanin cones from LSB to MSB outputs,

we find that the criticalities of bits in fanin cones of LSBs are nearly zero. Through

this structural estimation, we can avoid the time-consuming fault simulation pro-

cess.

Figure 4.1: Criticality of Different SRAM Bits in 32-Bit Adder. The Bits are Or-
dered Based on Fanin Cones from LSB to MSB outputs.
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4.3 Case study of AMFT: Discrete Convolution

With recent increase in performance and size, DSP has becoming an important area

where FPGAs have found many applications [46]. Among various applications,

Discrete Convolution is the single most important technique in DSP [49]. By using

convolution, we can construct the output of system for any arbitrary input signal, if

we know the impulse response of system.

Given an input signal x[n] and impulse response function h[n], the output signal

y[n] is simply computed as:

y[n] =
M−1∑
j=0

h[j]x[n− j] (4.2)

where M is the length of h[n].

Convolution illustrates a wide range of applications in which the sequence of

output values at different time must be considered as a whole. More specifically,

in the case of any error, we’re more concerned with the similarities between faulty

and correct waveforms rather than the difference in any single data point. For ex-

ample, when we analyze the time domain response of the digital system, certain

variations can be neglected as noise without affecting the system behavior. In many

applications, we care much more about the shape instead of the amplitude [49].

In our experiment, we use correlation coefficient [35] as a metric to quantita-

tively measure the similarity between two waveforms X and Y :

ρ =
cov(X, Y )

σxσy
(4.3)

where cov(X, Y ) is the covariance of X and Y , σx and σy are their standard de-

viations respectively. Mathematically, we have 0 ≤ |ρ| ≤ 1, where 1 stands for

perfect match. To reflect the significance of SEU on different configuration bits, we

compute the average correlation of faulty and golden output for each bit. Then, we

define the criticality for bit b, which measures the severeness of system error if that

bit is flipped due to SEU, using:

Critb = 1− |ρ| (4.4)
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Similar to Section 2.5, the error rate of LUT or entire circuit can be calculated as

the average criticality of all bits it contains.

The detail experiment flow is shown in Figure 4.2. To map algorithm infor-

mation, we propose to optimize the circuit’s robustness through partial TMR tech-

nique [44]. Different from [48] and [47] which improve circuit reliability by repli-

cating certain components at macro block level, we rank all LUTs through fault

simulation and try to TMR top 10% error critical LUTs. Since a relatively small

portion of the circuit is triplicated, the area and power overhead is much less than

full TMR [40]. The same with former study case starting from verilog description,

we transform it into BLIF format using Altera’s QUIP toolkit [45]. Then, L-FM and

M-FM are used separately to generate the top 10% critical LUTs for partial TMR.

Finally, we compare the reliability improvement.

Figure 4.2: Experimental Flow

Table 4.2 compares the result of applying partial TMR to top 10% critical LUTs

calculated by L-FM and M-FM respectively. While M-FM increases circuit reli-
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Table 4.2: Comparison between L-FM and M-FM Based Partial TMR
Method Error Rate Ratio

Before TMR 0.041 1x
L-FM Based TMR 0.038 0.93x
M-FM Based TMR 0.012 0.29x

ability by 3 times, L-FM based method barely got any enhancement. Apparently,

L-FM misinterpreted the critical level of configuration bits, since it considers each

output independently and loses the overall picture of the system’s functionality.

Figure 4.3: Difference in selected LUTs for TMR

To make things worse, L-FM destroys the fidelity or distribution for critical el-

ement ranks. Since most optimization techniques work in a greedy way to optimize

most error critical elements first [36] [42], such degradation in fidelity makes the

optimization working in wrong directions, i.e., trying to optimize less error critical

LUTs first.

Figure 4.3 further illustrates the difference of L-FM and M-FM to select LUTs

for TMR. The horizontal axis is the rank of LUTs sorted by the criticality from high

to low, and the vertical axis represents the index of LUTs in that rank. It is observed

that without taking AMFT into consideration, L-FM tends to find less critical LUTs

actually, which is the reason leading to little TMR improvement.
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Chapter 5

Conclusions

In this thesis, we have quantitatively studied the impact of utilizing application-

level fault tolerance to improve circuit robustness. Except for considering the

architecture-level and logic-level flexibilities to achieve certain reliability of the cir-

cuits, AFT should be considered with particular application. Two key DSP applica-

tions, the matrix multiplication and discrete convolution, are analyzed to quantita-

tively illustrate the effect of algorithm-based fault tolerance and algorithm-mapping

fault tolerance respectively. Experimental results verify the large difference in cir-

cuit reliability with and without considering these high-level flexibilities. More

specifically ABFT reduces the circuit’s error rate by 18x for the matrix multipli-

cation application and using our newly proposed AMFT-based fault model M-FM,

3x improvement in circuit reliability is achieved for discrete convolution, which

is a key operation in DSP applications. With considering ABFT, the error rate of

the output has been decreased without too much space and power overhead in TM-

R. AMFT can map the property of application into the definition of criticality and

further provide more accurate direction for other fault tolerance mechanisms.

5.1 Future Research Directions

In the future, we plan to further encode the application-level fault tolerance mathe-

matically, and feed such information to improve logic synthesis. In addition, we’d

like to analyze the fault-tolerant problem within certain application domains, with

the hope for domain specific optimization approaches.
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