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f\,ff'concurrency controls, (ii) system crashes, (iii) security

L

The consistency of»data is threatened by (i) inadequate‘,y
N .

_sr:.

'”frhbreaches' and (iv) erroneous software. with the 910W1n9 use

”“fﬁfof terminal oriented computer systems and with the trend

’f(g{towards the distribution of system functions over ER computer_}z

:fnetwork, preservation of consistency of the database is one

iof the most critical problems faced by the designers of the
"f'distributed information networks. In this thesis, a o

»V;detailed understanding of the problems caused by inadequate;jjj

‘.}~concurrency controls and‘system crashes in a network

R

””nenvironment is considered e ,1:'_5f4:<.h=~f5nr-;{2&j
A new approach to deadlock detection is proposed The

;'fxconcept of "on-line" deadlock detection in distributed

vb‘}information netwggks is introduced tt is defined tb be the

h;,process of recognizing deadlock occurrence as soon as it =

:5ffhaPPens, at the installation which makes the reSOurceij o

d't?allocatioh decision, without the necessity of furtherff

.,.‘ o

:“Kfcommunication for every request made or. granted A“ b""line’nff

Zf?detection algorithm is suggested-and developed.l All of the f

”'3pearlier algorithms restrict a process to having at most one

Vd_lboutstanding request. In our approach, such a restriction is “7

-4

"aremoved in view of the fact that in real—world applications

vfhfimore than one outstanding request is ‘a certainty. This

'ht:f?leads to a sitdation in which an allocation decision on a ;i~'"




”'f_;data resource (with multiple waiting access %equestS)\"‘
‘[p-released by a completing process would lead to a deadlock
| For this case,_the results and the approach suggested are.
Ailrnew and original An elegant solution which combines the:;iﬁyii
1}principles of detection and avoidance, first of its kind as
}‘ffla mixed method in database systems,.is shown to detect and
iéf,avoid\a potential deadlock Ceanne e

Another aspect of the problem considered is the

lffreliable operation of dat)base systems, partitioned and/or L

A

freplicated over a network of computers.f The design of a
”»method which maintains datab se consistency during systemggfyaf'

'i”*update and recoverY iS qUiGEG bY the 9°a15 °f Simplieitx'“k*;;;*

aﬁﬁittolerabie overhead Eﬁrtial operabilitx, and avoidance ofolff

‘fifglobal rollback In this new approach, retrieval and update””f"

fi“rltransactions are subclassified and recovery protocols A CL
;Ji?defined which take advantage of the known properties ofveachrf’
—“*——ttansaction class Ah optimal policy for checkpointing in ar{ff%
l.f:particular recovery protocol is derived using a new simple-ii‘v
‘yifmodel The policy determines the checkpoint dynamically as}pf
hgtthe transactions are processed, and is different from e
Lifearlier fixed interval methodst} The feasibility of its
"hfimplementation makes the scheme new and practical ;Thep‘ij
/ci;icascading effect of a global rollback is modeled by using lfpi'”

“_Qtthe progress of processes

ffﬁinteraction tuples and recovery points ordered in ghe time i

rgt.domain.v A backup algorithm based on this model is fl.ﬁff“"fﬂ'

I oyl Lo
L ER R
oy 1

-



1

developed Recovery aspects for a wide set of system

a

t

failures areﬁponsiderea and several partial solutions are

S
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 CHAPTER 1
~ INTRODUCTION

3 i;ltDiStributengystems~

The'steady-"affair of the past decade between
'ﬂcomputers and communication technology has matured into a.
marriage bringing with it the creation of large computer
rcommunication complexes., Consequently, we have witnessed in
:recent years the rapid evolution of computer communication
"networks from research efforts to operational utilities.
,ﬁg_There is hardly any doubt that networks of" computers will
,play an increasingly important role in providing enhanced
'computing serv1ces to users in universities, business firms,::p
'g:and government agencies._ For instance, the ARPANET 7
';chQu111an and Walden, 1977], Currently supports::' 3

',jcommunication among more than one hundred computer systems.

—

T
' The qetwork is under continual development and is used by -

fthousands of users daily. Computer networks have the‘f,,”

,capability tq brinq computing power to the people who need

'-it, and provide access to a wider variety of resources - f, R

i-fdispersed among several computers 1inked by a communications :
| bfaoility to provide the basis for a'"distributed' computing
/

. oA
‘,jservice. Potentially, this technology will revolutionize.f~

S R IR e SR



,predicted for commerc1a1 networks such as TELENET [Hovey,

"1976] in Canada.;;"

-
N

; . \\N\ W
the way data processing is done.- Bright futures have been

1974] in the United States and DATAPAC [Clipsham et al

R

A system is said to be distributed if hardware or

r\.

‘processing logic data, the progessing actions or thei;;_

o operating system components are dispersed on multiple

'computers which are logically and phy51Ca11y interconnected

In such a system data ‘may be replicated at several sites or‘

'-‘on separate storage devices, the processing 1ogic cooperatesuw

_fand interacts through a communication network under
3 decentralized system-wide control A taXonomy of

_distributed processing Systems design, applications, models,h

effects, experiences and techniques has been provided

f:elsewhere rChang, 1976 Le Lann, 1977 Maryanski and

:Kreimer, 1978- Eckhouse et al., 1978 van Dam and Stankov1c,v

1978 Marsland and Sutphen, 1978] The essential properties-’

'and characteristics of a distributed system are. summar1zed

'below. R R D e o~

L A wide variety of general purpose resources, both physicalﬂ

§°

L

'~,and logical in nqture, is available. These resourceS-;p

Ts},can be dynamically assigned to’specific transactions..-
'_-However, some special purpose dedicated resources-may '

lfbinnot be reassignable.

f ‘* The notion of autonomous operation of the process is ﬂi

l

supported by the distribution of physical and logical

*ﬂ:resources qf the system: interacting "1th processes

? R ..
' AR R LR



: through a communication complex.. The transfer of :

messages follows the principle of a. twofparty protocol

In this protocol, the cooperation of the two parties is

™ © .

.- essential to complete a transfer successfully.
*- The various processors may have non-homogeneous operating»
systems.v A high—level operating system, in the form of
}ira collection of well defined protocols and software m@

; '*ifgoverns the integrated functioning of the network

"HOWever, the autonomous operation of each computer

. \‘.r

w"=irequires the absenée of a strong hierarchg between the x
netwérk operating system and the local operating |
'gsystems.t y 1‘§ i Lo
‘\\The interface between)the‘user and the di%tributed system ;:
‘ fprovides transparency from the system onganization.,‘-i
Effectively, the user can. handle resour es as if he were
Tcommunicating with a single, centralizjd system.v A highf"
‘ls level interface provides data independence in systems,"‘yp
‘j:and hides system status from the user:.‘However,i L
"v'provision can be made for a knowledgeable user tolv
{Frequest services by the designation of the server.~

* Cooperative autonomy rather than independent behaviour is .

- the manner in which the system functions.f All the :

\processors follow the general guidelines outlined in the' nlf

network operating system to facilitate this cooperation.iii o

\
Autonomous functioning at\hoth logical and physical

levels is offered by this essential component of the

sYstem.,»vf?-“



L2 mét’f’ibatéa_ Databases

An estimated 29% of the United States G N. P. is devoted

':i_to the collection, processing and dissemination of e -

’lf*informationl,}leading to data management occupying an

:*ffgimportant segment of the United States economy-‘>u

’idSurprisingly, only a small portion of this information is |

L computerized With such tremendous potential requirements

_ﬁ;of automated data management, along with the increases in “‘~.L}
":database size, complexity and diversity of use, and users' igf
- “strong Pfeierence for interactive computer systems, the

'7r;necessity for additional computing resources grows rapidly.-

'»jﬂReplacement by higher performance components is an expensive

'71;way of growing. Distributing several system functions and

'.;"data over . a network of computers has been projected as anf ;7,

;*veconomié panacea to the expansion problem which will provide

L&

'tlimproved performance, as. well as enhanced accessibility of

’;w:data fBooth, 1972, 1976 Comba, 1975 Enslow, 1978] The

| l”evolution of modern computer network technology anbthe rise f'*

"of common carrier packet switched networks have provided

' "'motivation to the develdpment of distributed information

‘tgnetworks. The increased reliability that can be achieved‘ {i“fl
fwith distributed dagabases and the availability of i
_inexpensive mini- and micro-computers due to falling
,fhardware costs, have contributed to the wideSpread interest '"3

"i*in such systems. Distributed databases will clearly meet o

l° Frost and Sullivan, Inc.. Markets for Data Base Services,,._»i

New York, July, 1973, pp. ll'f:}lfnﬁ,g%}\ff R

R TN
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:‘the future challenges of effectiVe information management
‘:Complete reviews of distributed database management have
‘bappeared in several articles rDeppe and Fry, 1976,.vp | .
'deowenthal 1977'~Rothnie and Goodman,.ld77 Peebles and -

7l}Manning, 1978- Maryanski 1978 CODASYL 1978" Davenport,}_:v

,1973 Adiba et al., 1978 Rothnie ets a1., 19791

TYP10311Yr a distributed database management system .
9“consists °f tw° or Pore Computers interconnected by a
,gucommunication networﬁl Each computer has a database ”*i.iffrf

v?ﬂattached to its auxiliary storage._ An example of a fs}iff.

fi]distributed database is schematically depicted in Figure o
Tl 1/ ""51, '
'i;lil Each processor is either a general purpose system, or

}7Ya backend fCanaday et a1 19741, or. a database machine

.hrBaum and Hsiao, 1976» Banerjee, Baum and Hsiao, 1978
“E?Hsiao,_ 979] Front—end communication processors are
[interconnected by communication 1inks, such as coaxial S
'r_cables, wire pairs, or microwave channels.v These front;ends. Qh
',Aprovide the interface through which host computers are e
frconnected to the communication facility, and also coopérate‘ytk"
”Tto support communication between hosts.' Each host con51sts
i;of a. database management system which supports one or more fdd,
;fninteractive users. '\7"”“'y o ) R
1.3 contralized versus f"ﬁis"tfiﬁb;"téé Fop roach
| -Terminal-based computer communications systﬁms, in the lth”x‘
:fpast have generally focussed around a single, large i" .
hicomputer installation.- Although a fair argument can still

ST



'l“economic benefits of centralized systems Ln areas such as

;.7operations, managerial personnel have become aware of

1wbe made for servicing remote users with a centralized

o

| . system, the ma]or deficiencies of such ‘a system have

- contributed to widespread belief in the distributed

S approach With a centralized system data communLcation o
hCosts are significant.; The steady cost of transmitting datai
'in contrast to the drastic fall in hardware costs further

’~f"mot1vates decentralization of data management- DesPltef?

lllgeneral undesirable side effects of SUCh a SYStemi %The

5*?increasing demand of a growing community of remote users fort“

'f~yiinteractive systems and the consequent need to deal with

vifiﬁmore concurrent events 1eads to enhanced compAexity in’

l_ﬂi”servicing with a//entralized system.; Moreover, the failure igg

‘E;are generally regarded as including" :

finof the centtal node brings an organization to a standstill

'fysThe requirement to endorse and enforce standardized, y;aff:w
.iocentralized data processing pro]ect development often works‘ if:
j"”hcontrary to the management philosophy and needs of | | .

‘f;ihierarchically decentralized organizations.

Besides overcoming the above perceived shortcomings,'

tdistributed databases offer several major advantages.;-Thesell

Sy

:gt(a) Reliability With data redundantly stored on multiple [f;f,,

computers, the system is not s sceptible to total

failure when a single computerrcomponent breaks down.,fﬁﬁah*

”"h(b) Responsiveness- The close proximity of data enhances Tl

accessibility of resources and improves system
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'~..Mperformance: A higher throughput is obtained because of

'parallel processing.-

‘-(cl Shareability- T@&’abllity to share data among several
'd'°geographically separated installations and to gain
V’Tiaccess to spe01allzed resources that would otherwise not
zgpbe available or would be available at an unac eptable |
| g:?cost is- enhanced 4';fff.",jjf; 1 Jr.*,_”h : | A
dth)fExgansxon The system lends 1tself to lncremental upward ‘:
’fidiiiscaling. The system can be developed on an incremental d.
’{ﬁ*fbasls with only as much computing power being installed
B ﬂ?as is required at that time.. Distributed systems have

'“tddhthe capability to absorb new‘technology as 1t iS

."-;f(elfﬂuman factors-gIndividual qroups can. Physically possessffffﬂ

-ipart of the corporate database (which holds their parg_tgﬁ;
‘bh”of the data) giving themselves the responsibility and ﬂ;?.f,
;the satisfaction of updaﬁing their own databaSe,_{i7’V"'
‘ngnOther favourable human factor is the reduction °fvthedb‘:
'iivulnerability of the database to strike action or acts

S PRATRERRREAS I
‘,.of terrorism.f e

B . S
B

L Mqinténférfc'e of Semantic é.a:rﬂe,ét_‘rae'ss, .}of ;n'ata .

f'é; A database is regarded as a model of some limited

'"ﬂiuniverse rather than Just a collection of values.~ At every

fﬁhinstant of time, some configuration of that applicationi

1fitwor1d is reflected by the contents of the database. whether L

V'1ll not necessitate that in-place systemswg§fj

the vendor or scrapped | 'f'tlffiafffjélltiu

AR



any gLven comfiguration of the database is reasonable*br not
»1s specified by a set of rules. Ensuring the validity of ;:;-

j.the set of constraints means to guarantee the 1ntegrity of

-

fdata, or rather more precisely, data;accurach:consistency_~ =

A

‘and timeliness..:;*{fyﬁh

When the database contents comply with constraints c

derived from the knowledge about the meaning of the data, 1t

is said that the semantic correctness of the data 1s ’~‘ﬁ?

“"71preserved Semantic correctness can be enforced by allowing'

'-{;on the database only a set of prec1se1y specifled meaningfulg!ffv

,Lf;operations,_by adopting a set Of programmlng and 1nteraction;fff
fiﬁ;conventions- by dynamically checking the results of updates~:f?t;
:“jor by proving for each update process that the integrity

1»i'constraints are satisfied j.;ffﬁﬂif¥7’"'7“”A' Gty e o

e

Loss of cortectness (inconsistency) can be seen in.‘yﬂjf*v

f”b'several forms., In its simplest form, an individual value of?iiti
>7;;a particular field can be inapproprlate. For instance, a‘H
‘{;;salary which 1s non—numeric or a birth year which places thetif‘i
'hi'person s age at 25@ years.“ Secondly, an inconsistency £
i‘;between different fields of the same record, sach 55 an i;;,:_f.d
fﬁfindividual s\salary not reflecting his professiona& st;tus;“7:"“
ﬁiiThirdly, an inconsistency may occur between the fiel&(s) of
| one. record)and field(s) of related record(s) For e‘Xample,.}v_il_}.ij

.’jin an employee database, a rule that managers draw more than

‘jftheir employees may‘be violated Fourthly. certain global

'75ypatterns may be out of order in some set of records. ‘Such

Hhan inconsistency is not duo to the individual records,,1 but 1'”'

e o
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bidue-tola collection'ot~themr The global patterns can

s typically be aggregate functions, for 1nstance, the average E
& salary of all employees is 1ess than szaaeu, or every
department has exactly one manager. Normally these ‘
violations are not due to a f%ulty value, but due to
noncompliance with expected patterns.' Lastly, blank fields,htl
B obsolete values or records that cannot be found are
.incorporated in the notion of missing data. ﬁfﬁi
ﬁfviiwusers of shared.databases‘presume thatﬂthe correctness:j}
of the information“upon which they work is preserved ‘

| Preservation of such consistency is one of the most cr1t1ca1
problems facedrby the designers of database systems.; The
semantic accuracy of the data is threatened by (i) |
inadequate concurrency contrOISe'(ii) system crashes-’(iii)

,..

i secuf{ty breacheSo and (iv) erroneous software.‘ P

-.,'Concurrencyjéohtrols:]f

| Shared access is allowed to the database to maximize
:;Ticoncurrent use oﬁ system resources;. Concurrency control is ;*g,
a system mechanism that is concerned with deciding what | .
:e actions should be taken iniresponse to requests by -
individual processes (ttansactions) to update the datapase.trldt
The concurrency control should be capable of effectively ‘

handlinq conflicting update requests, deadlocks or. similar

occurrences, and maintain consistency of the database. 'In'aff_ﬁ

- distributed database the update mechanism must guarantee

that updates to database copies preserve the mutual
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‘:consistency of multiple copies of the replicated data as

| well as maintain the internal con51stency of eech database

'copy.. Mutual consistency requires that alI copies: of the

'»7rep1icated data be 1dent1ca1 in the sense that they must

"‘5database.

: 0

‘f'convergeﬁto the same final state if all user activ1ty were '

”;~to cease., Internal consistency requires the maintené/ce of

i
A

“7fsemantic accuracy of data, just as 1n a non—redundant

| Ponsider the data entities x, y and z duplicated at;f

‘linstallations N ’and N2 Let the 1n1t1a1 values of all

fi‘:these eﬁtities at both installations be 1 Further, et us o

"4eassume that internal consistency constraint is that "the sum-f,@

'onf the values °f X: Y,:and z- is 3"" Con51der the two:ff?ﬂff""°

h'the database will be destroyed‘ regardless of their order of ﬂ:'

*f;»application. Proper operation d1ctates the rejection of Oneiﬂff’

lch{;UEﬁ

f?l?updates Ul‘and U2

2 Y 6-- Gr;z“ 4-—’?.@-%

"thf U and U are both applied the lnternal con31stency of ;f@dg

l 2

.‘f:of the updates.‘ The mutual consistency of the data would bed°5};
d:V'destrOYed if updates U1 and 02 are accepted at N1 and N2 S
.'f“respectively, even though the 1nterna1 consistency of each

;fn‘copy is preserVed The maintenance of consistency requires_gt7'“

ejfsome sort of locking scheme, which in turn leads to ff?ﬁfff'f

= ;deadlocks. e

®.

R -
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: _sy'stem.cr;ashese. ' - i
a__.-. : ‘ ' o ) 'f' . . -
“l o The problem of reliable operation of a distributed

‘ftdatabase system in the presence of failures, boils down to

' maintalning database consistency during update transactions .

ﬁ_1n the presence of either system failure or communication

‘»hbreakdown.- The wide spectrum of system malfunCtions are’ of

LB

’)Jthe-form (a) a storage failure (head crash), (b) a system
3fcrash (software failure), (c) a lost message, (d) a;;arfj'“
V'duplicated message, (e) a lost process (due to system crash

'W;and subsequent recovery),_(f) network partitioning, and (g)

fﬁoperation w1th missing nodes.ﬁp7}f .f’ﬁfif(;
: o o S e

Qp Suppose for 1nstance, a database transaction updatefl»t'*i*‘

i three records, each stored at a different 1nstallation
£ updates are not in effect Until a11 have been completed and
’3;acknow1edged After receiylng the acknowledgement from

&

tﬁnindividual installations, the source of the transaction

o communicates the message to. effect the updates to the three v

. 1nsta11ations. Typically, the problem of maintaining
consistency arises when one of the installations crashes |

.

i 5ée°°fit978reaaaésgf;ggjf""

el

Potential security violations can be categorized into l;i‘j”‘

’h“the following tﬁiee classes fSaltzer and Schroeder, 1975]

{fi(a) Unauthorized information release-:refers to unauthorized ffﬁ;’

access by a person’to take advantage of:data stored in -gd._w“

the computer.s An intruder ‘can infef

el

.. -
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_observ1ng the patterns of input and output by what can

i 8]
PR

“.gpbe termed “data traffic analysis“ . Tapping of network
f;communications may result 1n unauthorized exposure of
lffisensitive information, alteration of message text,-,w
vrmisrouting or misdelivery of messages, or spooflng ofha ;7'5

{jnetwork resource._ _""

ARy : o R TR
“11f(b)5unauthorized informatlon modification- relates to the

1fabi1ity of an unauthor1zed person to change or delete
Q”Hfthe 1nformation stored in the computer.- Network

»Vﬁapenetrators may be able to use counterfeit network

"fizresource 3/ﬁﬁffff51;jf@7”v
R (criunauthorlzed denial of use°‘an intrude? can deny the

:3{fauthorized user the priv11ege to access or update due

lifﬁﬁa1nformation by sabotagln9 the SYStem" The forms Of

”*!ffSabotage may be by causing the system to 'crash' lbyjfffﬁf:

'i?fidisrupting the transaction manager, or by directly
Zﬁdi;.firing a bullet into the computer.;._flﬂf{fl?7J;}
{ﬂj.Unauthordzed release, modification, or denial of‘use can
;h};tpotentrally result in the loss of information itself, or |
fifflogé of semantic accuracy of the data.h.r;;fffkf:f:f,)y-m,f”gbf;

(PO

It is essential to verify and t° test bhat the saftwaré;vﬂv
:h-produced is indeed the software intended Such verification?;,;
;yi@can be achieved by proof of correcfne;s and pe“Etration R

}";tests.z Faulty software may compromise the consistency of

he data on which it acts.‘ The term 'fault tolerant system 7{f{

f},tis normally used to denote the system software which will

o v»ﬂ',
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-
v

g continue to yield correct results 1n the presence of

"hardware and.software fault conditions.~ The discussion of

this area<is limited since the topic is beyond ‘the scope of '

.this thesis._yw

ftFlQS dverview_and Outline;of the Thesis

In the early stage of the thesis, a complete overview ’

o of the deadlock problem is provided There 1s a detailed
y,:'}discussion of the essential characteristics, relationships
vand models of the deadlock problem in operating systems,

' ":database systems, and distributed databases., The value of

combined solutions which 1ncorporate detection, avoidance

;V,and prevention ptlnciples is examined Pomments on the game :

theory approach to deadlock, and probabilistic models of

jyl'b

Holt'sfl972] graph theoretic model is used and extended

' for the distributed database case and a new aly ori m to
":;detect deadlocks using this model is proposed The concept
of 'on—line' detection of deadlocks in distributed databases' '

"~pis introduced and defined An effective algorithm to detect

,fke place without furtherﬁreference to other n

'f; computers is proposed.r A realistic approach is taken,. -

‘»

»’allowing processes to have more than one outstanding
‘7':resource request simultaneously.- This approach combines the S

.7:princip1es of detection and avoidance as webl

Lo~

’fn—line, which allows the dat resource allocation .
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For. recovery from system crashes, the knowledge of the
gnature of a11 the processes that access the data is
,h_effectively utilized to design system recovery protocols.‘f:
‘;These protocols reflect the importance of the availability

“of the on-line system at all times, and advocate that the

'fltrecovery overheadﬁshould be directly dependent on. the value

or sensitivity of data accessed An optimal Policy for R

‘-'ycheckpointing dynamically using a new simple model is t

Asjdiderived The "domino effect" (cascading effect of global

,rollback) is,modeled, a;d a rollbaﬂk algorithm is developed

Finally, the overall s| gnificance of all the results'jr't

"}and an overview of the motivation for the research is
S
"outlined Outstanding problems and areas that require :

.f further detailed solutions are indicated.

«
Lo e



@' CHAPTER 2
DEADLOCKS IN 'OPERATING, DATABASE, AND DISTRIBUTED SYSTEMS |

,2;1IThe”Déédlockfpéobién\f.' |

» Modern multiprogramming systems are de51gned to supportif
'ifa high degree of pq;allelism by ensuring that as many SYStemlﬂ:
:_fcomponents as possible are operating concurrently.r The g

“jincreasing trend by commercial firms for on—line operations,e\\\

| ’ﬁespecially those involving integrated databases, and the

~consequent need by active users for a responsive system,
A;_have placed heavy demands on database—oriented operating
sYstemjf Compounding these difficulties is the arrival of :7'd
distributed processing as a. solution to incremental System =
‘;growth. One characteristic of such contemporary systems is-
‘itheir hlgh degree of resource amd data sharing. Concurrency
must be regulated by some facility which controls access to

'p.sharable resources. Computerized information systems =

B “typically use. locks [Gray, 1974 Gray et al., 1975, 1976]

"for this Purpbse. ‘A simple lock'protocol associates a lock j‘ya

- with each data object A process locks the object it uses’

fand holds it until the successful completion of the f_"
:transaction._ The lock has the effect of notifying others
”-vthat the object is busy. Deadlocks arise when members of a ”',

._16_
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process group are reguesting accessfto resources already ‘$\-
held exclusively by other processes within the group. When
vno such member of the group is willing to relinquish control :

j"_over its resources until after it has completed its resource
1:.j’acquisition, deadlock is inevitable, and can dnly be broken

vby the involvement of some external agency.

- set of processes becomes deadlocked as a result of
a'thefpresence of certain conditions, which may be 1nformally
i'hlfsummarized as the exclusive access and the circular wait
‘biconditions.. The simplest illustration of these involves ?,_
‘:tfonry two processes, each holding, for exclusive access,'a“.
Vhidifferent resource and each requesting access to the
,zresource held by the other. The result is a 01rcular wait

ffswhich oannot be broken until one of the processes releases

_frhe resource it holds, or cancels the request it made.e_t;;,,‘

In ‘a more general case, a circular wait state involvingjv
a set of processes is said to exist when these processes are}:7

-

71inked in a circular chain in such a way that every process .

bholds at least‘one‘resource and is waiting for at least one

more resource held by the next process in the chain.-‘A':

'ji”c1rcu1ar wait condition may arise once the following '

':necessary conditions hold- R |

‘* each process requests exclusive control of one or more g"
resources (like printers, tape drives, data records for ”l';
updating, etc ); | | C - “ l' |

o *.the processes hold resources allocated to them, while

:7. seeking additional ones (data resources should be held ,f
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until process completion for consistency reasons
[Eswaran et al., 1976]), and » | |
i * the preemption of resources from processes cannot be done ;“
| ; without aborting the processes (preemption is the |
:'reclaiming of - a resource by the€system and requires the.v
l_support of a rollback and recovery mechanism,respecially.

e when data resources ‘are involved)

B _'2“-~2,"‘s.x.aiﬁb1;.esé of ‘Dejasnc.»cks; B

The deadlock problem occurs 1n many different contexts.r N
“Analogies can be made to real 1ife situations, provided one

f'sinterprets the processes and resources inv°lved appropriate—;[.

:l”ﬁliYQd For instance, one often hears about the'“deadlocked“f'*‘

v

”-peace talks between two countries which were at war.fglhf‘ffity

R :rthat context, the peace—negotiating parties of the two f

"jcountries are the processes,’wherea; the occupied

. territories ‘are. possibly the resources over which exclusive ;:

7?., control is sought The peace talks could be deadlocked if

1

k'ﬂ‘both parties refuse to give up any occupied lands until

'“1"operations in the real world

'?after the return of some land wHich their adversary holds. rﬁ.i

'-“Several other examples Qf deadlocks arise in day—to day

Another common example is that of the traffic deadlock ifl

flg'At uncontrolled intersections, or at intersections marked

‘Twith 4-way stop signs, traffic regulations require that,
'1when two or: more vehicles approach or enter the intersection‘

:';on adjacent roads at approximately the same time, the driverifﬂ

. J
S



_of the vehicle to ‘the left shall. yield the right of way to
| _the vehicge on t%e right. ‘;"': ST e Jﬁ ,_-

AT -

Consider the situation depicted in Figure 2. l, where
the four cars A, B C, and D have arrived at an. intersectioni.
'fimarked with 4—way stop signs at approximately the Same . time.y
: According‘to the traffic regulation A should yield to B, B{:k
»;Tto C C to D, and D to A._ As far as A is concerned, part ofl.

fffthe intersection belongs to B for exclusive use, so A must;’

-5:,wa1t until B passes, and so on.;_It is evident that a,j

igcircular wait exists as an essential component of this
:1traffic deadlock 3 Note that if all four vehicles move.
;:~forward,‘occuoying-as much of the intersection as possible,g'f
f}iall traffic comes to a standstill : Many maJor cities avoidaff
'cfthis difficulty by cross hatching important interSections ?;i
ﬂ:crequiring that no vehicle enter that area unless its ex1t o
b3iroute is clear., In this illgstration, the cars A, B, C,iD3pi}
‘;are the processes, while the 8pace in the intersection is ag;*
‘J,resource to which each needs exclusive access.. The cross.55’
vﬁhatching technique is a means of ensuring that no Process.?f
: will acquire a resource (i e.‘occupy the intersection) which
.zlit cannot subsequently relinquish (i e. leave by a clear |

;;sexit) without loss of control or function.
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If the four quarters of the intersection are marked lr.:~

z, 3. and 4, the deadlock situation is different depending =

n - : R ’ ‘
R el i el T T, —

Traffic Deadlock at’ an intersection
f_marked with 4-way stop signs., L
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"7Q”on whether the cars turn right, turn 19ftv Or 90 straight

":tAssuming the exit route for each car outside of the |

"ifintersection is clear. the apparent deadlock can be handled 'Ks

L

f?easily in the case when a11 the cars wish to make a right

7*turn.

Ll

;'3fintersection which no others demand

For instance, in

Each car requires access to one quarter Ff the',..”if; -



Eigure'z.lf‘cars'A,'B' c, and D‘need access. to'quartersql:-'
2, 3, and 4 in the intersection respectively.‘ Actually,.in‘

this case, there is no resource contention."\

, The state of aFfairs is. different and difficult when-‘“
r'all the cars either go straight or turn Jeft or. a | |
»Ccombination of the two. Car A requires quarters 1 and.z of
ffthe intersection to go straight Similarly car B needs

-_quarters ? and 3, and so on. In these c1rcumstances, the o

i'e;deadlock arises due to each car requiring exclusive access

"5_to the quarter of the intersection to Whlch the car ‘on 1ts

7fright side has legal riqht Each car require;stwo resources .

;(considering each quarter of the intersection as.a different

‘?ffffresource), one of which is held by the car on 1ts right.n‘;ffs

AVfThe traffic deadlock condition worsens if all the cars

'”Qfdesire to turn left. For instance, car C requires the use ‘if“

f*hn;of quarters 3, 4, and 1 of the 1ntersection‘ Quarters 4 and
; ' L U .‘;

thl are legally held by the cars D and A respectively.v,~<"7'

:"Similarly car D needs the quarters 4,-1, and 2, of which

"v":quarters 1 and 2 are. held by cars A and B. In this traffic

':_case, the deadlock arises because of each car being blocked

lyqlgby two othef cars, one on its right side and the other

ﬁjxstraight ahead Each resource (every quarter of the .

“i intersection) has two waiting processes (cars) besides theb
~:one which legallY holds it for access."ff'

h-f The traffic situation can be resolved through the

"interference of an external agency (a policeman) allocating '

: pace to one of the vehicles. As‘a\practical matter the -__7h
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*

traffic deadlock case is usually resolved by ‘one. driver

':aggre551ve1y entering the intersection.¢ However, an

B

alternative solution might be to- require vehicles to back up -

a random amount and

&

breaking a Simultaneous arrival f A Similar technique 1s

>

/A
used in ETHERN7T [Metcalfe and Boggs, 1976] to resolve

access conflic ts- on, their communication medium, and is usual

on contention mode telecommunication circu1ts, except that

random“ means varied but fixed

Of greater interest perhaps, are the deadlocks that

el

'may occur in computer operating and database systems.r’The_f‘{

L

f. term "system resource fin computers broadly refers to .

.dpraach the cross roads again, thereby, :

storage media (like primary memory, tapes, disks, drums,~’?¥'

etc\ N _ystem components (such as tape drives,‘disk drives,

I/o channels, CPU, readers and printers, etc ), and

information (for example communication messages, data ;RQ?T

AT

records, files, directories, programs, system routines,lzf“d7*“

" etc ) Con81der a small multiprogramming system w1th a

¢

Single card reader and a printer, 1n which two user jobs

‘2 the JObS the request and release operations can be,"

share use of the printer and the card reader by means of

request and release operations, as given in standard

__.__/ 5

operating systems texts. Due to independent scheduling of
interspersed in several different orders._ SOme of these L}”

sequences lead to a: "deadly embrace" due to Jobs holding

respectively the printer or- the card reader,_and at the same B

‘-.

_l time requesting the unit held by the other.;:'r

. -

. - o c. . ) B y o B . 1



In the database _case, consider tWO concurrently-

executing processes P and Q, wh1ch modify entitles M and N,

For example

M+ 108 B T
N+.1lga - . T g

2z
AA

".. .‘.
AA
[

I I 11

SR W

ZX
N

oo

 PROCESS B . . PROCESS 0

ety

STEPfACTtON ,*g‘j' 7'*‘_'a,. . STEP ACTION

* * s
=2z
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j:;WE}'4° .i{.;,ia'_';‘:

YREQUEST ENTITY M‘_i,i 'f'[-qd

'REQUEST ENTITY N |

'LOCK ENTITY M ’LOCK:ENTrTY N

——

:READ ENTITY M 'READ ENTITY N

e
el
o -}-‘,'; + ot

i?WRITE'ENTITY M ]WRITB ENTITY N

e
—_—t et

;REQUEST ENTITY N

JREQUEST:ENTITY~Mf}

fLocx ENTITY N fPééKQEN?ITYFNQY?.

READ ENTITY N

'READ ENTITY M .

WRITE ENTITY N

UNLOCK ENTITY M

“UNLOCK ENTITY N
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1

UNLOCK ENTITY N J

_UNLOCK ENTITY M
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Sequence of steps that leads to deadlock- o
Paqulqlpzp3q2q3p4q4

'5.j Figu 2 g_,Deadlock in consistent database systems. 3:if;N

;YﬁLet us assume that the database correctness (consistency)

; ~'fjassertion on the entities is that M N, and that the

initial values of M,and N are the same._ Interleaving the

’f”factions of processes p and Q in an arbitrary faShiOnr SUCh

';as P ’Q ‘P 02. leads to the loss of database correctness.,ff_"“
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Although it is possible to construct the processes so that
\database correctness 1s maintained, concurrent operat1on can-
'still Lead to deadlock In order to retaln the strong
.con51stency result of Eswaran et a1 f1976], which requires
-zfthat ‘the - processes be'"well formed“ and "two phase , the

'ﬁbprocesses P and Q are diV1ded into d15301nt 1ocking and

”‘x unlock1ng phases. A well formed process 1s one which locks o

an'an entity before acting on it further, and subsequently

| hunlocks such entit1es . A process is- thus requ1red to be‘g
-v\div1ded into growing and shrinking phases. The first unlock
- actlon marks the beglnn1ng of the shrinklng phase, after

'ﬁwhich a process cannot 1ssue a lock request on any entity in

7lthe database until the release of all entities held by the }i

';'process.- In this context 1t is essential to note that the
'}i process P (or Q) cannot unlock entity M (or N) before L
’locking entity N (or M), 1f it 1s to maintain database o

‘“5_correctness. The actions of processes P and Q' and a

'5lfxsequence of steps that would lead to a deadlock under.*h?
f}?hconcurrent operation, are shown in Figure 2 2 Be51des this

hil?illustration, the example is used again in Section 7 5 to

zlhﬁ_demonstrate the de%dlock problem whiqh could arise in a
Vr.distributed database environment ‘;everal other aspects of
:Lfconcurrent operation such as transaction, lock log, and

.ﬁhnrecovery management have been dealt with thoroughly

‘ﬁ:;elsewhere FGray, 978], and are beyond the scope of this

‘??thesis. S
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2.3.Approaches:to:Handling Deadlockse»'“'

The ba51c strategies for handling deadlocks are

.detection, prevention and avoidance Eby heurlstic means)

thetectioﬁfTechniques: e

‘When deadlock detection schemes are used the requested
ﬁ'resources are granted where p0331b1e.‘ These techniques

';;Nperiod1cally 1nvoke an a1gor1thm which examines the current
.1resource allocations and outstanding requests, 1n order to

:4_1dent1fy any processes and resources 1nvolved in a deadlock

e If a deadlock 1s discovered the system must recover as

f‘gracefully a8 possible bY preempting resources from relevant B

nlprocesses until the deadlock is broken..}g,

”“ad involved in detection comprises of the_*

~‘f:runitw the" algorithm and the potential losses

mpting resources.ﬁ In detection schemes no

';"actidhj pted until the actual occurrence of a

deadioc 'us a resource may be held 1d1e by a blocked
process long period of time._ Tf the resource held 1s :
a tape.d ffor which preemption involves possibly

fg@unaccepta,_e'overhead 1t is difficult to use detection

”;principles effectively.v - g5;'m

Nevertheless, detection techniques have some ‘ff,"‘i

ffadvantages, since the scheme is invoked intermittently.qﬂAnff,ﬂf}

‘7fcontrast, avoidance or prevention mechanisms have to ensure r~'

”.[that deadlocks never occur for any request made, resulting



'iln undue process)waits and run-time overheadl On—line,.t'-
"handling of deadlocks is facilitated by detectlon princ1ples.
‘h?;as developed 1n Chapter 3 : Detection is used 1n conjunction
'w1th a resumption mechanism, such as. a t/sk swapping "

fac111ty Resource preemptions are m1n1ma1 51nce only the

"'k_,essential ones. occur.riﬂ jﬁ.e ST ﬂf N

. T
s

lIn"" context of database systems or dlstributed ;»3

é__databa'es, detection methods rely on the management.syStem ;3h
.-*'v'to "5b0"rt, rollback, ahd restart at 1east one database
.p:process to break the dEadlock ' Here,_the problem of ;7

rollback and reCOVery assumes great 1mportance from the :

j*;fpviewp01nt of maintalning consistency of the database. .

*:ypreventionfMechanismséi;T? . 11}1'f>“*:fa*;’»-'12*”\ﬁ'*_¢,'

’

Preventlon is the process of systematically structuring

:‘v;¢the requests of processes in a fashion such that deadlocks

ffﬁ}wlll never occur,'by putting constraints on the system s

ai}users. Most proposals for prevention require that each

Jif?process specify, a prior by all the resources needed before:tt

Tfﬂiprocessing begins.r A prevention mechanism differs from an

Td;y,avoidance scheme in that performing run—time testing of ~¥$?7

-

'};potential allocations is not necessary. The deadlock can be o
f{prevented in several ways, including requesting.all | ‘.y
dﬁl]resources at once*‘breemptinq of resources held, and }';li:hn:“
~"jﬁ;l‘esource ordering.-xalh" SR ' -

g fl The simplest method of preventing deadlocks is to

;‘-outlaw concurrency, which is an administrative solution tofflf
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"1 thefproblem;, However, it 1s not consistent with the present-ﬁ

day philosophy of system design and leads to very poor usageil

L of resources. Another method regu1res th&t alf resources beu_

acqu1red before processing starts.- Such a scheme is

L ineff1c1ent 51nce resources held may be 1dle for prolonged

periods. Thls method works well for processes which performrs
a s1ngle burst of activ1ty,,such as;input/output drlvers. 5
For processes w1th ﬁluctuating requ1rements the method may
be 1mpractica1 In a database environment '1t may be

1mp0551b1e for a very highly data driven process to spec1fy |
and acquire all needed resources before beginning - |

processinq In any case, the scheme discriminates heavily

ll against data driven processes, 't?*‘.'f

>Certain other prevention methodsirequire a blocked
process to release a resource held when requested by an
v active process . In such schemes a process goes from an
| active to a blocked state when its request for some-resourceg;g

icannot be satisfied 1mmediately i A typical example is the

T8

| usage of main memory, where a process is completely swapped fﬂﬂv

'?*ﬂ'out by preempting the memory it holds, whenever more than igi-y

the currently available memory is requested The process 1s;]fl

swapped baCk only when the entire larger quantity of memory ;ef?

is available., In this scheme preemption of resources is ﬂfﬁEtf7

done more often than necessary.. Under certain circumstancesf&f'

l

in database systems, this scheme is subject to what is

called CYCIic restart' TStearns et 31-: 1976] in which two f[57

or more processes continually block, abort, and restart eachhhj;



“og

"other;}asfshown with a detailed eXample in Appendixrh.

A more refined form of prevention is by resource

ot

‘,:ordering fHabermann, 1969] . All resources are uniquely

| '~yordered, and a request for a spec1f1c resource is met if and

only if all resources lower in the ordering that are needed

N

" in the future-are also allocated Blocking of processes in

a circular wait is ruled out by the ordering rule. The
feasibility of enforc1ng resource ordering by compile—time'r'
‘checks is a major advantage of the scheme.’ Run—time |
computation is not needed as the deadlock problem is solved
':ocompletely in the system design. Besides eliminaring the
overhead associated with an aVoidanCe algorithm ‘the"

r\

"~lscheduling problem is simplified Sequences of requests by

)y

‘J‘a process. which can be allowed are restricted by the scheme.

'This method relies heavily on educating system users
regarding the ordering rule.‘ a process ‘may request -and hold
- resource rather early in the prjgessing stage, in which‘

4

case an incremental request for the same resource at a

-

stage is disallowed by - the ordering rule._ This leads to
':pr:empting a11 the resources held by the process. _Inia”
d database system environment with processes of flugtuating
‘ineeds, it is difficult and almost impossihle to order the

eiidata resources (records, entities, or fields). S R

3 - (')’» .

- szs'rdanc e-:‘sc'hemfes‘:[ S

In avoidance schemes, a. reguest by a process for a

resource is qranted if and only if it ish"[rtain that this :

e T
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allocation still leaves at least one safe: path for all the

'processes to complete,their execution.‘ Pffectively, the

‘scheme prOJects detection into the future ‘in’ order to keep
| 'the system from committing itself to an. allocation which )
:fF.Will eventually lead to deadlock To avoid deadlock,-

therefore, it- is necessary to have some advance informatlon g

A

on the future resource requirements of processes. .

Empirical observations have suggested that to a great )

‘ fextent deadlock prevention mechanisms undercommit resources_}

»while the detection techniques give away resources so freelyy
'vthat deadlock or near deadlock 51tuations arise frequently.;«a
. Avoidance schemes select a mid way approach between highly

"conservative Prevention mechanisms and very liberal'“ﬂ

- detection techniques.

Avoidance schemes do not requ1re preemption,_but do

h"need knowledge of the future._ This knoWIedge may be in thel_

' "form*of upper bounds on the quantity of each resource group

required by the process.' If the upper bounds are generous,

l“the resources are used inefficiently obtaining technical]y e

~y'good upper bodhds is difficult in the avoidance approach

7.In a heavily loaded system with most resources al]ocated

j.there are very few safe allocations for the outstanding

.

jrequests. This may lead to processes getting blocked for i

<t

long periods while holding useful resources.,“
: ;\~” R .

In both prevention and avoidance of deadlock cases,_,.

: irecovery from systems implementation programming error needs i.f

1
-.\ . .

\ RN
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a rollback mechanism. ‘A complete pictorial"viey of'these
basiC»strategies.aggjtheir comparison is depicted in Tables

2.1 and 2.2, \,'_ SRR

rgﬁbfingrbeaaloakégr

- j: One less novel approach ‘to- handling deadlocks is to
1gnore them. Such strategies have been referred as an

; "indifferent strategy [Isloor and Marsland, 1978] or a ?ha

e strategy strategy THolt* 1972] In contrast to detection, U

‘jprevention, or avoidance methods, ignoring deadlocks saves =
;~:the overhead involved in the maintenance of algorithms._;jv}I”n"j
‘3"dsuch a case, the onus of recognizing deadlocks is borne by

;beither a shrewd computer operator disqovering blocked '

‘”processes, or a skilled user waiting for an- answer.ﬁiyiihi
“’AIgnoring deadlocks can have disastrous effects on the‘yh
= consistency of data in both distributed and centralized vrg3f

7

| «fdatabase systems.‘uﬁ””b

2.4 MpdeleofiDeadlockk ]

In considering the deadlock problem, our interest in
this section lies in the representation of process ,l

}:interactions while allocating resources to processes.v"

R Processes in coqputer systems can be dynamic in the sense e

T?that one process may create another.; Processes are said to P

:1'interact explicdtly when they inter-communicate among

‘ip,fthemselves, using messages created by the sending processes‘fdjfl

é/and consumed by the receiving processes._ Process .

¢
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.

»interactions as a result of competition for access to
"physical objects are termed 1mplici Either explicit or
-Limplicit interactions can lead to the blocking of processesl
‘ Holt has proposed the distinction of "reusable resources"~
"'and consumable resources" to model 1mp11c1t and explicit

~"ﬂinteractions respectiVely fHolt 1971, 1972].

.

The physical devices of a computer system, such as tape(bf
'drives,ddisks, memory, channels, are reusable resources. f;-‘
'There is always a’ fixed total number of units of these

7hresources in any system.; Any unit of a particular resource L

.“’°;can be held by one. process at a- time. Thus, each unit of av]-f

ifresource is either free for allocation or is held by a.aff"f"“

"“fheprocess. The allocation strategies specify the un1t of the M:

'ﬁresource | For example memory may be allocated by pages, w]fjf.-
'Vdisks may be held in units of tracks or. entire disks, and

"data may be assigned as records, fields, entities,'or files;ff

Message text from operators, external interrupts,

”fytinter—communication between processes, and card images

7produced by a card reader are examples of consumable »
B =

'resources. Typically, the total number of resource units/is
:frnnOt fixed When acquired by a process, every available/unit iﬂ*
"iiof a resource ceases to exist A process which creates a E)

_consumable resource must be treated as/if/it were holding
4;the resource.” Such a creator of;a/?esource may release any ;ﬁff
bh?number of units of the resource}?~ConSumab1e resources are }

:“]'°feated and released bY a Producing process,_and are

N

",frequested, acquired and used by other processes.: Whereas,,}fbf»“



reusable reSources\are assigned by the resource manager to
. requesting processes which, after acquif/ng and using them,‘_

‘:return them to the manager.v

| Many resources, such as’tape-drives.and pr1nters, m.
d-fpermit only exclusive use by one process at. a time but
others, like data resources and read—only programs, may
lallow shared use by several processes., Another

‘characteristic of a resource is the p0551b111ty of

.‘preemption,‘ Some resources may be taken back by the system, o

;w1thout any actiow by the process.; Such a process 1s then =

0; e e

s;either aborted rolled back (if necessary) and restarted,.or e

'iforced to rerequest and thus wait for the PfeemPted
ﬁfhresource. The cost of aborting or restarting the processif'
{l ccounts for the inherent losses due to preempt1°n° :In?lfof
‘"‘;certain cases, it is possible to suspend the process andbll“

"Apreempt the resource, yet preserve the current states of the

"process and its use of that resource for a later'resumption,:g?”'

2

‘Such resumption does not lose processing t1me already spent ;;;v’

‘:i_Typical examples of resumption are..?" |
(a) CPU 1nterrupts, in which the‘resource preempted is the

CPU.: The information that must be preserved for later

‘drestoration is the status of the PrOCéSS (f°r example
ly}egisters and the program status word'), and
:l‘(hi_swappingr in which primary memory is the preempted
"ﬁresource and backup is provided in secondary storageetf5

Y

L“fi{ When the system has different resource types and more -

E Vthan one resource of the same type, the degree of complexity



) o , _
- of the deadlock problem increases. Attempts to model and

- Y

formalize the problem have resulted in’ two fairly

-

'interesting major proposals rCoffman et al.,_1971,}Holt

1972] 1In. these proposals, process interactions have been i

'7represented by using graph-theoretic models, and deadlocks

T‘Vhave been expressed precisely in terms of graphs._i“:

Rk . . ' -
Given a set of processes and a set of drstinct

R resources 1n use by these processes, Coffman et al define a

state graph as’ a dlrected graph whose nodes correspond to

: the resources and whose edges are defined as follows- At any'_»:‘

'r'given instant of time, there exists an. edge dlrected from a
*[]resource node R to a resource node RJ, prov1ded some

’.:Zprocess P has access to Ri'and has requested access to Rj.ytg

-i 5It has been shown that a directed circuit in the state graph“:fr‘

:1s a necessary and suffic1ent condition for deadlock

'”'E’xa‘mp"le 3_; Let pl,; 2, 93 and Rl,,az, R3 be

ﬂ”!respectively the processes and resources in the system.‘ltetirf-ﬁ

;‘Rl be held for shared access by both P1 and P and let P3 ffdfrd

.'_hbe waiting for exclusive access to Rl Assume that R dhf;'“'*

‘fQ_Rj are’ held for exclusive access by P and Pl’respectively,,bv

hthwhile P1 and P2 respectively wait for exclusive access.g The"

",:process interactions here can be represented by the state

lvgraph shown in Figure ? 3 The existence of a directed

circuit involving three nodes in the state graph clearly

'b'means that there exists at least three deadlocked processes.:u_b‘

5f;Por clarity and better understanding,vwe have labeled the e

;T,edges in the state graph For instance, the edge directed flzﬁpvu
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Ve .
\ ~.

from R1 to R is labeled sP2e indicating that P holds R1

for Shared access and isrwaitlng for exclusive access.to“Rgr

and“SO on. - i:; N \7‘Ff'r':f"‘>

f{Figurergrzr“state,Graph‘for Example‘é.lrﬁ'

’.For the generalbcase, nith more than one unit of some
:‘(resources, the state graph defined above is 1nappropriate._,foy
Coffman et al propose that the resources be partitioned
into different types, in which resources of a’ given type are:

e 1dentica1 3 The nodes in the state graph then represent

‘resource types. Afdirected edge in the graph exists betweenT}fj

’wﬁ a- node representing one resource type to another, whenever

any process has acquired access to at least one unit of the },jﬂ

former resource type and has requested access to at least
: one unit of the latter type., A directed circuit in such aii

generalized state graph is still a necessity for deadlock

existence.» However, it is not sufficient.“y

Holt's model of a system of interacting processes is a_J,;[

4 e
c1&ssica1 piece of work which is thorough and comprehen- :

\

. sive.¢ The charaéteristic of the approach is the use of J;;if

general resource system' which models-reusab}e-as weil as

L consumable resources. A general resource graph is defined e
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as a bipartite graph whose diSJoint sets of nodes are the
:“_set of processes and the set of resources (reusable ‘and
.;consumable) The set of resources is associated with an
-available units vector whose elements are integers of thef

. &
“:‘quantlty of resources available. Edges directed from a .

-process node to a resource node are termed rquest edges.""

Edges directed from reusable and consumable resource nodes

L*

N to processes are called assignment and producer edges

n’respectlvely 1 A process is blocked 1f and only if the

xf'number of request edges from this process to a particu]ar o

S

:“resource exceeds the number of available units of the

ﬁt:resource.» A process is deadlocked when it is imPOSSible to"
"*{fget the process out of the blocked state. tn that approach

llépavﬂgraph reductions'imethod is introduced to check if alr i
vk:lprocess is deadlocked A graph reduction corresponds to their

’fdﬂlbest set of operations a particular process can execute to

52225_ 3 i General resource graph for the traffic ;dht“l'vv

' deadlock of Figure 2 1.

. v .

.fﬁall processes having requests are blocked, the existencetof Tf“

:xfa directed civcuit is a necessary and sufficient condition R

‘f:jfor deadlock It is further derived that for a general

. It is shown that for a general resource graph in which;'i



"':&' r"” ,[V‘= ‘:bri; - - - Co ’38.

'resource system with single unit requests, a deadlock ex1sts
’A1f and- only if there is a cycle in the graph ‘A 51mp1e |
illustration of a general resource graph corresponding to R

2

. the traffic deadlock of Figure 2 5 1s shown in Figure 2 4

"(1n the situat1on when a11 the cars 1ntend going straight\

It is ev1dent from Figure 2. 4 that the cars A, B C andbv

’D are deadlocked ' Intu1tively, a necessary and suffic1ent

o ”condition for the existence of deadlock is. that there exists_

a c1rcular cha1n of processes in which each process holds

:exclus1ve and non—preemptible control of some resource, andxt'
is requesting access to at least one resource held by the

' Jnext process in the c1rcu1ar chain of wa1ting processes.

‘;?2 5 Comparisog and Contrast of Deadlock Problem in the Three;:.'
ff Fields ,f«ﬂ?fy 3}3;]*f[y’ﬂ7;ﬂ't;Epfjt;f'»:W’ RIS

Considerable research has been done on the dead]ock

v’.- c. '

:c;problem in operating systems, and 1s surveyed in Gectionf;lj:ﬁdf

:77*2 6 l.i BriefIY, three broad categories of algorithms have fr‘?i

-5been proposed (i) detection, (ii) avoidance, and (iii)

~@prevention., It has been shown that in certain cases, it is ;[5f5

"possible to suspend the process and preempt a resource, yet f';d"

;llpreserve the cdrrent states of the process and its use of e

,’that resource for aiﬁ%ter resumption.(;_f

Even though the general principles for deadlock

”hfﬁhandling that have been developed for operating systems are ffl%

‘;;lapplicable in database systems, several additional problems‘;_",
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_ariSe.] The resources which processes may w1sh to. lock for

;&clude pieces of shared data. Very often the
sproce%ses m;

values such as '“LOCK THE EMPLOYEE |

. pREcoa ' “f frEEs ™ THE SYSTEMS PROGRAMMING DEPT. "

P i ntroduced by thlS aspect are normally

rating system environment.\ In. add1t1on, a’7
-partiCul rresource may be described in more than one
h,WéY;iin ature of a data resource may be altered by a-"
ijfprocessh lting ont1t Locks may be 1nterdependent 1n the
'¢jsaﬁsag;55£; rther locks may have to be requested dependlng
‘ ock;; Because of these complications many s
:j cohventional ,pproaches to resource 10Cklng in operatlng
'"yhsystems are made difficult or 1mpossib1e in the database

the case of preemption of a data resource,

;&aintaining uniformly correct data in the

N

i

':aone or more processes.t The cost of abortion and rollback ig
-f[@generally expensive and significantly complicates the ~f o

bigdead1°Ck Problem.ih,gf'-f
An autonomous component behaviour is the main"*-Vav‘
o characteristic of operating systems for a netwerk of

'fcomputers, which greatly aggravates the control problems. .

‘i*Presence of appreciable time—lags renders synchronizing the-,itjjf

"*iactions of the various controllers in the system much more ;f'

?=gdifficu1t Moreover, the deadlock problem in distributed

‘wjlsystems is somewhat different, since in geographically

' ock requests, the locking criterion for'

s

'x;esystem dictates the abortlon,:rollback, and restarting of »m;?“



'_f_respectively;

'“'Assume that th f

o resources M and N arr

'brinvolved in a deadlocﬂ whic neither computer Cl nor C

-frespective installations.:

40

»

o dlstributed databases all information needed to detect

deadlocks is not necessarily available at any single

'installation. Consider/the example of Flgure 2 2, but with

' two separate computers/C1 and CZ' as shown 1n Figure 2 B,

‘roces P and reSOurce entity M resiée at Cl

.;and process Q and resource entlty N reside at C?

ive At remote 1ocations and get
Y [}

an

-detect based on the information available at. the1r]ﬁ7f7

p LEAVES BEFORE nfﬁff;
'Q ARRTVES.

T N ;;g R :
b ST
. N [y
SN e
SN T T ”

R A

1 0. LEAVES BEFORE i
P ARRIVES.~]

NV AR

_Wr__,rﬂ-—m/“/ T

ndyrigure istribuqed database deadlock-

2.5: D
. Exam 1

cOmmunication delays may lead to synchronization

, Processes P and Q, after updatlng local data;;

2‘ can ‘:5;_ :

o

e f Figure 2. Zrin a distributed environment.

J;} problems in obtaining an'fccurate view of the status of the :
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'computer network v Typically, an’ existing deadlock may not
B

e 'be detected, or a deadlock may- be 1ndicated where one no

o ,q2,6'SurveyropreadlockfHandlinngchemesJsf

| ;longer exists.. Synchronizing the updates of multiple—copy
| -’files 1s non-trivial _ Also, abortion, rollback and recovery ﬁl

o become very involved and requ1re further commun1cat10n.¢1

iy Many different deadlock handling algorithms and

‘?5approaches that have been proposed for operating systems,

:7,ﬁ'database systems and distributed databases are presented

'-(,“

A plethora of research papers has appeared on deadlockaqu

:"-yjin operating systems.» The most notable among them are

*E:'lalscussed below.; sﬂﬁ*"?

. T

o o

The appfoaches suggested by Havenderf19681 exclude
I

7.w;:prior the possibility of deadlock by putting certain}Vh’

"qconstraints on- the way in which requests for resources may

* be- made.,. 11 the required resources must be requested and

~f}}granted/before the process can proceed In@a second ’

.7vstrategy, when a process holding certain resources is denied zf

:i?d~a furqher request, the process must release all“of its

ff,origi al resources and rerequest them together witéi;he ,
‘;gaddi?ional ones. The third strategy utilizes the principle

E};dof resource ordering., The capabilities of these three

'ﬁ;rqsch_mes haVe been discussed in Section 2 3.43_fo71ﬁf'j":"

: ¥ Sl :
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n“The Bankers algorithm thabermann, 1969] is a practical
uekample of avoidance. The approach uses the "Maximum Claims'
Strategy ‘with regard to information about the future
resource requirements for each process. This information isb
provided in the form of an upper bound on. the quantity of

~ each resource group that wifl be used by each process._‘A;“
‘state is considered safe if there is a process which can run
.to completion using only the available resources and those ‘i_
Valready allocated to it. A state further derived from such-
.a state is also safe. Deadlock avoidance is achieved by
testing each possible allocation and making only those which
vleadito safe states.> If the process which is the originator
-_of this request‘can run to completion and release the‘

, resources it holds, then all other processes in the system

can be completed, since the state previous to the request

was safe.

Hebalkar[197ﬂ] uses a graph model to represent
'processes of mote general structure (asynchronous systems)
ﬁfthan those considered by Habermann. In that model, nodes .

_represent transitions of a computation and edges represent

;ﬁj'the demand vectors of resources. A cOmputation splits into

'fr parallel subcomputations, which can merge. The state of_a

}fﬁsystem can thus be represented by a cut-set of a graph.‘z-”

'fs:Safe, as well as deadlock states can’ be represented in this

.

'fzngmodel. Advance information in the form of demahd ,ectors ofv;

»[fresources in the graph model has been used to desiin




{

Coffman et al.,‘use the model illustrated in Section ;
2.4 to provide a deadlock detectiqn and recovery scheme for
‘the . case of more than one resource of a given type.‘ Such a
._method needs a more elaborate state description mechanism

than a state graph, and is supplemented with aa]location

. and “request"‘matrices and an’ "available resources vector_.

,An algorithm is designed which uses these data structures to
”discover a deadloct bv‘simply investigating every possible '
o sequence of remaining processes to be completed | This
algorithm precisely identifies the complete set of <;j'ap"t
deadlocked processes, and runs in time proportional to the

‘,square of the number of processes._

A furth‘er' al‘gorithm '[Coffman et al., 1971] for' ‘deadloc‘k"
recovery is suggested by preemption of a subset of ‘
resources that yould incur a minimum cost. An efficient
”branch-and bound tree-search technique is~utilized to find a;
, minimum cost solution. This algorithm facilitates the
vinclusion of preemptible resource types of varz}ng
Tpreemption costs in the notion of deadlock. Thus’, the
recovery technique is designed to avoid preemption of

"resources with high inherent losses. An informal discussion‘

of certain theoretical aspects of deadlock avoidance using

information on resource requirements is also provided :

A comprehensive proposal for deadlock handling [Holt. .b‘

R 19721,_13 dealt with in detail in Section 2 4 Holt

‘7;ivsuggests an efficient deadlock detection algorithm for the

4“\special caskkof general resoutce systems with single unit "



requests. The algorithm tests the general resource graph
: for the ex1stence of a cycle. This is- achieved by
determining if the successive elimination of all sink nodes

vproduces predecessors which are alSo sinks A sink node is’

one with no edges ema atin from it (i e. no wait requests).

o All nodes will become si ksiif- and only if the graph is

d}devoid of a cycle.» The. mechanism is a simplified ver81on of .

S 'successive graph reduction.

th

An effective algorithm rHolt, 1972] is used to
'ldetermine if a particular blocked process is deadlocked
"The algorithm systematically traces out all paths 1ead1ng to7s“
,the corresponding process node. A path which leads to a
sink exists if and only if the process was not deadlocked
' Both of these algorithms execute in time proportional to the'
number of edges in the graph A weighted edge is used to ’
represent allocation of multiple units of a resource to a
: process.‘. - | | ' -

The relationship of graph reducibility in consumable
lresource systems and the security from deadlock of such a
'system is: investigated | A deadlock detection algorithm for'

- reusable resource systems is pnesented The technique of

;ﬂvgraph reductions is used. to improve Habermann s original

deadlock prevention algorithm.- The importance of‘graph j
‘ ,feductions in investigating the deadlock problem is |
'jjeMphasized {Holt, 1972].N.» | ' o
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2.6.2 Database Systems. \

" Various aspects of co‘CUrrent operation of database

'processes‘haVe been the topics of active research in the

-recentipast{_ Several repor's have dealt with thefdeadlock -

j}problem in database systems, the notable among them being

P

surveyed below.i

[

'ShoShani,and Bernstein(1969] assume that a:database can

| ybe'representedwby\a'graph with nodes representing

'_collections of infqrmation. A directed edge exists between -

ﬂ;two nodes, if one node contains the address of the other. :

'bs:Such a database is assumed to be accessed by a set of

'ff';routines called primitives., Under concurrent operation, twowr

'ngor more primitives may conflict with each other while ;bl,

-

a;accessing a node. To overcome these conflicts a procedure; B

called the walking algorithm was formulated It requires gt

| fthat (i) a primitive 1ock the next node it wishes to access

ypavoidance) of the walking algorithm.~

";before unlocking the node it is currently accessing, and 5
,(ii) it keep a node locked only during the time of its

‘ accessing.a Further, a method called the two—step algorithm :

is developed to overcome the dsawbacks (including deadlock o

e

The LOCK-UNLOCK mechanism of the comsn. approach to

".idata management, which enables incremental allocation of
data resourCes to processes, is described by King and |
"”(Collmeyer[1973] A database access state graph is used to L

,;j'idefine the state of all acoesses to a database. Thus the'~v*



LOCK-UNLOCK mechanism can be modeled by state trans1tion
functions that map access state graphs to access ‘state
graphs. The operationsﬂof the functions LOCK, UNLOCK,
vALLOCATE and DEALLOCATE are modeled Further,‘it is shown

‘_fthat the ALLOCATE function is the only one that can

7"_‘precipitate a deadlock A necessary and sufficient -

icond1tion for the existence of a deadlock is derived in"

' 'lterms of the effect of the ALLOOATE function,«iA,scheme is

1i.devised to detect a deadlock using the fact that one ‘can.

u

hfboccur only when an allocation request results in a process'

iqbeing blocked 5 In the eVEnt of a deadlock, a recovery

.i‘fSCheme is suggested.v A major shortcoming in ‘the approach 1sﬂ"

7_that a process cannot have more than one outstanding ggﬂgp,,fh
5 request We have stated in Chapter 3 that in real world
Iapplications it is a very ‘common necessity for a process to f‘ﬁ

hhave at one time more than one outstanding request

One proposed technique fchamberlin et al., 1974]_is a 3r,‘

*jshrewd modification and combination of (i) trying to

‘preclaim needed resourCes, Qii) if preclaiming data

;resources leads to a deadlock, preempting data resources,“ o

*g'and (111) 1§%¢sing a presequencing Scheme for processes by

t,fime stamping, to. avoid deadlock due to indefinite delay.:
 The - Method requires each ptocess to 1ock all of its datavf}j
d'ffresources during a 'seize phase", before starting the_,fj-"'

execution phase"' The concurrent running of the seize

_:}iphases of processes raises the deadlock problem., During the;_#

'w4seize phase. Preemption from a process of locked resourcd% 3;;f




is possible, and backing up a process to the start of its
seize phase is easy. Once in its execution phase, a process
pis not allowed to claim more resources. The end of an |

. execution phase is first signalled by. the release of all
"resources held followed by the possible starting of a new
seize phase. An age indicator attached to the processes is
“used to avoid deadlock due to indefinite delay of processes,'

o thus the method is deadlock free A formal proof of 8

.;:‘correctness of the deadlock free property of the scheme has .

'*_also been demonstrated This algorithm makes the dynamic

N "resource allocation based on previous/current calculations R

. R

f}lineffective. ,ff_;.:~fj[*,f}7 ifl'lhﬁ:le,w,fafgi:

”One~1evel 1ockout and two level lockout methanisms

i ,[Schlageter, 1975] are considered for synchronizing database;_f,

‘Jllfaccess the database at any time, regardless of the

T:access.. In the one—level lockout scheme, the readers can

,'}allocation state, whereas the writers are required to lock

E»f»the data resources.; ‘In. the tWo-level lockout scheme,~

'Qreaders may share the same data, but have the right to

‘f.“prevent writers from accessing this data. This is

{'fPresence of a cyole in the process graph is shown as a

yimplemented by using primitives LOCKR (read) and LOCKW

(write) . Data “locked by LOCKR can be accessed by any \ L

-g»reader Data 1ocked by LOCKW can be accessed by readers

f:vwhich do not need to be protected against changes of data.i7 e

.'llnecessary and sufficient condition for deadlock existence._i'

V;i‘Given the process graph, the deadlock detection procedure~97'”5”“
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‘starts at, the blocked process node and tests if a path
',reaches -the process node again. Under the two 1evel lockout‘
mechanism, starting at a blocked process node and traversing’ o

leaths to detect deadlocks is no. longer simple.

One scheme proposed for deadlock av01dance in database

‘quystems TLomet, 1977] requires the processes to pre-declare
»‘their anticipated resource requirements, with the system |

| granting only safe requests. The algorithm is tailored to' L
';=the needs of database systems, unlike the approaches of
i“yfﬁabermannr1969], and Holt[1972] A series of time—varying
r:lgraph representations is defined for database interactions.v~
‘b"‘“holds—claims graph" represents only those processes that»li
:':iyare currently making a claim on some common system S
~hé1resources.-;Al claims-claims graph'}represents the processesr‘
iqfﬂﬁhich are potentially capable of dEnying resources to one"
hjf‘another,\their claims being in contention.fi nholds—holds_;:tiu*
‘higraph” represents the allocation status of the system._}Afhd}

»'Tdeadlock exists if and only if there is a cycle in the B

}iiholds—holds graph whereas a deadlock can be avoided if and m'

"mfrequest/release.5 Even though the possibility of indefinite L

:.S'

‘?,'only if the holds-claims graph is cycle—free. A deadlock .512”:\
fp»javoidance scheme has been devised which performs appropriatef.

”;’actions on claims-claims, holds—claims, and holds-holds

)

.i‘graphs in the event of process entry/deletion, and resource R

:1i delay is not entirely eliminated it is reduced as a result'

i'ﬁfof the strategy of incrementally granting requests. 1:j.7“



1 2.6,.3 Distributed Databases

Relatively little work has been f@portedbon'deadlock*in
distributed systems. A thorough discussion of all ‘earlier
,‘attempts to handle deadlocks in distributed databases, and
‘jtheir drawbacks, is provided A ne>7approach suggested by

~ us is dealt with in deta11 1n Chapter 3.

' Prevention of deadlocks in distrlbuted databases :;s/
been the sub]ect of papers by Chu and 0h1macherr1974] “

' Maryanskir1977] In their first approach Chu and Ohlmacher

require that all data resource' be allocated to the ©
':-processes before initiation, which in turn needlessly delays
“;5the processes.~ Their second technique is based on the fpsf
’ivfconcept of a process set which is a: collection of processeS'

jwith access to common data resources.‘ A process 1s allowed e

"ij;to proceed only if all data resources required by the

“f;Jprocess and the members of its process set are available.gffpf””

'*77In Maryanski's proposal, each process has to communicate itS;'hiei

) 4shared data resources 1ist (conceptually similar to a

’Vhprocess set) to all other processes before it qan proceed

t This shared data resources list is determined by using what

l“is called a process profile, which contains a list of datav?nn _]

‘resources that can be updated by the process.. Thei' |
';_communication and computation of process sets (or shared'%a:"
i};idata resources list), which is performed continually as B
t'_yprocesses enter and leave the system, makes heavy demands onit

}‘_-fthe system. d



| Techniques for deadlock detection in'ainetwork
environment rChandra et al., 1974 Mahmoud and Rlordon,
1976, 1977 Goldman, 1977] have been proposed At each
installation, Chandra et a1. require the maintenance of a
tresource table which contain§ 1nformation pertaining to
slocal resources allocated to processes, processes waiting
‘ifor access to local resources, remote resources allocated to

P

local processes, and 1oca1 processes waiting for access to;.

| ‘fremote resources.' The type of access requested by the

.process is also stored _ They hypothesized that by u51ng

"., such tables, well known algor1thms for: detecting deadlocks

“in a single system could be extended to detect deadlocks in-

;.a network of computers, by communication between ‘ |
ifﬁinstallations and appropriate expansion of resource tables.
}t Schemes to expand resource tables in a network environment

éf°were included However, Goldman has shown an example in

-[C“which a deadlock is not detected by their proposed scheme.‘fg;f

The Centralized Control approach to deadlock deteetion_]{j*w

’in distributed databases of Mahmoud and Riordon creates an }ﬂrf

'1f7f0vera11 picture of the global network status by using f11e S

hquueues and pre-test queues (a queue of requests which can v

“ponly be granted at a future time) received from’ all other

’,installations in the network. ﬁs the identifiable unit of

"'object—data becomes smaller in size, message congestion at ‘;1j72

'

"\the control node increases to degrade the network
"performance. The authors also propose a Distributed Control

'"kapproach in’ which, in a network of 'n' computers, each
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installation transmits (n—l) identical messages conta1ning
status and queues of files. Each installation thus receiveslﬁ
'(n-l) different messages.‘ As shown by Goldman this approach

‘,has a flaw, in which a’ certain deadlock goes undetected »Inf'

} ;any case, all these proposals require the communication of

_large tables between installations.

The Detection schemes of Coldman are based on the RN
.creation and expansion of an Ordered Blocked Process Llst
(OBPL) An OBPL is a list of processes in which each

process except the last one is waiting for a data resourcet~

'*Ljfheld by the next process in the list Whenever an OBPL is,_‘

rL

transmitted between installations, a data resource name isf7

¢

"’pinserted into the?"single data resource identification part" :

R of the OBPL.. The last process in the list either has accessf

.:to, or is waiting for, that resource.r In the former case 7F

litthe state (blocked or active) of the last process in the

;gJOBPL must be determined while in the latter case one needs

feit° know the state of the process which holds the data ;;ij*

Q|

7ni’“resource.b Goldman proposes techniques to determine these ffdigf}i

f-;states and to eventually detect deadlock (if anY)

Even though Goldman s method seems sound it does have';jf:'

’isome shortcomings. For instance,_no process may have more =

;f_than one outstanding resource request which is not

%]1genera11y the case in real world situations, as illustrated

~in: Appendix q.f Also when several readers share access to a- ;,{"

ifl_v_f'.zdata resource, Gpldman requires the creation and expansion

'tffof one different copy of the OBPL for each reader~ since if .;;f'-




‘ N W
,one’of the readers iS'deadlocked,~then‘so is'any process
'which requests access to that resource. Tt is possible that
OBPL' s, while undergoing expansion, could be transferred |
-(sequentially) among several installations or several times |
between the same two installations before a deadlock is 8
rdetected Furthermore, OBPL s could become large, leading

lto substantial overhead, eSpecially when records or entities't

ﬂare con51dered as data resources instead of files.
» ' . . . . ki N .‘ Ev -
The primary disadvantage of all the existing methods is»'

-hthat they cannot recognize that deadlock is 1mminent without

"substantial communications between the computers in the

*'network Thus, the algorithms described above cannot be

' used effectively for on—line detection since they are very
i;susceptible to"synchronization error , in which either a.

‘1deadlock is indicated where one no longer exists or alﬁ;'

:*;;;deadlock occurs and is not recognized - when two autonomous

/

”:yjcomputers concurrently allocate resources before advising

Vifeach other of their actionS-;fjdih

‘- o st iy

It is hypothesized [Howard, 1973] that none of the if;?dffj»

three basic approaches alone - detection, avoidance,

cprevention - suits the complete set of resource allocation g""”

’avlproblems in operating systems._ Instead different

'-1subproblems of resource allocation can be optimally handled

bey different individual techniques. At the same time,_all fw"‘”

'gfthe techniques can cooperate globally to prevent deadlocks.,;i'?’f

Rt T
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‘The.basis_for thevmethod lies in the hierarchical structure
of operating systems. Resource ordering in a hierarchical i

i structure provides the framework for a mixed technique. ‘In -

many well designed operating systems, several levels of -

'i,software are prov1ded« Each level modifies and- extends the

'capabilities provided by the underlying 1eve1 ' The

lby creating a lower level process. Such a created processb

B .;performs the actions,,obtains the results and 1ndicates its

' 4;§‘fcomp1etion through a message to the higher level process.v

-

fj}Such messages are treated as consumable resources by

”Tf;classes of resources.,f:.ff,*fff]fgfgfr:ffjdffi‘-,ﬂ{*ﬂy.ﬁfw

s

”u,categories-’

5ﬁldeadlock handling mechanisms. In the case of resource B
'fordering, this implies that a higher level process cannotf
J'_hold any resources required by a lower level process it

”7.;,fcreates.' Such a restriction automatically enforces a ]i

P

Aot natural' ordering of resources in a’ hierarchical system.i'

i gﬂflater in the ordering.: The ordering is also applied to

53

‘implementation of an’ operation 1n a hlgher level is achleved»j,‘

'V";rResourCeS required by lower 1eve1 processes should appear g-:"

el

'fffsystem resources are classified into the following

S

"}(i) space in the swapping store-f”

'?\osz(ii) assignable devices such as tape drives, and job

such*as access to files,zi

3gif(iii ; ry for user jobs- and

S

Howard provides the following example involving the CDC

rGGGG in use at the University of Texas at Austin.‘ The f; jfxﬂf-h



(1v) internal resources such as memory for transient system‘a
| overlays, and channel and controller access.]»
A combined approach to the deadlock problem . in the above.ﬂ'J
system works as follows- Preallocation of the maximum
| requirement for each process seems to be the most practical
". 1method for the swapping space.» For the ]ob resources,. |
avoidance is the most reasonable solution since it is
| usually possible to obtain considerable information on the |
future resource requirements of a ]Ob from its control
. cards.; Detection and: preemption are not necessarily
,; suitable due to possible file updates.' Prevention using ”
"_.preemption is the logical preference for central memory,nvfali
,i giprovided the system is capable of swapping.} Detection is
rvalso a possibility, but is not recommended 1f preventlon is'y

”‘also possible._ Prevention in the form of resource orderingf?nd

' "“1s the best choice for internal system fes°“r°es’- The

sthierarchical n?éure of internal system structures usually
'*fjensures a” natural resource ordering.; Even though »
IVr;theoretically it is preferable to use a single algorithm, a;‘;

‘affcombined approach has practical advantages in its favour.:;7nf:
sﬁﬁffffp A comprehensive combined approach to deadlock handlingrifi
nl;in database systems or distributed databases has not been L
.'f{”devised so far-: However, t@e idea of mixed solutions has ji‘iﬁ
;}been applied in our approach (Chapter 3) to on-line 1_‘
i;.detection in distributed databases, when there are multiple}hl,
;ff loutstanding reguests on a data resource released by af'"'” :
-:vfcompleting process. In this case of a deadlock free system,v;r:



B _.«';‘;_2‘.?.8;Dead,lock P“roblem-z.viseia_fv‘is G_a"m’e ;pxayinga:;j

ss
‘an indiscreet resource allocation decision can potentially
lead to deadlock We wi11 be showing that there exists at =
.least one process in the set of waiting processes such that
_:the allocation of the resource to this process malntains the
'isystem deadlock free. In other words, a potent1a1 deadlock
.ttiS detected and aVOided accordingly. The approach utilizes

13

]both the detection as well as - the avoidance principles.-V

o o

The deadlock avoidance problem has been informally

'defined as- nprom some a prio information about the ;' g

'“Dprocesses, the resources, the operating system, etc.,

0 ._‘D

:determine what situations may be realized without

aiipnendangering the smooth running of the system' fDevillers,gfﬂqf"

'l,:’

‘””15:1977].; These situations are termed safe, and the others .9"”

"*fﬂﬁunsafe."ol

The game—Playing model of the deadlock situation has‘ﬂ?'l7i

h77fj}not received much attention, perhaps because it appears to

.o

"dv"rbe practical only for small problems. Neverthgless it does

<

"uf,”provide a. valuable alternative viewpoint.‘ The general

";;5Jresource allocation problem is effectively a zero sum game ;‘;‘ﬂ
’%e'in which resource manager (RM) 13 competing against ,
B gindependent processes demanding service. In this case the

'Fifpmanager may be thought of as winning if all the processes d?

L i ol
i{fapproach taken by Devillersr1877] is to recogn?he that the

'ff{complete successfully, while the opposition wins ifhthey

'tiﬁ{create a deadlock A flow chart model which in ;iliﬂhjhfff:;»h
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generalizes Habermann's Maximum Claims model and»Hebalkar's
 Task Step model, is proposed Unfortunately with this model
, iﬁKﬁs not easy to define the safe states, not only because a'

process may have more than one possible series of steps that

R § may traverse (future history), but also because there may

not exist °a simple worst possible future history for each -
Cprocessi To overcome this problem Devillers proposes a‘,
g%obal approach., During ‘the execution of a system the |
‘processes paSS‘through various statesﬁ For the deadlock

problem thpee types of states are considered
(a) The working state' representing the state of being in

-

.. Some procesq step. .

(b)iThe 'transit state' in whi%h some process has- completedl
v~one°step and is waiting the resource manager S+ L

' permission to enter the next step of the process.l
(c) The 'terminated state' which represents a process that .
' has completed all the steps in its task. | |
r The states of the system can thus be characterized by the ."i

0.

status of the various processes and the identity of ‘the

\

player making the move.' Every such configuration is
associated with a resource need ‘jrf this need exceeds the
availability of some resource types, an unattainable |

' configuration and set of states will result.' w?; _eQ.T‘}

The moves of the playets are dependent on the
philoeophy of the RM.A The RM may detect at Most one, at

leaat one, 6: any nunber of requests fdr transition, and. may

anyfnuuber ot raquests in one move. ;i7a




.Corresponding games can be shown which are equivalent to thé\
deadlock aVoidance problem.' The possible future: evolutions 4
of the system can be represented by the graph of this )

\ game', where the nodes are the states and the edges are the

: moves.y This is a finite graph with an infinite associated

dgame tree. However, it is relevant. to note that &
% The. strategy (deterministic or probabilistic) of the'
processgs may not induce infinite games; |
_]* The game stops when a terminal node (no successors@ is
_reached; ) e o - ‘
* The RM wins if the attained terminal node corresponds to . |
| : the proeess completion,
o “w The RM loses {f the states attained are without attainable
‘?‘t, successors, i N-N where none of the processes is in a
| ;liworking state; and some are. in ttansit states, but no‘
vrequests may be granted without producing unattainable

I‘configurations.

A state is defined gagg if and only if, from this
| g_state, a strategy exists for the RM which ensures its |
"success whatever strategy the processes choose. A state R
| ;will be 295555 if and only if it is not safe._ A state will |
gbe lggigg if and only if, from this state, a strategy exists.
;‘;for the processes suqh that the RM will lose the game 7:7§3

:lfwhatever strategy it chooses. Devillers presents an \i“““'”

set of unsafe states.

"nlalgorithm for théaconstruction ot the*
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2.9 On‘Probabilistic Models,of'DeadloCkutf}‘n

X
provides a basis for a systematic study of the properties of
14 .

»the safe states.

‘tlf The aPproach to the deadlock problem taken by Ellis °

senseﬂthat probabilisti techniques are used to investigate

— ¢

[1974] is different frg§:a11 pnevious approaches in the o

the likelihood of deadlock occurrence in certain classes of

1computer systems. Any system state diagram used to
' .represent process—resource interactions can also be viewed

. as a finite state automaton, provided that the number of f

states is finite. A probability measure can be attached to .

'nan‘occurre\ce of each possible transition out of a given '

state. The\ sum of the probabilities associated ‘with

etransitions out of a given state is re uired to be pnit |
\ q Y.

Ellis assumes ‘a random resource allocation model which

d, forms a. Markov chain. By adding an auxiliary storage to the
‘;automaton, first—oome—first-serve (FCFS) and”last—come~“
-first—serve (LCFS) schedulers can be mcdeled\to form, l
‘,respectively, a probabilistic queue automaton and a
'.probabilistic push down automaton. The probability of
Edeadlock is measured in terms of the expected value of (1)
lthe number of system agtions to deadlock or (ii) the number
f of resource all cations to deadlock. Calculations are |
'fcarried out for systems contagning small numbers of ’.
‘i;processes and r sources. For a system with 2 resources and

iff;z processes the mean time to deadloek under PCFS ot LCFS



scheduling is shown to be slightly less than that under :

random allocation., The fact that one would intuitively )

»".expect the probability of deadlock to. decrease if the number

N

iof units of the resources increases while the number of d

processes remain fixed, is substantiated : Conversely, in a

t

"fixed resource system, increasing the number of processes

~increases the probability of deadlock since more processes
| would be competing for the same number Lf resources.: ‘
However,giéiis not intuitively clear what happens to the
' deadlock pro abiliky if the number of processes and ij<;i*fi’
7:;resources are uniformly increased For small systems Ellis :

o bhas shown that the probability of deadlock actually

;"increases.. However, since the model considered no more rhan

w

5 resources and processes, which is by no means a very large

one in the commercial world, more research is clearly needed

1

,in that area.d

. R o y o 0 ‘ B

h_’/‘v

’2 16 Current Implementations of Deadlock Handling Schemes

The internal structure of the system-wide shared file

i .

itable in the Michigan Terminal System (MTS) is explained in

'f{detail here. MTS is a major operating system under

:‘continuous development by several major universities in“';/
',.various countries. Before any specific file operation is R
~"_:\performed the files are locked in MTS in one of three f
a»:finclusive 1evels (read, update, or destroy).- In order to Ty
i'ensure that the rules of concurrent usage are not violated

’5rbefore locking, MTS maintains a table indicating at ahy
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3'instant - ;.,;‘ o -*i o ¢

. all the files currently open and/or locked

“'“7This table‘facilitates determining whether or not a

* how they are locked and by what task, ' .°;‘

% what tasks are currently waiting to lock a file, and how

<

they are waiting.‘

3

'vparticular type of opening and/or locking of a file ~can be o

I allowed, in accordance with the following rules of

@

concurrent usage-'

f(i) If a file is not: locked for updating or destroying, any

. number of tasks can have thié file locked simultaneously

for reading, :

' g.z(ii) If a file is not locked for reading or destroying, then

only one - task can have this file locked for updating

(writing,‘emptying or truncating);»and nf.”'

',(iii) 1f a file is not open, and not locked for reading or

7: updating, then only one task can have this file locked

f&r destroying (or renaming or permitting)

3 If a file cannot be locked as requested, the t35k is

'1’:iqueued to wait on the file. Waiting can lead to deadlock

:jdue to mutual blocking of tasks.‘ Blocking is defined as

"] follows-

:'f(a) a task wait&ng to destroy a file is blocked by a task

with the file open'

';;{:(b) a task waiting tO update or destroy a file is blocked by

a task with the file locked to read; jgaiygﬁ,;@dfj:r'.'

task waiting to read, update. or destroy a file is lifhﬁfl



.blocked by a task‘with the file locked for update; and
(d) a task waiting to open, read, update, or destroy a file

is blocked by a task with the file 1ocked to. destroy.

n The method that MTS employs to detect a deadlock

- involvxng multiple files is to define a relation BLOCKS

s

‘ w_fwhere a Task T BLOCKS Task T2 1f and only if Task 1 has a’

ﬂafile open and/or locked in such ‘a way that Task T2 1s

d blocked from using that file. An M X M matrix, representing'

‘,dfthe relation BLOCKS is constructed M is the total numberk‘r:

,'Jn?of tasks, with files open and/or locked blocking another

:_task or being blocked The transitive closure (BLOCKs+) of
‘:the Pelation BLOCKS is computed by us1ng Warshall' : “
jalgorithm [Warshall 19671.‘ A deadlock situation eXIStS e

.w.when Task T BLOCKS+ Task T is true‘;,f‘ T o

BRI
A

Data management systems, on. the other hand, vary in thef'

.'?éjway they detect and resolve a deadlock - As . has been

\

”"%ffindicated elsewhere many of the early systems implemented

'techniques which were quite rudimentary. In some systems, I

’-f}such as IDMS (Integrated Data base Management Systems )vld

'rffmarketed by Cuilinahe Corp ), and TOTAL (crwcon, Inc )

'n,deadlock is- not possible because of restrictions on

_1processes.b In these systems a process can 1ock only one

”57,7record at a time, and so heavy restrictions are placed on

df}users to ensure that deadlocks will never occur.’y"n' _,
N‘,°ﬁConsequ7htly, they are neither general nor realistic.~
Tn the data meﬁac’wﬁ% system ADABAS. (Adaptable Data _
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”tLBAse System, a product of Software AG West GermanY), if a

Aprocess requests a locked record five times, the record is

w.

rf.unlocked The requesting process then gets hold of the

s;record and proceeds.v Quite often a. process, after locking

-

‘J‘;the record may attempt to update it, only to. find that it

':idreread and the update redone. This method leads to =

7Thad lost control of the record The record wi11 have to be“

v -

";funnecessary preemptions and is also subject to a peculiar o

‘”\5;situation in which two processes may perpetually get_ic;

"sinVolved in a cycle of locking, losing control before
: ’ 0

“‘fafupdating, and relocking the record concerned, as outlined inlnr*

'~r;fSection 2. 3 and Appendix A. f_id:‘



. CHAPTER 3

'ON-LINE' DEADLOCK DETECTION IN DISTRIBUTED DATABASES

R
Lo

3.1 Graph?Theoretic‘ModelVand'Concepts

=~

o Certain important concepts with direct relevance to our'

falgorithms are defined below. We choose a graph—theoretic

\ .

o deadlock model [Holt, 197?], proposed for operating systems, T

”:jand extend it to represent process interactlons in af:

bf,distributed database.‘ff*p

| The set of data resources (typically files, fields,
vwrecords,_or entities), represented by D [D Dz,...,D },_15
r;held by a set of processes denoted by P = {Pl,P?,...,P },

r running concurrently (intuitively, processes 1n1tiated so pe‘”

fﬁ“far, but not completed)sin a network of computers.v.A i

-;fdirected graph with nodes corresponding to each process andnl;-

feach data resource in P and D respectively, and with edges ﬂb»g‘

'Q:between nodes representing process interactions 1}pj
,ststem, can be used to depict the system status,j Wéie

eufformalize this in, =

‘Definition l° A gstem graph G =‘(N E) is a directed
A TR
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¢ .

bipartite graph whose d15301nt sets of’ nodes are those

corresponding to P and D, respectively called process nodes

3 -and data resource nodes, such that N = P L_J D. An edge

directed from a data resource node Di to a process node P3’

n'denoted (Di,P ), is called a resource—process access(RPA)’

>

'edge which specifies that the data - resource Dy is held by

: »process BJ. Similarly, a directed edge. from a process node-'

fopr to a data resource node D R denoted (P D ), is called a:

“p_ocess-resource wait(PRW) edge which 1ndicafes that process

Hét is waiting for access to data resource D E 1s the

i

yunion of the sets of RPA edges and PRW edges. The type of
iaccess granted to an RPA edge or requested by a PRw edge is

fjindicated by the letter » f‘or "‘ for exclusive or shared

1 . A
o

o : . e ,,_\?l.aﬁfTV S
'T;Remarks-' A process cannot hold a. data resource and be.-ﬁ3
———-7——-.-

““simultaneously waiting for access to it (i e.,;cannot be -

o :self-blocking) . It is, thu5, necessary for the process to-»~i$'

;»declare its m&St restrictive use of a data resource, in’fyi' =

T::1order to prevent the process frod(getting blocked waiting

”'yfor exclusive %ccess when it already,has shared access.

. This implies that if (Pi'Dj) is an edge 1n_the graph, then o

'there does not exist an edge (D .P ) and vice versa.yy}ﬂ

%f!oefinitioh'gnghefreacbabie,set;6f'51naae'ui*pfltheﬁsysremf.

"ol-’For the definitions and understanding of graph-theoreticft.s‘

Bn:ineerin : apnd. co

m uterIScience, Prentice Ha ' Inc., B
.J-' ' : SR . . . .

terms refer.ineo, N., ‘Graph Theory with Agplications to-]i;_fj
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graph Gy, denoted by R(N,), is the set of all nodes in'G_
" such that there exiSts'a path directed from.Nj to all nodes

in ‘R‘(Nj); g |

. The. notion of reachable set first introduced by Holt is .
_used effectively in deadlock detection.r»As soon as the‘
1nformation on the addition or deletion of an edge to G is
treceived the reachable sets ‘can be updated to detect:
fldeadlocks on—line, as proposed 1n this chapter,'which do not.

'“ineed the transm1531on of large tables between installations.

;idr{ A deadlock‘situation may arise when the follow1ng
i‘inecessary conditions hold.vp v=' | _
’fi(a) the processes request exclusive control of the data
resources (for updating), | |
hlgrb{ithe processes hold data resources allocated to‘them, and .

ifafawait for additional ones to run to completion;:and |
f;ﬁ(c)’the preemption of data resources from processes cannot.
| .be done without,aborting the processes Jhp;ﬂfr;fvv .

'-'We formally characterize this in,»

P

7WHDefinition 3 A state of deadlock Ln a. 'circular wait'

Fl'condition is said to exist when, in a circular chain of

| rprocesses, each process holds one or more data resources and
Lf:has requested access to at leaSt one data resource held by
‘t'the next process in the chain.:"l; SR S

. w3 2 A Running Examp&e

Iﬂ E‘igure 3 1 {Pﬂ'P ,P }r {pBOP }' {Psp—p-éq} ?P IP } -



fﬂgglggrg 3 1 A system graph for a network configuration with}'e’:_
"r four computers, Cl' Cz. C3, and c4,'a set of concurrent

0<i<8 nd a ser of data resources {DJ}0<j<1ﬂ

xey-.. S '-ff—- PRW Edges,

,y:processes [Pi}

RPA Edges'“vgff:j“fgjf" 2



“and c4 respectively. Data resources {Dy.D
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are subsets of processes that exist in computers Clr C?. C3

1"D }' {D D4’D }'

{Ds,o”}, {Dg,Dy,D; 4} reside at cl, Cz' Ca' c4

The RPA edges are shown by solid lines, the PRw edges by

' dashed lines" The closely dotted and the sparsely dotted

lines represent RPA and PRW edges that have not yet been5

» introduced into the system. These-future requests are

included to illustrate the various aspects involved in on—

\»line;deadlock detection. At computer C of the network Pa

3 reachable se in Section 3 1; these are used in this;fffajﬁ”'

3}u3;§'NecessaryfandeufficientiCQnditibnsltor De% e.

'ii the existence of deadlocks.Jj"v'V

-
4

holds ch, D4 4 5

waiting for access to D4 and D2, and- hence is blocked 'Pl}t

5, P and P7 are blocked ' é, P3 and PS are active.

The reachable sets of nodes Dq, P4, and P2, for instance, L

P4,

are {P }, {D 3,

:; that 96 holds D for shared access, then any request by PS

of the RPA edge from D7 to P_ ) will cause PS and P7 to be

deadlocked.

:3},' -

v—“'

We have defined the concepts of system graph and

9

section to develop necessary and sufficient conditions for

Let Pj be a process. If Pj belongs to its own ‘

reachable set, then there exists a path in G which starts ?i,,

respectively.

‘ and DG’ and is active.; P “holds D and’ 18\ \;1;

P } and {¢} respectively. If we assume ‘

e for shared access to D7 (which results in the 1ntroduction RN

»*im@tfly ends in Pj since G is a bipartite :vtﬂjfﬁ
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“"graph, the edges in this path should be alternately selected
. from the two sets-—PRw and RPA edges.» This in turn means j
that process PJ is waiting for a data resource, which is
'held by another process, and this process in ‘turn is waiting '
'for a data resource held by the next .one ip line, and so on,
tifl some process in the chain is waiting for the data
bresource held by PJ.” Intuitively, each process in the'
:circular chain holds the data reSource for which the |
h*previous process in the circular chain has- a waiting accessAJ
'”'request, and is by itself waiting for the data resource heldf:'
‘by the next process in the chain, leading to a circular waitf

,_condition." Thus if a process node PJ belongs to its own

elreachable set, then process PJ is deadlocked And

fconversely, if a process pj is deadlocked, the reachable set;.{-g?f

__of the process node PJ contains the process node PJ., This

1;provides us With a necessary and sufficient condition for
:fthe existence of deadlock We register this fact fn, gfﬁ
ljiﬁggggﬂll hprocessbpj is deadlocked in a circular waitn
.;condition if and only if the reachable set of the i J'
}f°°freSP°nding process node in G contains the node itself
ifThat is, process Pj is deadlocked in a circular wait ' 'NF
,fcondition if and only if process node PJ e R(P ),»‘; _i.h_:
véiggg-v~e"*x‘ ‘ S o

4

tng € RlP ) implies the existence of a path /’(say) in vtir,_

',}G ’ starting at Pj and terminating in pj ¢ Since G“i vaﬁhp.;‘tf

L bipartite graph, the edges in /9 alternate between the L

.?{;;:two sets of edges: PRW and RPA edges,‘ Without 1053 of ft5f~f{



"f;"for the next process to run to completion in the

A a

generality, letf be made of the edges (P ,DJ ):

(DJIrPJ ),_(931.03 )...., (ij 1.DJ ). and (DJk.P ),_f
' j‘where D]i for l<i<k are data resources and Pji for
~:1<i<k 1 are processes.. Path f’ indicates that P i h*-'

i
‘waiting for access to DJl held by process PJI; each of

'the processes P]i 1 is waiting for DJi held by the
]: hprocess P]i for all i, 2<i<k l, and ij 1 is waiting for'7‘

8

sTDJk held by PJ ; In other words, each process is waltingfs

o .

?L{c1rcu1ar chain of waiting Processes.'fﬂ*’““:“

(==>) Let us assume that P ¢ R(P ). implyiﬁg that there

Lffiofdoes not exist a path starting at Pj and terminating in fi;

“iwijjif Thus, there must exist a linear ordering of the

1ghdprocesses with the followingzgroperty. Pi precedes Pk ififi'
:?;d\there is a Path from Pi to P in G ., without loss of

"1c7fggenera11ty, let such a linear ordering starting with PJ

'”’;-r[be pj, le, PJ,...., Pi g implying that pJ is. waiting

'”ffffor access to a data resourcé held by le and Pji 1 is

3~f3waiting for access to data resougce held by Pji for all j:;

5f1§§;i,_2<i<s,: Thus, pj can run to completion.? Pji 1

‘_'}rherefor‘ run’ to completion as’ soon as. Pji te'“‘i“ates

j'f: reacheble gets of both should be eeme., Intuitively,vif

”"*frcompletion when le terminates.'which is a 1nfffg{;,§§'ff"

reachable sets jnlc include both Pi and Pj, then the

I )

Hi]for a11 iss,8~1,...,3 2.; Ultimately,_ j can run to

o,
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Sl

there 1s a path from Pi to Pj' and vice versa, then all the

_;nodes that are accessible from P, are also accessible from

' Pl' and vicexversa.v In Corollary 1 we arrive at a. necessary
v
and sufficient condition to 1dentify all processes involved

in a deadlock

Corollarz 1 Fy set of processes {Pji 1<i<k ls deadlocked in
) a circular wait. condition if and only if Pji e R(Pji) for, -

o

~

all i, 1<1< and R(Pj ) = R(PJZ) =, .= n(pjk)._‘. I

14

. Proof.

(<e~) Since Pji e R(Pj ) for a11 i, 1<1<k,‘and the reachable .

sets of all processes are the same, by Theorem'l,the-set
S .
of processes is-deadlocked._

';(==>) Since each. process is deadlocked, we have by Theorem B
1 vpji e R(Pj ) for all i, 1<i<k.‘ Due to the: circular

5; wait condition, each process node ino{pji}1<i<ﬁ is
4A- . >

- | 'l‘hat is, R(Pj )= L_j n(pj ) for a11 1, 1<1<k -
o k o

Tl

'_ achSsible from the others.

aence. mjl) = Rmz) .= a(pjk)~ o . o
'iigggggxg- Theorem 1 and Corollary 1 have similefitles with f ‘f"_

°1fthe necessary and snﬁflcient conditlons Eor deadlock derived'-fv*rw
' by-aolt[197115r- *reus

e , e
eusable“resource graph with slngle unit



"the set of processes inVOIVed‘in‘a'deadlock. In Corollary
2, we show a sufficient condition for a process not
deadlocked, ‘to be blocked indefinitely by virtue of its
waiting for a deadlocked process. Consequently, such a.

process is blocked forever.

Corollarz 2: A process P spch that P * R(P ) in G_ , is u
blocked forever if R(P )'-'3R(p ) for any process P, such

k"that Pi € R(P,) in G- R
Proof P € R(P ). and R(P ):-7 R(P,) impl1es that PJ is
.either_waiting f°rfpi to ruh t0‘¢omplet19n, or there is a
sequence oflprGCesées ftom Pj tokbg eaCH oneiof whichnis}b
'waiting for the next one in the sequence to run_ to ’ f;, . .

i 8

‘ completion., Tn either case Pj cannot run- to completion :

*since Pi is deadlocked in a circular wait condition. .
. . .’_ N '. s-.;(‘l ‘ : ) v

For instance, in the system graph of Figure 3 l, the

‘introduction of a PRW edge from 93 to 05, consequent to P3

) requesting aocess to DS' causes~P and P4 to ‘be deadlocked.

3 ey
is blocked forever but not deadlocked, since it waits for ;
17- e \ o
'¥P3 to release D3 and D4 The reachable set oflt

f{nz,Da,Dd,Ds,Pz,P ,P } which contains the reachable set j :

‘;ﬁ(n?,D4,DS,PZ,P3,P } oﬁ the deadlocked processes 93 and P4

lff* 3 1 characteristics of*ﬁaiting processes ,_?ff.".
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—
"that~the entering‘edge prompted a'chain of~proces3es to wait

for each other A process,waits for other processes if the
reachable set of the corresponding process node is non-null, -
14Converse1y, a process node with a non—null reachable set has
the corresponding process waiting for at least one other"'
| process, We characterize this property of waiting processes‘ﬁ‘

. in Lemma 1
k - ‘ v | R
Lemma 1: A process pi waits for a process PJ if and only if

K

the process node PJ € R(P ) in G .

' Proof

A

(<==) since pJ e R(P ), there exists a path from Pi to "Pj.g s
Let such a path (without loss of generafﬁty) be

(Pi'Di )' (Dil'pi ), oo (P k‘l'Di ), (D k J). ' i is
waiting for the data resoﬁrce D;  held by Pi . Process
‘ , 1

'Piw is waiting for data resource Di held by process

s~1 r
for all s, 2<s<k-1.~ ,

. -;s‘ ik 1
L resource D1 held by PJ.' Thus,_ § s waiting for PJ

. L ;
(-a)) Pi waits for Pj implies that either there is a data

is waiting for data

H ré&ource which is held by Pj for which Pi has an access‘

J__frequast or there is a sequence of processes from Pi to
v;éj such that each process &t least holds one data ,
ifresource and is waiting for access to the data resource
‘y;fheld by the next process in sequence.. This in turn

fﬂﬁtikmeanséthat‘there exists a path from Pi to Pj :“ﬁffh.'ff;“
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.‘reachable set of the corresponding process node is null

;nAny process with a non—null reachable Set is blocked,
waiting for at least one process.i-:s»i -
.h3,§ DeadloCk,betection.inuDistributed}DBhsi_

For the algorithms proposed in this chapter, aﬁﬂ the
necessary information to detect deadlocks is made available
: through a system-graph at each installation._ Maintaining | '}, ii
the system graph is trivial, and requires communication only “
for- Processes and resources which are global in nature. For‘“
processes which are local, accessing only those local |
:resources which have no global interactions of any kind
communication is not necessary.} Tt is believed that for
transaction processing systems over 95-99% of processes fall
_into this category . However, to maintain a system graph '
:‘for global processes, or for those that interact with one, A
':communication is required 1 This communication provides.»"
'”little impact on the network _unlike the earlier schemes
'which make very heavy demands in order to determine the trueh*

-network status. Processes which are local at a particular B

N

~

S

. . 5 ! } .
: Bernstein, P. A.. et al., 'The Concurrency Control Mechanism ‘.
of SDD-1: A System for Distributed Databases (The- Fully. -
' Redundant Case)", IEEE Trans. on Software Engg., 53-4 L
(3), May: 1978. Ppo 153 I:E 8. T T /

3$t0nebraker, M R., Concurrency Control and Consistency of ”f,
. Multiple ¢ opies of Data’ in: Distributed INGRES' Sl P




;tinstant could become global at a later time necessitating -
'tthe transmission of a collection of accumulated resource
i allocations to the various installations.j“Transitions ofK
;tlocal processes to global status leads to a small A S
| dbincremental change in the size of the global system graph
n-“The ensuing communication is still modest : Communication-‘:”f'*‘f
Jpactivity in our approach is modest in the sense that it is
ts‘incremental and is dispersed over a period of time., Other ii:'
iayrapproaches\rely on simultaneous exchange of status for each
o site in the network The transmission delays due to huge |
imessage traffic can lead to synchronization problems, which
”our more responsive method minimizes.f Our approach also
:avoids the message congestion dde to simultaneous transfer‘
;v;7of large tables from every installation. The advantage of -
d”this method lies in its utility for on—line deadlock '\\g
'jvdetection in distributed DBMS, which in turn means the |
l‘fcorrective action can be taken earlier. ufgzﬁ f:?ftf;_il' o
| Given the system graph G ' the two significant steps in
dsffthe detection of deadlocks are: R .,! | e =
[Q'l(i) to determine the reachable sets of all the nodes in the |

system graph Gga !md

x‘o find out if the necessary and sufficient conditions




{Determine reachable sets of all nodes in G 1. For everYtl

L,Qi node NJ € N, determine the reachable set R(N‘). That

’.L;Jis, R(N ) is the set of all nodes in N such that there

.Texists a directed Path from Nj t° these nodes.‘iﬁef:‘;%ff”

R

"I:ZBZ:ijetect deadlockl If N G N is a process node such that?f?e
iibfuj e R(Nj),,then NJ is deadlocked For eVery subset of
cfprocess nodes, {Nji 1<i<t such that Nji € R(Nji) for all‘
1, 1<i<k, and RONY)) = R(NJ ) = R(NJ ), the

Lcorresponding subset of processes is deadlocked."

Remarks- The proof of correctness of the algorithm is ifi’”

el .

straiqht forward, and follows directly from Definition 2 ;.=""

Theorem 1, and Corollary l, f‘l*g(3fjst--' = -

We illustrate our approach by an example., Assuming
that P8 requests access to D8 in the configuration of Figure
3. 1, a pew edge (pe,u ) is introduced. The inclusion of
this edge causes Pe' PS, P, and P6 to he deadlocked : To-
detect such a deadlock, our mechanism'determines reachab1e .r;="
sets of all nodes in G ._ In the ekample considered, the
reachable sets\of these processes ate the same and equal

{Dar95'09.P7.D7,P 'Dlo'P } The existence of deadlock is

detectedfbyVnoting that each process in ‘95'96'P7'98}
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e _
‘For transaction processing systems, Peebles and Manning ‘_ :
"-_'r1978] firmly believe that interference is rare, and that |

:elaborate avoidance or Erevention mechanisms would not be

:71;economica1 We agree and advocate the use of deadlock

;;.detection in distributed systems./ Further, to quote Le Lann"
f}[1978],4 our conclusion will be that for systems which |
l}iinclude a partitioned database and which provide for storage;';_
"t-iof pending requests, maintenance of internal integrity boilsfg-'
ffwfdown to a problem of deadlock avoidance or detection with |
'.::distributed control‘ As a consequence, _and in view of the f{**
b<i{present day trend towards increased concu;rent access in
r;systems, we recommend the use of on—line deadlock detection

'ffiin distributed systems.3 It is our belief that such a methodi'"ﬂ

;,fc0ntributes substantially to increasing concurrency

In our view, deadlock‘prevention schemes are not
'5,jjustifiab1e for use in distributed systems. Processes that
E iare not known to be nonconflicting need extensive ”>“}
'?1coordination and, in general, substantial communication f7
ii’among installations is necessary before process initiation
s37This affects system performance by lowering the degree of ~VZ
ffgconcurrency. The past use of prevention:principles was |
Hiacceptable because of low levels of concurrency in systems

fifrather than any inherent superiorisy

”'5fﬂf'1n on—line detection. every installationvcan determine

ki}Whether or not,allocating one of its data resources to a




1nsta11ation of the system graph and ‘the’ reachable setsr ,g\
l»which are contihually updated as edges are added or deleted
'iThe data resource allocation decision(is transmitted by the o
l access controller at the installation concerned to all . ‘

gothers in the network ’ Thus, maintaining and updatirg the

v'gsystem graph for global interactions, at each installation,;; o

[;requires a low level of continual communication.

The oneline detection of deadlocks need bebconsidered ;5 g
dmnly for the following complete ‘set of process-resource )
interactions‘vﬁdf{'dikf“:Efffx:;hff fuuiii f?raﬁ:-;gnia'ii_\f
.fda) a new process enters-the system,f“. | Sy

;b) a new data resource is accessed

S

g ’.

,-c) a process runs to completion and?releaSes data resources . -

hbld

_-d) a Process in the systs!irequests access to a data;fr Ti'h
o resource held by another process 5and

b e =

‘gle) a- data resource held by a process is preempred from it.'d*7

3 In order to retain theo'strong consistency result of S
‘Eswaran et al.. (19761, which requires that the processesf"fh
”tj*be 'well‘?brmed' and "two-phase", .a process is: required A
© . to be divided into. growing and. shrinking phases.. ‘The -~
v;;first unlock action- marks the beginning of the shrinking =
* 'phase, after ‘which a process cannot. issue a‘lock request - -
" on any entity in ‘the databasge. until the release of all ST
- - entities held by the process. . e o
. The "actual implementation of a two-phase protoc‘l;(as indjf*’
< .SYSTEM. R) . is to_release all ‘data resources: held,fat the
«70 completion of the’ rQCess. - “(Private Communication from o
e TN, Gray, “YBM. Research Laboratory, San Jose, Calif., AN
‘fnﬁ#”U,S; February'1979 D ST e ; ,,,“ﬁ




3.6 ReSQlution'of.Process—Resource Interacticns”

:.gsystem continues to be so.”7’?5v_§61c1Af o

ﬁiAssertion 2: If the system in a network configuration is

N

ﬁiaccording to the condition to be derived in Lemmj'

: avoid a',.zpotential deadlock. L

(a) A new process enters the system and/or

t«(b) A new data resource is accessed New process and/or data

{resource entry into the system introduces the respective

:-;nodes into G < An RPA edge is added to G whenever a new ».
) ;data resource is accessed either by an entering process‘or _
féiby one in the system. The)request by an entering process

,f;for a data resource in the system may not be granted thus

| introducing a, pr edge.. In either case, a deadlock free ;i;r

d}fAssertion L° If the system in a network configuration 1s._;

7fjdeadlock free, a new process entry into the system does not

ﬂ_~1ead to deadlock in a circular wait condition._ .

e
SVREE

"vdeadlock free, accessing a new data resource does not 1ead

'_jto deadlock in a circular wait condition. ;c 'f7<il'ﬁ”

g SRS L
A TS \) .

S 10
freleases 11 data resoutces held The process node, and a11

LA DT G e «& R -
) £<1\; pgocess in the system runs to completion and

‘:ireleased data resource nodes which have no waiting access

'frequests. are deleted from G .5 Released data resources with

1y9a single waiting—access request are allocated to the

f,corresponding processes., Bowever, an. allocation decision
"‘&

for a released data resource with multiple waiting-access

requests is done in the manner indicated in Bxample 3 1 and

"n
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_\Assertion 3: If the system in a network configuration is
.deadlock free, then neither releasing the data resources
'held by a completed process for which there are no reguests,
.nor allocating the released data resources for which there

.is a single waiting access request leads to deadlock ina -

,circular wait condition.p ,fw,fll |

Example 1 l:'For the configuration of Figure 3 l, let
_us assume that Pé requests accfss to D held by Pl,‘thus ffddj |
f;introducing the PRW edge (pz,D ) in G st Let Pg, which holdsg_f;'t
;1D3, D4 and DG' run to completion.” D has no requests and :'Vil
fjhence is deleted from”Qhe system graph 1“ 3 is being waited fp'f
:ffor by pl and is allocated to P1 ‘whereas D4 has two_;j;QSQj-t-l:-
:waiting-access reguests fr%m Pl and P4 : Assume that P4
wissued its request before Pl did If the allocation of D4 S
ito p4 is done in a FIFO manner, then processes Pl' PZ' and S

L

| P4 will be deadlocked "It is obviously more advantageOUSéto ;ffr'i

make the allocation of D4 to P1 and let P1 proceeg, than to

.make the allocation of D to P4 and be deadlockeéiv Thisfh

foUCiall esPecially when rollbaok and recovery in a network,$,~-wff

}environment is expensive.ﬂ Therefore, in Leﬁma ? we give a f;fj:f;

I ‘&

lnecessary and sufficientjj; ' foxrecognize\such a g_»fjﬁ

lsituation and to avoid:l:fh;x ..ji,ingly.' Corollary‘? tofryliﬁl
fLemma 2 states that in the cas&fof a deadlock~free system T
ﬁwifh multiple processes waiting for access to a released

,».‘-Tdata res°“'°°' 'l‘h“e e’dst '“‘f';at_ 1e88t one’ P%Ciﬁ? ,A_sguc‘\h tha*fr

gan allocation made to this process maintains thefsystem

}deadlock-free.

Y '}:'*,’v.":: RO

jIn the case offmultiple processes waiting infj;lﬁ;@
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- a FIFO manner. for access to a released data resource, the
| allocation is made to the first process which maintains the.
", system deadlock free. Further improvementamay be possible
'7by allocating the resource to the first process which not

gonly maintains the system deadlock free, but also has

jjminxmum waiting-access requests on other data resources.1v
'l‘riiLomma 2 Let Pi anvaJ be any two processes’in a deadlock-gg"
‘ﬂfree system with waiting access requests to the data [
;"resource Dk The allocation of the data resource Dklﬁoiégif
':;_tcauses dead]ock in a circular wait condition if and only if ;
_t;:;pj G R(P ) @efore the allocation:;fll ffv‘b- fg” t ’,.
.. { 5@_2_;" : », ‘ & ‘ =
(<==) (Pi’D ) and (P ,D ) are pr edges in G and since B
: j e R(P ),_it follows that pJ e R(P )Dn(p )3{0 }
vvf f?land there ekists a path from Pi to Pj without using thevﬁ;h
‘:jid;;edge (pi,D ). Hence,,the deletion of the edge (Pi,D ) ~
”~ﬁy5and the introduction of the edge (Dk,P ) in G,
Z;h allocate Dk to Pi' leads to a path from Pj to Pi through
che edges (Pj,D ), and (Dk,P ), Therefore, Pi e R(P ) .“
aa) n(p ) Da(p ).-‘ But R(P ) DR(Pj) ==> R(P )-== R(Pj)-
Thus, pi,pj G R(P ) = R(pj) - H o |
'A{.,>) After Dk is allocated to Pi the processes are ﬁidffl;,jh‘“
;y:;deadlocked, implying that pi'Pj e R(P ) = R(Pj)._ Now, .
;;;;we claim that Pj 8 R(PL) before the allocation of Dk to
vfiiﬁ,i Let us assume the contrary.- That is, if Pj f R(P ) N
”ﬁgbefote the allocation of Dk to Pi' theﬁ the allocation i

ff»Dk to Piashould have added P to R(P ) which is a



P,

yﬁ§\‘ contradiction, implying that PJ € R(P ) before the

o

allocation. o V. ‘ : ' L o : ', | - S

Corzllary 3: Let {?i}1<i< be the processes in a deadlock-

Al

free system with waiting access requests to the data

PN

’resource Dk There exists at. least one process P (l<s<n)

s,such that the reachable set of P does not contain any
cqurocess Pi for all =1 2,...,n.y- ': ‘ y o }
..152522£ Assume the contrary. That.is, there does notyexistka ;
xif process P such that Pi # RT’P) for all i=1 2,...,n. Tth

.’t'in turn implies that for any process (l<s<n) there exists
at least one process PJ Such that PJ € R(P ), where»f

'7ff3 e ?,...,n}.}x?'””"l"‘”
7?7_¢==> R(p ) :) Rlp )

ﬂ?gilntuitively, there exists no process in the set {Pi}1<i<n.

;whose reachable set does not contain that of another process

51.in the set.” Since there is a finite number of processes,;,yf° -

'f?By Theorem 1, this is a deadlock situation, which is a e
.ﬁ?‘contradiction. ,f’“{}j|¢fgg" :} | S ot

3]'*” el ,1‘,3 :xa,.ru | N
"I‘Remarks- The processes in the set 5= {91}1<1<5 waiting for:ﬂ’ff
'e'a resource Dk in a deadlock free system can be topoloqically

:*Tjsorted}._ The allocation of Dk to any of the processes which

.‘d°;"°t Pfecede any& fhet process in such a topological sort | 'l

'*3 4 For topological sorting refer-'Knuth, D E., Fundamental
‘Algorithms, The Atrt of Computer ' Programmin v Ly Addison
WeS'ey Pu li'ETng Cop, Read{ng, Mass., 1972, pp._258~.

-__,e,s' g S ’ e
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| of the set é, retains the system deadlock free. ~Typically, -
'jfthese prOCesses to whlch the allocation ‘can be made, have .
yminimum cardinality reachable sets. However, it is. possible
‘to,find a process in S, which does not precede any other liv'
”bvprocess in the topological sort of S, but which has non-f
‘minimal cardinality reachable set by virtue of its waiting
lfor processes other than those in the set s (since we allow -
_more than one outstanding request for a. process). S
The situation in Example 3 1 arises because process P4
ffhas waiting access requests for both D2 and %4\:\\n this.:u o
‘ifﬂcase our scheme detects a potential deadlock and a\oids it :h}}

\.v

.:sfaccordingly,_by virtue of Lemma 2 The potentiah for a

-;fquery to be waiting for access to two data resources is %“'”F*'*

*f?illustrated in the Appendix B.; It is unrealistic to =t

restrict a process to have only one outstanding request, yet

. this has been the case in approaches by earlher authors —iifh

l‘ig;luding the one by Goldman.~ Thus, our approach combines

th-detection and avoidance principles in deadlock handling, and rjf%

:L,deals with multiple waiting requests in a'realistic way.~-

Although. in operating systems, a process was allowed

ie*to have at a time more than one outstanding request"'fh' -

.O
DR

isghowever, if the system was unable to satisfy all the

A‘ ﬁv . . . ‘"A,_‘-'-‘
- outstandfng requests at once, the process was required to:gyto

; §

giﬁoocurrence of a situation analogous to case (c) developed in.G‘

f]}our approach ,ConsequentIY; researchets °f thefdead1°CK-s‘*

ofiproblem in;databases did nov allow more than oneloutstan;ing '

This in turn ruled out the féajﬁQVFf}fi
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“}request thus avoiding the situation in which an allocation
of. a released resource {;:llowing the completion of § f, iga.:e
nprocess) 1ead tb a/deadlock on account of the fact that e
}”the requests ih databases are data-driven and content-based
“the possibility of multiple outstanding requests is high .

' Thus, the results and the method suggested in’ this chapter -

e 3

agto handle case {c) are new and originalrr Also, the ?hf";ée%ﬁyfgﬁf

R

,fcombination of both the detection and avoidance principles

}"to provide a mixed solution is the first of its.“nd in ;;;:ft};ﬁ;

*fdatabase systems. :?:ﬁf}ﬂ“f{ ””d?“;._‘v_ﬁ_ A - ,
o S _olv‘gqg,-jﬁ;eg5ig;-f“;iny-g;qjg;a" B
RIS LT g e e a;qvgﬁaﬁa

(d) A process in the system requests access to a data ‘; ;,;

s

jfresource*held _1 another process- Since the request cannot
.be granted the introduction of the PRH edge can lead to a ’ﬁfzgi?

;”cycle in 0 . meaning -a deadlock., tn this case, the

!.-.

Efdeadlock is carried out. “;fﬁ];?“*;~”f'“~53 5f¢§i” ff?;&f% :

(e) Preemption of data resources held _1 a grocess,ai;“;;

ﬁfPreempting data resouroes is d ne when a process is aborted i?;fff

]iin an attempt to break a system deadlockr; In such a case,ﬁ;

fif'"dropped.’:

iireleased.




~ . e -~ 0t
- X . . ,

b\k\wi(l) Abort a process which holds'mdnlmum number of data

AU resources for exclusive access, (preferably nong), since
. . s R

4 X
thfs can result in reduced ollback cosgs.

-
T~

(ii) Of all the deadlocked processes, abort Ehekone~which R
} N has used menimum CPU time.ﬂf o S }‘} o
"&o“‘(iii) Abort a process which involves rollback at a 51ngle
T installation, in preference to termination of one that
-ii 1e€as to global rollback and consequent communication
(1v) Abort a process which has,modified as few data
- resources as P0531b1e, and has interacted with otherfvfi
processes -as llttle .as p0551b1e, to,minimizerthe cost off

rollback

:Also, different analytic models, strategies, and approachesf

}‘.“;to rollback and recovery appear in fChandy and Ramamoorthy,,hj'

11977~ Chandy et,al., 1975 Maryanski and Fisher, 1977].

B o _ﬂpych ey e e |
o 3.7‘fOn;line'.Deadlock Detection ngorithms'

y -

&

}Bayer[l§7 19?6] has presented and analyzed an on-line
transitive clssure algorithm for dead]ock discovery in -
\gdatagases., To our knowledge, on-line deadlock detection
ialgorithms for distributed DBMS hawe notiy been proposed ;i
- In this section,\we present procedures for updating ,fﬁ}\-

‘reachable sets as interactions go on- in the system.

‘*Further, these procedures are: used in developing an on—line5 " :

:~deadlock detection technique.

’ "‘

The step'af prime importance in the on-llne?detection ‘



’f'reachable sets/of all nodes starting from scratch, every

- of deadlocks is,updating the reachable sets of tEE‘nqifs in

G .-”Maintaining-c is fairly trivial but calculatln

: time an. edge is added or deletedﬂyan be compaaitively

expen51ve. It 1s sufficient tQAdesign a. good on—line _ . .

\

.F:algorithm for updating reachable sets, since the reachable

‘\
1i"sets need to be modified partly as edges are added or

: ;deleted from G .1’u."‘ j“ -{3- 5i{p

“‘.]‘Q k T S ’ ' o
K : t\‘

o b
S \Eet N be the set of nodes of G R(N 3\15 the
RS

f:reachable set of node N C N For all i, l<i<|N| AlgorithmA:fﬁ

ety

'*.‘A, presented below, updates the reachable sets of‘@ given”f;;

"dthat a new edge (N, N )/is/added to the system.» In step AI'

o of the algorithm, the reachable set of the node N

4u"“updated (if N existed 1n G ) or created (if N -is an

entering node)\k Tn step A2 of he algorithm, we update theh
| Jhe |

kreachable sets of all those nodes, whose reachable sets

‘“j“originally contained N ,*‘Step A2 is never executed 1f N i

‘f'Step A3 of the algqrithm updates the system graph G .

| o _ALGORITHMA BN P
Input-'(N ,N ), the new edge added to the system graph
:"s= (u.s).A T ST
'»Output Updated reachable sets of‘all nodes in G

.updated G, ._t.

- \ . ’ /'/" o ' ,(_
fAi;_[Update'reachabiegset_ofile_

L iEN @ N then RON) <= ¢; - ,



.‘.é..fﬁkx then R(N ) <—~¢
N R(N)UR(N)U{N}

[Update reachable sets of. all nodesh * %9, |

1 8 -1f N, €N then

3 d;or“i%lguntil 'Nl,ég o
S la _1__ N, "R(N,) then R(N.} '.‘<-_._‘-.y"R(N ) L Rt
. s_rlg K |
Tupdate the system graph G l‘:ﬂf“ e
: ""2 if N qs N hthen N < N [_J {N } _*\
5 rE (_ B l_J { (N 'N )}” B ot

; Although, it is uncomplicated to update the reachaple jb

¢

i"‘sets, hen an- arbitrary edge is added to G ‘1t seems almost :

-4} impossible to do so when an arbitrary edge is deleted from

)

"'c . No better method than recalculating reachable sers

i-nseems feasib]e. On close examination, however, it becomes~«

LR

apparent that the only times when edges are deleted from G

are- S

(i) a process runs to completion ‘and releases all data B
' resources held--and |

_(ii) a deadlock is. discovered, and at least one of the

~

‘ processes inu:;ved should be aborted, implying that al%

‘data. resource held by aborted process(es) must be

.

\released, and also all access requests from the process o
A .
(es) axe to be dropped SRR

N



o _In case (i) the process is obviously not blocked,and hence o

I'4

“the corresponding %rocess node in G is a sink | ThuS, the‘ ‘

FACH

bg_edges dropped are only those that are directed to a sink

-This is a very simple case, and hence an algorithm can bel-h'

)

| f"devised to update the reachable sets.- Whereas, for thes

S ‘?87.

‘.':deadlock situation °§ case (ii), there exists no - sink in G- i

'g:Therefore, aborting a process and rolling it back, requires\¥b,

;'us to recalculate the reachable sets.- Maintenance of these

3;sets by incremental updates considerably decreases the

°chances of synchronization error and that of the problem of

g

: -the system graph becoming obsolete in all interactions (a)

:“to (d) discussed in Section 3 6 : However, for interaction L

' “(e) complete reconstruction of reachable sets iS necessary._'ﬂ

| We present ALGORITHM T to update the reachable sets of

‘w‘all nodes given that an edge-(N N ) 15 deleted where N i?bi
3 <

a: sink in G . In updating :s' the edge (Nw,N ) is delpted

:QFfrom E, but the appropriate node deletions are done"‘°

'elsewhere (in the algorithm that is to be proposed for on-'f

‘ L
line detection of deadlocks)

’
LS

| e | i ALGORITHM T e :

I ngug; Edge (N ,N ), deleted from the system graph, where N

Cisa sink SR vf N vf_ byl
Output Updated reachable setf al'l nodes. in as»,_‘v_a'ha

‘iupdated E of G N SR s e e

[Update reachable sets of all nodesl

1‘ ”--i for 1-1 until lNl do f»f

MAERN



"rgpcq_;vl}kﬂ.,rig,Néng-p‘piyfthenrR(Nf)“ff;n‘Ni)ef;{Nz}?u_"J

YRR

[ .. .‘..?’__

{Update the set of edges E of G 1

1 e z -t o, >\},
o” . oo "" DR v‘.";".

We,’now propose ALGORITHM S to detect deagépcks on—f”V“

1g:f line, for all cases discussed in Section 3, G ALGORITHMS Aif

and T A'a extensively used in ALGORITHM S,ito update

reachable sets as edges are added to or deleted from G .:,

’ Step Sl of the algorithm updates reachable sets for a new

i

7q process and/or data resource entry.,QStep 82 deals with the5¢rf
§ ficase in which a process runs to completion and releases all
T'*data resources held.. In 92a, the reachable sets are updated

‘L:fﬂby deleting edges, correspondinq to. the release of dataf,fiaflf

a,resources. Step SZb updates the set of nodes‘in the system :'ﬂf
graph for the released data resources without any waiting—"r"‘

;‘access requests. Allocatioﬁ{of released data resources with

7

hﬂsingle waiting access requests is done in S?c.: In step S?d,u‘

% B
for a set of processes fp } waiting for a released data St

resource, the condition in Lemma 2 is: tested successiVely
between pairs of processes until a process is found5 whose"'t
reachable set contains no other process in {P } The data-
h resource should be allocated to such a process to avoid a *a "w
:"E, potential deadlock. “In. step 33 the case when a process S
!_}' requests access to a data resource held by another process-ins
,iﬂ is dealt with Step S4 deals with the case when a process‘?,°_"

5 An alternative method is to allocate the resource to a ’”?fff}
process with minimal reachable set in {P } as. discussed
in the remarks following Corollary 3.;



el T «'~]»j,,‘ .'fdzp »g?;g _3-x,b=t*3-,,;’_; \\\N/
*"is aborted to break a deadlock tn step SS we carry t a '

C .._,'i\l o
'-Qtest for the existence of deadlock, for the cases dealt with

in steps S3 .and S4 f_f:}ﬁfﬂ;pL; "53”';t ;ﬂ;sf;j'j};ﬂ
! ;'ALG_OR_I“THM s

jg,{ SI-rA process enters the system, or a new data resource is :

,;ing-ff‘accessed] As a consequence of a new process entr§, or o

v"g'accessing a new data resource, or both 1et the new edge -
if;gadded be (Ni,N ) Apply ALGORITHM A with the edge |
‘ér.(Ni'N ) as input, and STOP.rfgiﬁzﬁjfr-;;g}fjf;f;f}f;gpif]fgf
| Av_ nT e e '“‘gf a'”“‘fi_”“'" sr -,,\‘;T' ,
Qgér rA process in the syétem runs to completion and releases~ ,1
s;l’all data resources heldl b L ‘,_.. ""; Gl
'j'Sza- rUpdate reachable sets'by deleting eagh edge] rhéﬁ?;{;fﬁ
‘. the process-which runs to completion be' Pk, and the
data rtsources released be D]l,Djz,...,D] Apply

ALGORITHM T'with the edqe (D1;,P ) as input for all

.'ljisvi, 1<i<s.' Delete P from the set of nodes. N of G . %;;;_
S%b fUpdate G by deleting,‘from N, released databij;j"“ft .
o resource nodes without any waiting~acces9 requests]
:?‘*If there is no edge directed to Dji then delete DJi
from N for all i, 1<i<s.,[1~fr' S ' | i”
SZc-*[Allocate released data resources with a single ;;‘r

A

ﬂf[3waiting—access request] For every released data;
‘resource Dj for some x e {1 2,...,s}, with single

L. waiting—access reguest from proceés P (say) Apply

[, ALGORITHM -r with (p ,Dj nh as input.kand apply .\

ALGORITHM A with (Dj .P ) as input

.1;,



R , -
: [

S2d' [hllocate beleased data resources with multiple

ca

'~‘;fpwaiting access requests] For every released’data

,*~;frw1th (Pyk,DJ ) as input~

.5resource Dj ' for some x € {1 2,...,s},_with multiple’f

";fwaiting access requests from a set of processes

./

\f}fP = {Pyl,Pyz,...,Py }, find a process Pyk such that

»

'"*f;“;pyl ¢ R(Py,) for all 1, 1<i<m.v Apply ALGORITHM T .?5?{

6

"prpiy ALGORITHM A with

'f(Pyi,DJ ) as input for all i, such that i#k and L?LQL;I

"'Tt51<1<m.: Apply ALGOQYT“M B With (DJx'PYk) o iHPUt

"'9aj?33§ fA Process in the system requests access to a data ;%%r5ﬁf

BT

- Y -

T resource held by another process] Let the process'be

'”*F pi, and the data resource be DJ Apply ALGORITHM A with 'j

the edge (P ,D ) as input.~ GO TO STEP SS

[A data resource held by a process is preempted from it

v o

'A* SS

ALGORITHM B with a -as input, and GO TO STEP ss.;_;_]]y

to detect deadlocks, (if any) STOP

e :-thé‘*burbose- of 1tustrns

to break a deadlock] Let the aborted process be Pj
Delete from the set of edges, E of G a11 edges directed;f;.

to pj, and a11 edges directed from PJ ” Apply Step Bl of’55

.._‘. ’..

TDetect deadlock (if any)] Apply step 32 of ALGORITHM B*fif

(i

s - 3

BT

G This has the effect of deleting DJ from the reachabre -
 sets of all py, for 1<i<m, <Thus the’ reintroduction of .« -
" the edges. (Pyl.Di?) for all i. such that i#k, and 1<1<m,“,,f
is necessary.;; b o AR | ST



'L‘ . . . »
oo . S i '.‘ . : g

3-'detection scheme, we utilize the network configuration of '

‘:Aijigure 3 1 2 We assume the introductidnyof a PRw edge from

4

"*?pz to Dl’ consequent to. P2 requesting access to Dl' and an .

°~

‘ f;RPA edge from D7 to PS as a- result of P5 requesting shared

'Tf}faccess to D7 which is also held for shared access by P

- P

A Illustration of ALGORITqM S
_ rllfA process enters the systemf or a new data resource 1s }t

lifrsz?l;accessed or bothl Let the new edge added be ‘(pg,D ) i
“rfh(new process entry), or (DQ,P ) (new data resouyce N

5.§ffent;y),-or (D ,p ) (both)._ Apply ALGORITHM ‘A with

2

o ﬁ] D ), or . (D P ), or (D P ) as input sTOP.:{;li}yljgj;f

'“»ffSZ:}(A process in the system rugs to completion and releasesjdﬁ:

:’r:completion be Pg. and the data resources released be D6 fh;lf

i lh,D3;'and D,. ’yyl1"}d};1fcfjlf;;ffvj}fl' » S
S ,S?a- rUpdate reachable sets by deleting each edge] Apply‘l |
o jALGORITHM T with (DG,P ) as; input°’ Apply ALGORITHM Tyri?\
”ﬁ,fhith (nq,p ) as input-~ Apply ALGORITHM T with S
| huy(Dd,P ) as input Delete P3 from G . ;{;f _r:,‘d‘:. i
| ;32bfh[Update G bY deleting released data resource nodes }f?““t
svthwithout any requests] Delete D6 from G ..;ffﬁlfu .
;xSZc?i[Allocate released data resources with a’ single 31
% waiting access requestl Apply ALGORITHM T with :
l!ff(pl,o ) as input-‘.Apply Arcoarmnm Agwi?hﬁ‘D p ) aslseff
aq,input‘: _v co l_;j- ‘\F:.}.Li i _f it
”¥=éf$2d@ fAllocate released data resources with multiplev
B _;ylﬁwaiting-access requestsl For the released data
'fﬁresource D4 the Condition in Lemma 2 dictates its fﬂ;

fﬁall data resources held] Let the process which runs to:'f'ﬂf
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?”fallocation top{;'rather5thanﬂto7p4:%'ap§1y ALroarTHM7 ‘
| T with (p ) as input f Apply ALGORITHM A with |

' (P4,D ) as input- Apply ALGORITHM A with (D4,P ) as-

1nput STOP.- v;{"f. kijpsf\’lﬁgVﬁ*,ff f-,-~<_

-:SRE TA process in the system requests access to a data
iig\resource held by another process] Let the process be
fl7dpé, and the data resource be D8 ' Apply ALGORITHM A with
| Tby(pS,D y as. input.; Go 10 STEP ss | R
ﬁ.;;SdiffA data resource held by a process is preempted'from‘it,
: ’;;h?to break a deadlock] Let the aborted proceSs be P5 |

| idilfDelete from G the edges (D P ), P ), and {P Dg);ﬁro.

L"7-Calcu1ate the reachable sets of a11 nodes of G .,ZGQ]TdﬁL" e

- :/‘.

o7 smess. L |
'?,Ssgf[Detect deadlock (if any)] Apply step BZ of ALGORITHM‘f-

»f;fB to detect deadlocks, (if any) STOP

;773:8.DiSCUssion:7-" -

*-":33831fCommunication}Reouireméntéf:'

In distributed database performance, the communicationgfrij]

“,h‘time is a critical factor to be optimized Consequently, vf”hv

‘ :iinter-installation communication in distributed DBMS can

df-éresult in conspicuous performance degradation. Thus, the '

o

'*p5impact of inter computer communication upon system

: *

. / : .

7 This has’ theaeffect of deleting D, from the reachable set fi

of P4, ‘and ‘those of ‘the nbdes from which D, was access.
“ible.. Thus, ‘the reintroduction of the edge (P4,D ) is
necessary. S T e e e } R
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,-performance should be an important considenétion in the
treatment of deadlocks in distributed systems. Not only is'

. ‘an efficient network communication mechanism éssehtial \but“ y

‘Valso an effective deadlock handling technique, with minimali }h:

communication requirements. L y;;h;,"i - yv°'{ hﬂfaﬂ; o

\

In the approach proposed in this chapter to detect
. / ! - N
,Ldeadlocks, the communication needs are quite modest._ Everyd‘

:time aadata resource 1s allocated ‘to' a. process, a process
t‘freleases a data resource,’or a process is made to wait for a.
l'data resource, the access controller at the 1nsrallation inf
'zp?which the data resource resides, sends information to that nl
.fifact to all other installations in the network.3 Such N
':communication is necessary only for processes and data

f‘resources~which are global in nature, as discussed in :

r;fiSections 3 4 and 3 5. This facilitates maintaining the'u:,‘

"ffsystem graph at each installation. Thus, maintaining and

"?ﬂupdating the reachable sets is done at each installation to:fiffﬁ

*Qi,detect deadlock, without the necessity of transmitting huge
fifhtables among installations~;;'v | o if¥7=?f,*
| In the approaches by Chu and Ohlmacherr1974], and
”ThMaryanskir19771, process sets and shared data lists are

1respectively, transmitted over communication channels to

;,5ieach installation, resulting in huge message traffic.-sf

ﬁ“ﬁchandra et 31 r1974] transmit resource rables, Which

'>ﬁ5contain information pertaining to processes allocated loca%sf‘l_f

T resources, processes waiting for access to local resources,

'f\local processes al1ocated remote resources, and local

,s



processes waiting for. access to remote resources.,

EIEE L
L I

z_»Similarly, Mahmoud and Riordonr1977], in their distributed

fapproach in a network of ‘nﬁ computers require the

:'ftransmission of (n—l) identical messages containing status

twords, all\these approaches basically require the

""and queues~of files. Also each installation receives (n—l)

H:different messages from other installations.i In other

..
7

.

L ;transmission of large tables among 1nsta11at10ns, resulting

71n tremendous communication. GoldmanF1977], in his approach

o

L
o/
/
R

hm;files to records)

8.3"- 2 .Requns,ib1-1;_i'tife,sv,of ‘Data base Adm‘ini_Stratci‘]r,_:f L

y';requ1res the creation of OBPL, which 1s expanded at each

/

?ﬂinstallation, and transmitted from there to the next;- The

/

"fgexpan51on and transmission of OBPL 's 1s done till a decision

/

‘hﬂfis a;rived at, whether or . not a deadlock ekists.r Even

l

h_iauthors discussed above, the OBPLs go Lhrough several

i
/7

'fhgtwo installations till a deadlock is detected Thus, the -
mwﬁapproach could result in undue waiting period during which
}a totally new\network situation coxld arise. A]l these

"Qapproaches suffer from the great drawback that the size of

{:
/the tables to be transmitted increases enormously as bhe

59'4

e

"1}though Goldman s approach is better than those of other ff;,h"':

'af;installations sequentially or several times between the same

unit of ldentifiab}e resource decreases in size (e g _fromd}

‘~f(DBA) increases enormously with the distribution of DBMS

:V'over a network of computers.w In a network environment, the

‘hThe complexity of the function of a data base administrator oF
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e '

:;actions of the operating system which manages application
]ObS (processes), and that of the DBA who ma1ntains the |
_process integrity and tpe consistency of the database havef;'
tho be coordinated A thorough understanding of the T

-relationships among concurrency controls, processors,fiv“

processes, deadlock handling and recovery techniques,
\*5 l

‘ﬂ3_communication aspects and protocols,ietc., is necessary for :t‘ff

'ﬁthe DBA as well as the operating system. The relevance of

"”such coordination may necessitate the importance of having a .

fi'higher authority over both the DBA and the operating system.
g:This area probably requires a deeper study,.especially in a

'-ffnetwork environment

s

As more and more data is integrated over a network of

*i‘computers, the database becomes more accessible to a larger J-Efi

o

‘ lnumber of diverse application Jobs, thus contr1buting to
‘;;fgenerality and flexibility. simultaneously, s\veral |

3q;operations Iike detection of deadlocks, recover& from

*fhfdeadlocks, communication requirements, etc., betome

4

ll'fextremely complex, demanding improved operational

"erfficiency., This boils down to a classical trade—off

Eibetweenqgenerality and efficiency, of very common occurrence;f?f-

d

i”?{in commercial data processing.; It is in balancing these twof;fyv'

Jlﬁgapparently conflicting factors that the role of DBA assumes:f

“'7g{eat importance.. Very significantly, the decisions made byihﬂ;h

?‘l;DBA will have substantial impact in a system on a network of,ﬁ_‘_..:‘::.',:.j

computers should an on-nine deadlock detection technique

1ike the one proposed in this chapter be implemented



'.fyrdeadlock detectio:

“*.?communication

;?Hfﬁperformance o_

It is difficu t to estimate the performance effects of 5m~

or deadlock preVention in distributed

l

'ication time is critical Because of the A

fDBMS, since comm y
mngcomplexity oﬁ d%Ztributed DBMS a significant factor in rfifli;;

i

7thandling deadlovks would be operational efficiency.i But the ’fﬁ

spects make it impractical to estimate the

such algorithms analyt1cally., Once ’y13{f;:_:ﬂf

:'wifdistributed DBMSs become a common reality experimental data

“ff*our propcsal has the several advantages shown belcw.:;t{fﬂﬂ' B

"&ﬂ* In the deadlock detection approach proposed in this

Vifcan be gathered to measure the performance.f Nevertheless,. fef,
_ R R

k : v'.v

chapter, the communication needs are quite modest in theyﬂff

sense thét\it is incremental and dispersed over 5 periodlfﬁ

v b of time, as outlined in Sections 3 K' 3 5 and 3 8 l.e_sz}j’

;”kai* The technique of deadlock detection suggested in this S

i chapter identifies the processes directly responsible ]
for the deadlock (Corollary 1) In general it is

N possible to Eind a process blocked forever but not
deadlocked,sby virtue of its waiting for a process which;;ij

is involved in a deadlock (Corollary 2).-m_;MTF“?77f“'*""':

* Processes are never delayed by our technique,_because a

Ce et
RS '_4-, PR LI ._

:ﬂf.process whose request for a data resource can be granted;i-5°

.'tf?fffmay proceed without waiting for the deadlock detection

’*”ﬁ[:fmechanism-* Thg DBA can“design a scheme to invoke the

"Vigdetection mechanism for every fx' Units of time.ﬁ

,5;every 'Y' acceSSes granted ot for every AR accesses Qy_ o
| SR e R A e e
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not granted; or any combination oflthese. ;o C ,
* In our approach a process may have any number of B
‘ﬁ;outstanding requests~simu1taneously For most others;'
:Fe‘oi;.King and Collmeyer, 1973- Poldman, 1977],‘a |
*"?v‘process is restricted to have at most one outstandlng )
Vrequest f In real world applicat1ons this restriction is
‘not practlcal, as demonstrated in Appendix B. Thus ourj

"lapproach is more general and realistic.\ ‘o
* When a number of readers share a data resource,_our
'. algorithm does not require any special treatmedt, unllke
in Goldman 's approach where one dlfferent copy of the
- OBPL: is formed for each such reader. In the case of
. shared access his approach leads to a heavy overhead in

computation and in commun1cation.'~ L ”-‘f- As‘.““'

ae. !
©

* Our proposal deals with every request 1n the same manner,‘ &
:and can be considered a unified approach, Since thel
'_detection technlque does not classify requests accordipg77l

to the relationship between the origin of ‘the process»tj‘}
- and thelinstallation offresidence of theﬂdatapresource~
raéceSSed. 'In;all other'app&oaches discussed infSection

. 2.6.3,fthe alggnfthms;deal_withfeach'access reQUest’ .o

'accordinghto the]classification'of the request..



_4.1'Introduction,"

CHAPTER 4
SYSTEM RECOVERY TN DISTRIBUTED DATABASES -

AN

‘ For distributed databases, very 1nterest1ng concurrency'jﬂ

‘controls have 1ndependently been designed TThomas, 1977
' }Bernstein et al., J97R-vRosenkrantz et al 1978
'JfStonebraker, 1978] n particular, Bernstein et al proposen
ean effective method to mainta1n mutual con51stency of i
fhmultiple copies‘bf databaSes and: internal consistency of -

‘bveach copy of the database.j This method incorporates

\ . )

deadlock prevention principles.‘ Excellent response time is S

guaranteed for all transactions that do not conflict _,,»“'

'-Transactions that cannot be shown to be nonconflicting need N

A

lexten51ve coordination and in general, substantial

L3

.:»communication among installations is required, as a part of -

the deadlodk prevention mechanism._'._

Knowledge about the probability of interference or
T |

‘deadlock in concurrent database accesses is relatively

unknown. Peebles and Manning[1978] strongly believe that

: interference is rare: in transaction: processing systems, and ’
do not support the idea of elaborate avoidance or preventionw~

i mechanisms which are considered uneconomical We,agree and

3 -98-»
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have strongly advocated in Chapters 2 and 3 the use of

deadlock detection in distributed systems:—’Further, to

: quote Le Lann[1978], “ou conclusion will be that for

psystems which include a pa{titioned database and which
| provide for the storage of pendlng requests, maintenance of
ilnternal 1ntegrity\boils down to a problem of deadlock
‘avoidance or detection with distributed control“ In v1ew

.of Peebles and Manning E belief and Le Lann S conclusion, we

E]

. feel that our on—11ne detection technlque prov1des adequate

'measures to protect the database against process fallures..
&However, neither our scheme nor" that of Bernsteln et al. are

f:robust enough for system crashes.

Users of shared databases presume that the consistency
'and correctness of informatlon upon which they work. 1s N

preserved, under a wide variety of system malfunctlons. »Innfi

¢

,“a network environment the problems faced in maintaining data jo

-accuracy are even more severe., In this chapter we present a

’<robust approach for system recovery from crashes.~f'

Rt

34,2;The“ProbIem,'Environment,.and Basic Strategyx
le] . " : - . v, . ) "; ’ . : 3 T A . .
R ] ; L

‘A systeg crash normally requires database reconstruc—

",

tion by for instance, reloading a previous save and‘“ ‘ .;;(;

A

'repeating the‘updates on the database from'thatucheckpointr'

.through use of an audit trail | In a batch environment<such

e

a prpcedure ﬁay be expensive, inconvenient and time-

'consuming.v 0n~the other hand in real timeftransaction
\
processing systems, failures can have more disastrous

I
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effects.' For instance, after a successful reloading frOm a

previous checkpoint, it is unreasonable to expect that users

B will remember long sequences of transactions._ Even if they

, did remember, expecting them to perform their own recovery
'1s not realistic.f In some systems, continued processing
after a partial recovery may not be . a serious problem. Fq&
'example, a- supermarket inventory control system might as a
- consequence attempt to oversell a product probably cau51ng
.flittle more than some inconvenience and minor embarrassment
: On the: other hand if we are dealing with airplane seats,'f"
| bank withdrawals or paychecks, a partial recovery could have
k‘.seyere repercussions. S R | v
' o yio | R

In essence, we are considering the problem o reliabley

‘:operation of a distributed data management system in the
~Jpresence of failures.” More formally the problemlis Given e
“il'-—an arbitrary computer network with distributed )
;;control, and an. appropriate communication system, and
:--an integrated database,'appropriately partitioned
‘;l°and/or replicated is distributed over the network
‘_,Design a reliable method of system recovery that maintains~‘ -
database consistency during update transactions in the
| presence of either system failure or communication ,:
breakdown._f'; . i
'.tProperties that characterize ax“good' solution are-r.

--Sfmplicity. The techniques used for detecting a. failure e
o

and for recovery must be simple, and should not

“w‘,incorporate any:elaboratevmethods.‘
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: --Tolerable overhead Under normal circumstances a high

,overhead results in fast recovery, while lower overhead

el
! /

'}provides better performance but slow recovery | We stressl
the importance of round the—clock access to the on—line

| system, and advocate that the overhead inVolved in
malntaining recovery data should ‘be directly proportional

to the- value or sensitivity of ‘the data accessed

v:_~—Consistency Mutual and internal consistency of the_ .jl
\iadatabase should be maintained after recovery.‘ In thei
event of brief communication failures, the design of an-
f:ieffective p{ocedure is necessary for reconstructing a’
'ffconsistent ﬁatabase from two or more isolated fragments..p:,
7i*£A complete technical solution to this problem in a m“{!:iid:

"h partitioned network is not in sight, i

':ﬁﬂl—-Partial operability-‘The system should‘Lontinue to operate;l_

in the case of failures at one or mcre installations.al’,.f'

-——Avoiding global rollback As far as possible, rolling backr,n
T all the executing transactions to some common checkpoint
Vf in time,should be avoided v'r‘f‘.;;-ir;:? }.f;'£§YJ

'bib--Reliable~communication. Guaranteed delivery of messages 154

a necessary requirement to ensure reliable recovery and

maintenance of consistency..yiv7v.:a_ f~ Lk
EnVironmente<“
\..." L

o

| The environment with respect to transactions, 8

| communication aspects, failure and recovery, thel~_ff 'r"
{ .fimestamping mechanism, and the applicability to different '

‘types of networks is explained in detail-“ \v>

S
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1,";TransaCtion Categories? The traffic processi?bya

: distributed database system is assumed to: fall in.one of

the three broad categories. Special purpose transactions

of t type found in airline reservation, medical

*t

information, or banking systems require extra care B

/rbecause of the sensitive nature of the application. Less'k

R

sensitive applications which involve dedicated or se1f~'
contained equipment, are categorized as local transaction
' systems, (e g. warehouse inventory control, payroll
production, or. student record systems) | Finally the'lf
third category encompasses global transactions which R
acpess data stored in two or more different installationsi;

if; via a communication line.i'fffl ;;.fr ;,fi ST
- e },,A L R :v< } "v/;;ﬁu-~
.sz Communication aspects-rsvery message sent from an -
- installation is assumed to reach the destination
ventuaily. Messages which arrive at a destination
'lcomputer from a éommon source are processed in the order
'of initiation.v However, the messages from two diffe ent
,ﬂf. installations to a particular nstallation may be v
o processed in their arrival ord r._ ‘To ensure that any L
Q N

. méssage sent from one installation to another is -

R




. o S 1ﬂ3

5.inSta11atiohs with thehhelp'of'meSSage spoolers.~-Upon'

"sent the message.zﬁ{

*recovery, N picks up these messages sent to. it while it"'

'.was down, reqardless of whether Nl has crashed since it

Failure and recovery The failure oﬁ an 1nsta11ation is

assumed to have been detected by other installations by )."

ithe time they need to know of its crash Upon the

,recovery of that installation, the other installations et

‘psynchronization.‘m

g(e g., ARPANET chQuillan and Wal |

39\

'h“}are assumed to be informed promptly. Appropriate
h'atrecovery procedures, to be proposed in this chapter, are’f_
7iassumed to be- in force as soon as the crashed system o
_‘comes uo.,,f t{f‘ | | ERIR S ' -

: Timestamping A unique timestamp generator is supposedly
fin effect for every data modification, for every aspect

1Jof recovery data stored, and for every message

RV

.

[Metcalfe and Boggs, 1976]) on the'other.",

f _fThe‘basiCpstratedy=7fQ wffifi~"'

. ;i3»A1thou§hﬂjobs conSistfof'retrievalfandfupdatep ,

A Sk

1977]) on one side‘f

__ e
transferred The successively generated timestamps havec,'uﬁ

. monotonically increasing value. Timestamps are used f°rj;f~”

“etw°fk5‘ The approach is equa11y aPPlicable to all e

; types of networks from 'store-and forward",communication7i3e

"ifof the spectrum, to "broadcast “ne works (e, g., ETHERNETa”py”
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transactions, these two groups may be subclassified and
recovery protocols defined which take advantage of known

-

pfoperties of each transaction class.»m ff"f"»' '_;y-

'453\Transaction{Classificatioh -

o

’I‘ransactions1 are classified according to the degree ofv“ E

. ) LN B
.

requirement for fast system recovery.» The pre-deflnition of'f'
transaction classes can be performed by the Data Base h.»_ .
Administrator during database design, depending on either 3
therinformation about the specialty of the data stored '
(e g.,;airline reservation system) or by gathering |

"statistics about the dataf»se usage (e g., predominantly L

t e

local transactionS) The defined classes can then be

:l,.'

appropriately matched with recovery protocols necessary to

- maintain the system specification. The pre definition of f;,n?;f

d

transaction classes does not constrain the system from

accepting any transaction, but rather facilitates the use of;ff,ﬂf

more efficient and cost effective recovery schemes for

: transactions of known or predictable behaviour._i’"”

4.>.3_"’.r1\,ke't'r-i;eval"i_Ttv;dyn‘s‘actions_?"'» S

C;sf We classifY retrieval transactions into tw? kinds. fThéuf”'n&

' transactions thab do not reguire read IOst will be referredfahcs

? to as that of class Tl. Transactions of

lass Tl are those SO

that do not really care if someonerelse is modifying the_fl,"”'"
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‘same datar 'For ekample, in aniautomated‘library database,
where the majority of userséare those who search for ‘the
,:rﬁpresence of a particular document, ‘one is not disturbed by a
transaction which at the same time changes the status of
A{} this document from navailable for loan to "1oaned to M;\\\§‘
vdicSmith"'} Such a user should be allowed to access the:g‘vp
.ldatabase for reading even if the data is locked for -
yidmodification.. This not only enhances concdrrency in they!p
.b[ﬁdétabase, but also helps us to devise a’ simple and
f;inexpensive recovery protocol for a’ large number of

’;retrieval transactions of this kind System performance is .

3‘dlenhanced on account of the reduction in 1ocking costs. _,:5 |

Transactions of class T2, on the other hand, are those fydl'

‘j5that require locking of the shared data for reading, and

" f,include all those that are not in Tl., A transaction of

fﬂﬁyclass T2 has to wait for access for any data that is locked

'~;{for modification, and also any data locked for reading by aﬁ

o transaction of class T? cannot simultaneously be 1ocked for _}f

jmodification by any other transaction.'y_f7vff/x
't"4:3;zlupdate‘Transactionsul }Q;wiff7»ff‘ffw7r-ffiyd~i‘l'grj"
J:_(a) Special purpose systems, which basically serve one e

.'-ﬁ specialized application but have lived up to expectations s
‘"as a distributed database system, are. considered here.y

'yf_:Each specialized system has its own recoverY

. 1.

.

:i}i:;requirements. g*ii~f.”'
| v,rix;xnithgjc;sefoffinférﬁétiOh“$95tém3lfé‘?“hiChffhéhi°:
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\1 probability of failure is required to be small, such as .
_those needed for space shuttle applications, aircraft‘:i
3iflight control, and to ‘some extent airline {eservation :'v

' i*systems,‘speedy system recovery and data validation is

Nl ’
L \\essgntial Only very occasional small losses can be

““~tolerated : Thus, the recovery data and protocol aie

quite elaborate. We shall refer to this class of
“ftransactions by Ul For the space shuttle and airplane
}ftraffic control applications, standby systems prov1deb“="w

”wffuqther protection.-

A class of specialized systems includes those where =
Wanthe requirement for user definition of user owned

'~finformation is high, and yet data sharing is very

“iLimportant, and the data files are owned locally by the

1
“creator of that data, but are accessible to others

i’:;fmedical information system, the producers of information
"“fhfare geographically separated, 1ike physician s offices,
‘feipharmac1es, laboratories and hospitals.l Bapking and
"iyiftelephone systems can also be classified according to |
wiiigthis kind of transaction, which we shall refer.todby.uz.'_rfw
QlfiFor computerized telephone systems, very infrequent ' ; i
.;Tisolated sma}l breakdowns can be tolerated Clikewise}in-

. £y :
: : «\)
ffbanking systems, significant processing and storage

.

_ifacilities are typically incorporated into computer

‘through a network - For instance, in a distributed fQ]V'df-fﬂ

.,cterminals. Such terminals provide data input a“d ’sﬂﬁifi'uf"

'*rfpossibly 1imited data validation, even when the main
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lComputer'system‘is.down. Moreover, the class of ;-
'transactions U2 do not require recovery techniques as

"elaborate as\for the class Ul ‘

;_1r ol : : VORI
(b) Systems with predominantly local transactions, for

“instance a university student database, a payroll system,
or an inventory control system for a chain of - f{a'_é f5
"=:supermarkets, are classified as U? : Commonly,lover 95a
ﬁ:[99% of the transactions are local fStonebraker, 1978]
’ lThe transactions of class U3 can put up with system 5 ;. s
S SR

‘7crashes better than those of classes Ul and uz, and

k'v'

.“ﬂk‘i_henc@ fairly inexpensive recovery protocols and recovery

:e71data maintenance ;,e;allowable.,‘
(c) U4 1s the class of transactions which access data stored

(not redundantly) in two or more installations._ This P‘?v

M

',ﬁ?class may include Personnel Management and Budgetary
' fAccounting systems Typically, a transaction of this
ifclass accesses data stored in the installation where it

. fforiginates,,and travels to another for further processing :

o
-

and so on.

(d) The class of transactions US is that which accesses\data
ie_stored (redundantly) in two or more installations |
hrhandling fairly generalized}transactions._ An appropriate
'fjlupdate algorithm FBernstein et al., 1978] that maintains ‘_$
fﬁiinternal and mutual consistency of the database is _{' S

"fassumed A transaction of this class accesses the data '1*’

‘f.iﬁ“stored in the installation where it originates,'and

.



s\\(recording of who did what to whom, when, and in what
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PO

N

travels to the nearest installations where the redundant
-_'data is supposedly stored‘for further processim{ and so

fon; In practice the U4 class of transactions may be

':thoughp of as a subset of US.

.n‘ »':‘ o
v

(e) 06 includes the transactions that‘Were not antic1pated h

'hahead of time. On account of their unpredictable or

””'unexpected behaviour, these transaCtions need extensive
‘ v\‘ : .
iaudit data and an elaborate protocol for system recovery °.

P _

"n;7Typica11y transactions for new applications for which L

-llfthere is insufficient classificatidn data are included inf{

:‘ff”this class.:;e’

”f4{4,5Y5temfRecoveryjprotocolsffyr'"”

The approach outlined here differs from many other

methods because it does not assume that every transactiongf%f_“n

requires recovery data (redundant data stqred to make

g .
i ‘

recovery possible) maintained in the form of audir trails

T

sequence ). Instead, appropriate inexpensive system iffig]gmfff

ffrecovery protocols are proposed for transactions whose

b';ﬂbehaViour can be pre-determined

:*to the data to be retrieved ir

voore L

Lf a transaction belongs to class Tl, access is allowed

ﬂ__is locked by any other transaction or not.i The protocol in

| fthe data is 16cked for modification.; The. transaction is.

3lthe case of a transaction of class T2 requires waiting if

. el

"'spective of whether the data‘"f'
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' ffrequire mainten nce of recovery data for crash resistance.
.:;However, a me ,anism should be provided to 1ndicate to the

process-

f waiting for locked data, or o o

ested resides in~a 51te which has -

f(i) its wait state,,p

1:(11) if the data re‘

crashed or i all communlcation links th the 51te have
e . : .\ _ :
failed . . .' g.’ L .

v.

7-Recoveryfprotocols;fdrigpdate,transactionsfj'ﬂ’,:,: R

W ro

o TP =3'\igg,'=;j-_.. e
This is required by transactions of class R?i.whi h may

;_dforiginate from remote locations and terminals.,p\;‘;;;\\;af*fff'

“?}1) The originating transaction is uniquely timesg¥mped

|

(i e.; tWO transactions starting at the same ti_e from Ef;?

‘?*hf?different sites are assigned distinct t1mestamPg)Qd‘w

vtféi?Provided the t1mestamp of the accéssed data is 255 . than

A.*?if;that oi the transaction, Synchronize the Ckfa iﬂof otherhf}?
‘L7¥f{sites to the timestamp of the transaction, prk ided it |

G';;ffhas to acce;s data from these sites.; Otherwi_b Teassign}7ff;
':fa higher timestamp to the transaction,gand r peat step 2 L

fifB)fModified data is timestamped’ at the site ( ay . N ) | An.l}:'ﬁ

A'Faudit trail %f maintained by using a writeiahead log

}'lehi' e R »/‘_HL

‘_2:gThis step is included to provide synchr
.- ‘clocks’ necessary for” updating of replic ted. data in a.
o] distributed database. . - R P e
“j3;éTimestamp with the system-time at the moment of creation'-rf

vf;of the entry.,_er,¢},_ , 2 R R T IR

nization of time-ig.wt



protocol which requires that the audit trail be written

, to non—volatile storage before the database 1s updated fd

fdifif such modified data is redundantly stored (say at site

ﬁN ), then site Nl

| 'be written to the audit trail at site N2 Subsequently d_?,fv

'3.;the database is updated at site N2

L3

rESiQPeriodic incremental dynamic dumping rRosenkrantz, 1978]

'}f of the database is carried out to prov1de checkpoints.éfff

'iIncremental dynamic dumping can be facilitated S}

sends a timestamped update message to ;"J

-

imaintaining\aJﬁifferential file [Severance and Lohman,;".'

v

:i{5333£5§° The timestamps uniquely identify the transactionSf”dfgf*

ftgin the recovery data.y An audit trail facilitates crash

Jlfresistance, backing out of any transaction, and aliows };if

.‘ \.,_.

ffjcertification of system integrity, when necessary.. o

if~Incrementa1 dumping can be carried out frequently to provide jdf:

Ifyrecent checkpoints which, in conjunction with the audit

el &ﬂps Speedy SYSte“‘ fecoverY-, Maintaining a

i':"A_’differential file as an add set“7’"de1ete set“; and 'change

7ffset’ makes dynamic dumping easier,; ?Q73~".

:if4- For. this case a strategy for optimal checkpointing is
o suggested in this chapter.-;s,:. 8
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B. Recovery Protocol SP2:
Transactions ofgclass Uz‘require a iéss elaborate'
& h protocol than SP1. incremeétal'dumping'here need not-be
éé, ceither dynamic or frequent, relative to SP1. |
fé:yﬂjjqame as step 1 of SP1. -
ég;.z) Same as. step 2 of SP1.,
3) Mod1f1ed data is timestamped at the 51te (say N ), and

- '(.
the.. recovery data 1s stored ‘in the form of a differential

A=
T
¥
. oo
C"}iv. \,

eI

e ; 'file | A‘write ahead 1og”protocOl’is‘used to first copy
| fthe dlfferential file to non—volatile storage, before
_certifying process termination.‘ﬁ‘ k
-4)_Sltes which store the- modifled data redundantly are sent'
- a. timestamped update message. ‘When a site receives such
‘ a message, the update commu;i;atea is written to the R
dinerential file maintained at that site., : o
5) At a. pre—determined po1nt in time ‘the differential f11e

%3 merged with the database to prov1de an up—to—d'te

' database, which i$ then dumped for use as a- ch’ckpoin‘.'

o Ci ﬁecovery Protocol SP3- ,

| Class u3 transactions which are predominantly local in

"nature requ1re dumping once every 2411ﬂfﬁ?or so.» In order,.
to provide crashfresistance, recovery data is stored in the
form’of ‘a differential file. |
1) Timestamp the originating transaction.
2) Store recovery data in the form of a differential file

maintained at that site using a-write ahead 1og protocol,

3) Once every 24 hours (or as determined by the DBA) merge

¢ ..
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-
Lk

the diff?rential file with the database to update the
data stored Checkp01nt the database after every such
major update. -
“D.,‘Recouery‘ProtOCOI SP4:
;~ Transactionsdof classes U4 and U5 use this protocol
- An apprbpriate algorithm fBernstein et alr, 19781 for
updatinguand maintaining con51stency of the database in a
redundant case is assumed |
1) Same as step l.of~SP1-
rZi'Same'asstep.Z'ot'SPl.
3)h8ame as‘step 3:of Sp2.
'_‘4,)-f.'s:ame a‘s_.._step‘ 4 of sé'z.'
“S)ISame'asbstep.S}ofvsezr

'Erchecovery’ProtocolrSP$:5%"7

Sy

bThe class U6 of unanticipated trahsactions, (whose

dbehav1our with respect to updating data could not be pre—‘ _“‘.

' determined) use the same protocol as SP4 except that

N

'(1) an audit trail is maintained at step 3: of 9?4 using .

‘ write ahead log protocol, and

B s

'(ii) the update message communicated to another site in step‘

4 is first written to the audit trail befgre,committing

the update._

4.5 opéimai Policy'for Checkpointing s
: P ' ‘

The optimization problem involves balancing the

- unavailable time during the creation of a checkpoint against
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P » /_ N

the unavailable time after a failure, when a saved version

: of the database is being updated from the audit trail

L]

v Several assumptions made in- formulating this problem are

<<
spec1fied below'

(1) For our convenlence, a database formed from a relation
in Codd sr1970] relatlonal model5 1s used The relation
is assumed to have a, t1me—vary1ng number of tuples

, dependent on the update act1v1ty |

(2) For any i}ven small interval of time, the number of

; transactions prdcessqﬂ is proportional to the time
1nterval This Stlll allows the constant of |

“proportlonality to dlffer for different intervals, but 1t‘

is dependent on the traffic,‘which can be pre—determined
b'Thus, for a given time interval from t” to tl' the number
'iof transactions processed is assumed to. be equal to

in the interval (t“,t ), assumed constant

(t -t ) where Ka is the transaction proce551ng rate

" (3). The average numbers of tuples read and written by a :t

7gtransaction is equal to T and w respectively. The

't_7quantity r is always greater than or equal to W since

» every tuple written has to be read prior to an update,

v

“but not vice versa.

(4) A system failure may occur at any time.
(5) The cost of checkpointing a relation is assumed ‘to be’

proportional to” the number of tuples in the relation.

'5: The analysis is applicable to any model of data«
representation, despite the assumption about the
relational model. .~ . ‘ . :
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~ Let the unit cost per tuple be 'c' Similarly, the cost:
of reloading a checkpointed database is assumed to be 'E!
“times the cost of checkpolnting »

(6) Thevcdst of maintaining an audit trail 1s dependent on k“
the sum of the number of tuples read and the number off
tuples written (the length of the entries made in the .

'1 Journal).h The cost of using an audit trail to recover o

after a failure is " tlmes the number of entries for

_ tuples-modified;; o

Since the assumptions arewindependent of the sizedofi

~ the datahaSekwe shall consider a.single relation'for'our_

’anaIYSis.i Let ta, 1, t2, ey tk be points on a time scale
_such that the- rates of processing transactions in the'
‘intervals (tg,t Yo (t ,t ), ceer (tk 1,t ) be different

: constants, {K }, in each interval Thus, the number of -

transactions processed during the time period from tg'tO;tk;7

o

;ZZ K 1 i+l ti);f

’,jTherefore ‘the numbers of tuples read and written during the;y

“is:

:time period ty to k is~

(r+w\ g_—qK* i+1-:ti)_~""

;Let us assume that a system failure occurs at time tf,“l

«

e > ).

r-k The cost ot reloading a saved version (from time t ), had
b checkpointing not been done at tk’ 1s proportional to the |
tcost of checkpointing at tﬂ (C ). (Assumption 5. ) |

: Cc= _E‘, * c_. * .&ﬂ' .:. E
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. where E is the save/restore checkpo1nt ratio, and N, ie the- -
number of tuples checkpointed from .the given relation at '
ftime tﬂ. ¢ ' | ' ’

The reprocessing cost of the audit trail (C ) for recovery
tis proportional to the number of tuples updated between ty
'1.»and tf. (Assumption 6.) e.,.. L ; B ,fj |
| »Cau Forw ok [g;:: Ky * i+i.; t, )) + Kk ktf - tk)T
where F : maintenance/processing audit trail ratio. o
Total reCOVery cost (if checkpoint was not taken at tk)
A=cgte, o
ZTotal cost of recovery + cost of- checkpointing at. tk (if thepf
-’database was checkpointed at t ) ' |

pags CHN HE Xy K, (t -t ) +cwN

. : k- k'
where,Nk_— the number of tuples checkpointed at time tk

T£ A > B, then it 18 worthwhil

‘checkpointing at tk ;Thisf
-_‘yields the condition that,..g?'.\' R et
F *_.w * %:; Ki (t:1+1 ti) be greater than
\ s Tie+ 1 sy s f,*;s:‘m
T"Intuitively, if the number of tuples added and deleted are‘ri‘h
':,,}approximately equal, and/or if the number of tuples in thg |
.’h-.relation or database is 1arge compared to the number of
:tuples updated ‘we haVe Nk approximately equal to Ng v Thls‘i‘
pin turn, leads the above condition to be " interpreted as
follows- Checkpointing at a time tk is cost—effective, if -
'_:the cost of processing the audit trail for recovery from*the:
"iprevious checkpoint tg to tk exceeds the cost of ‘ ;

checkpointing at time tk
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| Remarks. The optimal policy for checkpointing suggested for‘
: protocol SPl\here is derived using a very simple model The} |
' assumptidb about the number of trahsactions processed in a.
given»interval of time 1s realiStic since for a small .
interval the time—dependent K 's can be estimated A This’ is
.’.especially true in the environment we have considered for
isystem recovery where prior transaction classification is
‘3done at database design.. The policy determines the ‘
checkpoint dynamically as. the transactions are processed

'_‘and 1s different from earlier Eixed interval approaches.‘

The feasibility of its implementation is enhanced by virtue

"‘ of the parameters 1nvolved All the necessary parameters

f}can be pre-determined from either the information prov1ded
‘by DBA or from database usage statistics and expected T
’ 7g'behaviour of certain transactions.. Consequently,}theifi5-’

:°iaPProach is new and practical N fb‘ffof;,;:;}lf“»;"
.4.}5’.'1" -_A'udi{:f ;rrai-l* Mai‘nténanceapb‘uw’ S

The decision to maintain audit trails should be
Ldependent on some of the following considerations.'f if i,h;'b
k.(i) Necessity of checking for security breaches- i" 7 |
ff(ii) anorcing consistency reQUirements and authorized °§3;7
access to data. S 1 .
l"y(iii) Record on-line transactions fo;.automatic recovery in
the case of a system crash- g_ R »y
_i}(iv) Backing out any single transaction, and recovering from;si‘
deadlock | | o t, | |

o Remarks The audit trail should be physically reconstruct—
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" able if damage occurs to it., Damage repair to the audit
ftra1l is critical, which if not done 1nvalidates the system-

-

":recovery Such recreation of the recovery data may be

3 effected by e1ther duplication of the audit trail, or: use of‘

N Hamming codes and a salvager.. Should related recorded data

!.'

in the audit trail be distributed between phyéically
“separated audit trails or within the same audit trail, a N
:mechanism for synchronization is necessary.t Common; .
'ﬁbgransaction identification (the unique transaction

Ttimestamp) provides ascriterion for synchronizing the

hdistributed recovery data.-yh

.’ g

4 '.1_6, »n,o'm 1;n'o. ‘Effecjt;v_"(Gl_oba.l -Roi_l"l_back‘)f S

Verhofstad[1977] describes a recovery scheme which 1s

”implemented for a filing system supporting a single user.f'yf7fﬁ

' 3;In this mechanism, recovery and crash resistance is providedffuu

’-within the concept of ‘a. "recovery block" rRandell, 1975]

( '1In the case of a system failure/crash inside the scope of a ifﬂk

recovery block the system will be "rolled back" to the

state- that existed upon entry to the recovery block

b'”Checkpointing at the beginnin%;of every recovery block is

'_i.done dynamically. f'Commitment" at the end of a scope, or,

: f undoing within or at the end of a sc0pe can be achieved byi '
’:invoking procedures.; Verhofstad s mechanism also provides .

'A*schemes to define a scope dynamically, and to back out on g
l'request, in case of a failure. o '
.i'The'question;ofbrecoveryfin_Systems withimultiplef‘°

-]
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‘concurrent updates by simultaneously executing‘processes has
.f been the topic of ongoing research Progress has not been f:f.
thorough or complete, because of several significant .“
1*tproblems encountered among 1nteracting processes :
.AfVerhofstad[l978] has stated the major difficulties faced by
;'the designers of System R rAstarhan et al k 1976] for f.”
irecovery in a’ multi—user environment. Consequently, the

scheme is now. supposedly used for recovery from total system

.._ifallure only.l

In a transaction processing system, the abnormal

ke termination of a process has dlsastrous effects on the g

7f;kconsistency of the database.i tn an interactive environment,'

fthe data modified by an abnormally terminating process may

_E

4f jpossibly have been used by others which in turn perform

'1”7;additiona1 modifications to the database.L This phenomenon _.

.
}{of a process generating additional incorrect data can

'“Vjcascade throughout the database.g COnsequently, a large

: m;,number of processes may be operating with potentially

ijlinvalid or contaminated data., Therefore, the elimination of .

, ?fthe effect on the database, by backing out an abnormally

’

iterminating process, is an essential part of any recovery
4jfhtechnique A major difficulty that is faced here is that
'iﬂthe process being backed out may require the backing out of
hiother processes creating what Randell calls a "domino'“
':_ueffect' r s . , SR _ 3
The domino effect is illustrated with ‘an example in ] o

*f-aFigure 4 1 by using three processes Pl, Pz, and P olid

.l- -



ST e T g
ilines directed fromlef;>to right show the progress of each o
of these processes with time. In this example each process,

‘Pi, has entered four recov ry blocks, but has not yet exited.

~ffany of them The times at which processes enter recovery

/
"”Blocks, referred to henceforth as’. recovery p01nts are.

represented by Ry i for l<]<4 for every process P The

:”dotted lines between processes indicate process -

'_interactions.y{%or‘instance, in Figure 4 1, interactions N

- _have taken place between processes Pl and P7 at. times t2
'hytj, t4, and t8'# Similarly, at times tl, tg » tﬁ, and t |

ah,between processes P2 andfP3,7 Shouid process Pl now fa11 at
][the current time T . i it will have ‘to- be backed up to 1ts"i

L P
'7most recent recovery point R14 No other processes will be

:affected, since between k14 and Tp ho- interactions have it
,taken place with process P1': On the other hand, suppose ;;;,
h:'that process p fails at Tp result1ng in backing up p2

‘V@iits newest recovery point R24l Since R24 1s prior to an‘y:i

'rt1nteraction at time t8 with process Pl' Pl must be backed up}ik

o

-:ffto 1ts first recovery point which precedes ta,‘fhat is R13 R

'fffﬂowever, if proCeSS p3 is to be backed up due to failure,

. ”T;all the processes pl, Pz' and p will have to be backed up

c,,right to the beginning of each process, thus iIIUStrating ,=.df'

the domino effect in extreme.‘.*f'
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- — — " —am— — - - — e w— — iy —— - - — -—

. +:‘.;.“ ,‘...-o.p-f-.iv o

T -tv/‘;f"-j IR time (t) N .,f.-i_ B T

'VFigur 4 1:_;bominofEffectrﬁ

. 4. '.7','i"r'ansa'c"t_i_on-._'?rbce’s‘,’s’iné‘:Mb’defl L
The multi process database model con51sts of a set
,rﬂfp _,{pl,Pz,...,P } of processes executing concurrently.a

5ﬂfProcesses are considered to consist of p0551b1y several

E?recovery blocks for rollback purposes,vso that a process, 1h«{;
5 v S

-fh;the event of a failure, will be rolled back to the beginning::ﬂ

I -‘_

FIREEs v ‘ L T e e T e
'Tj'of the newest recovery block ;r;; f};ﬁf’qL" w'flffys‘frf‘“""

T is a set,_{tl,tz,...,t } of times, such that r;,,f

"h,t; < ti N for a11 1<i<m-1, at which interactions have taken fii“

v’place between processes in P.. Each ti in T is associated

bi]‘with at least one interaction between processes in P.

T The set of recovery points of any given process Pi i
'Lrepresented by Ri L\:j} for l<3<k where k is the number of»j:i



recovery blocks the:proCess Pi ha5~ehtered;

" An 1nteraction tuple (ti,P ). associated with a process

4;pk represents that at time ti processes Pk and PJ have'
?'interacted w1th each other. For every tuple (ti,P )4
'_associated with process Pk,sthere is a tuple (t )

| associated with process pj. The set of a11 1nteraction

\

’"tuples associated w1th a11 the processes is a’ subset of the .

o cartes1an product T X P._fv;.: B

The progress of a process Pi is characterized by
:ordering, in the time domain, the union of the set of
'hpinteraction tuples assoc1ated with P and Ri (the set of all

,recovery points of Py )

For instance, from Figure 4 1 the progress of

"afprocesses Pl and P can be respectivef" represented by the"
glists Ll and L; given below-?ii". | ' |
-‘E {Rlll(t?lp )I (t3'p ) Rlz' :
| (ts,p ), R, (tG,P ), (t.,,P ), R, 4 (tR,Pl)}

o lf":I
|

B
RES R
|‘

(tl,P ), (t ,P ), R

s "rﬁ-é ‘Backup_ Aﬁié}és_ rithm L
RO ir -Qtjﬁt’ "‘”'fd_kl _ <
. We present an algorithm to determine which specific
:ffreCOvery point the process which has failed is to be backed
'h*;up.; The scheme alsg/determines how far other processes are td_;
ff}to be backed out The method assumes that the information‘fd

‘;ffon the interaction tuples and the progress of the processes .“

;fjis specified fi‘gih:f?“7f~b1f_.,b%'[vld: '%Lgf,j'jfifhe't_fdfp



' ALGORITHM G
’Input (i) Progress of all the processes concerned (that 1s,
the set of all interaction tuples, and the set of a11

the recovery points),

(i1) the process Pk’ which has failed at the current

time T, EEEER - o
4 »P e v . ST

,_Output (1) Recovery p01nt to.which the process ?k-is’to:bef_

e

backed up, and .

(11) recovery points to which processes (1f any) that =

4

may have interacted with Pk are to be backed up.,

/* Data Structures */

‘ _SET A set variable to hold the processes to be backed up. v
B Initlally it is. set to the process which has failed

An array of size n, whlch holds the recovery
which the process P, iIs. to be backed up.‘
this is set to the current time, T At the
n of ALGORITHM G, a process P. wltR

set to Tp needs no backing ua

~ PREVIOL UP (P, ) An array of size n, which holds the

SRR k- recovery point: to which the process P, was ;ﬂf

; Therefore 'PREVIOUS BACKUP(P ) is always T
than or: equal to” BACKUP(P | nitially, this -
s also set to the current time, Tp.gg;,~ i

5yBACKUP(P )

TIME(Pi)- An array of size n, which holds thef j.
which process P, had an: interaction with some
»d@liss, past “its own backup point BACKUP (P,) S
BRACTION. TIME(P ). facilitates choosing the next R
i‘p point of. Pi past this interaction.n::wk,q__qﬁg-%V~f

"'-Gliirlnitializel

o SET €= (P Y

”v. for i = 1 untp
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BACKUP(P ) <-— Tpa

PREVIOUS BACKUP(P ) &= Tp; o ;f%/‘
INTERACTION TIME(P ) <= Toi S
"

A .
IS

end;_'

__GZ: [Select process for backlng up]

Cf ¢ then GTOP -

eISe'any P

3
‘f'and reﬁeat steps S? 84 for PJ. o

e SET, SET g—- SET - {p b .

o . -

[Determine backup p01nt]
‘; PREVIOUS BACKUP(P ) 4—— BAPKUP(P ),

Tuzs.

BACKUP(P ) <—-.R l' such that ,
: 'le < PREVIOUS BACKUP(P ) and v}}, i if\'ff

“}pjf»f._ajl < INTERACTION TIME(P ),fv:a

“;55é43’f5ina 1f any; 1neeractious w1th backed up process]

For all interaction tuples associated with P (t Pi). e
SUCh that BACKUP(P ) < t < PREVIOUS BACKUP(P ) set ‘A
SET <~— SET L;J {p }, For every such Pi with (t 1,? ),H.”
‘tiz'P " reie (tik’P ) Whe’e ] ',"' ﬂ _.,‘ e
BACKUP(P ) <til 12 ...<t k< PREVIOUS BACKUP(P ),‘set ff:éf

INTERACTION TIME(P ) %= min{til,INTERACTION TIME(P )} ‘

:&[Repeat;fo:ﬂintegacpingjprQCesses Lif]ahY)Ig'fﬁih?h;aff

*}4;9}Réé§qe;9- }ifffe:eutafafiuﬁes}g-fﬁ;}ff”i:’A
- The recovery aspests for the following wide spsctrum of
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system malfunctions is considered in this section._,‘
“(a) A storage failure (head crash),__- e
»(b{ A»system crash (software failure),
,(éyea lost message---' B |
"(dih dupllcated message- ji "'°"f17;‘ve o ,‘;ee:;h‘:l:
_(Eianhlost process (due to system crash and subsequent h\;
.Lrecovery),:e i | _ ‘ v v | o -
"'{(f) Network partitioning, _-fj‘ai vdj':fh;'vv

'1(g) Operation with missing nodes,rv

*,jA head crash on disk may destroy not only the data but
;falso the recovery data stored in the form of an audit trail fd‘:

hlfor dlfferential file., Should such a crash occur, the

'J$¢recreation of the recovery data is achieved by duplication;d,{f

'lof audit trails or differential files.: In practice, there

15,*must be belief and dependence on some ultimate recovery dataxue

A'f(or rather the fact that 1ﬂﬂ% reliability is not proyided byf ]u

ffjﬁany recovery data, should be recognized).» However, the data -

vﬁfdamaged in a head crash ‘can be recovered by loading a backupffﬁ
{ff“version and reprocessing from audit trails.;ﬁft.fliffifle
1-7hj A system crash may potentially leave data mutually and‘bff

'i:internally incon51stent at the site of the failure._ After

‘Tffgthe site comes up, the internal consistency of the data is

IS

’Jﬁfmaintained bY either reprocessing the transactions that were?fé”

"dactive at the time of crash, or by backing out certain

'ehtransactions.; The principal mechanism that helps maintain

"hmutual consistency (i e.,_re-integrating the site into the

’ f&asystem) is called persistent communication,.! This
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mechanism is a clean way of accomplishing re-integration of
the system. Different forms of persistent communication are
used [Ellis, 1977- Thomas, 1977- Hammer and Shipman, 1978]
The concept of message spoolers can be used to mainta1n

'mutual con51sténcy w1th the help of messages stored when the‘

site was down. = SRS .
. . . o ,

A lost message can be sim1larlyiobta1ned from the
-.tmessage spoolers located at alternative sites. This problem
l‘has been handled in a var1ety of ways 1n the literature.‘_‘
.Lampson and: sturgisr19761 require minlmizing the 11kelihood :-

_of a failure during what they call a "reliable broadcast'
’window" (the time interval betwe nfihe transm1551ons of the
same message to different sites Nl'and N ). Should a
'failure occur after the message is communicated to the 51tev
l’ but before it is transmitted to N2,'Lampson and Sturgis'
L propose that potential data inconsistency be detected by ‘.. ;'

locks that are’ set (and rema1n set) while the site is down.

A
S

\

A duplicated message is easily handled, since we

_‘require processing of messages from a common source be donew"
in their order of initiation. The uniqueness of the |

T
timestamps helps detect such duplicity. - ‘.&

An ihitiated process may be 1ost after recovery from a
' crash due to the fact that a system’ failure may occcur
_:after the updates are committed but before they are. recorded
'biggr recovery. This is handled by requiring that the

'rebovery data be recorded using write ahead log protocol, as
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explained earlier,

The problem is more serious in the.event of brief
_communication failures whlch result in isolated subclusters
of computers. Each’ separated segment continues 1ts
operation, wlthout any chance for the isolated pieces. tg3l
coordlnate their activitles, Consequently, on restoration
i_of communication the fragments aredinconsistent
‘Transactions run in a partitioned network are 51mp1y
ilncorrect in the context of the total network ‘Thus,
interleav1ng their actlons to maihtain consistency is a’
futile effort The correct action depends on the database
semantics, topology of the partition, and the actions of they
transactions. A complete technical solution without human
kdecision making does not seem feasible. -

o _‘ . o
! System operation with missing sites (fa1led s1tes) is

i necessary to. avoid d laying transactions till recovery

- occurs.» This»can be

N

complished by recording update -

)'messages for maintaining mwtual consistency in message
-h<spoolers,‘for the failed sites.- Lampson and Sturgis use the <
concept of "intentions list” (a non—volatile storage where
all updates are recorded), and the fact that set locks leave

£

- a lingering recollection of a failed site until 1t recovers.

3

'4.lﬂiDiSCUS510n S -

Not every issue involved in system recovery is

discussed rigorously in»thiSichapter,',In particular,
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P

transactions have been subdivided into classes depending on .
their recovery requirements. Appropriate system recovery
jprotocols for transaction‘classes have been proposed We
have stressed the importance of the availability of the on—‘
ﬁline system at all times, and advocate that the recovery
overhead should be directly dependent on the value or
sensit1v1ty of the data accessed -To accomplish thlS we‘b
.'have used our knowledge of the nature of all the |
"transactions that access the data. Presumably the knowledge“
available about the concurrent processes can be used in -
de51gning optimal algorithms for several other 1ssues
1nvolved in the de51gn of distributed databases. It is
}ﬁsnecessary to conduct experiments and subsequent ana1y31s of

simulated or distributed databases, to provide better'

: assessment of the techniques.; Performance measurements
. )
£

”fshould be the next big step in dlstributed database

:research



CHAPTER 5
iECONCLUDING&REMARKS

S;l,Summary of Results Obtained
5.1.1 Deadlocks

The de51re for complete understandlng of the deadlock
problem in the context of operating systems, databases and ;ﬁ o/

dlstrlbuted databases is motivared In particular, the -

'»_1nterre1ationships and characterlstics of the problem in'

'three broad fields are brought out with the aid of a series
‘of good examples. It is argued that deadlock detectlon |
'-schemes are better suited than aVOidance or preventioni;_

Lh;mechanisms for d1str1buted systems. The importance of theif

combined approach 1hcorporating detection, avoidance, and

: prevention pr1ncip1es is demonstrated

A new approach to deadlock detection in a network

\

'env1ronment is proposed The concept of “on—line deadlock
N

",vdetection in. distributed information networks is introduced

fIt 1s defined to be the process of recognizing deadlock
occurrence as soon as it happens, at the installation which
'makes the reSource allocation decision, without the .

‘_‘necessity of further communication for every request made or

’\" —128-
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- granted. An on—line detection algorithm is. suggested and

developed. All of the earlier algorithms restrict a process_\

 to having'at most’ one»outstanding request In our approach ;

'such ‘a restriction is removed in view of the fact ‘that in .
realfworld applications more than one outstanding request 1s
:a certainty his leads to a situation in ‘which an.
A”_allocation decision on a data resource (w1th multipler
waiting access requests) released by a completing process
would lead to a deadlock For thlS case, an elegant
"solution which combines the principles of detection and
avoidance is shown where a potential deadlock is detected.j

‘ and avoided - On account of the fact that requests 1n

fdatabases are data driven and content based, the p0351bility,f”

{'of multiple outstanding requests is high.f Thus, the results -

'yand the mixed solution in this case are. new and original.
'Besides 1ts low level of communiqation activity the approach"“
f]has_several other:ma)or,advantages as outlined:invSection¢ |

. 3.9,
5.1.2 System'Recoyerya SRy

Another aspect of the problem considered is ‘the
'reliable operation of database systems, partitioned and/or.
replicated over a negzork of computers. The design of a

: method which maintains database consistency during system

-update and recovery is guided by the goals of simplicity,_

“tolerable overhead, partial operability, and avoidance of

' -global rollback. In this new approach, retrieval and update

‘,vtransactions are subclassified and recovery protocols
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defined which take advantage of the known prbperties of each
transactlon class.- An optimal policy for checkpointing in a°
_particular recovery protocol is derived using a simple
_model The policy determines the checkpoint dymgmically as
pthe transactions are processed, and - 1s different from
iearller fixed 1nterva1 approaches. A1l the parameters
involved can be pre—determlned due to the transactlon
'classificatlon fa illty, database usage statistics and the
'expected behaviour of certain transactions. Ponsequently,
' _the approach 1s new and practical - The cascading effect of
.ir.a global rollback 1s modeled by using the progress of
;bpprocesses represented by a set of interaction tuples and
*erecovery poxnts ordered in the time domain. A backup
':b‘palgorithm based on this model is developed Recovery
faspects for a wide set of system failures are considered and
‘several partial solutions are outlined | N | .
vv»-’i15».;é'i‘:‘»"ign'ifica.‘nce‘_t_".:and_P‘_lt‘).jtx';iv,é!'t:i"o:kr‘l“:'.",j;"»"»:-::"'H.~
| ‘With the growing use. of terminal oriented‘computer
'ii;systems, and the increasing trend by commercial firms for N

e

'greal time operations, especially those involving databasesrrf-‘
. the database—oriented operating systems are faced vith heavy

N

fdemands.} A characteristic of such contemporary//ystems is

f‘:their high degree of resource and data sh/ring.

. //

'Consequently, the possibility of déadlocks increases.‘ Also,

;athe problem of system recovery from crashes is intensified

‘_v;niouryview; deadlock}prevention:schemes»are,not; g

'Y q




justifiable for use in distributed databases,/ Extensive

: coordinatlon and’substantial communication is necessary
before process 1nitiation, for processes that cannot be

j shown to be nonconfticting. This affects system performance?

t by lowering the degree of concurrency The past use of |
iprevention principles was acceptable becauSe of low 1evels 0

of concurrency in systems rather than any 1nherent

‘superiority._-

» " We advocate the use: of deadlock detection Jnilit.ﬁ'_f:_«

'Jidistributed systems rIsloor and Marsland 978 Marsland and
’Isloor, 1978] Our views are also supported 1n recent "f_l

lﬁliterature. When dealing with concurrent database accesses,"

-1l1itt1e isibnown about the probability of interference or

}'deadlock | For transaction processing systems, 1t is firmly f;r'

'ifbelieved Ehat interference is rare and that elaborate

- avoidance or prevention mechanisms would not be economical

Ilf[Peebles and Manning, 1978] Further, to quote rLe Lann, .
"'1978] again, our conclu51on will be that for systems which

=fﬂinc1ude a partitioned database and which provide for storage

I A

’T’of pending requests, maintenance of 1nternal integrity boils‘

down to a problem of deadlock avoidance or detecti&n with

f'distributed control" As a consequence, and in view of the'} faa‘

: present day trend towards increased concurrent access in

- systems, the on—line detection technique is a step toward
§ o
» increasing user confidence in distributed systems. “The_t:'

"existing algorithms for deadlock detection in distributed

Y

g databases cannot be used for on—line detection because.;,:
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(i) for. every request granted or not, these algorithms need
- to,obtain the global network status by simultaneous ’
communication of the status of each 1nsta11ation, which :
1eads to a tremendous amount of commungpation 1n the
’ case of on—11ne detection, |
(i1) sucg huge communication traffic results in y
L synchronization problems due to communication delays in
»which either a deadlock 1s indicated where one no longer'
exists, or an existing deadlock goes undetected- and
,'(ili) after obtainlng the complete network status, the},'
. algorithms have to perform computations to detect a

deadlock |

In a distributed environment, a longer delay in the

;~ﬁmdetection of deadlocks can have disastrous effects on the

{'517consistency of the database.h By detecting on-line, closer,,fa

'Tffgto the source and instant of occurrence, the opportunity for:

dhtimely corrective action is greatly enhanced

3i§} The basic strategy expounded in the des1gn of recoveryifyn
'f:protocols consists of discriminating between update and
"eiretrieval transactions, and sub—classifying them in such a
';tway that recovery protocols can be developed fpr each type
-iilof transaction.~ It is believed that‘for transaction jfhjl

rfprocessing systems over 95 99% of transactions fall into the
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\
N

. ' ' ' — ‘
_category of local interactions onlyl._ redefinit1on of N
'transac}mon classes would normally be done by the database

hvadministrator, based .on elther information about the speciald'

'_appllcation, or by gathering usage statistics about the.

: actual value of the occurrlng transactions. However, a new.

’”category is created for transactions for- WhICh insuff1c1ent

1_.c1a351fication data ex1sts, or unpredictable or unexpected :

-abehaviour is p0551b1e. Thus, our strategy used for recovery
.vis on the similar lines of thought as the current day
trends.v‘..: _Q;:_~7'»:_1 SRR 1‘7f’. C

rsgdeDirections for:Researchyf.

It is difficult to estimate the performance effects of,

"dndeadlock handling techniques or the probability of

:‘°xfoccurrence of dea locks in distributed databases, sincefi"“

‘3evcommunication time is a critical factor.. Because °f the Q‘”

‘"ftincreased complexity of distributed databases a significanti."'

’°-ffactor in handling deadlocks is the operational efficiencyr;ffl'

‘]It is probably necessary for dlStributed databases to becomebf}j

‘ir*;a commercial reality, so’ that experimental data can be

'v;ggathered to measure performances and probabilities, before

o 1' See _n‘ﬂ , ' ' o Lo o - o
© PJA, Bernstein et al.,. The Concurrency Control Mechanism of
; SDD=1: A System for Distributed Databases (The Fully -
~ Redundant. ‘Case) ", IEEE Trans. on Software Engg., SE ﬁ-:
13), may 1978, pp. 158 ’_‘ma N T T
*',M R. Stonebraker, "Concurrency Control and Consistency of”’ :
Muliiple Coples of Data in Distributed INGRES", IEEE SRR
Traks. on Software gg., SE-S(B), May 1979, pp IBE S
194. T oy
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N _ v . S
the effect of communication aspects ban be estimated ‘To

: ‘estlmate the performance of the on—line detection scheme,

'Vufuture researchers should look for appropriate simulation,
ftesting, and 1nterpretation.'Q"' ‘ S N
The probabilistic model of deadlocks [Ellis, 1974]

v considered no more than 5 resources and processes, which 1s

'"ftr1v1a1 in the commerc1a1 world More research is clearly»-"

needed in that area A comprehensive probabilistlc model

' 'for computer deadlocks of large systems is mi531ng from the‘“f‘
f\,-‘literature More research 1s warranted to include

’rfextensions of any Such Comprehensive models to systems w1thr-

consumable resources.
2

A comprehensive combined approach to deadlocks in .

7database systems or distributed databases is probably a.

?1i3we1come step.v Deadlock pnevention techniques are advisablejrj,.ﬁ

ffjfor processes accessing highly secure data in a concurrent‘"""

;5system whereas detection and avoidance principles can be

'VTfused for less important processes The 1iterature has not :fi*L

EQTfyet included solutions to deadlock problems involv1ng

f?processes accessing highly classified data in an integratedffﬁ?

~

'“wﬂdatabase. Research is necessary to determine an efficient

ffand effective method of rolling back a process. Such a ffp}:;

f;pmechanism can make deadlock detection techniques much more -

o R

attractive.:_p;ﬁgiyaj;“

As more anh more data is integrated over a network of :

"fcomputers,‘resulting in the databases becoming mcre



accessible tovlarger'number'of diverserapplication jobs;hthe
complex1ty of the function of the database admlnistrator ,‘
(DBA) . increases enormously. The actions of the operating :f
‘,system (wh1ch manages application jobs) and - that of the DBA -
:(who ma1nta1ns process 1ntegr1ty and the con31stency of the
database), have to be coordinated It is necessary that
'both the DBA and the operating system have a- thorough ‘

: understandlng of the relationships among concurrency
hl.controls, processors, processes, deadlock handling and

,;frecovery techniques, communicatioiﬂfspects and protocols.v-

f7The relevance of such coordination may necessitate hav1ng ‘a

v;higher authority over both the DBA and the operating

- _
;systems. This area calls for deeper study eSpecially 1n a
';ginetworkyenvironment. o | | e
R D 5}&:‘ :

" :

Formal development and analysis of the recovery

:protocols proposed is necessary.. Such analysis should

“'presumably use the knowledge available about the concurrent .“ff‘

ﬂ'ftprocesses. Performance measurements following the ana1y51s,f_L{7

’vflon 51mu1ated or’ implemented systems should be the next big
#difstep in distr1buted database research."'i' -
The detection of érrors and failures, and their
577categorization offer open areas for research The v

id,‘opportunity for timely correction of errors is greatly

' Vjenhanced if they are detected closer to the source of their f'u

:cfoccurrence. Propagation of errors is a major problem and isgiﬁ“'

’V;;sevef’/in a network environment.; This calls for immediate
el

:tfidetection at the source to maintain a high degree of



= 5extent and

¥ ﬁ”research

, '._1‘36

',_performance;. The extents of applicabllity of hardware and

'_softwareff““w”'%;bility techniques ‘80 as to speed up system

. recovery 'ng ?fer research

fﬁy in systems wlth highly sensitive data».
els of protection and reCoverability. RN
at an error getting past one level of

jdeteeti; . dg not corrupt the database and contribute to

n of corrupt data._ An elaborate feedback

ahscheme‘to} *ovide such protection would 1nvolve presenting

jpartswof- fsensitive database for human scrutiny "The. ‘
fn er of human participation with ”intelligent"“v‘

'f¥detect10n ' for data reliability warrants further
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y-;' with an example.?l"g'

”'f and restarting each other. We demonstrate this phenomenon

APPENDIX A
,»'AN'EXAQPLE OF "CYCLIC RESTART"

Certain prevention methods require a blocked process to

release a resource held) when requested by an active

process _Also an active process gets blocked when it

l requests a resource held by another active process.1 For‘,”

some peculiar situations 1n database systems, this scheme 1s-~

'\ sub]ect to cyclic restart” in which two or more processes

get entangled perpetually by continually blocking,’aborting,
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Consider two processes Pl and Pz starting at éimé'ta;_*j,~"

processes pl and P2 read and write entities {A D} and B

respectively. At time t (t <t ) process P1 tequests access

2

to entity B and gets blocked whereas shortly afterwards P, :
e ”""144‘l“k'fvquﬁfifififkﬂf5fﬁf’f§§§f'

[



i45‘f.

requests access to D resulting in the - abb&tion and

o restarting of Pl andrso on., The situation at . the time tz'is

.-nidentical to ‘that at the time tl This cycle will try to

r’rASelf-sychronize itself and will tend to repeat this loop -

" -1ndefinite1y notwithstanding minor system environment
Qdfvariations in timing.,; B e o



' 'APPENDIX B
AN EXAMPLE FOR MﬁLTIPLE]OuTsrANDING REQUESTS
To show the pos31bility of more zhan one outstanding
' requbst per process, we choose "Presidential Data Base”

'r;rChamberlin, 1976] in relational model of data rCodd 19TZL/

 The relations in the database are in Third Normal Form l

:‘?“rCodd 19713]'& A query to the database, which causes two

"fTALpHA [Codd, 197lb]

‘simultaneous requests, is expre,sed in Data Sub—Language

}-:fiThefrelations in the database and‘the query aré'llh
i”y}aa‘AQELECTrons wou (YEAR, WINNER NAME, WINNER VOTES)
‘f?flgziﬁpnssrnauws (NAME, PARTY: HOME STATE) S

| :;§SILELECTIONS LOST (YEAR, LOSER NAME LOSER vorss)
»- e{fndfanossns (NAME PARTY) | ,]' "”l “.' | o
’ah.onUérX'[( ) (tn English) List the election years in‘ =

}N'Hwhich a Republican from Illinois was elected

;;The intent of this query in anlié@ iS’ Retrieve the ;l,,.v‘

'i,YEAR attribute from any tuple of relation ELECTIONS WONf,NQ,}

et 3y

Thrwhose WINNER NAME attribute matches the NAME attribute :
.w’!of a tuple of relation PRESIDENTS if that tuple of y
'lrelation PRESIDENTS has a HOME STATE of ILLINOIS and a

: ;PARTY equalling REPUBLICAN,; R

_“”N;RANGB pnesrneurs 3 Tf?ig;,-?;fkﬂ;"‘
'7?Qf;anNGE znacwroms won E

-146-:bhf:v".
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 GET W E.YEAR: =] P (P.NAME = E.WINNER NAME AND
| P.PARTY = 'REPUBBICAN' AND
¢ P. HOME  STATE ="ILLINOIS')'

’ v'For the execution of this query it is essential to gain

, g .
f:access to the relations R2 and R1 at: the same time, causing ‘

'ftwo potential outstanding requests.



