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ABSTRACT

Efforts to explain vandalism are often founded on motivational theories that examine
factors which distinguish between offenders and non-offenders. These explanations
arc hampered by the fact that a majority of young males admit to committing
occasional vandalism. However, "routine activities” theory points out that
motivation alone is not sufficient to result in criminal events, and focuses instead
on the proximate factors of available targets and unguarded access which permit
potential offenders to translate their inclinations into action. Using this perspective
as a theoretical foundation, this study examines the incidence of vandalism as it was
reported during a one-year period in Edmonton, Alberta. Mapping software was
cmployed to identify the locations of all incidents of vandalism recorded by two
City departments, and all mischief incidents recorded by City Police. The number
of incidents was aggregated according to the City Enumeration boundaries, and
stepwise multiple regression was used to analyze the impact of the residential
environment and physical structures including shopping malls and secondary
schools. Common factors identified for all three measures include substantially
higher leveis of vandalism in areas which contain a shopping mall, those which
contain a high school, and areas characterized by high unemployment and high
rental occupancy. These findings are interpreted as reflecting the weakened social
control that is found in these areas, as a consequence of the convergence of potential
offenders and the weakened guardianship arising from characteristic patterns of

human activity.
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CHAPTER 1

INTRODUCTION

THI: PROBLIEM O1" VANDALISM

Vandalism is not a new phenomenon. exclusive to moaorn socieiy.
Documented incidents have cropped up in all historical periods. a statement attested
to by the discovery of what appears to be graffiti on the ruined walls of Pompeii
(Roos 1992:73). However, like the wanton plundering of Rome by the Vandals in
the early Middle Ages which gave rise to the term "vandalism."” these pre-modern
incidents of vandalism appear to have been memorable but sporadic (van Vliet 1992
35)." What is new about vandalism in contemporary cities is its ubiquity: vandals
leave their handiwork everywhere, and do so persistently and continually. In the last
three decades, municipalities and communities throughout the Western world have
experienced what has been described as an epidemic of broken windows, graftiti,
flooded washrooms, smashed payphones, and a myriad other scemingly senseless
acts of damage (Challinger 1987; Clarke 1978; European Conference 1989; Hough
and Mayhew 1980, Levy-Leboyer 1984).

Media reports often highlight the most dramatic of these episodes. A recent
California newspaper article reported that "[v]andals have spray-painted a Highway
101 sign protected by razor wire for the fourth time this year." The writer described
how the vandals must have clambered "monkeylike above traffic lanes and through
reinforced razor wire barriers” in order to gain access to their overpass target (Green
1993). A news release from Florida relates that four school children, all under
twelve years old, broke into a local elementary school. causing "about $100,000 in
damage to classrooms and computer equipment” (Lindberg 1994). In Canada. a
story from Mississauga, Ontario describes a similar overnight incident, in which
unknown vandals trashed classrooms and left an cstimated $40,000 in damage
(Ferenc 1993). Incidents like these are reported from all over the world, ranging
from the Netherlands to Canberra, New South Wales.

In spite of the media attention given to them, however, these spectacular
events are not representative of contemporary vandalism. Most of the damage in
modern cities results from a multitude of relatively minor acts: a message gouged
in a park bench or bus shelter, a handful of light bulbs broken in a school, a

" The dramatic increase in vandalism from “a trickle of acts .. [to] a torrent of flood-like proportions™ i generally traced 1o
the decades following World War 11 (Simpson and | lagan 1985; Thaver 1981 see also Roos 1992) While this assertion mav
be empincally documented with some assurance for the 20th century, however, 1t is ilmpossible to determine with any certamty
how much vandalism occurred 1n earlier cras.
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shattered window. Each incident by itself is annoying, but does not usually entail
a large cost for repairs. The cumulative effect of thousands of such incidents each
year, however, is enormous, and results in far greater damage than the dramatic,
isolated rampages highlighted by the media. Estimates on the cost of repairing
damages vary widely. Although it i1s impossible to arrive at an accurate figure,
because these costs are often absorbed in routine maintenance budgets and thus are
not recorded specifically as vandalism, figures are consistently high. An estimate by
the RCMP severai years ago suggested that Canadians spend, through various
agencies and public institutions, over $100 million per year for such repairs
{Stmpson and Hagan 1985).

The iedia coverage given to sensational cases contributes to public concern
with the "vandalism problem." Vandalism 1s not the most serious crime problem
facing most communities; even where it is especially prevalent, 1t is rarely a threat
to public safety. It differs from other crimes, however, in its visibility. The
occurrence of a robbery or rape on a particular street may leave no trace after the
fact, so that the site seems innocuous and safe to passerby only a few hours later.
The damage caused by vandalism, on the other hand, may remain undisturbed for
days or even months. In some areas, often high-rental, low-income neighbourhoods
where absentee property owners do not carry out immediate repairs, the ravages of
vandalism accumulate to create an aura of neglect and urban decay. This situation,
in turn, contributes to a public perception that crime in general is rampant, that "no
onc is in control, and anything can happen" (Glazer 1981, as cited in Chalfant
1992:7).

The public attitude about vandalism is well illustrated by the response to a
California newspaper's story about a thirteen-year-old boy who was killed while
engaged in a "graffiti expedition” along a freeway median (Bortnick 1994: A1l).
"Reaction," observed a shocked columnist, was "swift and. . .brutal,” as the
newspaper was inundated with letters to the editor (Chavarria 1994: B1). One reader
suggested that "'D.GC.A." - ught to be spray-painted in huge, block, neon letters" on
the body of the dead vandal. Another felt that vandalism would be dramatically
reduced if people were permitted to shoot perpetrators on sight. These draconian
suggestions are a clear indication of the growing publ.c disgust with urban
vandalism. A Newswweek public opinion survey undertaken in response to a highly-
publicized case involving an American youth convicted of vandalism in Singapore
found that 38%6 of those polled favoured the caning to which the hapless youth was
sentenced (Elliott 1994:21). Public willingness to condone such an archaic penalty,
which some observers have equated with torture, gives further testimony to the sense
of public outrage over vandalism as a visible symbol of youth crime in general.
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The high tide of public indignation, together with the soaring costs of repairs.,
has given new impetus to the search for effective vandalism prevention policies. And
there is no shortage of programs, espoused by their advocates as being useful to curb
vandalism. A plethora of books and articles on the topic have been published. with
the result that a broad array of possible approaches exists (Beaulicu 1981; Clarke
1978; Geason and Wilson 1990; Walop 1988). The question is, however, which
ones are actually effective? As one British researcher petulantly remarked fifteen
years ago:

Should one try to instill more respect for property in the young?
Should parents be exhorted to exercise greater supervision over their
children's movements and should schools be encouraged to excreise
firmer discipline? Should there be more youth clubs, adventure
playgrounds, and sports facilities to give vandals greater outlets for
their energies? Should the police be encouraged to pay more attention
to the problem and the courts to be tougher on the vandals who are
caught? Should vandals be given 'treatment’ by psychologists and
social workers? or should we merely make it more difficult for
damage to be committed through better design of property and by
using stronger materials? (Clarke 1978:3)

The answers to these questions depend on a clear understanding of the
dynamics of the behaviour itself; and unfortunately there has been little theoretical
or empirical exploration of vandalism. Choices of what policies might best be
adopted are often predicated more on the fiscal balance sheet, or on the vagaries of
public outrage, than they are on any notions of why vandalism occurs, and hence
what might be the most effective strategy to reduce it.

THIEORETICAL PERSPECTIVES
Traditional perspectives

One of the central reasons for this confusion 1s the theoretical perspective
from which vandalism has been approached. Where explanations have been
undertaken, they have focused almost exclusively on the offenders. Not surprisingly,
most researchers agree that young males, particularly those in their teens and pre-
teens, are responsible for the greatest bulk of vandalism. This contention is well-
supported, both from offender profiles on the few who are caught and by self-report
studies of broad samples of adolescents. Moreover, the relationship between
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gender, age and crime has been thoroughly documented for decades: young males
commit the majority of all crimes, and younger offenders are most likely to commit
less serious offenses, particularly property offenses.

However, moving beyond these preliminary observations about the most
likely offenders in an effort to develop a theoretical model which can be used to
predict vandalism has thus far met with little success. Although some theorists have
proposed typologies of motivation, identifying such distinctions as acquisitive
vandalism, vindictive vandalism, play vandalism, ideological vandalism and so forth,
these schemes are complex and founded on sometimes-obscure individual and
psychological factors (Cohen 1973). If these types could be empirically linked to
specific behaviours or patterns of offence, thereby shedding some light on the
dynamics that produce vandalism or that distinguish between types, they would be
useful concepts; but unfortunately they have yet to be so linked.

More often, previous research on vandalism has not examined it as a specific
behaviour, but instead has viewed it as a facet of more general delinquency. And the
emphasis on offenders and their motivation which characterizes efforts at explaining
vandalism reflects, in turn, the dispositional focus of criminology in general.
Although early work in the discipline--particularly as it evolved and was refined in
the work of the Chicago school--emphasized macro-level analyses and structural
processes, these theoretical approaches have been largely supplanted by an emphasis
on the sources of individual motivation to crime (Bursik 1988: 523; Clarke and
Mayhew 1980). The prominent theories of criminogenesis trace the sources of
criminality to biological, emotional, psychological or sociological influences in the
individual make-up of the offender. These factors, in turn, are attributed variously
to pre-natal or early childhood experiences, defective socialization, subcultural
aberrations, or various other processes. Crime is seen to occur because some
persons are motivated to commit it; "come what may, they will seek out their
opportunities in crime” (Clarke and Mayhew 1980: 3). It follows from this
perspective that a central goal of theory is the ability to distinguish those who are
criminally inclined from those who are not. Indeed, the crucible within which a
theory of crime is often refined (and sometimes discarded) consists of testability: the
extent to which empirical research founded upon its propositions can successfully
predict who will be criminal.

Yet motivational explanations have thus far proven disappointing as a way
of understanding or predicting vandalism. Early self-report studies of delinquency
revealed that a large majority of youths surveyed admit to having committed at least
one act of property damage during the time period covered by the study (Elliott and
Ageton 1979; Erickson and Empey 1963; Gold 1970; Hindelang, Hirschi and Weis
1979; Short and Nye 1957). A handful of studies which have examined vandalism
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in more depth have found that as many as 80 to 90% of respondents admit to the
occasional act of vandalism (Beaulieu 1982; Gladstone 1978). Attempts to
understand or predict vandalism which focus exclusively on characteristics which
lead to individual motivation and distinguish offenders from non-offenders.
therefore, may be fruitless because almost any young person may be a "vandal” at
one time or another.

Routine activities theory

Contemporary perspectives on crime, however, have demonstrated that cven
a highly-motivated offender does not commit a crime unless the immediate situation
permits him to do so. In order for a crime to occur the would-be offender needs a
suitable target, and must encounter it in circumstances that permit unguarded access.
Analyses of situational factors that include tke routine activities of both likely
offenders and potential victims has revealed that these requisite elements of a crime
converge non-randomly in time and space: some targets are much more likely to be
victimized than others. Application of these principles has been used to reveal non-
random patterns in the occurrence of diverse types of crime, including homicide of
elderly victims (Kennedy and Silverman 1991), and burglary (Felson and Cohen
1980).

Similarly, some places are much more likely to permit the occurrence of
crime than others. Because of their social and physical environment, these
locations, described as "hot-spots,” regularly provide the opportunity for offenders
and victims to converge under conditions of reduced guardianship (Sherman, Gartin
and Buerger 1989). Although certain establishments such as bars are promincent
examples of places which might function in this way, and areas in which they occur
have been found to have elevated crime rates, some less obvious environmental
features of a city have also been linked to higher crime rates in surrounding
neighbourhoods (Engstad 1980). These include public high schools (Roncck ard
LoBosco 1983: Roncek and Faggiani 1985); and shopping malls (Engstad 1930),
both of which serve to draw large masses of people, including would-be offenders,
into their environs on a regular basis.

The routine activities perspective is derived from a view of crime as a rational
activity that occurs as a consequence of the relative weighing of risks and benefits,
and a response to opportunities. That opportunity may be a significant factor in the
occurrence of vandalism has been previously acknowledged, with some writers
contending that as much as three-quarters of vandalism arises as a spontancous
activity in response to immediate circumstances of opportunity (Geason and Wilson
1990). The extent to which vandalism is situational is also suggested by rescarch
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conducted on crime in public housing estates in Great Britain, which concluded that
child density, or the proportion of children per housing block, was the single most
significant factor in predicting levels of vandalism, overpowering the effects of all
other variables including those of building design and socioeconomic factors
(Wilson 1978). Similarly, a neighbourhood anti-graffiti campaign in Seattle,
Washington found that the incidence of graffiti occurred in patterns closely
associated with the daily routine activities of local teenagers, with highest levels
observed along the bus routes to and from neighbourhood schools, and around
convenicnce stores (Bell, Bell and Godefroy 1988).

OBJIECTIVES OIF THIE PRESENT RESEARCH

These studies, while of limited scope either in terms of the dependent
variable examined or in the social or physical environment considered, give some
preliminary indications about the nature of vandalism and provide the impetus for
the present research. The primary objective of the study which is reported in the
pages that follow is to examine the incidence of vandalism on a city-wide basis,
using a theoretical framework derived from routine activities theory. Using a macro-
level analysis which takes census enumeration areas as the unit of aggregation,
vandalism as recorded in the City of Edmonton during the calendar year of 1992 is
cxamined. Both social and environmental factors which are presumed to affect
opportunity are considered in relationship to the convergence of the most likely
offenders, young males. A second objective of this study is to evaluate the impact
of shopping malls and secondary schools on vandalism in the surrounding or
adjacent areas. Finally, because vandalism is considered to be a minor offence, one
which is severely underreported, a third objective is to determine the similarity in
patterns of vandalism recorded by three different source agencies: the City's
Departiment of Parks and Recreation, Edmonton Transit, and Edmonton Police
Service. The first two of these agencies, the Department of Parks and Recreation
and the Transit Departinent, kept separate records of all vandalism incidents which
occurred to the structures under their jurisdiction during the time period studied:
vandalism which occurred in all parks, recreational facilities, and public grounds for
the former, and vandalism to transit shelters for the latter. The third source agency,
Edmonton Police Service. included reports of all incidents of Mischief recorded by
City Police during the year.*

*The Canadian Crimina! code does not contain a statute specitically dealing with vandalism. Where a vandalism incident is
reported to police and recorded. the erime is usually recorded as "Mischief.” either over or under $1000 (CC 430). Although
this offence category is generaily equivalent to vandalism, there are some acts which milght be prosccuted under this section
which would not be considered vandalism. In addition, some minor acts of vandalism would not be recorded as mischief this
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ORGANIZATION OF THI: THISIS

In Chapter 2 of this thesis, previous literature on the nature and extent of
vandalism is reviewed, and the implications of routine activities theory for
predicting this type of crime are considered. Specific hypotheses suggested by this
theory are used to evaluate the relevance of the theoretical perspective in explaining
variations in vandalism throughout the city. Chapter 3 outlines the method used in
the mapping of incidents reported by the contributing agencies, the operationalizing
of the concepts and variables employed, and issues of measurement which arise in
the use of these data sources as indicators of vandalism. In Chapter 4, the results
obtained from this analysis are reported, and a multivariate analysis of the
relationship between vandalism and the predictor variables is undertaken. Chapter
5 discusses these results, summarizes the findings, and addresses implications both
for future research and for policy decisions for the contributing agencics.

latter issue, of mischief as a measure of vandalism, s discussed further in Chapter 3



CHAPTER 2

PREVIOUS LITERATURE AND THEORY

THI: NATURIS AND IEXTIENT OFF VANDALISM

Vandalism is defined variously by different writers. Moser, for example
(1992), states that vandalism is "an intentional act aimed at damaging or destroying
an object that is another's property,” a definition which he proposes as a revision of
Feshbach's earlier definition of vandalism as "an intentional hostile behaviour aimed
at damaging environmental objects,” thereby excluding the implication of hostility
(Feshbach 1964; Moser 1992: 53). According to the United States' FBI, vandalism
is "willful or malicious destruction, injury, disfigurement, or defacement of any
public or private property, real or personal. . ." (Federal Bureau of Investigation
1985: 33). The City of Edmonton's officially endorsed definition is "destruction,
defacement, or damage to any property, or other mischievous acts that result in a
loss, where monetary profit is not a prime motive" (City of Edmonton Vandalism
Committee 1992: August 5).

What these diverse definitions share is two central concepts: that vandalism
is damage which occurs for its own sake, rather than as a consequence of another
crime (such as theft); and that it be "wilful,” "malicious,” or "intentional." It is this
latter distinction which has been the source of considerable controversy in
vandalism research, and has contributed directly to the problems associated with
motivational explanations. To assert that a behaviour was malicious or wilful is, by
implication, to make a statement about the offender's intentions; and this cannot be
rcadily determined by looking at the consequences of the behaviour after the fact.
The bulk of research on vandalism has been initiated from the perspective of
frequently-targeted agencies, rather than offenders; the motives of the vandals, or
even whether or not the damage was intentional or accidental, can only be guessed
at.

Research on known or potential offenders has often revealed little in the way
of motivational explanations, focusing instead on the occurrence of the behaviour
itself. Offender profiles reveal that the majority of apprehended vandals are young
males, but very little else. In a 1978 study, Gladstone reports that of those charged
with vandalism in the United Kingdom, 60% were in the age 10-20 age group, with
the peak age being 14 to 16 years old; nine out of ten offenders were male
(Gladstone 1978: 20). Based on an earlier study in Blackburn, England, Clarke
identifies a somewhat younger age group, asserting that the peak age for those who
had been brought to the attention of police for vandalism (as opposed to those
actually charged) was less than 10 years (Clarke 1978: 69). In the United States,
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43% of those charged with vandalism during 1986 were under the age of 18; another
29% were in the 18 to 25 age group. Ninety percent of these offenders, of all age
groups, were male (Federal Bureau of Investigation 1987). Similar figures are
reported in Canada, where 44% of those charged for vandalism in 1988 were young
offenders. Ninety-five percent of known offenders, of all ages, were male
(Silverman, Teevan and Sacco 1991: 249),

Although these figures consistently identify young males as the largest
proportion of apprehended offenders, vandalism is a crime which is severely
underreported and which results in few arrests. The proportion of offenders actually
caught is, by necessity, presented only as a rough estimate: but therc is general
agreement that this figure is very low, not much higher than 10% (Geason and
Wilson 1990; Gladstone 1978; van Vliet 1992). Hence, the sparsity of information
that may be gained from material on offenders may seem irrelevant. Yet broader
self-report studies of teenage populations do not contribute substantially more to
understanding the behaviour. Again, the focus has been primarily on commission
of the actions rather than immediate circumstances or factors which lzad to its
occurrence. The majority of questionnaires have not explored vandalism in detail,
usually including only a single item relating to damage or destruction of property
that is subsumed into broader definitions of delinquency. Nevertheless, the
incidence of self-reported vandalism is consistently very high. In a study dating
from the 1960s, Erickson and Empey found that 80% of respondents in a sample of
boys aged 15-17 admitted to destroying property during the six months prior to the
study (Erickson and Empey 1963). Similarly high rates of offence are reported in
other surveys (Elliott and Ageton 1979; Gold 1970; Hindelang, Hirschi and Weis
1979; Short and Nye 1957).

Most of these questionnaires were concerned with documenting the incidence
of delinquency in general, and the one or two items regarding property damage were
then tallied as part of a more general index of antisocial actions. A few studics,
however, have attempted to more carefully scrutinize vandalism as a specific
behaviour, and have disaggregated the reported destruction into a list of specific
actions such as "graffiti on school walls," "broke windows," "broken a bottle in the
street," "damaged the tyres of a car," and various other acts (Beaulicu 1982;
Gladstone 1978; Simpson and Hagan 1985). Results from a questionnaire
administered to a stratified sample of British schoolboys aged !1 to 15 revealed that
85% of respondents reported having committed at least onc of the twenty-four
specific acts of intentional damage listed, during the previous 6-month period
(Gladstone 1978). While the most common actions were less serious incidents, such
as scratching on school desks and breaking bottles in the strect, when it is recalled
that any given city has thousands of youths in this age range, the cumulative effect
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of these isolated incidents would result in an enormous amount of vandalism.
Morcover, some frequently-reported behaviours are of a more serious nature,
especially to property owners or managers faced with the consequences; 68% cf
respondents, for example, reported breaking windows.

In a more recent Canadian study of Toronto-area school children aged 9 to
19 years, even higher rates of involvement in vandalism were reported (Beaulieu
1982). Almost all students admitted committing one of the thirty items of
vandalism about which they were questioned: 88.7% in the secondary schools, and
90.1% in the primary schools. Both the younger and older respondents reported less
vandalism than those in their mid-teens, with a mean of 6.14 incidents reported by
the nine-year oids and 7.10 incidents for those who were nineteen. The peak age for
vandalism was in the 14-16 age group; these youths reported more than twice as
much vandalism as their younger or older peers, with a mean of 15.94 incidents for
fourteen-year-olds, 16.07 for fifteen-year-olds and 15.52 for those who were sixteen
(Beaulieu 1982: 252-3). As in previous studies, most of these reported incidents
were relatively minor in nature; but when viewed from the perspective of the
cumulative number of incidents for all these respondents, let alone for the larger
population of teenagers from which this sample was drawn, the effects are
staggering.

What seems apparent from these studies, then, is that so many youths commit
at least the occasional act of vandalism that "such acts as breaking a bottle in the
street or a window in an empty house are so common as to be more or less normal
behaviour" (Gladstone 1978: 23). The degree of seriousness of the behaviour, and
the frequency with which it is committed, varies widely, with some more serious
offenders reporting frequent involvement in a number of different types of
destructive behaviour, while others report only a few. Nevertheless, the frequency
with which vandalism is committed underscores the fact that vandals may be almost
any youth, in some circumstances, and suggests that a consideration of those
circumstances is warranted. In addition, the majority of these acts are acknowledged
to be spontaneous. In the Toronto area study cited above, only 20% of the youths
surveyed indicated that a specific target had been selected; the remaining 80% had
not given any prior thought to what they were demaging, but had unpremeditatedly
vandalized some structure that was conveniently at hand (Beaulieu 1982: 252).

The most likely circumstance for such impulsive behaviour is when young
people are together in groups. In a large survey of American teenagers in a sanple
from both rural and urban settings, Erickson and Jensen found that 80% of the
vandalism reported by their respondents had been committed in the company of
peers (Beaulieu 1982; Erickson and Jensen 1977). The fact that almost all youths
admit to committing at least occasional vandalism, and that they do so relatively
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spontaneously and in the company of other young people. would suggest that
wherever there are large numbers of youths, there will be higher levels of vandalism.
Some support for this assumption is provided by a research project on the extent of
crime in council housing estates in Great Britain.

Council housing is the equivalent to North American low-income or public
housing. However, unlike the situation in North America where such housing is in
extremely limited supply, so that only a relatively small percentage of the lowest-
income residents qualify for it, there is a greater proportion of such housing in Great
Britain; 30% of Britons reside in these housing projects (Hough and Mayhew 1980).
Moreover, the estates vary widely in physical characteristics of design and density,
in their proximity to the urban core of the city in which they are built, and in the
social, economic and racial characteristics of their residents. A study of over 50 of
these estates in the London area, however, revealed that in spite of their wide
differences the most significant factor in predicting the amount of vandalism which
occurred was child density, measured as the rate of children 6 to 16 years of age per
dwelling unit (Wilson 1978: 49). While the study was undertaken in order to
examine the relevance of design factors associated with the defensible space theory
developed by Oscar Newman, which argues that natural surveillance and territorial
definition of space can serve as a deterrent to crime (Newman 1973), considerations
of design were overpowered by the concentrations of children. In a multiple
regression analysis child density was the strongest predictor for vandalism on all
estates (r = .24), out of all social and physical characteristics (R = .43) (Wilson
1978: 83).

While this research focused only on residential vandalism, much of which
might well have been the incidental product of normal play, a second indication of
the situational character of vandalism comes from an anti-graffiti campaign in
Seattle, Washington (Bell, Bell and Godefroy 1988). This report summarizes a
volunteer effort to combat urban graffiti in the downtown area by painting over each
occurrence as soon as possible. Although this was a local, ad hoc initiative and its
observations can be considered as primarily anecdotal in nature rather than
empirically grounded, its finding that the most frequently recurring incidents of
graffiti were around convenience stores and along the bus routes that served local
schools is nevertheless intriguing, and suggests aga.:. *hat vandalism occurred during
the course of routine, habitual activities.

Although some vandals may be active and aggressive youths who
purposefully seek out specific property to destroy, as is believed by the public and
portrayed by the media, many--perhaps the majority-- are ordinary youths who do
their damage on impulse and with little thought about the costs or consequences.
Much of vandalism is opportunistic in nature, and can be seen as a "phenomenon of
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interaction” between offenders and the proximate environment; and this enviromaent
contains both physical characteristics and other persons who might either contribute
to or restrain damage (Wise 1982). Expressed differently, it can be asserted that
most vandalism arises from the convergence of offenders, suitable targets, and the
absence of capable guardians, a statement which summarizes the key principles of
routine activities theory (Felson and Cohen 1980).

THIZ SPATIAL DISTRIBUTION OFF CRIMIEE AND ROUTINE ACTIVITIES THEORY

All crime data consistently show a great deal of variation throughout
different areas of a city (Bursik 1986; Gottfredson and Hirschi 1990; Reiss 1976;
Sampson 1993). This is, perhaps, one of the best established and least disputed facts
about crime, and it was the early observation of these spatial variations which
initially contributed to the development of many of the classical perspectives on
crime (Kornhauser 1978). The explanations for this phenomenon, however, have
varied, and have been a source of controversy within the discipline. Early theorists
equated areas of the city with neighbourhoods having enduring and distinctive
features; and this conceptualization led to the development of theories which
attempted to explain the criminogenic nature of these areas, and the criminal
inclinations of their inhabitants (Bursik 1988; Park and Burgess 1933; Shaw and
McKay 1942; Snodgrass, 1976). This attribution, in turn, led Robinson, in a 1950
article, to introduce a criticism that has become a key concept in sociology, one
which serves as a methodological admonition in almost every introductory text: the
ecological fallacy. This fallacy involves deriving conclusions about individual
behaviour, based on aggregate data. There is no foundation for asserting that the
high crime rates observed in a neighbourhood are the product of individual residents'
criminality; some, if not all, of these crimes may be committed by outsiders who
gravitate to these areas. Many residents of a high-crime area may be just as law-
abiding as residents of other neighbourhoods. Yet crime may remain high, not
because of the more criminal inclinations of residents but because of the enhanced
opportunities presented by the convergence of potential offenders, suitable targets,
and unguarded access.

Felson and Cohen assert that "the assumption that crime rates are completely
wedded to rates of criminal inclination is theoretically disputable" (Felson and
Cohen 1980: 397). Crime may vary, not so much because of differences in
motivation, but because of variations in the opportunity structure which permits its
occurrence. The circumstances under which crimes occur, from this perspective, are
not random; rather they are functions of social and structural phenomena which
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allow people to translate their criminal inclinations into action. Central among these
circumstances is the question of opportunity.

The requisite components of opportunity are dictated by the social ecology
of human activity, which in turn centres around daily tasks which people perform
to meet their needs. These daily tasks are organized into rhythmic, nrdered temporal
patterns with a characteristic tempo. People get up and go to work or school: they
may travel by various means such as cars or buses; during their leisure hours they
may pursue certain hobbies or remain at home; they shop at preferred locations and
times dictated by habit and convenience. Although these routines are essentially
individualistic in nature, they may nevertheless uizplay some consistent patterns at
the aggregate level, derived from the resources, responsibilities, and expectations
that arise from certain social roles.

The spatial and temporal structure of these routine activities, in turn, plays
an important role in determining the location, type and quantity of crime that will
occur in an area. Routine legitimate activities provide offenders with suitable
targets, because those targets are both visible and accessible. Accessibility is
increased by the absence of suitable guardianship, which is described as
"supervision. . .which may prevent criminal violations from occurring” (Felson and
Cohen 1980: 392)". The nature and extent of guardianship is dircctly affected by
whether or not people are at home or away from home, and whether there are many
people about in an area during the dav or at night. It is also affected by whether
residents know the faces and activities of neighbours, and are capable of both
recognizing and responding to events which appear out of the ordinary. Thus arcas
may vary because of differences in the social characteristics of residents; social
structural factors; and physical structures in the environment,

Social characteristics of residents

Areas differ in their demographic composition, with some areas inhabited by
a large proportion of young singles, others by retired persons, still others by young
families. These characteristics will contribute to different patterns of normal
activity, dictating whether the majority of residents are at home during the day,
during the evenings, or only rarely; and whether residents come and go regulariy or
at all hours. Areas with a higher proportion of residents in their teens or carly
adulthood will normally have a greater amount of traffic and movement during the
day and evening hours, as persons in these age groups go to and from school, work,

* Implicit in this definition of guardianship is that for it be clfective, those who observe potential criminal cvents or crimies in
progress must be boith willing and able to intervene.



(14)

or other activities. In addition, people in these age groups may have more flexible
schedules and more freedom to move about at will than either young children or
older persons.

Residents in their teens or early adulthood can be expected to be absent from
their homes more frequently. Similarly, the lesser domestic responsibilities of single
persons makes it more likely that they will be involved in routine daily activities
away from home. Single males might be expected to remain at home substantially
Iess than any other demographic group (Hindelang, Gottfredson and Garofalo 1978).
These circumstances suggest that in areas where a large proportion of residents are
single males, guardianship would be substantially reduced. This may occur not only
because these residents are often involved in activities away from their homes, and
therefore unavailable to exert guardianship themselves, but also because as these
residents pursue their daily routines they generate a greater amount of unscheduled
activity and movement in the area. The lack of predictability inherent in this activity
renders guardianship more difficult for other residents, who could be expected to
have greater difficulty distinguishing between normal traffic and unusual events.

Social structural factors

At the same time, different areas are distinguished by more general structural
factors; these include the proportion of unemployed persons, the amount of rental
housing, the overall residential density and the extent to which there is frequent
turnover in the population. High rates of unemployment mean that a larger
proportion of the population of an area will not be involved in the customary
routines imposed by a regular work schedule, and hence may be at or near home
during larger proportions of the day. At the same time, unemployed persons may
lack the resources required to engage in structured leisure activities, which again
means that such residents are likely to remain in the vicinity of their neighbourhood
for more frequent periods of time. Young males, both in their late teens and early
twenties, are most at risk for both unemployment and higher involvement in crime;
arcas where both factors are present are likely to have a higher rate of criminal
activity.

While some writers have suggested that these higher rates are related to the
absence of legitimate pursuits and the attraction of the illegitimate alternatives
provided by crime, this motivational imputation is not essential to explain the
observed correlations between age structure, unemployment and crime in an area
(Allan and Steffensmeier 1989). In keeping with a routine activities explanation,
higher crime rates in these areas may be the result of enhanced opportunities arising
from the convergence of potential offenders and reduced guardianship. When many
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area residents are young males and there is a greater amount of movement and
activity in an area at any hour of the day or night. it may be more difticult
to distinguish between legitimate and illegitimate activitics and between residents
and strangers, thus reducing the ability of local residents to supervise and control
what goes on (Sampson and Groves 1989).

A similar problem with supervision and control of activitics ariscs in arcas
characterized by a high proportion of rental units, which may have a less permanent
resident population than well-established owner-occupicd housing tracts (Bursik
1988). In areas with a high population tumover, there is less likelihood that
residents will know their neighbours and who does or docs not have a legitimate
reason for being in the area. Residents may be unable to exercise informal
surveillance in direct observation of neighbourhoud activitics, and intervention
through the questioning of strangers or suspicious activities (Sampson 1987). This
sort of informal supervision is unlikely to develop where residents are not familiar
with their neighbours, their neighbours' families, and other pceoples’ scheduled
activities; thus crime rates may be higher. Although this type of neighbourhood
surveillance has been linked with the concepts of social disorganization theory as
the "capacity of a neighbourhood to regulate itself through . . . processes of social
control,” (Bursik 1988), it is not necessary to attribute these supervisory activitics
to levels of social organization or the lack thereof. Such a conception carries with
it implicit assumptions about the greater propensities to criminal inclination that are
inherent in the theory, and may be unfounded, since there is no way to determine
that the residents themselves are any more or less inclined to crime.  Rather,
consistent with a routine activities perspective that emphasizes opportunity, higher
crime rates in areas of high population turnover may be directly related to the
inability of residents to exercise guardianship, combined with the convergence of
potential offenders.

The population density of an area, by contrast, may have the opposite effect.
Although high density could be argued to increase the convergence of potential
offenders and suitable targets, and has been linked to a number of urban problems
inciuding higher crime rates (Hartnagel and Lee 1990; Webb 1972), the sheer
number of people in an area may also make it more difficult for potential offenders
to commit a crime without observation. In two studies examining the impact of
public high school adjacency on crime in surrounding ncighbourhoods, for example
(discussed further below), density was predictive of lower rates of index, violent,
and property crimes in both of the American cities studied (Roncek and LoBosco
1983; Roncek and Faggiani 1985). These findings are consistent with the assertion
that density may increase guardianship and therefore deter crime.
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Physical structures in the environment

Just as certain social structural characteristics may contribute to opportunities
for crime in an area, certain physical structures may have a sinular effect. Two types
of public structures, shonping malls and high schools. have been identified by
previous studies as being significantly related to higher crime rates in adjacent areas
(Engstad 1980; Roncek and Faggiani 1985; Roncek and LoBosco 1983). Both serve
to attract a large number of non-residents into an area who come and go with little
formal supervision, which not only increases the likely convergence of potential
offenders and suitable targets but also thwarts guardianship.

Shoppiag malls. Shopping malls exist for the express purpose of attracting
potential customers to the shops and services they shelter. They routinely attract a
large number of people into their locale on a daily basis, who come there for a
varicty of legitimate and illegitimate purposes. Malls are distinguished from
shopping centres, in that the latter term usually refers to a group of stores which may
share a common parking area but which often have separate entrances. When the
term mall 1s used, on the other hand, its derivation from an older usage describing
a promenade or sheltered walk usually suggests the existence of a covered common
area which provides access to the stores and protection from the weather (Funk &
Wagnalls 1987). These pubiic areas, which are usually not under the supervision
of individual proprietors, allow visitors freedom of movement and an opportunity
to linger for extended periods of time; many malls provide seating and a number of
food concessions for that specific purpose. For young people all over North
America, malls make a convenient and atiractive place to meet friends and socialize
with little, if any, adult interference.

Young people in school are released in mid-afternoon when most adults are
still at work; in addition, slightly older teens or young adults may no longer be in
school, but may not be part of the work force. These circumstances mean that the
population of likely offenders can gather at malls durir_ "ours when there are fewer
legitimate patrons, resulting in reduced guardiansh.p *x~1thin the mall itself. During
certain hours of the day and/or days of the week, the presence of legitimate shoppers
may serve to increase guardianship within the mall itself, by making it more
difficult for crimes to be accomplished unobserved. However, the informal
surveillance which results does not extend to the surrounding neighbourhood. The
large number of people who come and go in the streets around a mall works to
reduce effective guardianship, since distinguishing between legitimate patrons and
persons who are simply loitering may be difficult. It might be expected, then, that
this combination of factors would result in higher crime rates in the areas
immediately adjacent to malls, and at least one study supports this assertion. Engstad
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(1980) found significantly higher frequencies of auto crimes. thefts. and
miscellaneous offenses in three urban areas with shopping centres,* compared to
surrounding areas with similar social and demographic characteristics. In the
category of miscellaneous offenses, which included fraud, shopbreaking and
mischief, areas with shopping centres were found to have between 2.1 to 6.5 times
as many offenses as the average recorded for adjacent areas, and 1.5 to 3.7 times as
many as the maximum recorded for these areas (Engstad 1980: 210-211). While it
is not possible to disaggregate this offence category to evaluate the increase in any
of these specific crimes, the results lend support to the assertion that the presence
of a shopping centre in an area contributes to higher rates of crime.

High schools. Similarly. elevated crime rates were found in the arcas
immediately surrounding high schools in two studies conducted in medium-sized
American cities (Roncek and LoBosco 1983; Roncek and Faggiani 1985). The first
of these studies examined crimes occurring in a relatively new. affluent city which,
according to the authors, ranks very low in crime in comparison to other American
cities of similar size (Roncek and LoBosco 1983). In their analysis the authors
report higher rates of several types of index crimes® in a one-block arca immediately
adjacent to public high schools, controlling for social, housing and demographic
composition of the areas. Although the size of a school's enrollment was cvaluated
as a possible predictor, it was found to be nonsignificant. Similar cffects were not
found for private high schools. In discussing these results, Roncek and LoBosco
speculate that ". . .the grounds of public high schools are public property and
legitimately available for use by anyone while the grounds of private schools are
not" (Roncek and LoBosco 1983).

In a replication of this study using the same variables, Roncek and Faggiani
(1985) found comparable effects in a high-density, high-crime American city.
Although the magnitude of the effect was different, reflecting the different social,
racial and economic characteristics of the two cities, the presence of a public high
school in an area was again found to predict more crime in the blocks immediately
adjacent. Comparable effects were found for public high schools in general,
regardless of the size of the school or the type of neighbourhood within which it was
located (Roncek and LoBosco 1985:502).

* The distinction made above between malls and shopping centres notwithstanding, the eited study uses the Latter term to
desenbe the Gacilities discussed. To the writer's knowledge these facilities contain the type of common public arca discussed
as definitive of a mall. This usage retleets common practice for the City of Edmonton, where the study was conducted, and
is discussed further in the chapter on Measurements and Method

* Offence categories examined were murder, rape. assault, robbery, burglary, grand theft, and auto theft (Roneek and FLolsosco
1983).
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The geographic distribution of high schools, as the authors of these two
studies observe, is not dependent on neighbourhood social characteristics. In other
words, high schools are located both in affluent neighbourhoods and in poorer ones,
and in areas with all types of racial and ethnic compositions. That the effect of high
schools on crime in surrounding areas remains significant for public high schools
in general, controlling for the social features of their environs, is consistent with a
routine activities interpretation of varying crime rates. High schools are the focal
point for the activities of a large number of people on a daily basis; and their public
nature makes them an attractive setting for both legitimate and illegitimate leisure
activities. Moreover, the discursive nature of the movement of students to and from
classes and of other persons attending after-hours activities means that it is difficult
to distinguish between visitors who have a valid reason for being in the area and
those who do not, a circumstance which effectively negates informal surveillance
as a means of guardianship. Increased crime rates in these areas, then, may be
plausibly explained with reference to the convergence of potential offenders, who
encounter suitable targets in conditions of reduced guardianship.

ROUTINI ACTIVITIEES AND VANDALISM

While most crimes may require the convergence of motivated offenders,
suitable targets, and the opportunity provided by inadequate guardianship, it is
reasonable to suppose that the role played by these elements would be contingent
on the specific type of crime. For some crimes, potential offenders may be highly
motivated to seek a suitable target. Other crimes may involve a target which is itself
restricted in distribution, so that a crime can only be expected where that target is
present. In evaluating the role of these components for predicting vandalism, the
availability of targets is presumed to be of negligible importance. The most
common victims of vandalism are often public buildings or institutions such as
schools, transit companies, phone companies, or parks and recreation departments
whose structures are scattered throughout a city. Vandals can, and do, vandalize
almost anything, from the shrubs and trees in parks to the walls and windows of
downtown buildings (Geason and Wilson 1990; van Vliet 1992).

Of greater significance in the occurrence of vandalism, then, is the
convergence of potential offenders in an area, and reduced guardianship. As
discussed previously, a majority of young persons admit to committing vandalism.
Moreover, they are most likely to commit the acts of destruction when they are
together in groups.  Although there is some variation in the peak age identified for
potential offenders, there is a general consensus that the majority of vandalism is
committed by those in the early to middle teens. Some research has also identified
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children slightly younger, and young adults under the age of twenty-five, as being
likely offenders. Consistent with these observations, it might be expected that any
area which contains a large proportion of young residents would experience higher
vandalism than other areas.

The previous literature has implicated young males as being most widely
involved in vandalism, and hence the proportion of young males in an area is viewed
as particularly relevant. At the same time, however, there is some controversy about
female involvement in more general delinquency. While acknowledging that
females commit less crime overall than males, a number of writers in recent years
have asserted that younger females are closing this gender gap, and that they are
likely to commit very minor, property-related offenses that do not show up in
official statistics (Chapman 1980; Figueira-McDonough et al., 1980; Smith and
Visher 1980). Given the fact that vandalism is such an offence, and noting also that
the previous literature which examined vandalism from a situational perspective did
not distinguish on the basis of gender (Bell, Bell and Godefroy 1988; Wilson 1978),
the proportion of females in their teen years may also be relevant, and is evaluated
in the present study.

In addition, a number of factors in the residential environment have been
discussed as predictive of higher crime rates in general, and may hinder effective
guardianship by limiting the amount of informal surveillance and supervision in a
given area. Areas which contain many unemployed persons, more single malcs,
more rental than owned housing, and a larger pumber of transient residents will have
greater movement and activity in and around the neighbourhood, both during the
course of the daily routine and over longer periods of time. These factors, in turn,
make it more difficult to distinguish between legitimate and illegitimate activities,
and between strangers and residents, so that guardianship is weakened. These arcas,
therefore, may experience greater amounts of vandalism. Areas of high density, on
the other hand, may not afford the anonymous access to unguarded targets which is
deemed to be necessary for vandalism to occur. Potential offenders may feel
constrained by the possibility of observation, so that less vandalism may occur in
such areas.

Finally, the presence of malls and secondary schools within an arca has been
linked to higher levels of crime. While these public facilities render guardianship
difficult, as discussed above, they may be particularly significant in the occurrence
of vandalism becausc of their focal role in the routine activities of young people.
Since school enrollment is mandatory until the age of sixteen, and vandalism has
been linked with persons in their teens, many of those who can be considered
potential offenders will attend school at least sporadically. While the previous
literature cited above examined only high schools as providing environmental
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opportunities for crime, vandalism has been linked to teens younger than high
school age, and therefore junior high schools are included in the present study.
Lastly, malls serve to impede effective guardianship because of the regular influx
of both legitimate and illegitimate visitors on their premises; and they are a popular
meeting place for young people. The presence of a mall in an area is therefore
expected to contribute to higher levels of vandalism.

Model for predicting vandalism from routine activities theory

The predicted relationships between these factors and vandalism is
summarized in /igure /. As this model suggests, an increase in the number of
potential offenders, combined with the presence of available targets and a decrease
in guardianship, are predicted to result in higher levels of vandalism. Certain
residential factors are predicted to contribute to the presence of potential offenders,
and also to reduce effective guardianship. Among the residential characteristics
identified are high rental occupancy, the number of single males and young male
residents, the amount of unemployment, and the number of residents who are new
to the area. Shopping malls and secondary schools in the vicinity are also expected
to contribute to the convergence of potentiai offenders, and to inhibit guardianship.
Some residential factors, however, particularly density, are expected to increase

guardianship.
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HYPOTHISES

In keeping with these assertions, the following specific hypotheses will be
used as the basis for evaluating the relationships between the predictor variables and
vandalism:

H1: Vandalism will be higher in arcas with a larger proportion of male
leenagers;

H2: Vandalism will be higher in areas where a larger proportion of
residents are unemployed, where a larger proportion are single
males, where there is more rental housing, and where more residents
are relatively new to the area; and lower in areas of high density;

H3: Vandalism will be higher in areas which contain a public junior or
senior high school; and

H4: Vandalism will be higher in areas which contain or are adjacent to a
shopping mall.

UNDERSTANDING THIE BEHAVIOUR: THE ISSUIL OF CAUSATION

Support for the above hypotheses in the empirical study which follows would
lend some credence to the utility of a routine activities approach to vandalism. The
question remains, however, as to whether such a perspective contributes anything
to an understanding of the behaviour. Is it of any theoretical interest, or is it simply
an "atheoretical exercise in the mapping of criminal phenomena” ? (Bursik 1986: 36)

Are areas with higher levels of crime merely hosts to these events, which would
inevitably have occurred somewhere, or are these areas criminogenic in themselves:
do they contribute to crime by shaping or even generating the behaviour? (Sherman,
Gartin and Buerger 1989: 46) These questions cannot be answered by a study such
as this one, but speculation is possible. According to the routine activities
perspective developed by Felson and Cohen, situational factors may indeed
contribute to the occurrence of crimes; by permitting them to occur and reducing the
likelihood of apprehension, such factors can be viewed as proximate sources of
causation (Felson and Cohen 1980). Vandalism, in particular, has been described
above as being influenced by immediate situational factors. Even where a
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predisposition to offend exists, vandalism might not occur without the convergence
of favourable circumstances (Clarke 1978: 6).

Yet the assertion that behaviour may actually be formed by the circumstances
surrounding it has itself been the object of severe criticism. That human behaviour
can be generated by its surroundings has been described as mechanistic, at best, and
environmental determinism at worst (Clarke 1978). However, the view that criminal
events are contingent on the situation is derived from a rational conception of
behaviour which attributes actions, including criminal actions, to a calculation of
costs and benefits. From this perspective, benefits are enhanced by the relatively
low risk of apprehension which is inherent in some circumstances: thus the
perception of opportunity may in fact contribute to the occurrence of a crime such
as vandalism. Risks, on the other hand, particularly the risks of being caught which
are implied in the concept of effective guardianship, may do more than simply divert
the behaviour; the perception of risks involved may act to suppress the behaviour.
These issues are discussed further in Chapter 5.



CHAPTER 3

MEASUREMENTS AND METHOD

DEPIENDENT VARIABLI:

In order to test the hypotheses derived from routine activities theory
discussed in the previous chapter, reports on the incidence of vandalism in the City
of Edmonton were obtained from two city departments, the Department of Parks and
Recreation and the Transit Department, and from the Edmonton Police Service. The
two departments each separately recorded vandalism which occurred to the
facilities under their jurisdiction, while the police department provided records on
all reported incidents of mischief over or under $1000. Although the original
intention of this study had been to merge the data from these separate sources in
order to obtain a composite index of vandalism, this was not feasible because of the
different nature of the targets, the types of incidents which could occur, and the way
in which they were recorded. Each of the three types of measures is discussed in

detail below.
Mischief incidents

The data file obtained from Edmonton Police Service contained the records
for all mischief incidents in 1992. Mischief, as previously noted, is the statutory
category under which most incidents of vandalism are recorded in Canada.
Although this offence category refers to wilful, malicious damage, and most
incidents recorded by police may reasonably be viewed as vandalism,® a potentially
critical issue with respect to the present study is whether the reports contained in
police records are reflective of the real incidence of vandalism. Police records do
not provide a count of the actual number of crimes which have occurred; they count,
instead, those for which police have filed a report. Criminal events are processed
through what has been described as a funnel consisting of various stages, each of
which inevitably results in a loss of numbers (Silverman, Teevan, and Sacco 1991:

¢ Section 430.1 of the Canadian Criminal Code states that . . . Everyone commits mischictf who wilfully (a) destroys or damages
property. (b) renders property dangerous, useless, inoperative or ineflective; (¢) obstructs, interrupts or interferes with the lawful
usc, enjoyment or operation of property. . . " and actions of this nature could reasonably be viewed as vandalism. However,
Section 430.1.1 adds that anyone who "destroys or alters data,”"renders data meaningless, useless, or ineffective” or otherwise
interferes with data is also guilty of mischief (CCC 1990: 210-211). Actions falling within the latter subsection would not be
considered vandalism. It is, unfortunately, impossible to determine from the data source used in this analysis if the police records
on mischict incidents include ofYenses of this nature, and if so how many.
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56). Prior to their being recorded as crimes, incidents must first be detected: a
report or complaint on the incident must be made: and police must respond.
Vandalism is a highly visible offence, and therefore may be observed by a potential
complainant. There is reason to believe, however, that a great deal (if not most)
vandalism: will not be reported to police. Even if reported. police may not respond.
or may not file a report. Thus, the two most critical processes which might affect
whether or not police statistics reflect the actual extent of vandalism are
underreporting and differential police response.

Underreporting. Most criminal activity of any type comes to the attention of
police because of citizen complaints (Nettler 1984: 49). Although for some more
serious offenses reporting is relatively high, so that police reports more closcly
reflect the actual incidence, for less serious offenses reporting can be extremely low.
Since vandalism is a minor offence, and there is little likelihood that offenders will
be caught, it might be expected that vandalism would be severely underreported. In
a study conducted in Great Britain, for example, vandalism was assessed by
observation and by consultation with residential managers. These figures were then
compared to police activity. The author of this study concluded that less than 10%
of vandalism incidents were recorded as crimes (Clarke 1978: 18). The majority of
incidents were too minor to report. Those who suffered the damages were more
interested in getting repairs completed than in initiating a criminal investigation,
particularly one from which they expected little in the way of results.

In Canadian cities, too, the minor nature of the offence and the expectation
of little gain from police investigation mean that vandalism is likely to be
underreported. In the Canadian victimization surveys, the majority of respondents
who reported being vandalized indicated that they had failed to report the damage.
Approximately 75% of this failure to report was attributed to the fact that
respondents saw "no benefit" in formal police action (Canadian UVS 1983: S).
These surveys reveal that more Canadians had reported vandalism than suggested
by the British study cited above. Overall, 35% of incidents had been reported, with
a slightly higher figure of 39% for the City of Edmonton (Canadian UVS 1983).
Nevertheless, even these higher figures mean that most vandalism incidents do not
show up in official police records.

Differences in police activity. Even where incidents result in a complaint to
the police, police may or may not respond; and when they do respond, they may or
may not file a report. Police response to citizen complaints may be dictated by
policy, by the seriousness of the crime, by immediate workloads, by perception of
the neighbourhood from which the report comes and a host of other unmeasurable
variables (Silverman, Teevan and Sacco 1991: 57). If police response occurs, a
report may not be filed if police are uncertain about the deliberateness of the damage
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(Clarke 1978: 18).
The extent to which vandalism is "underreported” by citizens and police

would not be a serious threat to the validity of police statistics on incidence if these
processes were relatively constant in different areas of the City. If citizen or police
response varied by area, however, police reports might present a distorted picture
of actual incidence; and some writers have asserted that this is indeed the case.
Hagan, Gillis and Chan (1978: 387), for example, argue that statistics on crime are
significantly shaped by police activity. Any area which receives a great deal of
police attention will accordingly be perceived to experience more crime. These
authors conclude that crimes are more likely to be reported and officially responded
to by police in lower-class areas of a city, thereby inflating official statistics for
these areas in comparison to middle- and upper-class neighbourhoods. Similarly,
Chambliss and Nagasawa argue that police statistics on general delinquency
"diverge substantially” from what actually occurs, so that official figures indicate
police activity rather than patterns of crime (Chambliss and Nagasawa 1969).

In spite of the potential for distortion from underreporting and differential
policing inherent in official measures of criminal activity, however, there are a
number of reasons why the police data on mischief incidents are incorporated in the
present study. For one thing, any attempt to determine the extent of crime is subject
to some flaws which arise from the way in which the data is gathered and measured.
Nettler asserts that "[n]o presently employed measure of criminal activity, official
or unofficial, is sensitive to the full range of crime. . . ." (Nettler 1984: 49). Thus,
the acknowledged limitations of police records does not mean that they should be
ignored; other sources of data are also limited. In addition, the police data on
mischief incidents represented by far the largest set of data of the three sources to
which the writer had access. With over 13,000 incidents, there were ten times as
many incidents recorded by the police as were reported by Edmonton Transit, whose
records comprised the second-largest set. This volume, in turn, reflects the fact that
police records included damage to all types of targets, including private homes,
churches, industrial sites and businesses, which might otherwise have been
unavailable. The number of cases recorded also reflects the fact that the police
records involve, in general, single incidents rather than multiple ones. By contrast,
records from the other two source agencies include an unknown amount of
cumulative damage, resulting from the way in which the data were gathered.

More importantly, while underreporting and differential police activity have
been accused of contributing to inflated amounts of some types of crime in high-
density, lower socioeconomic areas, they may have the opposite effect for official
records of vandalism. It seems likely that residents in well-kept, owner-occupied
homes would report incidents of damage more often than those in high-rental areas
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which are already run-down. The same reasoning might be applied to agencies and
businesses: those in better-maintained areas would be more inclined to contact
police about incidents of damage than those in less prosperous, previously
vandalized areas. In responding to such complaints, police would presunably be
more likely to file a report on vandalism to an otherwise well-maintained and intact
structure than they would on damage to one which is already in a state of disrepair.
Moreover, police in relatively low-crime areas might have more time to devote to
such minor offenses than those in high-crime areas who are preoccupied with more
serious crimes. While there is no way to verify the accuracy of these statements, if
valid they would result in over-reporting of mischief in areas which are otherwise
viewed as low-crime neighbourhoods rather than the converse.

The extent to which police data on mischief incidents does or does not reflect
the actual occurrence of vandalism, then, remains an open question. Within the
context of the present study, the availability of two other measures of vandalism
permits comparison of the results, thereby providing an opportunity to evaluate the
similarity of patterns of incidence. Since information obtained from the other two
contributing agencies consists of maintenance records to damaged structures, the
difficulties associated with underreporting and selective recording of damage are
avoided. Where damage was observed and repairs were required, maintenance
personnel for each City department were required to file a report, in which they
indicated their judgment as to whether the damage was caused by accident, normal
wear-and-tear, theft, or vandalism. The sources for measurement error for both of
these departments, then, are the accuracy of these assessments and the counting of
incidents.

Transit vandalism

The records obtained from the City of Edmonton's Transit Department
reported damage to bus stops and shelters throughout the City. These records were
compiled on the basis of reports from staff maintenance personnel, who made
regular visits to each shelter. Given the nature of these structures, it can be assumed
that assessments on the /ype of damage would have a high degree of accuracy: there
is little to steal, and the rugged and austere construction used would resist most
inadvertent damage. The majority of these incidents involved damage to the glass
or plexiglass panels from which shelters are constructed; graffiti is excluded from
the reports.” However, maintenance personnel only visit the shelters on their route

? Although the transit department also keeps records on damage to buses and LRT trains, these records are of necessity excluded
from the current study, since they cannot be spatially located as occurring in any one area
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on a monthly basis. Any vandalism which is recorded at that time may therefore
incorporate an unknown number of actual incidents (Kowalchuk 1993).

Parks and recreation vandalism

Reports on vandalism recorded by the Department of Parks and Recreation
also derive from periodic visits by maintenance personnel. Unlike the Transit
Department records, however, which list only a relatively restricted type of damage
to specific types of structures, records from the Department of Parks include a
variety of different incidents, reflecting the greater variation in the types of
structures and grounds for which this department has responsibility. In addition to
all parks within the municipal limits, the Department of Parks and Recreation
maintains recreational facilities, cemetenies, the grounds of public buildings, ravines
and tracts of public landscaping such as the medians and borders of roads. Hence,
there are many different types of damage which might occur to lawns, flowerbeds,
buildings, pools, and other structures. This greater variety renders the issue of
determining the exact nature of the damage, and judging whether or not it is
vandalism, more problematic. Although personnel attempted to discriminate
between accidental and deliberate damage, and between damage which occurred as
the byproduct of some other activity and gratuitous damage (vandalism), it is
unknown to what extent this discriminatory process was successful. In addition,
there 1s no way to ascertain whether similar criteria were used in evaluating
incidents in different locations. These distinctions were made at the unit level by
individual maintenance personnel, who filed a report on damage and classified it
according to type of incident (Gorman 1993).

Measurement of vandalism by area

Incidents of vandalism from all three sources were geocoded by a
computerized mapping program that assigns the x,y coordinates for spatial data to
a reference map; in this case, a street map of the City of Edmonton was used.® The
number of incidents from each source was separately aggregated using the
boundaries defined for the City's 1992 municipal census to provide a total figure for
the three types of vandalism in each area. The actual number of areas included for
analysis diftered for each of the measures of vandalism, and was contingent upon
the presumed existence of potentially-damaged structures. Since mischief could be
directed towards any building, facility, or structure in the City, including private

* A detailed discussion of the technique of geocoding, and its application in the present study, is contained in Appendix A.
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homes and industrial sites, all 662 areas of the City were deemed to contain
potential targets, and hence all of these areas were included in the analysis. Transit
vandalism, by contrast, had been recorded as it occurred to transit shelters and stops:
the areas where it could occur, therefore, were of necessity limited to areas serviced
by bus routes. Eliminating those areas of the City which could not be subject to
transit vandalism because of the absence of bus routes (the sparsely settled arcas on
the perimeter of the City) reduced the number of usable cases to 631 areas. Parks
and recreation vandalism, too, could only be assessed with reference to areas which
contained parks or other appropriate targets; elimination of industrial arcas and
several areas in the downtown core reduced the number of areas used in the analysis
of park vandalism to 617 cases.

These steps resulted in figures for the actual count of vandalism incidents
recorded in each area of the City by police, transit officials, and the department of
parks and recreation. While the use of census enumeration areas as the unit of
analysis is discussed in greater detail below, their variations both in population and
in size are significant in relation to the measurement of the dependent variable of
vandalism. In resident population, these areas range from 0 (for six areas of the
City) to 3201 for the most densely populated; in size they range from .027 square
kilometres to over 55. These two factors are inversely related, so that the largest
areas are low in population, while the small areas are high.

The question arises, then, as to how to interpret and analyze the frequency
of vandalism incidents. The amount of crime that occurs in a given area is most
often calculated as a rate, obtained by dividing the total number of crimes by the
total population and then multiplying by a constant (usually 100,000) (Nettler 1984:
47; Silverman, Teevan and Sacco 1991: 61). Such a population-based rate is useful
for comparing many types of crime, since it is plausible to assume that a larger
population would contain a larger number of offenders, even if the proportion of
such offenders within the population remained constant.

For the present analysis, however, there are a number of shortcomings
involved in using a population-based rate, related to the unit of anaiysis and the
statistical methodology used. While it is logical to calculate a population-based rate
of crime for larger geographical units such as a city in comparison to other cities,
because most of the crime in a city may logically be attributed to residents, it is
much less reasonable to make the same assumption about sinaller geographic units
such as enumeration areas. While it may be true that offenders are likely to select
targets close to their own residences (Reiss 1976), the question remains of how
close. Five blocks might be considered "close," yet in a city such as Edmonton, this
is a sufficient distance to place a criminal event twc enumeration areas away from
the offender's home territory. Following a similar argument, Harries asserts in a
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1993 paper that criminal events may not relate to the residences of offenders even
marginally; "most if not all the incidents may be attributable to outsiders. . .
[tlheoretically, zero events might be 'blamed’ on residents, again making nonsense
of the rate concept” (Harries 1993: 4). The merit of this argument m=y be seen by
the fact that crimes can, and do, occur in areas where there is little or no residential
population. In the present study, for example, some downtown areas, with few
residents, recorded a substantial amount of vandalism, as did three industrial areas
of the city which had no residents. The use of a population-based rate would inflate
the amount of vandalism for the former areas, and would remove the latter from the
analysis, since it would entail the use of zero as a denominator.

Moreover, it has been previously argued that the proportion of area residents
who fall into certain age, gender, and social categories will have an impact on the
amount of vandalism observed in an area. Computing proportions of this nature
involves using a population-based figure as the denominator for these predictor
variables. However, when both independent and dependent variables in a multiple
regression analysis are computed as rates using the same figure in the denominator,
a spurious positive relationship results because of the common term (Bollen and
Ward 1980: 61).

Similar difficulties arise in relation to the physical size of an area. Vandalism
is a crime, not against individual victims, but against the physical environment.
Moreover, while it 1s often directed against the structures in populated areas such
as residences and stores, damage can also occur in parks and ravines as vandals
break branches, scratch their names in bark or uproot ground cover, and in industrial
or commercial areas. It could therefore be argued that a rate of vandalism based
upon some areal unit such as square kilometres would provide a better measure,
since larger areas would presumably provide more opportunities for crime. A rate
of crimes-per-square-kilometres seems more satisfactory than one based on
population, since this areal rate presumes to address the issue of environmental
opportunities; yet it is not entirely adequate either. The opportunitics inherent in
avatlable targets, by themselves, are not sufficient to predict vandalism according
to the theoretical perspective developed in the previous chapter. Rather, it is the
convergence of potential offenders with these targets in the absence of suitable
guardianship which provides the conditions under which vandalism can occur.
These factors, :n turn, were linked to the routine movements of human activity in
time and space. It seems apparent, then. that not all locations are the same in terms
of the opportunities they provide. While the empty land around the City's perimeter
may theoretically be vandalized, areas which contain a number of residents of all
ages, or amall, or a school. would likeiy experience a greater convergence of all of
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the components contributing to the occurrence of crime, and therefore might be
expected to offer more immediate opportunities.

These arguments suggest that both the physical size of an area and the
number of persons who live there are important considerations; neither one alone
provides an adequate basis for constructing a rate to control for their effects. For
this reason, the actual counts of the three types of incidents which occur within cach
area are retained as measures of vandalism. To control for the effects of area size
and population, these measures are introduced as independent variables in the
multiple regression analysis summarized in the following chapter (Bollen and Ward
1980: 72).

CENSUS ENUMIERATION AREEAS

Census enumeration areas are subdivisions of the permanent statistical arcas
established by Statistics Canada. The boundaries chosen are intended to definc an
area as homogenous as possible in terms of socioeconomic characteristics and to
follow, where feasible, well-established natural boundaries (Lalu 1989: 1).
Although the City of Edmonton's Municipal Enumeration does not provide as much
demographic detail as the Census itself, the enumeration areas are smaller,
permitting greater refinement in terms of geographic variation of characteristic.
These smaller areas serve as the unit of analysis in the present study. Their primary
disadvantages are that they vary in both size and total population and that they are
not equivalent to actual neighbourhoods in any meaningful sense.

In order to address their variability, both size in geographic units and the
total population of an area are introduced as control variables. Moreover, most
population characteristics are standardized as a proportion, using either the total
population of the area (or for some variables the total number of housing units) as
the denominator. That these areas do not correspond to meaningful neighbourhoods,
however, is potentially more problematic. The routine activities perspective which
forms the theoretical basis for this research does not equate the concept of
neighbourhood with that of community, and the distinctive sociocultural attributes
inherent in this term as developed in the earlier ecological tradition. Nevertheless.
some minimal assumption about "neighbourhood" is implicit in the expectation that
people can potentially come to know their neighbours, that they may become
familiar with their neighbours' children and habitual routines, and that these
developments are important in informal guardianship. These processes might well
transcend the arbitrary boundanes of the enumeration areas. While this may indeed
be the case in some areas, however, the placing of boundaries along naturally-
occurring lines of demarcation such as main roadways, parks, ravines and
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commercial strips would tend to create effective barriers. Residents preoccupied
with their own daily activities are less likely to iake note of events which occur
across the park, or across the railroad tracks, than they are of those in their
immediate vicinity.

Age and gender. A final point regarding the residential characteristics of
areas used as predictors of vandalism in the present research arises with respect to
the measurement of age and gender of residents A previous study on the incidence
of vandalism in housing estates (discussed above) ‘ound that child density, measured
as the number of children 6-16 per residential housing block, was the single most
significant predictor of levels of vandalism (Wilson 1978). Such a general child-
density measure does not permit any distinction on the basis of different ages; nor
does it permit distinction on the basis of gender. Yet both of these are viewed as
potentially significant. For the present study, then, the proportions of area residents
who are in several age/gender specific categories are included as predictor
variables, rather than a single measure of child density.

The population composition of areas obtained from the Census data file
reported age by sex in S-year categories. Since previous self-report literature on
vandalism suggested a peak age for potential offenders of approximately 14 to 16,
with declining but still substantial involvement for age ranges on either side, the age
categories of 10-14 and of 15-19 are used in this study. Although vandalism has
been widely attributed to males, with boys outnumbering girls by a ratio of 9:1
according to several sources, other researchers have suggested that female deviance,
particularly among younger females and for less serious offenses, is increasing.
Given that the data used in this analysis is relatively recent (1992), the possibility
of female involvement is acknowledged, and both males and females in these two
age groups are included as possible predictors of vandalism. Finally, while
vandalism is most often attributed to teenagers, several sources have reported that
males between 18 and 25 comprise the second-largest group of apprehended
offenders. Hence, the corresponding category of males 20-24 is also included.

Invironmental structures

Major shopping malls and secondary schools comprise the final group of
variables included as predictors of vandalism in this study.

Malls, as discussed in the previous chapter, are at least potentially
distinguished from shopping centres by the fact that the former contain a sheltered
public area. This architectural feature is viewed as significant in providing an
attractive venue for potential offenders to converge, particularly in light of
Edmonton's climate. In common usage, however, the City of Edmonton does not
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distinguish between these types of facilities. Some major centres, which to the
writer's knowledge are properly termed malls, are listed as shopping centres; while
other facilities are designated as malls although the only areas common to ail shops
is a parking lot. Hence, the facilities included in this study were the larger, well-
established shopping malls. A number of others, including several smaller
neighbourhood centres, were excluded, although these sites may indeed be malls
which are popular hang-out areas for local teens. The size of the facilities included,
both in terms of the amount of traffic they might generate and the amount of land
they occupied within a given area, suggested that their impact as predictors of
vandalism might extend beyond the geographic confines of the enumeration arca
within which they are located. Hence, malls are included as a predictor where they
occur within an area, and also if a major mall is located in the immediately adjacent
area.

Secondary schools include four types of schools: the junior and senior high
schools of the public school district, and the junior and senior high schools of the
separate school district. Several schools in the separate school district serve students
at more than one level, including three junior/senior high schools; these schools
were treated as high schools in the analysis, based on the assumption that the older
group of students would have a greater impact on the school's environment than the
younger. Because previous research on the effect of schools on crime in
surrounding areas (Roncek and LoBosco 1983; Roncek and Faggiani 1985) had
identified a single-block radius as the extent of significant differences, these
structures were introduced as variables only within the enumeration area in which
they were located.

Each of these facilities was coded as a dummy variable in the analysis of
vandalism reported in the following chapter. The presence of a mall within an area
was represented by a value of 1, as was the presence of a mall in an adjacent area,
the presence of a public junior or senior high school, or a separate junior or senior
high school. For areas where any of these were absent, a zero was entered for that
variable.



CHAPTER 4

DATA AND RESULTS

DISCRIPTIVE STATISTICS
The City

Edmonton, Alberta had 618,195 residents within its metropolitan limits
during 1992, the year in which data for this study was gathered. The total area
occupied by the City was 691.29 square kilometres,” with an average population
density of 3,478 residents per square kilometre. Environmental features of the city
included thirteen senior high schools and twenty-six junior high schools in the
public school district, and nine high schools and eleven junior highs in the Separate
school district."” There were, in addition, seventeen shopping malls.

As reported in 7able I, which gives the means, standard dewviations,
minimums, maximums and sums for the variables included in the analysis, the City's
662 enumeration areas varied in size from .027 to 55.027 square kilometres; mean
size was 1.044 square kilometres. Population in these areas ranged from O (for six
areas) to 3201, with a mean population of 934. Considering the age and gender
groups of interest in this research, 19,775 residents were males between the ages of
10 and 14 (2.9% of the population); 19,183 were males between 15 and 19 (3%);
and 27,333 were males between 20 and 24 (4.7%). In addition, 18,430 residents
were females between 10 and 14 years of age (2.7%), and 19,341 were females
between 15 and 19 ( 3%). Forty-five percent of City residents had lived at their
current address for less than one year. Slightly less than half of households (44%)
were rental units, and approximately 7% of residents were unemployed.'' Single
males made up 24.9% of the population.

*T'he dimensions of the City are those caleulated by summing the area per square kilometre for all cnumeration areas defined
by the Municipal Census (1992) . using mapping software. The size may vary from that reported by other sources.

A complete list of schools and their addresses 1s contained in Apprendix C. Appendix D lists the malls which were included.

"This tigure is somewhat lower than that reported by other sources. The variations may be attributable to the way in which
the data used in this analysis was gathered, or it may reflect differences in measurement.
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Vandalism

Mischief. A total of 13,131 mischief incidents had been successfully
geocoded and were used in the analysis. These cases represented 97% of the original
13,537 records obtained from the Edmonton City Police. When these incidents were
aggregated by area, the number of incidents ranged from 0 to a maximum of 260 for
a single area; the mean number of incidents was slightly less than 20.

Mapping of mischief incidents revealed a marked concentration in a small
number of areas, as may be observed in /igure 2 (following page). A half-dozen
arcas of the City had over 90 incidents each during the year. Two of the highest-
ranking areas, represented as black rectangles on the map, were located slightly
north of the City centre; each of these areas had over 105 incidents. The varying
intensity of shading in this central region, with darker colours indicating more
incidents and lighter less, suggests that there is a general clustering of higher-
incidence areas in the central core of the City, extending out to the north and the
east. Lower levels of incidence occurred in the residential areas at the City's
periphery. A second region of more concentrated incidence was recorded in the
southeast quadrant of the City, where several areas had a total of 60 or more
incidents. In a third region of concentration, on the west side of the City, another
black area is apparent, representing again the highest level of incidence. This
particular area proved to be noteworthy; with 260 incidenis of mischief, it had 105
more recorded incidents than the next-highest ranking area, which had 155. This
area was viewed as an extreme outlier, and was excluded from the subsequent

statistical analysis.
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Transit vandalism. The Transit Department had recorded 1,337 incidents of
vandalism to shelters and bus stops throughout the City during 1992. Geocoding
successfully identified 98.6% of the locations, resulting in 1,319 usable cases. A
mean of about two incidents per area was recorded, with a maximum of 24 (7able
1). The distribution of transit vandalism is graphically summarized in Figure 3,
where the areas which recorded a higher number of incidents are again shaded
darker, while those with fewer are shaded lighter. Two areas, one north of the
downtown area and a second one in the northeast quadrant of the City, are shaded
black, indicating the highest count of incidents (20 to 24 per area). An additional
five areas are included in the next two ranges, indicating that they recorded between
16 and 21 incidents per area. As with mischief, there is some apparent clustering
of high-incidence areas around the central area of the City map, with some
dispersion out to the north and east. On the south side, a single area stands out; 20
incidents of transit vandalism had been reported as occurring in this non-residential
area, making it the third-highest ranking in the City.
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Park vandalism. The third measure of vandalism used in this study had been
obtained from the Department of Parks and Recreation. Out of 402 incidents of
vandalism recorded as occurring in various sites throughout the City, 393 (97.8%)
were geocoded and used in the analysis. The mean number of incidents per area
was less than 1, while several areas recorded over 25. As is apparent in /igure 4,
which presents the distribution of incidents of park vandalism by area, the number
of incidents was again highly concentrated in a limited number of areas. Two areas,
shaded as black on the map, recorded the highest number of cases, with over 26
incidents per area; an additional 4 areas recorded between 15 and 25 incidents each.
While there is some clustering of the darker shades of grey as indicative of higher
levels of incidence in the central area of the City, there appears to be a greater
dispersion of these cases in the outlying residential areas than was observed for the

other two types of vandalism.
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RIEGRIESSION ANALYSIS O VANDALISM INCIDIENTS

An identification of common patterns derived from these three measures of
vandalism is not easily accomplished by a comparison of the maps; in fact, they
appear to be very different, with distinctive and unique patterns evident for each
type of measurement. Moreover, this essentially descriptive examination of the data
does not permit any analysis of the simultaneous effects of the social and
environmental variables considered relevant as predictors. To this end, a statistical
analysis of the vandalism incidents reported by each source was undertaken using
stepwise multiple regression. Initial examination of the data revealed that the
univariate distributions of the three measures of vandalism were skewed. In order
to obtain a more linear distribution, each of the dependent variables was transformed
to its natural log. The means, standard deviations, minimums and maximums of the
transformed dependent variables are reported in 7able 141

TABLE 1A
DESCRIPTIVE STATISTICS OF TRANSFORMED DEPENDENT VARIABLES
Means, standard deviations, minimums and maximums of mischief (log),
transit vandalism (log), and park vandalism (log).

Variable Mean SD Ain. Max. Variable label

L.GMIS® 270 79 -69 5.04 Mischief (log)
LGTRANVY 27 1.03 -69 318 Transit vandalisn (log)
LGPARV -43 67 -.69 3.37 Park vandalism (log)

*Valid N 661,
"Valid N 631.
‘Valid N 617,

*The natural log is a logarithm taken to the base "c.” with "¢" representing an artificial number approximately equivalent to
27128, Since "¢ is not an integer. it cannot be readily determined what the natural log of a given number is. However. it
may be interpreted as a geometrically-increasing curvilinear relationship. and is commonly illustrated as analogous to the
exponential growth characteristic of population. Its use in regression may be interpreted as a percentage erease in the
dependent variable for each one unit increase in the predictor variable, with the pereentage amount equivalent to the value
of beta. However, the natural log itself has no objectively interpretable meaning: hence the numbers presented in 7Table 1.4
are included for information purposes only ( Agresti and Finlay 1986: 365; Snedecor 1946; 374: Stewart 1991 359).



Regression analysis of mischief incidents

Bivariate correlations between the predictor variables and nuschief (log)
revealed statistically significant relationships for the presence of @ mall in an arca
(r =.227), the presence of a mall in an adjacent area (r = .160), and the presence of
a high school (r = .142). Among the population variables, the strongest bivariate
relationships with mischief were for the proportion unemployed (r - .305), the
proportion single males (r = .211), the proportion of rental occupancy (r - .2006), and
the proportion of male residents 20 to 24 (r = .193) (7able 2).
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Inspection of the bivariate correlations between predictor variables did not
reveal any values so high as to suggest multicollinearity (Bohmstedt and Knoke
1988). The highest bivariate relationships were observed between several of the
age/gender categories examined. Since these represent distinct groups, their
relationship can be attributed to the demographic composition of arcas. Hence, all
predictor variables were retained for the regression analysis.

Table 3 reports the slopes (b), the standard error of the slope (572 b), and the
standardized slope (beta) for variables which were found to be statistically
significant when the log-transformed variable was regressed on the predictor
variables. The proportion of unemployment in an area, the proportion of male
residents aged 20-24, the total population, and the proportion rental occupancy were
all predictive of increases in mischief. The size of the area and the proportion who
had lived less than 1 year at their present address had a negative effect, suggesting
that as these variables increased, the dependent vanable of mischief would be
expected to decrease. Among environmental structures, the presence of a mall in an
area, the presence of a high school, and the presence of a mall in an adjacent arca
were also found to be significant predictors. The adjusted R* for all variables taken
together was .264, indicating that 26.4% of the vanance in mischief can be predicted
by these variables.
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TABLE3
REGRESSION OF MISCHIEF (LOG)
Stepwise regression of mischief incidents recorded by Edmonton Police Service (1992),
all enumeration areas.

Variable b Sk h Beta 1 signif
Prop. unemployed 4.052801 491507 0.3269 8.246 0000%*
Aall i area 824184 170900 0.1651 4.823 0000**
Prop. male 20-24 6.692058 1.340202 0.2237 4993 .0000%*
Prop. lyripres. addr. -1.429074 206460 -0.3298 -6.922 .0000**
Area/sq. km. - 021356 006304 -0.1167 -3.388 .007**
Total population 3.81326}:-04 8.0991k-05 0.1729 4.708 0000**
Prop. rental 572296 148576 02103 3.852 0001 **
High school 616255 194843 0.1136 3.317 0010%*
Aall in adjacent area 184987 074117 0.0864 2.496 .0128*

Multiple R ~ 52388

R? = 27445

Adj. R* = 26442

Standard Error = 67814

Vahd N - 661, *p- 05 2-tailed. ** p- 01, 2-tailed.

The p values indicate the amount of increase in mischief that would be
predicted for each standard deviation increase in the predictor, contrciling for the
effects of the other variables. Recalling that the natural log can be interpreted as
representing a percentage increase, these results suggest that for every standard
deviation unit increase in the proportion of unemployment, an increase of
approximately 32.7% in the amount of mischief incidents would be expected (f
= .327), controlling for the effects of the other variables.'” Similarly, for every
standard deviation unit increase in the proportion of males aged 20-24,
approximately 22.4% more mischief incidents could be expected (S = .224), again
controlling for the effects of the other variables. For a standard deviation increase
in the proportion of rental occupancy, approximately 21% more mischief incidents
would be predicted (£ = .210) (Agresti and Finlay 1986; Croxton and Cowden 1946;
Snedecor 1946). The t-test associated with these variables tests the probability that

"The iterpretation of an inerease in the natural log as a percentage increase is only accurate up to a certain point {abs(.20)].
Bevond that point, the inerease in the log transformation diverges. While increases above .29 are described as percentage
increases, theretore, this should be viewed as an approximation (Agresti and Finlay 1986: Stewart 1991).
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these statistical results would be observed when in fact no relationship existed: the
probability for all population variables was less than .01.

Since all environmental structures had been coded as dummy variables, with
presence coded as "1" and absence as "0,"” the f can be interpreted as representing
the difference between two conditional standardized means: one for areas which
contain the facility in question, and one for those which do not. Hence, the g of
.165 for the presence of a mall can be interpreted as predicting 16.5% more
mischief in an area with a mall than in an area without one, when all other predictors
are controlled. For areas which contain a high school, significantly more incidents
would again be predicted ([ = .114), in comparison to areas without a high school.
The t-test for these statistics represents a test of the difference between these two
means, and the probability that they are actually the same. The probability
associated with the obtained t-values for these variables was again less than .01.

The strength of the relationship between the proportion of unemployment as
a predictor of mischief incidence, and the proportion of rental occupancy, suggested
that these two variables warranted further examination. Rental occupancy was
dichotomized at its mean value of .439, with those areas which had a higher value
categorized as "high rental occupancy,” and those with a lower value as "iow rental
occupancy." Stepwise regression was then used to examine the relationship between
the predictor variables and mischief within these two categorics. In arcas
categorized as "high rental occupancy,” the preportion of those unemployed
remained the strongest predictor (7able 44); the [ value of .358 indicates that for
each standard deviation increase in this predictor, mischief would be predicted to
increase by approximately 35.8%. The proportion of residents who were males aged
20-24 also had a strong positive effect, while the proportion of those who had lived
less than one year at their current address predicted a statistically significant
decrease in mischief. The presence of a mall in an area, and the presence of a mall
in an adjacent area, both predict significantly higher levels of mischief, controlling
for the effects of the population variables (f = .246 and £ = .118, respectively).



TABLE 4A
REGRESSION OF MISCHIEF (LOG)
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Stepwise regression of mischief incidents recorded by Edmonton Police Service (1992);
Enumeration areas with high rental occupancy.

! ariable h SE b Beta [ ‘wgmf
Prop. unemployed 3.326779 535129 0.3581 6.217 0000%*
Aall in area 940318 200057 0.2462 4.700 0000%*
Mall in adjacent 225885 102041 0.1178 224 .0276*
Prop. male 20-24 5.665776 1.534421 0.2314 3.692 .0003%*
Total population 2.8156k-04 1.2210E-04 0.1257 2.304 .0219*
DProp. 1 yripres. - 919482 311297 -0.1859 -2.954 .0034%*
Multple R 45254
R*- 20479
Adj. R? - 18845
Standard Error - 67636

Valid N 299, * p- 05 2-tailed. **p- 01, 2-tailed.
TABLE 4B
REGRESSION OF MISCHIEF (LOG)
Stepwise regression of mischief incidents recorded by Edmonton Police Service (1992);
Enumeration areas with low rental occupancy.

Variable b SED Beta 4 signif.
Prop. unemploved 8.563722 1.543959 0.2979 5.547 0000
Prop. 1 yrpres. -1.60536 262391 -0.2901 -6.118 0000 *
Total population S.51882E-04 11114804 0.2473 4.966 .0000**
High school 1.024907 257021 0.1787 3.988 000 **
Prop. male 20-24 10.138393 3021519 0.1575 3.355 0000**
Area sy. km. -028445 006611 -0.2057 -4.303 0009**
Prop. rental 1.138000 320777 0.1886 3.548 0004
Pop. density -1.003471:-04 2.0714E-05 -0.1741 -3.267 0012
Mall in area 796179 300768 0.1176 2.647 0085%*

Mall in adjacent area 209873 105887 0.08835 1.982 0483*

Muitiple R = 58311

R? - 32002

Adj. R -+ 32122

Standard Error = 65175

Vahld N 362 *p-

05 2-tailed. **p-

01, 2-tailed.
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For "low rental occupancy" areas (7able 4B), the proportion unemployed
remained the strongest predictor. As the proportion of unemployed residents
increased by one standard deviation, the amount of mischief would be predicted to
increase by approximately 29.8% (8 = .298). The proportion of those who had
lived less than 1 year at their current address is again predictive of a decreasc in the
amount of mischief in an area, controlling for the effects of the other variables. The
proportion of males 20-24 continued to be a strong predictor of increases in
mischief. For these "low rental” areas, the proportion of rental occupancy itself 1s
a significant predictor; for each standard deviation increase in the proportion of
rentals, mischief would be predicted to increase by approximately 18.9% (£ - .189).
A mall in an area and a mall in an adjacent area were significant predictors in both
"high rental” and "low rental” areas. High schools, by contrast, predict a significant
increase in the amount of mischief for the "low rental” areas, but they had no
statistically significant effect in the "high rental” areas.

While the proportion unemployed remained the strongest predictor of
mischief in both high rental and low rental occupancy areas, the magnitude of the
effect appeared to be different. Calculating a t-test based on the unstandardized
slope (b)and standard error (57 b) for the two subsamples, this difference was
found to be statistically significant (t = 3.205, p <.01). "* Morcover, the amount
of variance explained by the predictors included differs. In low rental arcas, the
adjusted R* of .321 indicates that approximately 32.1% of the variation in mischicf
in these areas can be predicted by these variables. In high rental areas, however, the
adjusted R” of . 188 indicates that approximately 18.8% of the variance is explained.

To further examine the effects of the proportion of uncmployed residents,
this variable was dichotomized, again based upon the mean (.074), with thosc arcas
recording higher proportions considered as "high unemployment” and those with
lower values as "low unemployment.” The results of regressing mischief (log) on
the predictor variables within these two categories of unemployment arc reported in
Table 5A and Table 5B.

YThe beta. or standardized slope, cannot be used to compare the relationship across subsamples, since 1t desenibes a
relationship that is standardized within two different N's.



TABLE SA
REGRESSION OF MISCHIEF (LOG)
Stepwise regression of mischief incidents recorded by Edmonton Police Service (1992);
Enumerstion areas with high unemployment.

(30

Yariable b SE b Beta i signif.
Mall m area 0.709034 0.198369 0.1646 3.574 0004+
Prop. unemployved 2.657992 (1.542883 0.2551 4.896 0000
Total population 8.20653E-04 1.3167E-04 0.3652 6.233 0000%*
Prop. fem. 10-14 -6.472510 3.083992 -0.1318 -2.210 .0365*
Prop. rental 1.157862 221135 04193 5236 .0000%*
Prop. 1 yripres. -1.689371 325909 -0.3853 -5.184 0000**
Prop. male 20-24 4910878 1.798700 0.1774 2.730 .0066**
Population density -3.15302}:-05 1.23031:-03 -0.1336 -2.562 0108%
Multiple R -~ .50070
R? - 25070
Adj. R? = 23505
Standard Error - 62301
Valid N 392, *p .05 2-tailed. **p< .01, 2-tailed.
TABLE 5B

REGRESSION OF MISCHIEF (LOG)
Stepwise regression of mischief incidents recorded by Edmonton Police Service (1992);
Enumeration areas with low unemployment.

Variable b SE b Beta ! signif .
Mall i area 851993 310686 0.1554 2.742 0065%*
Prop. unemploved 13.808166 3.489315 0.2128 3.957 0001 **
Prop. 1 yripres. -1.414605 265673 -0.3126 -5.328 .0000**
Prop. male 20-24 8 827075 1 807847 0.2819 4.883 .0000**
sAreasq. km. -022389 006813 -0.1790 -3.286 (012%*
High school 789053 287584 0.1551 2.744 0065**

Multiple R ~ 48617

R? ~ 23636

Adj. R? - 21887

Standard Error = 71703

Vahid N 269, *p-.

05, 2-tatled. *¥ p-o.

01 2-tailed.
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Even within these subsamples, the proportion of unemployed residents
remained a significant predictor of mischief. However, the proportion of rental
occupancy is the most significant predictor in high unemployment areas (4 = .419),
while i1t was not statistically significant in low unemployment areas. In both the
high and low unemployment areas, the proportion of residents who are males 20-24
predicts a significant increase in the amount of mischief. The presence of a mall
within an area remains a significant predictor of higher levels of mischicef, and
appears to have a comparable effect in both subsamples of high and low
unemployment (£ = .165 in the former, and 8 = .155 in the latter). The proportion
of those who had lived less than one year at their current address is observed, again,
to predict a decrease in the amount of mischief in both high and low unemployment
areas. The presence of a high school predicts a statistically significant increase in
the dependent variable of mischief in low unemployment areas, but not for high
unemployment areas; this parallels the results for rental occupancy, which found
high schools statistically significant in low rental areas but not in those categorized
as high rental. It should be noted, too, that among the age/gender proportions which
had been presumed to be important predictors, only the proportion of males 20-24
was identified as statistically significant, a consistent effect found thus far in cach
step of the analysis. The exception to this general trend is observed in arcas with
a high proportion of unemployed residents, where the proportion of females 10-14
was found to have a significant negative effect (S = -.132).

Regression analysis of transit vandalism

Several significant bivariate relationships between the predictor variables and
the dependent variable of transit vandalism (log) were identified, as reported in
Table 6. Consistent with what was found for mischief, the presence of a mall in an
area and the presence of a high school were statistically significant at p < .01, with
r=_175 for malls and r = .136 for high schools. However, the presence of a junior
high school had a significant bivariate relationship with transit vandalism {(r = .112),
while it was not significant for mischief. Among the population variables, none
were statistically significant expect population density (r = -.196), which revealed
a significant negative effect, and the proportion of those who had lived less than a
year at their current address, which had a small but significant negative effect (r -
-.089, p < .05). While smaller in magnitude than the bivariate rclationships
observed for mischief, these effects are in the same negative direction.
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When transit vandalism (log) was regressed on the predictor variables (7able
7), the strongest effect among the population variables was observed for the
proportion of rental occupancy (£ = .304). Additional positive effects were
identified for the proportion of single males (£ = .124) and the total population,
while population density and the proportion who lived for less than one year at their
current address predict a significant decrease in transit vandalism. Among the
environmental structures, the presence of a mall, the presence of a high school and
the presence of a junior high school all predicted a significantly higher amount of
transit vandalism in areas where they were present, controlling for the eftects of all
other variables (£ = .120, § = .086, and = .08S5, respectively). The t-test for the
difference between means for these variables was, in all cases, statistically
significant (p < .01 for the presence of a mall, and p < .05 for the presence of a high
school or a junior high school). Taken together, these variables explain about 11.4%
of the variance in the dependent variable (adjusted R* = .114).

TABLE 7
REGRESSION OF TRANSIT VANDALISM (LOG)
Stepwise regression of vandalism recorded by Edmonton Transit (1992);
All enumeration areas.

Variable b SEb Beta 4 signif
Population density -8.222391-05 1.3750E-05 -(0.2328 -5.221 oonoee
Mall in area 754110 247791 0.1200 3084 0n2)ee
Prop. rental 1.088140 227342 0.3039 4.786 0000 =
Prop. 1 yripres. -1.485928 385603 -(0.2552 -3.854 noo|ee
Total population 4.13420E-04 1.2190k-04 0.1385 3.391 uon7ee

High school 625019 279801 0.0861 2234 02544

Prop. single male 2061827 819683 0.1239 2518 0121¢

Junior ligh 443107 197895 0.0854 2239 ()255¢

Multiple R 35354

R? 2499

Adj. R? 11374

Standard Forror 97140

Valid N = 631. % p = .05, 2-tailed. ** p- .01, 2-tailed.

The strong relationship identified for the proportion of rental housing as a
predictor for transit vandalism when other variables were controlled for suggested,
again, that some further examination of its effects was warranted, particularly when
it 1s recalled that the bivariate correlation between these two variables was relatively
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weak (r = .018, 7able 6). Rental occupancy was dichotomized into two categories
of "high rental” and "low rental,” again using the mean of .439 as a cut-point. The
dependent variable of transit vandaiism (log) was then regressed on the predictor
variables within these categories. In areas described as high rental occupancy
(Table 84), the only population variables which were found to significantly predict
transit vandalism were total population, which predicts an increase (£ = .161), and
the population density, which predicts a significant decrease (£ = -.304). The
presence of a mall and the presence of a high school continue to predict signficantly
more transit vandalism (£ = .165 and § = .124). These four variables, taken
together, explain approximately 18% of the variance in the log of the dependent
variable for high rental areas (adjusted R* = .180).

TABLE 8A
REGRESSION OF TRANSIT VANDALISM (LOG)
Stepwise vegression of vandalism recorded by Edmonton Transit (1992);
Enumeration areas with high rental occupancy.

Variable b SE b Beta ! signif.
Population density -8.49014F-05 1.49611-05 -0.3036 -5.675 0000
Mall in area 0.856047 283228 0.1651 3.022 0027+
Total population 4.89849F:-04 1.6297k-04 0.1611 3.051 0024+

High school 0.902766 391331 0.1244 2.307 .0218*

Multiple R = 43726

R2 = 19119

Adj. R? - 18011

Standard Error = 92622

Valid N 297. * p- .05 2-tailed. ** p < 01, 2-tailed.

For low rental occupancy, by contrast, the proportion of rental occupancy
was found to be the strongest predictor (8 =.236), while the proportion who lived
at their current address less than one year was again found to predict less transit
vandalism (7abl/e 8B). While these two variables are statistically significant (p <
.01), 1t should be noted that they explain very little variance in the dependent
variable: adjusted R* = .047, indicating that approximately 4.7% of the variance is

explained.



TABLE KB
REGRESSION OF TRANSIT VANDALISM (L.OG)
Stepwise regression of vandalism recorded by Edmonton Transit (1992);
Enumeration areas with low rental occupsncy.

Variable b SIS Beta [ signif.
Prop. rental 1911459 490196 0.2357 3899 0001
Prop. Ivrpres. -1.776680 513690 -0.2083 REER) D006

Multiple R 230061

R’ 0s3g

Ady. ®? 04740

Standard Error 1 01520

Valid N ~ 334. ® p< .05, 2-tailed. ** p- .01, 2-tailed.

Regression analysis of park vandalism

The bivariate relationships between the predictor variables and the log of park
vandalism (7abie 9) revealed statistically significant correlations for the presence
of a mall in an area (r = .207) and the presence of a high school (r = .265). These
relationships are comparable to those found for the two other measures of
vandalism. For park vandalism, however, a third variable, the presence of a high
school from the Separate school system, is also statistically significant (r - .181);
and this relationship was not observed for the other two measures. Among
population variables, a significant negative correlation is found between transit
vandalism and population density (r = -.208), again paralleling correlations observed
for the other two types of vandalism. The only other population variable that
suggests a statistically significant bivariate relationship is the proportion of females
aged 15 to 19 (r = -.086). In addition, the size of an arca in square kilometres is
observed to have a positive correlation with park vandalism.
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The results obtained from regression of park vandalism (log) on the predictor
variables are reported in 7able 10. The presence of a mall and the presence of a
high school were predictive of significantly more park vandalism in arcas where
they are located than in areas where they are absent (8 = 128 for malls and £
.198 for high schools). This effect is consistent with the patterns observed in the
other measures of vandalism. However, higher levels of park vandalism are also
predicted for areas with a Separate high school (£ = .162). an cffect which was not
found for either mischief or for transit vandalism. Of the population variables
observed to be statistically significant in predicting park vandalism, both population
density and the proportion of residents who lived at their current address for less
than a year were found to have negative effects, relationships which have remained
consistent in the analyses reported thus far.

TABLE 10
REGRESSION OF PARK VANDALISM (L.OG)
Stepwise regression of vandalism recorded by Edmonton Parks and Recreation (1992);
All enumeration areas.

Variable b SED Beta t signif.
High school 953497 179843 0.1981 5 302 onoe e
Area’sq. km 311618 061579 02136 5060 oo e
Separate HS 950110 214532 01617 44929 nnoae e
Aall in area 534033 157028 01277 3401 ann7ee
Prop. unemploved 1.089987 455378 009849 2394 0170
Population density - 3165901:-05 LO4S5E-05 -0.1387 -3 028 0026,¢+
Prop. rental 470831 147331 02018 3203 Onl.4ee
Drop. 1 vr.pres. -.446519 224260 01151 -L99l 04659
Multple R 45027
R’ 20271
Ay 1 19225
Standard Error 59795

Valid N 617, * p- 05 2-ailed. ** p- 0], 2-tailed

Although there had been no statistically significant bivariate correlation for
he proportion of unemployment with park vandalism (r = 078, Tuble 9), a
ignificant relationship was observed in the regression analysis. When the effects
»f the other variables are controlled for, a standard deviation unit increase in the
yroportion of unemployment predicts an increase of approximately 9.9% in park
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vandalism (f = .099). Similarly, there was no significant bivariate relationship
observed for the proportion of rental occupancy (r =.021). In the regression
analysis, however, a standard deviation increase in the proportion of rental housing
predicts approximately 20% more park vandalism when the effects of the other
variables are controlled for (S =.202). Exploring these effects further by regressing
park vandalism on the predictor variables under different levels of either
unemployment or rental occupancy, however, proved to be impracticable. Park
vandalism, it may be recalled, was the smallest of the data sets examined; and when
the areas were divided into high and low unemployment, and high and low rental
occupancy, there was insufficient variation in the dependent variable in the "low"
conditions to produce a regression analysis. Almost all of the park vandalism had
occurred in areas which might be described as high rental, high unemployment
areas. The adjusted R® reported for the regression of park vandalism was .192,
indicating that 19.2% of the variance could be predicted by these variables.

{/nemployment and rental occupancy

The finding that both the proportion of unemployment in an area and the
proportion of rental occupancy are significant predictors ot park vandalism in the
regression analysis, while they did not appear to have significant bivariate
relationships, raises the possibility of an interaction between these two variables.
This possibility had previously been suggested by the regression analyses of
mischief and transit vandalism, and was the rationale for dichotomizing these
variables and considering the effects of the predictors within categories of high
versus low rental occupancy, and high versus low unemploymeant. Proceeding in
this way controls for, or removes, the effects of one variable (the one dichotomized),
to permit a closer examination of the effects of the other(s).

Examining again 7ables 44 and 48, and Tables 54 and 5B, the effects of this
partialing may be observed for the prediction of mischief incidents. In high rental
arcas (1able 44) it may be noted that unemployment remained a strong predictor of
mischief incidence, while the effects of rental occupancy were not found to be
statistically significant. In low rental areas (7able +4B), both the proportion of
unemployment and the proportion of rental occupancy were statistically significant,
predicting an increase in mischief. Conversely, in areas which were categorized as
high unemployment (7able 54), the proportion of unemployment remained a strong
predictor, while the effects of the proportion of rental occupancy were stronger than
in the first analysis of all areas taken together. In low unemployment areas,
however, (7able 3B), the proportion of rental occupancy was not identified as a
statistically significant predictor.
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To further examine the relationship between these two variables, the
proportion of rental occupancy was regressed on the predictor variables.' The
proportion of unemployment was a significant predictor of rental occupancy (7able
11), as was the proportion of males aged 20-24 and the proportion of residents who
had lived less than a year at their current address. The proportion of single males
was a significant negative predictor. Taken together, these variables explain 61.3%
of the variation in rental occupancy (adjusted R* = .613).

TABLE 11
REGRESSION OF PROPORTION RENTAL OCCUPANCY
Stepwise regression of proportion rental occupancy on predictor variables;
Al enumeration aress.

Variable b SEB Beta 1 signif.
Prop. | yr.pres. 680632 052338 0.4277 13.005 0000 e
Prop. male 20-24 4770588 3255717 0.4340 14.653 Q000 e
Prop. unemploved 1.500078 139297 0.3293 10.769 0000
Prop. single male -.851056 165332 -0.1870 -5.148 0000
Multiple R 78420
R? 61498
Adj. R? 61263
Standard Error ARO70

Valid N = 662. * p-= .05, 2-tailed. **p- 01, 2-ailed.

It seems, then, that rental occupancy is not, by itself, a significant predictor
of mischief or vandalism; its effects are conditioned by other variables, particularly
the oroportion of unemployment. In areas characterized by relatively low
unemployment, the effects of a greater proportion of rental occupancy arc
negligible; and in areas characterized by high rentals, the proportion of remals is not
significant. In high unemployment areas, however, both the proportion of rental
occupancy and the proportion of unemployment predict significant increases in the
amount of mischief. These findings, in turn, may point to the important role of a
construct which was not included in the present research, that of socioeconomic
status. Both high rental occupancy and high unemployment are characteristic of low

PAll 662 enumeration areas were used. The case excluded from the analysis of mischicf had recorded an extremely high
number fincidents of mischief, and was therefore treated as an outlier. This area, however, was not unique with respect
to its population composition, and there was therefore no justification for excluding it for the current analysis
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income areas. However, while these two measures may be "highly saturated” with
socioeconomic status (Kornhauser 1978: 85), they are only crude proxies for it.
Since the census data used in this analysis contained no information on average
income levels or the median value of housing, which might have provided a more
direct assessment, the possibility of this relationship could not be investigated
further. This issue, and its implications for predicting vandalism from a routine
activities perspective, is discussed in the following chapter.

TESTING THIE HYPOTHISIEES

Although the three different measures of vandalism examined here revealed
distinctive patterns of distribution in the initial mapping, and some divergent
findings in the statistical analyses, a number of consisteni results have been
identified. The similarities become more apparent when the results from each
analysis, taken together, are examined from the perspective of the specific
hypotheses developed in Chapter 2.

The first hypothesis stated that vandalism would be higher in areas with a
large proportion of male teenagers. Of the five age/gender specific categories
included as variables in this study, however, only the proportion of males aged 20-
24 was found to be statistically significant. This effect was observed in the analysis
oi mischief incidents, both in the initial regression and in all subsamples. The only
other age/gender category which proved to be significant was the proportion of
residents who were females aged 10-14; this group had a statistically significant
negative effect for mischief in the "high unemployment” subsample. This
hypothesis, then, is not supported by the results.

The sccond hypothesis dealt with the residential environment of the
enumeration areas, and stated that vandalism would be higher in areas where a larger
proportion of residents were unemployed, where more residents were single males,
where there was more rental housing, and where more residents were relatively new
to the area. It also predicted lower levels of vandalism in areas of high density.
The proportion of unemployment, as discussed above, proved to be a significant
predictor of mischief in all subsamples. In addition to its direct effects, this variable
had an indirect effect through its relationship with the proportion of rental
occupancy. The effect of rental occupancy, however, while identified as statistically
signficant, was obscrved to be largely conditioned by the effects of other variables
which measured the residential environment. Rental occupancy was itself strongly
predicted by the proportion of unemployment and the proportion of males 20-24,
both of which, in turn, were identified as significantly and postively predictive of
higher vandalism. Yet the porportion of those who had lived at their present address
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less than one year also predicts higher rentals, and the proportion of these new
residents was identified as having a direct negative effect on vandalism, in contrast
to the positive relationship hypothesized. The predicted negative effect of
population density, however, was identified as statistically significant at most stages
of the analysis. Overall, the hypothesis about the residential environment proved
to have only partial support.

The third hypothesis stated in Chapter 2 had predicted that areas which
contained a public junior or senior high school would also have significantly higher
levels of vandalism, controlling for the expected effects of the demographic
composition of residents and the residential environment. Public high schools were
observed to predict significantly higher vandalism, an ¢ffect which recuired in most
of the analyses and for all three measures. Consistent with both the hypothesized
relationship and the previous literature, the significant relationship identified for
high schools applied only to those of the public school system, with one exception:
Separate high schools were found to have a moderate positive effect for park
vandalism. Closer examination of the areas containing a Separate high school,
however, revealed that of these nine areas, one also contained a public high school;
one contained a mall; and five others were adjacent to a mall. While there were an
insufficient number of cases to analyze an interactive effect, such a relationship
seems plausible, and is given some support by the observation that the one arca
which contained both a public and a Separate high school had a very high incidence
of park vandalism, compared to other areas.

In contrast to the prominent effect identified for high schools, the presence
of a junior high school proved to be of negligible importance. Although these
schools were observed to have a statistically significant effect in predicting transit
vandalism, they did not predict a substantial amount of variation for cither mischief
or park vandalism. Moreover, when the impact of the residential environment was
further controlled for in the comparison of high and low rental subsamples for transit
vandalism, the presence of a junior high was no longer identified as significant.
These results, then, provide support for the hypothesized relationship with respect
to the presence of a public high school, but provide insufficient support for rejecting
the null hypothesis for the presence of a public junior high school.

The final hypothesis posed in this study had stated that vandalism would be
higher in areas which contained or were adjacent to a shopping mall. The presence
of a mall in an area was observed to have a consistent strong positive effect, in
almost every stage of the analysis (the single exception was found for the low-rental
subsample in the analysis of transit vandalism). The observed effect was both
statistically significant (p < .01 in each analysis) and substantively so, predicting a
marked difference in the levels of vandalism for areas with a mall compared to those
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without one. For areas adjacent to a mall, however, the results were both less
consistent and weaker. While these areas were predicted to have a significantly
higher amount of mischief, the same effect was not observed for either transit or
park vandalism. Hence, this hypothesis is again only partially supported, with
statistically significant effects observed for the presence of a mall in an area but not
for the presence of a mall in an adjacent area.'®

"I'he one enumeration arca excluded from the analysis of mischicf as an outlier because of the extreme number of incidents
(260) recorded there was unremarkable in its social and residential attributes. It was lower than the City mean for total
population, the number ot residents in the five age'gender categories, the amount of unemployment, and the number of single
males. Only the proportion of rental occupaney and of residents who had lived less than a year at their current address were
higher than the mean. Rentals made up 49.7% of residences in this area, compared to 49.3% in the City. Slightly less than
60% of residents had lived at their current address for less than one vear. while the average for the City was 45.1%. Even
tor these variables, however, these amounts are within one standard deviation of the mean. Hewever, this area hosts an
architectural phenomenon touted as “the world's iargest shopping mall."  The relative size of a mall was not assessed in this
analysis, all malls included were coded as dummy variables, aithough some of these facilitics are much larger than others. It
was expected that a shopping mall, regardless of its physical dimensions, would contribute to higher levels of vandalism in
the surrounding area in two ways. First, as a public facility which draws people into its environs and provides an attractive
site for socializing, a mall fosters the convergence of a variety of people including potential offenders. In addition, the routine
bustle generated by a mall as patrons enter and depart from its premises impedes guardianship in the surrounding streets, by
making 1t more ditticult to distinguish between legitiniate and illegitimate activitics. From this perspective, the mega-mal}
found in the omitted area is legitimately considered an exceptional case, because its unusual combination of facilitics 1aakes
it an attraction not only for people from the entire City but from outside of the City as well. If the consistent effect for the
presence of a mall discussed above can be attributed to the convergence of offenders and reduced guardianship, as argued.
then this facilitv's unique properties would grossly exaggerate those eftects and it should not be viewed as comparable to other
malls



CHAPTERS

DISCUSSION AND CONCLUSION

L:SCUSSION

The three data sets used in this study were very different in terms of the type
of targets they included, and the way in which vandalism was measured. Each was
vulnerable to differing sources of error in measurement that might render the data
invalid. The data obtained from the Edmonton City Police Service, while containing
the largest number of incidents and reporting single acts of mischief involving a
variety of targets, may also have included an unkrown number of actions that would
not be considered vandalism. In addition, the minor nature of the offence and
expectation of little satisfaction from a criminal investigation mecan that vandalism
may be underreported. Thus, the number of incidents recorded may not represent
the extent of incidence. A further and potentially more damaging scurce of distortion
arises with the possibility that reporting of incidents and police response could vary
by area.

Records obtained from the Department of Transit were less subject to
potential distortion from differential reporting because they were gathered from
actual damage reports. Uncertainty regarding the nature of the actions involved was
also less likely to have been a substantial source of error. Since the targets imvolved
are spartan in construction, previding less opportunity for variation in the types of
damage, most of the incidents repoited may have been accurately assessed as
vandalism. These records do not, however, report single incidents. ‘Transit
maintenance personnel visited each shelter once a m-onth, so that a single record
could represent a single act of vandalism or an unknown number of scparate acts.

The possibility of cumulative damage is an issue for reports on vandalism
obtained from the Depaitmernt of Parks and Recreation as well, since they were also
generated from periodic maintenance visits. A given record could reflect a single
incident of vandalism, or an unknown number of incidents that occurred over a
period of time. In addition, these records included various types of damage to many
different potential targets. There was therefore greater potential for variation in the
interpretation and reporting cf vandalism.

Moreover, potential threats to the validity of both transit and park records are
inherent in the lack of a means of assessing either usc patterns or target availability.

Use patterns, reflecting how much traffic a particular bus route or park supported,
might affect the amount of vandalism that occurred. Facilities that experienced light
traffic might be more subject to damage because the lack of legitimate users left
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them frequently empty, rendering them convenieni and unguarded targets. 7arger
availability could also influence the number of incidents reported in an area. Some
areas in the City may have many bus shelters, so that the total number of incidents
reflects only occasional damage to each, while others may have only a few shelters
that *vere vandalized several times. Similarly, certain areas of the City contained
large tracts of parkland within their boundaries, encompassing a variety of facilities
that together provided a multitude of targets. Other areas, by contrast, had a
minimal amount of open grass, overlooked on all sides by houses.

These differences would affect the amount of damage that occurred, since
they influence both the availability of targets and opportunity. The data available
for this study, unfortunately, did not allow any evaluation of these factors. They
therefore represent additional sources of potential distortion in the counting of
inciderits.

The difficulties inherent in the measurement and counting of vandalism in
each of these three data sets are substantial enough that they pose a serious threat
to the validity of any one measure, taken alone. Yet by their very differences, these
measures lend credibility to each other. The observation that areas with a high
proportion of unemployment have higher levels of mischief is vulnerable to the
accusation that these reports reflect differential police activity, rather than aciual
differences (Hagan, Gillis and Chan 1978). This argument, itowever, cannot be
made about the finding that park vandalism is higher in these areas. Similarly, that
transit vandalism appears higher in the areas around malls and high schools might
be dismissed as spurious, resulting from the greater number of transit shelters around
these facilities placed there to meet the demands of increased traffic. A parallel
argument, however, cannot as easily be made regarding higher rates of mischief in
these areas. The consistent and recurring effects identified for all three sets of data
might only be spurious if citizens over-report and police over-record in certain areas
of the City which also contain an overabundance of transit shelters and extensive
parks. While this is pessible, it seems unlikely.

The identification of the same variables in the analyses of ail three measures,
then, underscores their significance as predictors of vandalism. The common
patterns identified in this analysis are that vandalism was found to be higher in areas
charactevized by high unemployment and high rentals; areas that contained a larger
proportion of males between 20 and 24; and those that contained a shopping mall
or high school. It was observed to be lower in densely-populated areas, and those
that contained a high proportion of new residents.

That areas of high unemployment and high rentals suffer higher levels of
vandalism is not a singuiar finding. Nor is the observation that more vandalism
occurs in areas inhabited by a large number of young males. These findings are
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almost redundant, since areas with these particular social and demographic
characteristics have been repeatedly and consistently demonstrated to experience
higher levels of crime of all types, throughout several decades of criminological
research. In addition, areas with high unemployment and high rentals represent the
poorer sections of the City, and there is almost universal acceptance of the idea that
vandalism is rampant in such areas.

The central issue, however, is not whether this is the case, but w/y vandalism
occurs in these areas. Are the residents of poorer neighbourhoods more inclined to
damage and destroy their surroundings than residents in better neighbourhoods?
fome writers have argued that they are. Roos, for example, based on the same
observation of higher levels of vandalism in poorer neighbourhoods, concludes that
vandals act to free themselves of "unwanted marginalization." Plagued by a lack of
social ties and an "excess of nonmeaningful choices,” vandals destroy the symbols
of a society that has largely excluded them. Vandalism is described as ". . . a form
of nonverbal communication, exemplified by the mutilation of objects and
environments for which the perpetrator does not feel any 'code fellowship™ (Roos
1992: 75, 81).

This argument may be a valid one. It cannot be supported, however, based
on the observation of higher levels of incidence in areas characterized by certain
social attributes. Demonstrating statistically significant relationships in aggregate
rates of occurrence only predicts where vandalism is likely to occur, not who is
likely to commit it. Residents of high-unemployment, high-rental arcas may be no
more destructive than residents of other areas; yet vandalism may be more prevalent
there for other reasons.

This possibility becomes more apparent when other predictors of higher
vandalism are considered, such as the presence of a mall or a high school in an area.
The argument that residents of areas near a mall are more destructive than residents
of other areas is clearly specious. While some of these residents may be vandals,
there is little question that the higher rates of vandalism that are found in these arcas
are largely the consequence of the human traffic that such facilities generate. A
parallel argument may be made concerning the recurring observation that a higher
proportion of new residents in an area predicts /ower levels of vandalism, as does
population density. Does this mean that new residents, or those in highly dense
areas, are less destructive than residents who have lived in an area longer or who
live elsewhere?

It seems readily apparent that the variations in vandalism predicted by the
locations of malls and schools, the proportion of new residents, and the population
density are due to differences in the residential environment that have little, if
anything, to do with the destructive inclinations of those who live in these areas. It
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may be just as reasonable to argue that the higher rates of vandalism found in poorer
areas, characterized by high unemployment and rental housing, are also due to
factors in the residential environment that are largely divorced from the criminality
of residents. These environmental factors may develop according to the social
ecology of the City, as a reflection of routine human activities.

ROUTINIE ACTIVITIES AND VANDALISM

Routine activities theory asserts that crimes occur because of the convergence
of potential offenders, available targets, and reduced guardianship. These elements
are assumed to converge non-randomly in time and space. The observation that
criminal acts repeatedly occur in a limited number of locations, or "hot-spots,” is
thus interpreted as reflecting the social environment of these areas and their
surroundings, which regularly and repeatedly permit the convergence of these
factors. In applying this perspective to vandalism, it was argued in Chapter 2 that
the most significant components leading to vandalism were the convergence of
potential offenders, and reduced guardianship resulting from human activities
dictated by the social and physical environment. At this point, then, the arguments
made for a routine activities explanation of vandalism need to be reevaluated, and
in some cases revised, in light of the findings reported in the previous chapter.

The residential environment and guardianship

Areas with a high proportion of rental housing, it was argued, could be
expected to experience greater amounts of vandalism because the more transient
residents assumed to inhabit such areas would be less familiar with their neighbours
and with normal neighbourhood activity. They would presumably be less able to
distinguish between legitimate and illegitimate activities, and therefore would be
unable to exercise suitable guardianship. Yet a higher proportion of rentals was not
found, by itsely; to be a significant predictor of higher vandalism. This suggests that
the transiency assumed to exist in high-rental areas is not an adequate explanation,
a conclusion which is underscored by the consistent finding that the proportion of
residents who had lived less than a year at their current address, expected to more
directly measure transiency, was predictive of /ower vandalism. Clearly, a more
complex process is involved than simply the lack of neighbourhood familiarity and
greater transiency assumed to exist in areas characterized by high rentals.

High-rental neighbourhoods, at least in the city where this research was
conducted, vary widely in terms of the type of housing involved and the average
income level of residents. Some more densely-populated areas, particularly those
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near (but not in) the City centre, consist almost entirely of high-rise apartment
buildings. This type of dwelling would be expected to have a high proportion of
rentals, a larger proportion of new residents, and occupants who are not at home
during the day because they are employed full time. While the combination of these
factors would be expected to inhibit informal surveillance and supervision, they may
be overshadowed by other factors inherent in this type of dwelling that enhance
guardianship, and reduce the opportunities for vandalism.

Although not all high-rise buildings have formal security systems, many do;
and almost all have a locked-entry policy that limits access to the interior of the
building. This provision would limit most vandalism to the buildings themselves to
the exterior, where it would be concentrated at or near ground level (Wilson 1978).
At the same time, areas where this type of building dominate may suffer less
vandalism in the surrounding public areas and streets simply because their smaller
size limits the availability of targets. The enumeration areas used as the unit of
aggregation in this study were defined to some extent by the total resident
population, with some densely-populated areas as small as two city blocks in size.
That these factors may result in a lower area rate of vandalism is given some support
by the finding that population density consistently predicts lower vandalism
according to all three measures used in this analysis.

By contrast, some areas of the City contain an entirely different type of rental
housing that includes low-rise apartment buildings, row housing, and multiplexes.
These types of housing, rather than high-rise apartment blocks, are most
characteristic of lower income areas of the City, and are the likely locales for high
unemployment and high rental occupancy to converge (Edmonton Public Housing
Authority 1994). Areas where these housing facilities dominate lack the type of
structurally-imposed guardianship that was described above for larger apartiment
blocks. Instead, these residences often include common areas in parking lots,
pathways, and open spaces between buildings. These public arcas may render
informal surveillance and supervision more difficult, and the lack of ownership
implicit in such public land use may discourage residents from intervening in
questionable activities (Geason and Wilson 1990; Newman 1973; Wilson 1978).

Moreover, the routine daily activities of residents may be less predictable in
areas of high unemployment. Lacking the imposed constraints of a daily work
schedule, unemployed persons are more likely to enter and depart their premises
according to idiosyncratic circumstances, rather than according to a repetitive and
habitual routine. Residents of these areas are thus less likely to be able to assess the
legitimacy or illegitimacy of neighbourhood traffic, and may therefore fail to
challenge activities or persons about whom they are uncertain.
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While these arguments about residential housing and its implications for
vandalism are plausible and are consistent with the results found in this research,
they are largely speculative. An empirical evaluation of these factors would require
the inclusion of several variables which could more directly assess the residential
and social environment, but which were unavailable for the present study. These
include a measure of average household income, the median value of housing, and
the proportion of specific fypes of dwelling units.

Age and gender. An extensive literature from a variety of sources including
both official statistics and self-report studies has identified teens, particularly male
teens, as the most likely vandals. Based on this observation, and given some support
by a British study that identified child density as the most significant factor in
predicting vandalism on residential housing estates, it was argued that in the present
study the proportion of male teens in an area would be relevant to the amount of
vandalism observed. This expectation, however, was not supported. Instead, the
only age group identified as a significant predictor of higher levels of vandalism was
males between 20-24.

Does this mean, then, that this group is responsible for committing the
vandalism found in these areas? Such an attribution might seem justifiable, since
males this age comprise the second-largest group of apprehended vandals, after
teens. Moreover, the presence of large proportions of young male residents has been
linked to higher neighbourhood levels of crime of other types (Allan and
Steffensmeier 1989). Yet an alternate explanation for this finding is possible, again
based not upon the assumed criminality of these residents but on the routine daily
activities most likely to characterize areas where they predominate.

Males in this age group have not only been identified as likely offenders;
they also represent the largest group of victims of crime, an observation that has
been attributed to lifestyle factors (Hindelang, Gottfredson and Garofalo, 1978).
Compared to other residents, young males are more likely to be away from home,
both during the day and in the evening. In addition, they are less likely to live with
primary family members, so that other members of their households may also spend
greater amounts of time away from home. The implication of these observations for
the present study is that in areas where a large proportion of residents are males in
their twenties, fewer residents may be at home at any given time to exercise the sort
of informal surveillance that enhances guardianship. Therefore more vandalism
may occur in these areas, not because of the greater criminality of residents, but
because of the opportunities presented by unguarded targets.

Physical structures in the environment. Shopping malls and secondary
schools were the final group of variables examined in this study. Based upon
previous literature which had found that the presence of such facilities contributed
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to higher crime levels in surrounding neighbourhoods, it was expected that higher
levels of vandalism would be observed in areas where these structures were located.
The presence of a mall in an area was found to predict a significant increase in the
amount of vandalism observed according o all three measures, an effect that was
identified in almost every subsample. The effect for high schools was somewhat
weaker and less consistent, but was still found to contribute significantly to higher
vandalism of all three types in surrounding areas. It was argued that these effects
would occur because both malls and schools are public structures which generate
a steady influx of people into their environs. The increased traffic that results not
only contributes to the convergence of potential offenders; it also impedes
guardianship by making it more difficult to distinguish loiterers with a legitimate
purpose from those with an illegitimate one. The consistent effects found for the
presence of these facilities, when the residential environment was controlled for,
lends support to this argument.

Revised model predicting vandalism according 1o routine activities

In keeping with the results found in this study, some revisions in the model
presented tn Chapter 2 are required. The revised model predicting vandalism
according to routine activities thcory (/igure 5) contains, for the most part, the same
elements as the previously proposed model.'"” Vandalism is portrayed as being the
product of the convergence of potential offenders and available targets, in
circumstances of reduced guardianship. However, the proportion of new residents
in an area is identified as increasing guardianship, rather than decreasing it. The
most significant departures in this model from the earlier one are observed for the
component of "potential offenders.” The environmental structures (malls and high
schools) are identified as reducing guardianship, and contributing to the convergence
of offenders. The residential environment created by high unemployment, high
rental occupancy and a larger number of young male residents also works to impede
effective guardianship, but the relationship between these circumstances and the
convergence of potential offenders is less clear. It has been well-documented in the
self-report literature that male teens commit an enormous amount of vandalism, and
they may therefore be the most likely offenders. Whether or not they are residents
of areas where vandalism occurs or outsiders, however, cannot be determined from
the results reported in this study. Thus, the relationship between the residential
environment and potential offenders is represented by a broken line.

'7 The coefficents have not been included in this model, because the magnitude of effects differed according to the three
different measures of vandalism used. Thus, the diagram represents genceral relationships rather than specific direct and
indirect eftects.
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CONCLUSION
Social control and the ecology of crime

The central premise of this study was that variations in the amount of
vandalism that occurred in different regions of the City could be explained, not by
differences in criminal motivation, but by the patterns of human activity engendered
by the social and physical characteristics of areas. Thus the reported results have
been interpreted as the interaction of potential vandals with the physical
environment, in circumstances of reduced guardianship; but who these vandals are
remains unknown. In an effort to demonstrate that it is neither necessary nor
justifiable to attribute area rates to the criminality of residents, the arguments
advanced have deliberately excluded motivation.

The 1ssue first raised in Chapter 2 therefore deserves further attention. Docs
predicting where vandalism is most likely to occur and the circumstances that permit
it offer any explanation of the behaviour, or is it merely an athcoretical exercise in
description? Or, phrased differently, do the opportunities presented by the
circumnstances in certain areas actually shape the motivation to act, or do they merely
provide a setting for behaviour that would inevitably occur somewhere? (Sherman,
Gartin and Buerger 1989) The answers to these questions are relevant, not only for
theoretical reasons but because of their implications for policies designed to reduce
vandalism. If vandalism occurs in certain locations because motivated offenders
seek out opportunities to wreak their damage, then identifying those locations, and
concentrating on prevention in them, will do liitle except displace the criminal
inclinations of oftenders to other areas.

Cohen and Felson argue that the inclination to criminality may remain static,
but the opportunities to commit crime may fluctuate according to variations in
patterns of routine human activities (Cohen and Felson 1980: 397). This assertion
may be particularly accurate with respect to vandalisin. A number of sclf-report
studies have found that this type of destructive behaviour is so common among
adolescent males as to be almost normal (Clarke 1978). As many as 90% of teens
in these studies admit to committing the occasional act of vandalisin (Bcaulicu 1982;
Erickson and Empey 1663; Gladstone 1978). Hence the motivation for the
behaviour may be argued to pre-exist, and explanations for its incidence might
legitimately examine the circumstances under which it occurs. These circumstances,
consisting of an available target, a group of young males, and littlc likelihood of
apprehension, may contribute directly to the commussion of acts that mughi not
othenvise occur.
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Although this perspective has been described as "environmental
deierminism,"” it embodies a view of human behaviour as the product of the
weighing of risks (fear of being caught) and benefits (doing something daring, being
one of the group). Moreover, it is analogous to the fundamental concepts of control
theory, which asserts that deviant behaviour is an "omnipresent vulnerability,"”
arguing that we would all be deviant if we dared and if we were not restrained by
social and cultcral restrictions (Hirschi 1969; Kornhauser 1978: 24). Hirschi's
development of this theoretical paradigm is the best known, and has been
extensively examined; but the emphasis in his model on the internal locus of control
fostered by socialization and bonding to the conventional social order, as
represented by parents and the school, would seem to have little relevance for
vandalism. Clearly, 90% of youths cannot be inadequately socialized, or fail to have
adequate parental ties.

Nye's earlier four-part typology, however, makes explicit distinctions
between direct and indirect, and internal and external sociai control, and identifies
all of these as significant factors in the occurrence of crime, either inhibiting it by
their presence or permitting it by their absence (Nye 1958). The element described
as direct, external control entails supervision and surveillance, intended to deter or
prevent citminal acts; this factor, in turn, is directly equivalent to the concept of
guardianship which has been suggested as being central in the occurrence of
vaundalism. It may well be thai the epidemic of vandalism in contemporary urban
settings is at least partially a product of the weakened social control inherent in
modcm life, both on a city-wide scale and as it develops in specific neighbourhood
circumstances due to normal routine activities.

Implications

These assertions cannot be adequately evaluated in the context of the present
study. Nevertheless, they suggest a possible explanation, not only for why
vandalisin is more prevalent in certain areas, but also for the more general
circumstances under which it occurs. If weakened social control as implicit in
reduced guardianship actually contributes to the occurrence of the behaviour, then
2nhancing guardianship might do more than simply displace it; it might actually
reduce such behaviour. This argument has a number of implications both for future
research and ror preventive efforts by frequently victimized agencies.

Implications for research. Most research on vandalism has been concerned
with documenting the behaviour rather than explaining it. Where explanations are
advanced, they are ofter couched in terms cof the classical theories of delinquency
and the dispositional factors that lead some youths to commit deviant acts. The



widespread commission of vandalism by a majority of youths, however, combined
with the links to routine activities identified in the present research, suggest that
more attention might profitably be directed to situational factors. Future research
examining the role of premeditation, the influence of companions, the availability
of targets, and the perception of guardianship could provide a better understanding
of the dynamics of vandalism. This type of research might best be carried out
through questionnaires administered to populations of potential offenders.

Situational studies such as this one would be improved by the inclusion of a
greater number of variables assessing the residential environment, as previously
stated, and a more refined mapping of criminal incidents than is possible with census
enumeration areas. I[n addition, vandalism is a particularly difficult type of crime
to measure. Future studies of its geographical distribution would be enhanced by
a systematic and consistent method of measurement. Where the participation of
multiple agencies is involved, a mutually-accepted convention in evaluating damage
would result in greater comparability.

A third type of research which these results suggest is the evaluation of
program impact. If, as has been argued, vandalism arises as a response to percetved
opportunities, then the implementation of programs (as suggested below) in one arca
could be expected to reduce vandalism in that area without displacing it to others.
Comparison of rates of occurrence in different areas and within different time
periods might demonstrate this, thereby providing reassurancc to administrators
seeking to reduce damage, while lending further support to a routine activitics
explanation for vandalism.

Recommendations for policy. Although public outrage over vandalism as a
visible symbol of youth crime has led to demands that apprehended offenders be
given severe penalties, such as approach would be unlikely to deter the behaviour.
The extent to which punishment serves as a deterrent to crime remains controversial,
but research on this issue has suggested that its effectiveness is contingent on the
certainty of getting caught (Gibbons 1982: 454; Griffiths and Verdun-Jones 1989
326). If offenders have little expectation of apprehiension then the possibility of
punishment, no matter how severe, may be too remote to nave much effect. The fact
that conly an estimated 10% of vandals are caught means that most of the
perpetrators, realistically, have little to fear from legal consequences. ‘This does not
mean that publicizing the problem of vandalism and its consequences can, or should
be, abandoned. Although vandaiism is "almost normal” bchaviour, an aggressive
campaign aimed at teens as representing the popalation of potential offenders might,
i the long run, result in both increased awareness and changed attitudes (Klippert
1992; Monaghan 1987). But it might be expected that such an outcome would be
very gradual, since it involves a process of re-socialization. More immediate and
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therefore more cost-effective efforts, however, are suggested by the findings of the
present research.

That so many youths vandalize on occasion, and that almost any available
structure or surface can be damaged, imply that little can be done to control either
the convergence of offenders or the availability of targets in the modern urban
environment. It is therefore the element of guardianship that would seem to be most
open to manipulation. Guardianship can be enhanced by a number of measures,
which can be classified as either active or passive.

(1) Active guardianship. Would-be vandals need to have a certain amount
of time and unsupervised access tc targets in order to inflict damage. If surveillance
and supervision of structures in highly-vulnerable areas is enhanced, these measures
might effectively reduce the amount of vandalism which occurs, by reducing
opportunity. Surveillance can be increased through a number of structured and
semi-structured programs (Christiansen 1983). The most structured of these
programs generally require some community involvement, and may entail specific
initiatives such as having local school children "adopt” a neighbourhood facility
(Markus 1984; Thayer and Coleman 1981). At a more general level,
"Neighbourhood Watch” programs or citizen patrols, often instituted as part of a
larger anti-crime initiative, can be effective as means of increasing surveillance of
local structures.

The extent to which these programs entail neighbourhood or community
participation can be problematic, however, particularly for the areas which have
been identified as being most vulnerable to vandalism: the lower income areas,
marked by high unemployment and high rentals. In these areas, the participation
of local commercial and business establishments may be more successfully enlisted.

(2) Passive guardianship. Where neighbourhood involvement is not a
realistic possibility, target-hardening or target-softening approaches can be instituted
in high-vandalism areas (Geason and Wilson 1990). "Target-hardening", as the term
implies, involves 1naking frequent targets as strong and invulnerable as possible, and
there are a multitude of specific measures which have been developed to accomplish
this. The underlying premise of all such measures is that would-be offenders will
be required to cxpend greater effort and more time to damage these durable and
highly resistant structures. This approach can be very successful if it is combined
with increased surveillance, which serves to limit the element of titne. Where such
surveillance cannot be exercised, however. and vandals have extended periods of
uninterrupted access, the effectiveness of target-hardening is limited. Any structure,
no matter how impregnable, can be damaged or destroyed given enough time and
persistent =ffort on the part of would-be vandals. When such damage does occur to
these "indestructible” facilities, the replacement costs are often much higher than
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they would be utherwise, since the damage-resistant materials and designs used may
be very expensive. Thus, some writers have argued that the least guarded and most
frequently vandalized structures should be designed with "target-softening” in mind
(European Conference of Ministers of Transport 1989; Jamieson 1987). Rather than
using expensive materials to construct a facility which will soon be destroyed and
require replacement, this approach involves using construction materials that are
easily maintained or replaced, so that immediate and frequent repairs may be made.
A combination of measures designed to increase both active and passive
guardianship, aimed specifically at those locations most at risk for high rates of
vandalism, would seem to offer the best strategies for reducing vandalism. Specific
measures which can be taken to implement these general recommendations are
discussed in greater detail elsewhere, and are not listed here ( LaGrange 1992).
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APPENDIN A

GEOCODING OF DATA

In order to evaluate the spatial distribution an<! characteristic patterns of the
data, all records were assigned to specific locations on a map. Maplinfo, the
computer mapping program used in the present analysis, accomplishes this by
matching two data files: a base map file. which contains information on the x.v
coordinates that corresponds to each location on the map; and a sct of data, which
must contain a geographic referent such as an address. The basc map may
correspond to a variety of topographical units, including arcas such as census tracts
or postal code regions. In order to successfuliy link the data set of interest to the
map, records must contain a geographic indicator of the same type. They may then
be matched to the base map in @ process referred to as geocoding, which assigns
individual x,y coordinates to each record.

For the current study on vandalism incidence, two base maps were used. The
first of these, a computerized street map of the City of Edmonton, conitains all stiects
and block numbers for all addresses within the City from the 1986 census. 1t was
obtained from the software distributor for Maplnfo. The second L.o.c map,
consisting of census en.meration areas, was derived from the street map by
specifying the boundaries for each region indicated in the 1992 City of Edmonton
municipal census. The map was then matched to the census data file obtained fiom
the City of Edmonton.

Although the process of geocoding is relatively straightforward in principlc,
it can be complex in practice, depending on the nature of the data. Each of the three
data sets used as a measure of vandalism came from a different City department, and
had been recorded differently; hence, each presented special chailenges in
geocoding. They are therefore dealt with separately in the discuss w.

Mischief incidents

The data file on mischief incidents obtained fiom the Edmonton Police
Service contained 13537 recoided incidents for the year 1992, Of these, the
addresses for 147 incidents had been recorded as unknown. Elimination of these
cases left 13390 vaiid records, which were then ~ross-referenced with the address
file contained in the base map. In this first attempt at geocoding, 8779 (65.6%)
addresses were successfully identified. This meant that 4617 records, or 34.4%, had
not been located. Moreover, these cases were found 10 be non-random, consisting
primariiy of three types of records: (1) a named building or location had been
recorded instead of an address; {2) an intersection had been specified; or (3) the
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address recorded was in a newer section of the City, where lot numbers had been
assigned in the years since 1986.

For the first group of records, the street addresses for named buildings or
facilities and the number equivalents for named streets was obtained and entered in
the address for each record. The second group of records which failed to geocode
automatically had been specified as an intersection rather than an address. For this
type of record geocoding to the address fiie could only be accomplished by
assigning tue incident to one of the four corners of an intersection. Since there was
no way to determine which side of the street or avenue represented the most
accurate choice, these records were all geocoded to the northwest corner of the
intersection. The final and most problematic group of records were those which
were located in newer sections of the City. For most of these cases, the specified
street existed on the computer map, but block numbers read as "0" because no
address codes had yet been assigned to these sections. Updated address codes,
where possible, were obtained for the required blocks from updated City maps.

Following the completion of thesc interactive stages of geocoding, all but 259
cases were successfully located upon the City map. These cases appeared to be non-
random, referring primarily tc addresses in the newest neighbourhoods in the City,
which were empty sections on the computerized map from 1986. However, these
cases represented a very small number of the original data set (1.9%). They were
therefore treated as missing cases. Of the original police data file of 13537 cascs,
13131 cases in total (97%) were successfully geocoded and subsequently used in the
statistical analysis.

T rnsit vandalism

Locations for incidents of vandalism to Edmonton Transit bus stops and
shelters were described as intersections. However, a route direction was also
indicated for each incident. For these data, the route direction was therefore used as
an indicator of which corner of the intersection to use for geocoding. Most streets
in the city run north and south, while avenues run east and west. The exceptions to
this rule are curved named roads, which may take one of several different dircctions.
Since each intersection includes a cross-street, however, it was possible to determine
which direction these records referred to. All incidents, therefore, were coded
according to the indicated direction: eastbound was geocoded to the north side of
avenues and westbound to the south side; northbound to the cast side of streets and
southbound to the west side. Of the 1337 incidents, 1319 (98.6%) were successfully
geocoded. The remaining 18 cases represented 1.3% of the original records; these
consisted of 7 cases which did not correspond to a known interscction on the map,



and 11 which were ambiguous and might have applied to more than one
intersection. These were treated as missing cases.

Parks and recreation vandalism

Parks and recreation vandalism incidents were recorded according to the park
or facility where they occurred rather than a street address. All named major parks
were initially located on the computer map, using maps prepared by the Depaiiment
of Parks and Recreation. Vandalism incidents were then geocoded to these. Each
record also indicated a structure or type of structure such as a pool or fieldhouse;
hence, for very large parks, this portion of the recerd was used to refine point of
location further. Out of the 402 incidents recorded during 1992, all but 9 (2.2%)
were successfully geocoded, resulting in 393 usable cases (97.8%).



APPENDIX B
VARIABLES USED IN THE ANALYSIS
Mallin. Presence of a major shopping mall within the area (dummy variable, with
presence = "1" and absence = "0").

Mailadj. Presence of a major shopping mall within an immediately adjacent arca
(dummy variable, with presence = "1" and absence = "0").

Highsc. Presence of a public high school (dummy variable, with presence  "1" and
absence = "0").

Hl"

Jrhs. Presence of a public junior high school (dummy variable, with presence
and absence = "0").

Chis. Presence of a separate-district high school (dummy variable, with presence
"1" and absence = "0").

Cjrhi. Presence of a separate-district junior high school (dummy vanable, with
presence = "1" and absence = "0").

Areasqkm. Total size of each area, calculated in square kilometres.

Sumpop. The total resident population of each arca, as reported by the Municipal
Census (1992).

Pfem1. The proportion of area residents who are females between 10-14 years of
age.

Pfem2. The proportion of area residents who are females 15-19 years of age.
Pmalel. The proportion of area residents who are males 10-14 years of age.
Pmale2. The proportion of area residents who are males 15-19 years of age.
Pmale3. The proportion of area residents who are males 20-24 years of age.

Prewp. The proportion of area residents who have lived at their present address less
than 1 year. This includes those from elsewhere in the City, those from
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elsewhrre 1n the Province, those from outside the Province but within
Canada, and those from outside Canada.

Popden. The total arcal density, calculated as the average number of persons per
square kilometre.

Prent. The proportion of residences which are renter-occupied.
P’singm. The proportion of male residents who listed their marital status as "single.”

P'unem. The proportion of residents who had indicated that they were unemployed
{excludes children under 15 and those over 65).

Misc. The total number of mischief incidents reported by City Police to have
occurred at an address within the boundaries of each area during the year of
1992,

Tranv. The total number of (ransit vandalism incidents reported by Edmonton
Transit to a structure located within the boundaries of each area during the

year of 1992.

Parv. The total number of park or recreational vandalism incidents reported by the
Edmonton Department of Parks and Recreation which occurred within the
boundaries of cach area during the year of 1992.



APPENDIX C

SECONDARY SCHOOLS

A. Public School District

1. Junior High Schools

NAME OF SCHOOL

ADDRESS

Avalon
Balwin
Britannia
Dan Knott
MacKenzie
Dickinsfield
Edith Rogers
Hardisty
Highlands
10 Hiilcrest

11 Kenilworth
12 Killarmey

13 Lawton

14 Londonderry
15 Ottewell

16 Ritchie

17 Riverbend
18 Rosslyn

19 Steele Heights
20 Stratford

21 T. D. Baker
22 Vernon Barford
23 Wellington
24 Westlawn

25 Westminister
26 Westmount

O 003 W =

5425 114 Street
7055 132 Avenue
16018 104 Avenue
1434 80 Street
4020 106 Street
14320 88 A Strect
8308 Millwoods Road
10534 62 Street
11509 62 Street
16400 80 Avenue
7005 89 Avenue
13110 91 Strecet
11602 40 Street
7104 144 Avenue
9435 73 Strecet
9750 74 Avenue
14820 53 Avenue
13215 113 A Street
14607 59 Street
8715 153 Strect

1750 Millwoods Road [-ast

32 Fairway Drive
13160 127 Strect
9520 165 Street
13712 104 Avenue
11125 131 Street



2. Senior High Schools

(o0

ADDRESS

SCHOOL

1 Bc¢anie Doon

2 Eastglen

3 Harry Ainlay

4 J. Percy Page

5 Jasper Place

6 M. E. LaZerte

7 McNally

8 Old Scona Academic
9 Quecen Eiizabetk

10 Ross Sheppard

1 Strathcona

12 Victorta Composite
13 W. P. Wagner

B. Separate School District

1. Junior High Schools

§205 90 Avenue
11430 68 Street
4350 111 Street
2707 Millwoods Road
8950 163 Street
6804 144 Avenue
8440 105 Avenue
10523 84 Avenue
9425 132 Avenue
13546 111 Avenue
10450 72 Avenue
10210 108 Avenue
6310 Wagner Road

NAME OF SCHOOL

[V, IS SRS I N J—

~N

10
11

ADDRESS

Cardinal Leger
H. E. Benault

J. J. Bowlen

St. Cecilia

S:. Clare

St. Kevin

St. Mark

St. Nicholas

St. Rose

St. Thomas More
Str John Thompson

8808 144 Avenue
8125 167 Street
6110 144 Avenue
8830 132 Avenue
11833 64 Street
10005 84 Street
11625 135 Street
3643 115 Avenue
8815 145 Street
9610 165 Street
13525 132 Avenue
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2. High Schools

2.1 High Schools

SCHOOL ADDRESS

1 Archbishop O'Leary 8760 132 Avenue
2 Austin O'Brien 6110 95 Avenue
3 Holy Trinity 7007 28 Avenue
4 St. Francis Xavier 9250 163 Street
5 St. Joseph 10830 109 Street
6 Archbishop MacDonald 10810 142 Street

2.2 Mulu-level Schools (junior senior)

SCHOOL ) ADDRESS“H o
1 J. H. Picard 7055 99 Street

2 Louis St. Laurent 11230 43 Avenue

3 Maurice Lavallee 8828 95 Street



APPENDIX D

MALLS

The following seventeen malls and shopping centres were included in the analysis.

NAME OF MALIL

ADDRESS

Abbottsfield Shopping Centre
Bonnie Doon Shopping Centre
Capilano Mall

Centennial Village Mall
Eaton Centre

Edmonton Centre

Heritage Mall

Kingsway Garden Mall
L.ondonderry Mall
Meadowlark Shopping Centre
Millbourne Shopping Centre
Millwoods Town Centre
North Town Mall

Northwood Mall

Southgate Shopping Centre
West Edmonton Malli
Westmount Shopping Centre

34 Street & 118 Avenue

83 Street & 82 Avenue

5004 98 Avenue

170 Street & Stony Plain Road
10200 102 Avenue

102 Avenue & 101 Street
2323 111 Street

109 Street & Kingsway Avenue
66 Street & 137 Avenue

156 Street & 87 Avenue

38 Avenue & Millwoods Road
2331 66 Street

97 Street & 137 Avenue

97 Street & 137 Avenue

111 Street & 51 Avenue

8770 170 Street

111 Avenue & Groat Road



APPENDIX K

CHOROPLETH MAPS

In ordcr to graphically compare the differing amounts of vandalism observed
in various areas of the City of Edmonton, several choropleth maps have been
included in this research. The term choropleth, derived from the Greek words for
"place” and "number" or "quantity." refers to the characteristic shading emploved
in the preparation of this type of map, to indicate differcnt quantitics or amounts of
some variable of interest. For the present study. census enumeration arcas were
used as the unit of analysis, and hence these are the arcal units shaded in the maps.
Three different sets of shaded maps are presented, showing the amount of vandalism
occurring in each area over a one year period according to cach of the different
measures of vandalism.

Because vandalism is an offence directed against the physical environment,
and can therefore occur anywhere in the City including unpopulated industrial or
downtown areas, a population-based rate was not calculated to represent the amount
of incidence. At the same time, however, the pcpulation density of an arca clearly
has some implications for the amount of vandalism that might be expected. Thus
both the population of an area and its overall size are important considerations i the
amount of vandalism that might be observed; neither, alone, provides an adequate
basis for forming a rate. This observation has been previously discussed as the
rationale for introducing both measures, of size and population, in the statistical
analysis. In the present instance, since neither one alone provides an adequate basis
for constructing a rate, the maps present the absolute numbers for cach of the three
types of data.

This choice, however, also has an inherent shortcoming, at Icast potentially,
in that larger areas appear to dominate the map more than smaller ones of the same
shading (Schmid 1983: 111). There is, therefore, the possibility of visual distoriion
in the relative ranking of areas. This possibility did not prove to be of importance
in the present analysis, however. With few exceptions, the highest-ranking arcas arc
neither extremely small nor extremely large; they are relatively homogenous in size.

Each map is shaded similarly, in order to allow comparison between the
maps. Shading of areas is from darkest, representing the greatest amount of
vandalism, to lightest, representing the least. Eight intervals arc used for both
mischief incidents and transit vandalism. For park and recreational vandalism,
however, the smaller number of cases did not permit distinction into cight
categories; seven categories are therefore shown for this data.



(95)

There are several possible ways of determining the interval boundaries used
for shading. One is to use intervals of the same size, as was done with the maps
used here. A second possibility, using intervals which contain an equal number of
cases, was rejected because the data to be presented in these maps, like most spatial
data, do not couform to symmetrical distributicns (Schmid 1983: 123). They are
markedly skewed, with a small number of a:eas at the highest levels of incidence
and a very large number of areas at the lowest. Equalizing the distribution by setting
interval bourdaries to include the same numbes of cases in each interval would
severely distort the actual distribution. A third possibility, using natural breaks in the
frequency distribution of each data set, was alsc rejected because it would Fave
resulted in unequal intervals of odd sizes, and would have resulted in substantially
different catcgories for each set of data, rendering comparison meaningless.
Similarly, breaking categories based on the standard deviation was rejected for the
SAIME reasois.

A final point that should be kept in mind about maps of this type is that the
use of areal shading within discrete boundaries creates an impression of definitive
and abrupt change between one area and neighbouring areas. This is generally not
the case, however; the transition is likely to be much more gradual from areas of
high concentration to areas of lower concentration (Schmid 1983: 118).



APPENDIX F

DISTRIBUTION OF MALLS
AND SECONDARY SCHOOLS IN COMPARISON
TO LEVELS OF VANDALISM INCIDENCE

The maps on the following pages show the locations of malls and schools in
relationship to the mapping of incidents of vandalism by the three measures.

Figure 6 shows the locations of public high schools and malls on the City map
_ ! gh sche y may
shaded according to the number of mischief incidents recorded by the police

in each area.

Iiigure 7 shows the locations of public high schools and malls on the City map
shaded according to the number of transit vandalism incidents.

Fligure 8 shows the locations of public high schools and malls on the City map
shaded according to the number of park vandalism incidents.
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