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Abstract

Conversation plays a key role in maintaining humans well-being. It constitutes
the most natural way of interacting verbally with each other. Over the past
decade, dialogue systems have become omnipresent in our daily lives, assisting
our daily schedule and routine. Recently, the emergence of neural network
models has shown promising results in solving problems such as scalability and
language-independence that conventional dialogue system fail to cope with.

In particular, Sequence-to-Sequence (Seq2Seq) models have witnessed a
notable success in generating natural conversational exchanges by sampling
words sequentially conditioned on previous words. However, these models still
lag far behind human capabilities in terms of the conversations that they can
perform. Notwithstanding the syntactically well-formed responses generated
by Seq2Seq models, they are prone to be generic, dull and off-context such as
“ 4 don’t know” or “ i’m not sure what you’re talking about”.

In this work, we introduce a Topical Hierarchical Recurrent Encoder De-
coder (THRED), a novel, fully data-driven, multi-turn response generation
system intended to produce contextual and topic-aware responses. Our model
is built upon the basic Seq2Seq model by augmenting it with a hierarchical
joint attention mechanism that incorporates topical concepts and previous in-
teractions into the response generation. We demonstrate that incorporating
conversation history and topic information with our novel method improves
generated conversational responses. To train our model, we provide a clean

and high-quality conversational dataset mined from Reddit comments. Addi-
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tionally, we propose two novel quantitative metrics for measuring the quality
of the generated responses, dubbed Semantic Coherence and Response Echo
Index. Our experiments on these quantitative metrics along with human eval-
uation demonstrate that the proposed model is able to generate more diverse
and contextually relevant responses compared to the strong baselines. In con-
trast to the widely used OpenSubtitles dataset, we exhibit that Reddit dataset
can be considered as a better resource for training future conversational sys-
tems. Furthermore, we show that both quantitative metrics agree reasonably
with human judgment, making a step towards a good automatic evaluation

procedure.
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Prior to evaluating our work, we obtained an ethics approval from the Uni-
versity of Alberta Ethics Board, Project Name "Response Generation For An
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Chapter 1

Introduction

Conversation plays a vital role in human life. It represents the most natural,
powerful yet the most complex way of interacting verbally with each other. As
human beings, we are very accustomed to the daily routines of conversing as a
way of sharing opinions, exchanging ideas and expressing emotions. It eases the
spread of knowledge and builds relationships between people. From the very
young age, we develop this skill and we become habituated to this powerful
ability to the extent that we take it for granted. Whether we are talking to
our families and friends, booking a flight or ordering a pizza for lunch, we
may deem this intuitive to have the capacity of understanding languages, but
transferring this capability to machines has seemed an insurmountable hurdle
for natural language researchers so far.

The attempt of generating conversations indistinguishable from human
ones dates back to the early stages of Artificial Intelligence (Al) in 1950 where
Alan Turing introduced an empirical test, known as the Turing Test [71], that
tests the intelligence level of a machine. The machine tries to fool a human
judge into believing that the generated response is indeed generated by a hu-
man. If the evaluator fails to distinguish between the machine’s response and
the human’s response, the machine passes the Turing Test.

Ever since the Turing test was introduced, many researchers started fol-
lowing this path of investigation so as to mimic human behavior in generating
fluent and engaging responses. Nowadays, chatbots are gaining popularity

worldwide and big companies are increasingly investing millions of dollars to



build the most sophisticated agent. Amazon Alexa', Apple Siri?, Google As-
sistant® and Microsoft Cortana! are all examples of popular conversational
agents that perform a wide range of tasks such as calling a friend or setting
up schedules and reminders.

Admittedly, the long-standing goal of human-machine interaction is to
build an open-ended dialogue system that can conduct conversations about
any topic. Having such system can ease people’s lives in all age groups. For
example, chatbots can provide support to the elderly people. In fact, loneli-
ness and social isolation represent the main issues for aging people living at
home. As families live apart, older people can become socially disconnected
from their children and their friends and can experience depression. As a re-
sult, their mental health will decline and they will have poor quality of life.
A dialogue agent would be capable of interacting verbally with seniors in an
intelligent way, and thereby helping them with various daily tasks such as
conversing with them, contacting relatives, reminding them to take their med-
ication, etc. Some attempts have been made in this direction such as ANA
[27]. ANA is an automatic nursing agent that serves as a companion for the
elderly. It is capable of performing many tasks such as reminding the elderly
of their events, send messages, create and update to-do lists, etc.

In the past three years, we have witnessed a revolution in the capability
of computers to understand natural language text and to generate plausible
responses to conversations. However, current dialogue systems still lag far be-
hind human capabilities in terms of the conversations that they can perform.
Modelling human-like behaviour that can respond smoothly and continuously,
with no apparent gaps between dialogue turns is a challenging problem that
researchers have been striving to solve. Indeed, sophisticated dialogue systems
require a deep understanding of human languages ranging from morphology
to semantic. Such systems should be able to recognize the variation and the

structure of each word (e.g., plural versus singular). Apart from the word-level

'https://en.wikipedia.org/wiki/Amazon_Alexa
’https://www.apple.com/ca/ios/siri/
Shttps://assistant.google.com/intl/en_ca/
‘https://www.microsoft.com/en-ca/windows/cortana
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morphology, dialogue systems should be capable of understanding the meaning
of individual words and generating syntactically correct sentences by grouping
words together and by resolving ambiguities. Moreover, in the highest abstrac-
tion level, they should be able to account for the context in the conversation
to generate context-wise and fluent responses. All of these requirements com-
bine together to form a notoriously difficult task for computers to understand
natural language text and to interact verbally with humans.

With the recent success of deep neural networks in natural language pro-
cessing tasks such as machine translation [105] and language modelling [74],
there has been growing research interest in building data-driven dialogue sys-
tems. Previous approaches rely on hand-crafted rules and they are often re-
stricted to specific domains such as flight booking, restaurant reservation or
technical support service [33], [133]. One major issue with these approaches
is that they cannot scale up to new domains because manually encoding all
features that a user might refer to in a conversation is extremely hard and time
consuming [11]. In order to improve the robustness as well as the scalability of
dialogue systems, attention has turned to learning conversational utterances
from a gigantic amount of data. Fortunately, innovation in deep learning ar-
chitectures and the availability of large public datasets have produced fertile
ground for the data-driven approaches to become feasible and quite promis-
ing. In particular, Sequence-to-Sequence (Seq2Seq) neural networks model
[105] has witnessed substantial breakthroughs in enhancing the performance
of conversational agents from interpreting to generating natural language text.
Such model succeeds in learning the backbone of the conversation but lacks
any aptitude for producing context-sensitive and diverse conversations for the
following reasons. First, Seq2Seq model conditions the prediction of the next
utterance solely on the previous dialogue turn and thus, do not retain contex-
tual information throughout conversation exchanges [96]. Second, the usage
of the Maximum-Likelihood Estimation (MLE) as objective function within
the Seq2Seq model is unsuitable and fails to teach it how to converse engag-
ingly and interestingly [59]. Instead, the model tends to generate generic and

“i’m not sure” or “ i don’t know”. Although these
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responses are grammatically correct, they are dull and carry little information
[59].

Instinctively, humans tend to adapt conversations to their interlocutor not

only by looking at the last utterance but also by considering information and
concepts covered in the conversation history [24]. Such adaptation increases
the smoothness and engagement of the generated responses. We speculate
that incorporating conversation history and topic information with our novel
model and method will improve generated conversational responses.
In this work, we introduce a novel, fully data-driven, multi-turn response gen-
eration system intended to produce context-aware and diverse responses. Our
model builds upon the basic Seq2Seq model by combining conversational data
and external knowledge information trained through a hierarchical joint at-
tention neural model. An important line of research that we also address in
this work is automatically evaluating the quality of dialogue responses. Devis-
ing quantitative metrics allows rapid testing of dialogue models and reduces
the burden of expensive human evaluation. Significant works have looked
into this challenge. Examples include ADEM [65], an evaluation model that
learns to score responses from an annotated dataset of human responses scores.
Venkatesh et al. [111] proposed a number of metrics based on user experience,
coherence, and topical diversity and have showed that these metrics can be
used as a proxy for human evaluation. However, engagement and coherence
metrics are estimated via recruiting evaluators. In this work, we propose to
directly calculable approximations of human evaluation grounded in conver-
sational theories of accommodation and affordance [24]. We show that such
metrics conform reasonably well with human judgment, making a step towards
a good automatic evaluation procedure.

Furthermore, the lack of good conversational corpora is an impediment to
end-to-end dialogue generation systems mainly because no matter how effective
a model is, as long as the input data is flawed, the system would produce absurd
results®. To cope with this issue, we present a high-quality conversational

dataset compiled from the Reddit data. We find that our method leads to both

5QOriginated from the classic “garbage in, garbage out” principle
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diverse and contextual responses compared to the literature strong baselines.
Our method has been shown to perform better when trained on the Reddit
dataset compared to the OpenSubtitles dataset, a well-known existing corpus

collected from movie scripts.

1.1 Thesis Statement

In this dissertation, we address two major issues related to building an open-

ended dialogue system: diversity and context-awareness. We speculate that:

A dialogue system can more closely imitate human-level perfor-
mance by learning a response generation not only from the response
but also from the conversation history and the topics talked about

in the conversation.

To attain our objective, we explore deep learning techniques to foster a
more sustained dialogue system. More specifically, we explore the widely used
Seq2Seq approach by conditioning the responses on the context of the conver-
sation and on external facts derived from a topical model. Doing so, we would
have an interesting and an engaging chit-chat system which is able to generate

responses that are not only topically diverse but also contextually relevant.

1.2 Thesis Contribution

In this dissertation, we will explore how to make the conversation more con-
sistent, interesting, fluent and diverse. In summary, the key contributions of

this work are as follows:

o We devise a fully data-driven neural conversational model that leverages
conversation history and topic information in the response generation
process through a hierarchical joint attention mechanism; making the

dialogue more diverse and engaging.

e We evaluate the model quantitatively and qualitatively and we show that

the introduced automated metrics correlate well with human judgment.
5



o We collect, parse and clean Reddit data to construct a high-quality con-

versational corpus.

1.3 Thesis Organization

The thesis is organized as follows: in Chapter 2, we provide a thorough back-
ground information about deep learning approaches for natural language pro-
cessing. In particular, we start by explaining the basics of neural networks and
then we move forward to discuss more advanced techniques such as Recurrent
Neural Network and Seq2Seq architectures. We also give a detailed related
work about the existing dialogue systems. In Chapter 3, we give an overview
of current available datasets that are suitable for training data-driven dialogue
systems. We detail how these corpora have been developed and we emphasize
the impact of the corpus size and quality on the generated responses. More-
over, we introduce our collected conversational dataset from Reddit. Details
about data collection, preprocessing steps will be provided too in this Chapter.

Chapter 4 is dedicated to explain in details our introduced model, Topi-
cal Hierarchical Recurrent Encoder Decoder (THRED). THRED extends the
Seq2Seq model to condition the response generation on conversation history
captured from previous utterances and on topic words acquired from a top-
ical model. During encoding, our model maps dialogue utterances into hid-
den states vectors and acquires topic words from a pre-trained LDA model.
Then, an utterance-level encoder is added on top of the word-level encoder
to encode conversation history into a fixed-length vector representation. We
further model the conversation history and the topic words using a two-level
attention mechanism to enrich the response generation with topic words that
are consistent to the context. In decoding, each word is generated through a
joint attention mechanism and a modified generation probability that bias the
model towards generating topic words.

In Chapter 5, we exhaustively evaluate our model quantitatively and qual-
itatively. In addition, we highlight the weaknesses in the existing automated

metrics and we present novel metrics that are in-line with human judgment.
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In particular, we introduce Semantic Coherence and Response Echo Index as
good tools of better automated evaluation metrics for future dialogue system
developments.

Finally, in Chapter 6, we summarize the results and the proposed contri-
butions and we explore future work that has to be done in the direction of

generating high-quality and informative conversational responses.



Chapter 2
Background And Related Work

In the past decades, conventional machine learning algorithms were shown
limited in their ability to process natural language text in the raw form [55].
Much of the effort in deploying machine learning techniques were dedicated
to the representation of raw data into suitable patterns (or features), from
which the learning models would be capable of predicting the output or clas-
sifying input data samples. Such feature engineering is time consuming, labor
intensive and requires reasonable domain expertise. It also highlights the weak-
nesses of traditional machine learning and demonstrates the need for human
prior knowledge and ingenuity to design specific data representations. Conse-
quently, the performance of machine learning methods depends heavily on the
phase of data representation. To facilitate the applicability of machine learn-
ing models, attention has turned to deep learning techniques which have shown
promising results by automatically learning representations from the data [55].
Automatically learned representations often outperform hand-crafted feature
representation and adapt more easily to new tasks which lead to avoiding hu-
man intervention. In this chapter, we will review the technical background of
deep learning techniques dedicated for natural language processing. Further-

more, the existing dialogue systems will be explored.

2.1 Artificial Neural Networks

Artificial Neural Networks, as the name “neural” suggests, are inspired by the

biological neural networks, and are intended to mimic the way humans, we
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speculate, learn. Such neural algorithms learn tasks automatically by looking
into examples without being explicitly programmed. They learn by deriving
meaning from unstructured data and by capturing high-level representations
that are considered too complex for either humans or other computer tech-
niques. The idea dates back to 1943 when McCulloch and Pitts [73] introduced
a simplified model of the human neuron as a mathematical linear function that
receives a set of n input values {z1, ..., z,} and linearly transform them to an
output y. This model learns a set of weights {w, ..., w,} and calculates the
output y = f(z,w) = zywy + ... + zyw,. The McCulloch-Pitts neuron pre-
dicts two different groups of inputs by checking whether f(z,w) is positive or
negative.

In the following subsections, we will detail more advanced neural networks

algorithms.

2.1.1 A Neuron

Neuron is a computational unit that takes as input a set of variables and pro-
duces a single output. It is the fundamental building block of neural networks.
In the 1950s, the perceptron algorithm [90] was the first model that could learn
the weights {wy,...,w,} given examples of inputs from each category. The
model can be viewed as a binary classifier that maps its input x to a single
binary value f(x).

flz) = (2.1)

1 fw-2+b<0
0 otherwise

where w-x = > ; w;z; such that n denotes the number of input variables
and b is a bias. In 1960, the Adaptive Linear Neuron (ADALINE) [121] was
invented to improve the previous neural networks models by predicting a real
number. More precisely, the neuron takes an n dimensional input vector x,
associated with a weight vector w and a bias vector b. The output of the

neuron is then:

f(z) = a(zn: w;x; + b) (2.2)

i=1

9
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Figure 2.1: A neuron architecture

where ¢ is non-linear activation function. Therefore, f(z) can be written

as .

1
) = e C e+ b))

Figure 2.1 delineates the architecture of the neuron and the visualization

(2.3)

of the formulation mentioned above.

2.1.2 Feed Forward Neural Network

A feed forward neural network is a multi-layer network where the outputs from
neurons in each layer are fed to the neurons in the next layer. The network
has three types of layers: input layer, hidden layer and output layer. Each
layer is fully connected, meaning that each layer takes as input all the outputs
from the previous layer. Also, there is no link connecting units in the same
layer. The units in the input layer are scalar values whereas the units in the
hidden layer correspond to neural units, computing a weighted sum of their
inputs and then applying a non-linear activation function. More formally, the

output of the hidden layer is as the following:

h=f(Wz+b) (2.4)

where f is a non-linear activation function (such as tanh or sigmoid),

x € R%n is a vector of real numbers representing the inputs with d,,, the num-
10



ber of inputs; b € R% denotes the bias and W € R%*din represents the weight
matrix.

Afterwards, the output layer will compute a final output based on the repre-
sentation value A € R% . This output value can be a real number or probability
distribution across the vocabulary words, it depends actually on the task that
the network is going to achieve. Similarly to the hidden layer, the output layer
has a weight matrix U and often does not have a bias vector. The network
multiply weight matrix U by the hidden vector A to generate an output z as

follows:

z=Uh (2.5)

where z € R%ut with d,,; is the number of output units and U € Réeut*dn,

If the task defines classification, the output cannot be a real-valued number

but instead it should be a vector of probabilities. To this end, we should

normalize the vector to a vector that ranges between 0 and 1 and sums to

1. A convenient function for such normalization is what we call softmax
function. The softmax is defined as:

softmax(z;) = ;Xpi, 1 <i<dyy (2.6)

> =1 exp(z;)
Training

The goal from training is to learn the optimal weights that minimize the dis-
tance between the model output ¢ and the reference output y. A popular loss
function is the Mean-Squared-Error (MSE) between 3 and y. For probabilis-
tic classifiers, the common used loss function is the negative log likelihood
J which ensures that maximal probability is assigned to correct answers and

minimal probability is assigned to bad answers. The loss J is defined as follows:

V]
J(0) == yjlogy (2.7)

j=1

To find the minimum of the loss function, optimization methods such as the

stochastic gradient descent [89] or Adam [49] could be employed. The intuition
11
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Figure 2.2: To find the minimum of the loss function, we move 6 in the opposite
direction from the slope of the function [44].

of these algorithms is to find the minimum of a function by identifying in which
direction the function’s slope is increasing the most steeply and then moving in
the opposite direction [43] (See figure 2.2). To move the gradient towards the
minimum value, the algorithm requires a learning rate n. 7 should be tuned
carefully because if it is too small, the learning will take too long and if it is
too large, the weight updates can over-shoot the minimum and diverge.

The model’s parameters 6 are thus updated as the following:

0D =9 — V0 J(0D) (2.8)

The backpropagation algorithm [92] uses the chain rule of differentiation
to compute the gradient by taking the partial derivative of the loss function
Vo J (9(75)) with respect to each parameter in the model. The algorithm works
as follows: (1) Propagate the input through the network. (2) Calculate the av-
erage of the overall loss for a chunk of data. (3) Compute gradients and update
the output layer weights. (4) Propagate the error backwards and update the
weights of the input and hidden layers (6) repeat with the next training data.
If the loss function J is within tolerances, terminate. Otherwise, continue with

an another epoch (i.e., a complete presentation of the dataset).
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2.2 Deep Learning For Natural Language Pro-
cessing

Natural Language Processing (NLP) is the analysis and use of human lan-
guages by a machine. It helps computers interact with humans by typically
reading and generating natural text. As humans, we may speak and write in
English, French, Arabic or other languages. Yet, such languages are predom-
inantly incomprehensible to computers as their native language corresponds
to millions of ones and zeros and not words. NLP offers an elegant way to
fill the gap between human communication and computer understanding. Un-
derstanding human language is hard, we express ourselves in different ways
making the conversation notably diverse and complex. Aside from the large
number of existing languages, each language has its specific vocabulary, rules
and grammar. Thanks to NLP techniques, it has become possible for comput-
ers to process speech, understand text, recognize and express emotions.

The big interest in human-to-machine communication has allowed the tech-
nology to rapidly progress. Many NLP applications are based on language
models that compute a probability distribution over sequences of words and
characters. Deep Learning techniques have been successfully applied to vari-
ous NLP tasks ranging from speech processing to semantic interpretation [34],

[38]. The most challenging tasks include:

e Machine Translation [4], [51], [83] (e.g., translating from English to
French)

e Dialogue Generation [59], [60], [66], [101], [113]

e Semantic Analysis: corresponds to the study of the meaning of a query

statement [26], [53], [54]

e Coreference Resolution: is the task of finding all expressions that corre-

spond to the same entity in a text [56], [100]

e Summarization [28], [82], [93]

Question Answering [3], [120], [127]
13



Arguably, to achieve excellent performance across NLP tasks, input words
should be represented as dense vectors before feeding them to neural models.
The process corresponds to learn embeddings for each target word. That
is, mapping words to vectors of real numbers. Indeed, word vectors allow us
to perform some notion of similarity (e.g., Jaccard similarity, Cosine distance,

Euclidean distance, etc).

2.2.1 Word Embeddings

Word embeddings have been shown efficient in capturing semantic meaning
and large number of precise word relationships that are useful for various
NLP tasks. The idea of learning a distributed representation for words was
first introduced by Bengio et al. [8], where they showed that word vectors
delineate powerful representation for words. The method draws inspiration
from the neural language models. The intuition is that words with similar
meanings tend to occur near each other in the text and therefore they would
have similar vector representations in the space. The neural model will learn an
embedding by initializing the network by random vectors and then iteratively
move them to resemble to embeddings of the proximity words. Word2vec [76]
and GloVe [84] are among the most popular methods for such representation.
Word2vec implements two approaches: Skip-Gram and Continuous Bag Of
Words (CBOW). Both methods learn embeddings by training a feed-forward
neural network to predict the surrounding words. Skip-gram works toward
predicting the context words based on the center word. CBOW does the
opposite by predicting the center word based on the neighboring words.

While word2vec method succeeds to capture complex semantic patterns, it
fails to use the global co-occurrence statistics [84]. GloVe alleviates this issue
by defining a weighted least squares model that trains on global word-word

co-occurrence counts from a corpus, thus making use of the statistics values.

2.2.2 Language Models

Language Modelling consists of predicting the upcoming words giving the pre-

vious context words. It estimates the distribution of natural language text by
14



assigning probabilities to sequences of words. Such model would assign higher
probabilities to sentences that are grammatically correct and highly frequent
in text. For example, the following sentence “deep learning is part of a broader
family of machine learning methods”! has a higher probability of appearing
in a corpus than “part learning family of methods machine learning is deep
a broader of”. Formally, given a sentence s = (wy, -+ ,w,,) of length m, the
language model defines a probability P(s) by individually predicting each to-
ken within the sequence given all the previous words. Using the chain rule of
probability, we compute the joint probability of a sequence P(wy,ws, ..., wy,)

as the following:
P(s) = P(wy)P(ws|wy) P(wz|wiws) - - - P(wy|wy -+ - Wpy—1) (2.9)

where P(w,,|ws,...,w,_1) represents the probability of predicting the word
wy, given all the preceding words (wy,ws, ..., w,_1). However, the chain rule
does not help in computing the conditional probability of a word given a long
sequence of previous words. To alleviate this issue, n-gram model has been
proposed to approximate the history of words by just the last N words. For
example, a bigram model approximates the probability P(w,,|w; - - wp,_1) by
using the joint probability of only the proceeding word, leading to the Markov
assumption [46]:

P(wy,|wy -+ wp—1) &= P(wpy,|wp,_1) (2.10)

We estimate the conditional probability P(w,|w.,—1) by computing the count

of the bigram w,,w,,_1 and scale by the unigram count for the word w,,_1:

C(WmWp—1)

Clwn 1) (2.11)

P(wp,|wp,—1) =

Some smoothing techniques have been applied for the task of modelling lan-
guages such as Laplace Smoothing [29], Backoff and Interpolation [103], Kneser-
Ney Smoothing [50].

N-gram language modelling is straightforward and fast to implement but strug-
gles with handling long term dependency and generalizing to unseen context

and Out of Vocabulary (OOV) words [43].

'https://en.wikipedia.org/wiki/Deep_learning
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2.2.3 Neural Language Models

Neural Language Model (NLM) comes as a remedy for Language Models (LM)
as they offer the ability to handle much longer history and they are capable of
managing the data sparsity without any need for smoothing techniques. NLM
was first introduced by Bengio et al. [8] and was the basis of many mod-
els such as machine translation, summarization and dialogue systems. The
paradigm represents a large-scale deep learning model that captures a long
context via learning a distributed representation of words. However, such im-
proved performance comes at the cost of a slower training process compared
to the standard language model.
An NLM is a feedforward neural network having a moving window that goes
through a text and takes as input at time ¢ previous n words (w;_1, wy_g, -+ ,wy)
and generates a probability distribution over potential next words. In other
words, it approximates the probability of the next word given the prior words
P(w|wi—1, -+ ,wy). More precisely, NLM multiplies the concatenated word
embeddings of the context (e(w;_1),e(w;_2), -+ ,e(wy)) by a matrix W and
adds a bias vector b and then passes the output through an activation func-
tion to produce a hidden layer h. The process is equivalently formulated as
the following:

hi—1 = f(We+b) (2.12)

where f is a non-linear function such as tanh, W € RV*X and b € RV; V is
the vocabulary size and K is the word embedding size.

The hidden layer h is then multiplied by another weight matrix U as follows:
2z =Uh (2.13)

To generate the conditional probability distribution of the next word wy, a
softmax layer is added atop the hidden layer. The softmax maps the scalar

vector z into a vector of probability distribution:

exp (z)

>.ev exp (2) (2.14)

P(wt|wt—17"' 7w1) =
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In summary, NLM represents an elegant alternative for traditional LM as
they have the ability to tackle the data sparsity issue and to account for more
context words. However, with the increase of the window size n, the memory
requirements of the system grows exponentially, making training a large model

practically impossible [74].

2.2.4 Recurrent Neural Networks

As opposed to NLM, Recurrent Neural Networks (RNN) are capable of condi-
tioning the next word on much longer context words. They were particularly
introduced to handle sequential data and have been shown successful in ad-
dressing a variety of natural language processing tasks [74], [75], [77]. An RNN
takes as input a sequence of words (wy, - - -, w, ), where each token is associated
with the corresponding word embedding representation x;. Figure 2.3 delin-
eates the RNN architecture. At each time step, RNN maps each word to a
hidden vector representation h;, which summarizes information of all previous
words. Precisely, the output of the previous hidden state h;_; along with the
next word embedding x; are fed into the hidden layer to generate a prediction
output ¥:

he = f(Whn - Ty + Wiy - 24) (2.15)

Uy = softmax(Wy - hy) (2.16)
Below, we will detail all parameters mentioned in the previous equations:

e 1, € R¥ with K the dimension of the word embedding vector

o Wy, € RPrxPr ig the weights matrix that is employed to condition the

output of the previous hidden state h;_;

o W), € RP»*K ig the weights matrix that is used to condition the input

word vector x
e h;_1 € RP» is the previous hidden state.

e f is a non-linear activation function. The famous choices for f are

sigmoid and ReLU functions.
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Figure 2.3: A Recurrent Neural Neural Network (RNN) architecture derived
from http://cs224d.stanford.edu/

To sum up, RNNs offer many advantages over standard LM:

1. Unlike standard LM, the RNN model size does not increase for longer
input. While the size of W}, could be very large, it does not increase

with the size of the corpus.

2. Theoretically computation for step time ¢ can use information from many

steps back.

3. Weights are shared across time steps which means that sentences repre-

sentations are shared

2.2.5 Gated Recurrent Unit & Long Short Term Mem-
ory

Despite the promising advantages, training RNNs is difficult and accessing in-
formation from too many steps back is practically unfeasible for the following
reasons. Backpropagation algorithm allows RNNs to propagate weight ma-
trices from one step to the next. However, for long sentences, the gradient
values gradually vanish, if the weights are small, when the training loss is
back-propagated over few time-steps. This issue is called the Vanishing Gra-
dient Problem. Another issue with RNNs is the Gradient Explosion Problem,
where the gradient values grow extremely large, if the weights are big, dur-
ing backpropagating the error over time. These two problems deteriorate the

learning quality of the model for far-away words. Typical feed-forward neural
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nets can cope with these effects because they only have a few hidden layers.
Nonetheless, in an RNN trained on long sequences (e.g., 150 sequences), the
gradients can easily explode or vanish.

To remedy to these major shortcomings, two architectures have been proposed:
Long Short Term Memory (LSTM) [35] and Gated Recurrent Unit (GRU) [22].
The key idea of GRU and LSTM is to map each time step to different types
of gates. These gates are carefully designed to avoid long-term dependency
problem and to control the flow of the information. LSTM was first intro-
duced by Hochreiter and Schmidhuber in 1997 [35] and further studied by
many other works ([18], [22], [42], [47], [106], [128]). The following equations

are the mathematical formulation of the LSTM units:

Z.t = U(W(l)$t + U(i)ht_l)
fi=oWWz, +UDp, )

(Input gate)
(
op = o(Wg, + U h,_y) (Output gate)
(
(

Forget gate)

G = tanh(W(c)xt + U@ hi—1) New memory cell)

= fioc1+i06 Final memory cell)

ht = 0+ ©O tanh(ct)

The input gate employs the input word and the past hidden state to check
whether or not the input is worth preserving. As for the forget gate, it is quite
similar to the input gate except it does not determine the importance of the
input words with regard to the generation of the next word, instead it assesses
the importance of the past memory cell for the computation of the current
memory cell. The output gate determines the important parts of the memory
¢; which needs to be present in the hidden state h;.

GRU [22] was introduced recently (2014) and it was found that it out-
performs LSTM architecture both in terms of convergence in CPU time and
in terms of parameter updates and generalization. It was designed in a way
to have more persistent memory, thus capturing longer context information.
Unlike LSTM, it has four fundamental stages: update gate, reset gate, new
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memory and hidden state:

2 = U(W(z)xt + U(z)ht,l) Input gate)

E = tanh(r, o Uhy_1 + Wxy_y)

(

Ty = J(W(’”)xt + U(T)ht_l) (Forget gate)
(New memory)
(

hy =(1—2z)o0 he + 2 0 hy_y Hidden state)

2.2.6 Generative Sequence-to-Sequence models

A Sequence-to-Sequence (Seq2Seq) is a relatively new paradigm. It was first
introduced by Sutskever et al. [105] in 2014 and succeeded to achieve a good
performance in the task of machine translation ([4], [14], [48], [67]-][69], [94],
[124], [125]). Furthermore, it has achieved breakthrough progress in other
natural language generation tasks such as parsing ([67], [112]), text summa-
rization ([20], [82], [93], [134]) and dialogue generation ([59], [96], [113]). The
Seq2Seq model can be perceived as an extension of a language model where it

is composed of two RNNs: an encoder RNN and a decoder RNN.

e Encoder: which takes the input message and encodes it into a fixed-

length vector representation, also called a context vector c.

e Decoder: which uses the context vector as a trigger from which it gen-

erates the next sentence given the previous utterance.

Figure 2.4 represents the overall architecture of the Seq2Seq model. More
precisely, the encoder reads the input words sequentially and encodes them into
a fixed-length vector representation c. To achieve this, the encoder employs a
series of LSTMs or GRUs layers where each layer reads one token at a time.
The final layer generates the context vector c¢. The decoder consists also of
an LSTM/GRU network. As a first step, we initialize the first hidden state
with the context vector c. Afterwards, we feed the network a special Start

of Sentence (SOS) token, namely <SOS>, to trigger the start of the output
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| am fine <EDS>

L L L]

' L e i

<S0Ss>
How are you ?

LSTM Encoder LSTM Decoder

Figure 2.4: A seq2seq architecture showcasing the task of response generation
where the message is “How are you ?” and the response is “I am fine”

generation. The decoder stops generating words once it encounters the End
of Sentence (EOS) <EOS>.

More formally, given an input message X = {z1,z,...,x,} and an output
response Y = {y1,¥s, ...,y } where each x; and y; represents a word, the
Seq2Seq model maximizes the probability of generating the target answer Y

given the source sentence X:

Py, .y |21, oy ) =
v (2.17)
P (yile) H P(yile,y1s - Y1)
t=2
At each time step, the encoder reads a word and updates its hidden state
ht:

he = f(hi—1,€et) (2.18)

where

e f is a parametrized non-linear function which can correspond to the

sigmoid, the GRU or the LSTM.

e ¢; is an embedding vector representation for an individual text token z;.

During decoding, the context vector is fed into the decoder RNN to generate

a probability distribution of the next word in the sentence at every time step.
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The probability generation is computed using a softmax function:

_ n’ exp(f(ht—l’ eyt))
P(Y|X) - tl;ll Zy, eXp(f(ht—lv ey’>)

(2.19)

Training

To train the Seq2Seq model, we need a dataset where each source sentence x is
aligned with a target sentence y. The goal from the training is to optimize the
objective function P(Y|X) so the output sentence for each training instance
learns to be as close as possible to the corresponding ground-truth target
sentence. The learning objective corresponds to minimize the negative log-
likelihood of generating the next word in the target sentence y given all the
previous words in the source message x:

t=N,
J == 3" log(yle.y1,y2, -+ ye1) (2.20)

t=1
Testing

During testing, the pre-trained model generates a response sentence y given
an unseen input sentence x. Two popular search algorithms are usually used
to produce a sequence of words with the largest probability: greedy search and

beam search.

Greedy search: consists of feeding the most likely word predicted at the

previous step x; to the next step. In other words:

xy = argmaxP(xzy, -+ zp) (2.21)

While this technique seems efficient and easy to implement, the response might
be far from optimal. This is because a small part of the search space has been
explored. Furthermore, if the decoder chooses the incorrect word at one time

step, the rest of the sentence will be impacted.

On the other hand, decoding a word sequence with the highest probability

involves searching the space through all the possible output sequences based
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on their likelihood. Considering all the possibilities is unfeasible because the
search problem is exponential in the length of the output sequence. To avoid

this issue, we consider a window of words. This technique is called beam search.

Beam search: the idea lies in maintaining K candidates at each time step.
As we move forward in time, the decoder expands each of the K candidates
represented as Y*, = {y¥,--- ,yF |} with k € [1, K]. The process is done by
curating the most probable K candidates. Doing so, the model has to consider
K x K new hypothesis. At the end, the top ranked K hypothesis are selected
from the K x K hypothesis computed previously.
However, beam search algorithm can only explore a small number of candidates
in the search space [61]. Also, increasing beam width can result in generating
inconsistent responses and most of the generated sequences would look very
similar to each other. To address these weaknesses, some works were suggested
such as [61] and [98] to foster diversity in neural generation. The value of K

is tuned by experiments.

2.2.7 Attention Mechanism

The traditional Seq2Seq model struggles with generating consistent and coher-
ent responses because the encoder fails to keep track of long-term dependency
in its fixed-length final hidden state vector. This limitation constitutes the
bottleneck problem in Seq2Seq models. An effective way to tackle such an
issue is to use the Attention mechanism ([4], [21], [41], [79], [99]).
The attention mechanism can be viewed as a technique that connects the
current decoding process with each input time-step as a way to attend to im-
portant words in the input that are most responsible for the current decoding
time-step.

More formally, during decoding, we compute the hidden states s; using the

following recursive formula:

S; = f(Sifbyifla Ci) (2-22)

where s;_1 is the previous hidden vector, y;_; is the predicted word in the pre-
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vious time-step and ¢; is the context vector that captures relevant information
in the input message for the i*" decoding step.
Let hq,--- , h, be the hidden states vectors that represent the input sentence.

For each hidden vector, we calculate a score as follows:
€ij = n(si-1, hy) (2.23)

where 7 is a multi-layer perceptron. Afterwards, we scale up the scores
(€i1,-++ ,e€in) into a vector oy = (a1, -+, ®;,) by a softmax function:

o — exp(e; ;)

St Sl N 2.24
S caplens) (2:24)

Then, we compute the context vector ¢; as the following:

C; = Zamhj (225)
j=1

2.3 Topic Modelling

To deal with the issue of diversity and dullness of the dialogue systems, we
incorporate topic words into the Seq2Seq model as explained later in Chap-
ter 4 in Section 4.1. Topic words are acquired via a Latent Dirichlet Allocation
(LDA) model.

Topic modelling is an unsupervised machine learning technique that predicts
sets of topics from a large collection of documents. Several probabilistic topic
modelling methods have been successfully applied for tasks like document clas-
sification [110], information retrieval [110] and dialogue generation ([72], [78],
[126]). LDA is the most popular topical model [9] and it is more accurate than
other topic modelling techniques such as Latent Semantic Analysis (LSA) [9].

In the following subsection, we briefly overview the LDA model.

Latent Dirichlet Allocation

In LDA, the main objective is to assign topics, characterized by a distribution
over words, to documents. Topics are captured through the following prob-

abilistic generative process wherein documents are identified as a mixture of
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topics. Let K denote the number of topics. Each topic k is picked following
a Dirichlet distribution (i.e., ¢ ~ Dir(5)). Each document d is further gen-
erated by acquiring its topics from a Dirichlet distribution (i.e., 84 ~ Dir(«)).
Then, each word wg; in the document is sampled based on a Multinomial
probability conditioned on the topic z4,; where z4; is drawn from a Multino-
mial distribution over topic weights 6.

Using the Collapsed Gibbs sampling [85], LDA draws the topic distribution
from representations of each document. Initially, each word w in each doc-
ument d is assigned randomly to one of the K topics. Then, the algorithm
modifies the topic mapping by approximating the posterior probabilities p(k|d)
and p(w|k), with p(k|d) being the probability of words in document d that are
currently assigned to topic k, and p(w|k) being the probability of assignments
to topic k over all documents that come from this word w. This process

continues iteratively until the assignment reaches a steady state.

2.4 Overview Of Existing Dialogue Systems

Dialogue systems can be roughly categorized into two groups: non-task-oriented
dialogue systems (a.k.a chatbots or open-ended dialogue systems) and task-
oriented dialogue systems. Although both approaches do have goals, the per-
formance measure of the task-oriented dialogue systems is well-defined since it
depends on the accomplishment of the task at the end of the conversation. In
this work, following on the footsteps of several researchers in deep learning and
natural language processing, we have tried to move out of the mold of dealing
with only highly structured dialogue tasks in order to cope with open-ended
conversational agent. That is, a dialogue system that can converse fluently
and engagingly with humans about any topic. In the following subsections,
we will give an overview of the existing dialogue systems and we will explain

how researchers are striving to alleviate their setbacks.
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2.4.1 Chatbot systems

Chatbots, called also chit-chat systems, are dialogue systems that are de-
signed to mimic human-behaviour by conversing coherently and engagingly
with humans on a range of different events and topics. They focus typically
on interacting verbally with humans on open domains. Generally, three main
approaches have been adopted for chit-chat systems: Rule-Based systems,

Information-Retrieval-Based systems and Generative systems.

Rule-Based systems

The chatbot generates a response based on hand-crafted rules engineered by
humans. The system matches the message to one of the pre-defined list of
rules based on simple pattern matching, if-else conditions or more advanced
Machine Learning (ML) techniques. ELIZA [116] is one of the most successful
rule-based chatbot that dates back to 1966 where it was designed to influence
people’s lives in a positive way and especially those who suffer from psycho-
logical issues. Consequently, it aids doctors in diagnosing patients’ condition
and working on their treatment. ELIZA begins processing user’s utterances by
searching for a keyword that occurs in a predefined dictionary. If the keyword
is found, the utterance is mapped to the rule that transforms the statement
into a response. Otherwise, ELIZA outputs a generic response such as “[
see”, “ Please go on”, or “that’s very interesting” or uses an utterance from the
conversation history. Few years later, PARRY chatbot [23] appeared in 1971
with a similar psychological focus as ELIZA but with the aim of investigat-
ing schizophrenia. PARRY built upon ELIZA by adding an attitude to the
bot like fear and anger. Unlike ELIZA, PARRY has an additional emotional
state that controls the response generation process. If the human’s utterance
expresses anger for example, PARRY would choose to output a response from
a predefined set of hostile responses. While these approaches may seem effec-
tive and promising, they fail to generate an appropriate response in most of
the cases. Rule-based systems are not scalable and cannot interpret human

language, the responses are based on some hand-crafted rules that sound un-
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natural and most importantly do not account for contextual information in

the conversation.

Information-Retrieval-based systems

Given the user’s message, Information Retrieval-based (IR-based) chatbots
rely on choosing a response from a corpus of unstructured conversational text
using any information retrieval algorithm [39], [58], [129], [130]. Formally,
IR-based systems take as input a user’s query q, and a conversational cor-
pus c¢ and return a response r that is relevant to q. Therefore, the task can
be defined as ranking a repository of responses to find the most suitable re-
sponse. The retrieval process can be done by scoring utterances in ¢ using
any similarity function (e.g., cosine similarity between q and r by employ-
ing tf-idf or word embedding). Non-dialogue text can also be used to extract
responses based on the messages (e.g., COBOT chatbot [37]). Although IR-
based systems generate always grammatical responses (because responses are
taken from the training dataset), they fail to generate diverse responses and
most importantly they fail to handle the context of the conversation of natural
language. Moreover, they lack the ability to distinguish between the seman-
tics of different words. This is why, researchers have turned their attention to

neural generative dialogue systems.

Neural Generative Dialogue Systems

Neural Generative dialogue systems generate utterances word by word produc-
ing natural sounding sentences that could have never appeared in the training
dataset; as opposed to IR-based dialogue systems which copy an utterance
from the corpus and send it to the user. The availability of a large amount
of conversational data such as movie scripts and social media websites has
opened the gate to many researchers to train and build data-driven dialogue
systems. A response generation process can be deemed a message-response
mapping problem where the model has to learn a coherent response given pre-
vious message utterances.

This path of investigation was first initiated by Ritter et al. [88] where they
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model the task of generating dialogue responses as a phrase-based Statistical
Machine Translation (SMT) problem. While this approach seemed promising,
it has a potential problem. The responses are not semantically aligned with
the posts as in the problem of machine translation. Moreover, the wide range
of plausible responses make generating conversational responses dramatically
more arduous than translating between different languages. Luckily, the recent
success of deep learning methods in various NLP tasks has spurred research
to investigate further end-to-end dialogue models.

End-to-End Dialogue Systems: Neural dialogue models are often dubbed
end-to-end dialogue systems for the following reasons: First, they do not re-
quire to learn any sub-components such as Dialogue State Tracker or Natural
Language Generator [95]. This is in contrast to the traditional dialogue sys-
tems [132] (architecture shown in Figure 2.5), where each component needs to
be trained separately and to maximize an intermediate objective (e.g., training
the State Tracker component to minimize the cross-entropy error of predict-
ing the slot-values). Thus, end-to-end dialogue systems do not need labeled
dataset about the user intention or the dialogue state labels. Second, they
are trained to optimize a single objective function through a conversational
dataset. More specifically, they maximize the log-likelihood of the generated
utterance conditioned on the conversation history [113]. In summary, end-to-
end dialogue systems do not demand human feature engineering. Instead, all
the standard dialogue components are learned directly from human-human di-
alogues. Additionally, they are not restricted to a specific domain, as it is the

case for traditional systems, and they generalize to open-ended conversations.

Achieving human-level performance with dialog systems requires both per-
sonalization and accounting for contextual information discussed throughout
the conversation ([60], [96]). In other words, dialog agents should be able to not
only adapt the response to the conversation history but also to the speaker’s
background, personal information, speaking style, etc. In an attempt to ame-
liorate the quality of the response generation process, many neural generative

models have been suggested. Vinyals et al. [113] made use of the Seq2Seq
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Figure 2.5: Architecture of a traditional dialogue system [95].
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model proposed in [105] by conditioning the response on the previous input
message. As opposed to conventional dialogue systems which typically require
a lot of domain-specific handcrafting rules, their architecture is data-driven
and end-to-end. The model is able to generate basic and coherent sentences
by relying on learning the structure of the sentences from a gigantic open-
domain dataset. Despite the enormous success achieved by the Seq2Seq model
in generating grammatically structured responses, the model fails to output
utterances that are sensitive to the context of the conversation.

Sordoni et al. [101] argued that constructing active and engaging dialogue
systems requires taking into account previous utterances in the conversation.
The dialogue system is trained on Twitter conversations in which the response
generation is conditioned on past dialog utterances that provide contextual
information. The dataset consists of short dialog conversations composed of
triples (¢,m,r) consisting respectively of three sentences: context, message and
response. The authors built two context-sensitive response generation models.
In the first model, they used a simple approach that concatenates ¢ and m
and computes a single bag-of-words representation which is fed into a multi-
layer neural network to produce a fixed-length representation. Thereafter,
they feed the resulting vector into an RNN [74] to generate the response.
While this simple approach seems promising, it underestimates the dependency
that exists between m and r and does not distinguish between ¢ and m. To
address the problem, they concatenated the two bag-of-words representations

of ¢ and m and fed it into the RNN. This way, they have an order-sensitive
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representations of both message and context.

An issue with these approaches is that if the context encompasses multiple
dialog turns, the concatenated sentences will be very long on average and RNN
cannot keep track of such long-range dependencies. As a result, most of the
dialogue context is lost. Serban et al. [96] introduced a Hierarchical Recur-
rent Encoder Decoder (HRED) neural network to further alleviate this issue.
Precisely, the model captures dependencies over a three-turn conversation his-
tory introducing an additional context RNN on top of the RNN encoder. It
is an improvement over the standard Seq2Seq model [105] that conditions the
prediction of the next dialogue turn on all the previous utterances in the di-
alogue. The key idea underlying this approach is to decompose a dialogue
into two-level hierarchy: the first level encoder RNN maps each utterance
to a fixed-length vector representation. More precisely, the encoder takes as
input each word embedding representation in the utterance and updates its
recurrent states. The final state in the encoder RNN can be viewed as an
order-sensitive summary of all the information processed up to the final token.
The second-level context RNN processes iteratively each resulted utterance
vector, representing a summary of the conversation up to that dialogue turn.
At this point, the decoder RNN takes as input the context-level recurrent
states and generates a context-aware response. As opposed to the standard
Seq2Seq model, the context RNN state is updated only every utterance in the
dialogue. Consequently, deploying an additional context RNN on top of the
encoder RNN forms a hierarchy of RNNs that captures long history context
and generates more context-wise responses. HRED has shown promising re-
sults in generating content-wise responses that take into account the context
in previous dialogue utterances.

Neural generative models have been improved through several techniques:

Diversity: Recent works have demonstrated that it is possible to train
conversational model on an end-to-end and completely data-driven fashion.
But, these approaches generate short-sighted and generic responses like “1 don’t

know what you're talking about”, “I'm not sure ” or “I'm OK” making the con-
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versation neither engaging nor diverse. Having such generic behaviour could
be explained by the distribution of the words in the conversational dataset
where trivial phrases tend to have a high frequency, dominating the dataset.
However, informative sentences tend to be relatively sparse. Serban et al. [95]
argued that the problem also lies in the fact that conversations are naturally
multi-modal and ambiguous, which force the model to fall back on generic
responses. Li et al. [59] noticed that diverse and interesting sentences can be
found in the N-best candidate list but may rank at the bottom. This is caused
by the objective function MLE that tend to give higher probability to “safe
responses”. Training on such unbalanced distribution, the Seq2Seq model fails
to represent the semantic of sentences in a good way. Instead of solely condi-
tioning the response on the preceding utterance, Li et al. suggested capturing
the dependency of the responses based on the previous messages and vice
versa. Therefore, they used the MMI [5], [15] as an objective function rather
than the traditional MLE, to grasp the mutual information between inputs
and outputs. They generalized the MMI by introducing a hyper-parameter

that controls how much to penalize generic responses as the following:

P(yr, .., ywl|x1, .., 20) = argmax(l — N)logP(y|z) + MogP(z|y) (2.26)

Nonetheless, such strategy leads to generate ungrammatical responses dur-
ing decoding. More precisely, the second term logP(z|y) is not computation-
ally feasible during decoding since the model needs the target to predict the
source. To mitigate this issue, they employed an approximation approach in
which they generate initially N-best lists responses using the standard MLE
objective function and then re-rank the generated responses using the second
term of the MMI equation. This technique secures generating syntactically
correct sentences since the Seq2Seq models typically output well-formed struc-
ture. Therefore, the method can be formalized as a scoring function that tries
to re-rank utterances according to the dependency of targets on sources. While
this approach might help producing diverse responses, it relies heavily on the

aptitude of the traditional objective function MLE to generate satisfactory
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diverse responses. overall, studies on both automatic evaluation and human
judgment show that using MMI yield better responses.

Another significant work that deals with the diversity issue in the response

generation process is the VHRED model, ascribed in [97]. The authors propose
a model that expands upon the HRED model by adding an extra component:
a high dimensional stochastic latent variable at every dialogue utterance. This
model tries to mitigate the “shallow” sequential generation issue that previous
approaches had. They called it shallow generation process because the model
has to generate at every time step all high-structure representation of previous
conversation history. The traditional Seq2Seq model struggles with generat-
ing consistent and coherent responses since the decoder has to keep track of
previous information in its fixed-length hidden state vector. Particularly, the
model is very likely to favor generating short-term predictions to long-term
predictions specially when it has to encode sequences with high-variability. To
address these problems, VHRED uses alongside the context vector, obtained
from the context RNN layer, a multivariate Gaussian variable as input to the
decoder RNN. The authors argue that the latent variable facilitates encoding
long context and allows modelling ambiguity and uncertainty in the dialogue.
Consequently, it helps generating more diverse responses.
HRED and VHRED focus mainly on capturing conversation information by
modeling the hierarchy of the context. However, they do not investigate how to
attend to important words that are crucial for generating plausible responses.
Ignoring this step may result in losing important information in context and
producing irrelevant responses.

Xing et al. [126] introduced the Topic-Aware Sequence-to-Sequence (TA-
Seq2Seq) model which targets generating diverse responses by augmenting the
content of utterances by topics. It is based on the basic Seq2Seq model and
brings topic information using a joint attention mechanism and a biased gen-
eration probability. The intuition behind this idea is that in conversations,
people often relate a response to concepts in their mind. Thus, making the
conversation more content rich and informative. The topics are obtained us-

ing a Twitter-LDA model [137] which is trained on an enormous social media
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dataset.

Shao et al. [98] addressed further producing diverse responses. They per-
formed a minimal change over the Seq2Seq model by fixing the length of
the decoder. They show that such slight modification yields noticeable im-
provement in the quality of the responses. They also introduced a stochastic
decoding with Segment-by-Segment reranking. Rather than selecting the top
K candidates as in the standard beam search, the new decoding method select
the candidates by a stochastic sampling procedure to incorporate variation.
Li et al. [62] used deep reinforcement learning to generate highly-rewarded
responses by considering three dialogue properties: ease of answering, infor-
mativeness and coherence.

Personalization: Li et al. [60] addressed the challenge of personaliz-
ing the dialogue system by modeling human-like behaviour. They presented
a persona-based model that aims at handling the speaker consistency by in-
tegrating a speaker-level vector representation into the decoder part of the
Seq2Seq model. According to the authors, a PERSONA vector encodes in-
formation that captures human characteristics such as age, gender, speaking
style, etc. They presented two PERSONA models namely SPEAKER and
SPEAKER-ADDRESSEE model. The former approach consists of a seq2seq
model that integrates a speaker-level vector representation into the encoder
part of the seq2seq model. Correspondingly, the latter model encodes the in-
teraction between two individuals by building an embedding representation
based on their utterances. Zhang et al. [135] proposed a method that makes
the dialogue more engaging by conditioning on profile information. They also
introduced the PERSONA-CHAT dataset and show that models trained on it
are more engaging and interesting.

In this work, we focus on comparing the proposed model (explained in
Chapter 4) against Seq2Seq, HRED and TA-Seq2Seq. We do not compare
against VHRED because the results achieved do not present a substantial im-
provement over the ones achieved by HRED. However, we compare against
HRED because it captures the contextual information through the additional

context layer added on top of the encoder RNN. Moreover, we compare against
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TA-Se2Seq model because it biases the probability distribution towards lever-
aging topic words in the responses. We do not focus on personalizing the
responses and therefore we do not evaluate our model against the PERSONA

model [60].

2.4.2 Task-oriented dialogue systems

Task-oriented dialogue systems correspond to systems in which a specific task
should be accomplished at the end of the conversation. These systems are
usually designed to get the message from the user and accomplish a specific
task within a limited number of dialogue exchanges [12].

The modern task-oriented dialogue systems are usually based on frames or
domain ontology [43], called the frame-based systems. They were first pro-
posed by Borrow et al. [10] in 1977 for travel planning. Modelling dialogues
is guided essentially by the frames, which control the information at different
stages of the conversation. A simple frame-based system corresponds to a
finite-state machine that asks the user a list of questions based on the frames
and continue to the next question as long as the user provides an answer.
The problem with such systems is that they are unable to decide the state of
the conversation (e.g., the user asks a clarification question or rejects a sug-
gestion). Therefore, these systems struggle with taking an action based on
the conversation progress. To tackle these issues, significant works have been
proposed. Examples include State-Based dialogue systems ([87], [104], [115])
where the dialogue modelling is based on two concepts: Dialogue States and
Dialogue Acts. The former indicates the progress of the conversation (e.g.,
intentions of the speakers, context history, etc.) and the latter indicate the
category of an utterance. The key idea behind State-Based dialogue systems
is to map a state to the corresponding act. The problem can be formulated as
learning the optimal mapping to maximize the conversation success.

To this end, reinforcement learning techniques such as MDP or POMDP ([57],
[123], [131]) have been widely used to learn such mappings. Recently, advances
in neural networks have pushed the boundaries of task-oriented dialogue sys-

tems to become more consistent and successful ([81], [117]-[119]).
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2.4.3 Evaluation Metrics

A challenging task of building conversational agents lies in evaluating the qual-
ity of their responses. Automatically evaluating dialogue systems has seemed
notoriously hard. Typically, evaluating goal-oriented dialogue systems is done
via human-generated judgment like a task completion test or user satisfaction
score ([80], [114]). However, evaluating open-ended dialogue systems is still
an open problem that has been receiving recently increased attention. Re-
cent works in response generation have adopted the BLEU metric [83] from
the machine translation task, the ROUGE metric [63] from the automatic
summarization field. Following these metrics, researcher have proposed the

METEOR metric [7] as an improved version of BLEU.

BLEU: The BLEU metric [83] was proposed by IBM researchers in 2002
and was one of the most reliable evaluation methods for translating between
different languages. It is the most common automatic metric used in dialogue
response generation. It uses n-gram matches to see how much the translated
response resembles the ground truth. More specifically, it computes a preci-
sion score to evaluate the strength of the match. Afterwards, the algorithm
penalizes the BLEU score by a brevity penalty so that small sentences with
precision 1.0 would not be deemed good translations. More formally, let k be
the maximum n-gram that one would like to evaluate the BLEU score on. The

precision score is defined as follows:

number of matched n-grams
P, = - - (2.27)
number of n-grams in the candidate translated response

The brevity penalty is defined as follows:

L
gt
Lmt )

6 _ emin(O,lf (228)

where Ly represents the length of the ground truth translation and L,,; repre-

sents the length the machine translation response. Finally, a geometric weight-

ing w, = 2% is computed for the precision of the n'® gram. Thus, the BLEU

score is formulated as:
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k
BLEU = 3 [ B (2.29)

i=1
The score turned out to correlate well with human judgment for the machine
translation task. However, it does have many drawbacks. A zero precision
score will zero the whole BLEU score. Moreover, comparing a machine trans-
lation response with only a single reference translation is not sufficient for

representing the matched n-grams.

METEOR: The METEOR metric [7] has been proposed to address several
shortcomings with the BLEU metric. As opposed to considering n-gram over-
lap, the translation is evaluated by computing a score based on exact tokens,
stemmed tokens and synonyms matches between the generated and the refer-
ence sentences. In particular, the metric creates a word alignment between the
two sentences by mapping between words. An alignment is a mapping between
same unigrams such that every unigram in each translated sentence is assigned
to zero or one unigram in the source sentence. Once the set of alignments have
been identified, the METEOR metric computes harmonic mean of precision

and recall between the proposed and ground truth sentence.

ROUGE: The ROUGE metric [63] corresponds to a set of evaluation met-
rics. The most used metric for evaluating dialogue systems is ROUGE-L,
which corresponds to an F-measure based on the Longest Common Subse-
quence (LCS) between a candidate and a reference sentence; LCS is a set of
words which occur in two sentences with the same order. As opposed to n-
gram, the words are not required to be adjacent, additional words between the

LCS sequence can exist.

BLEU, METEOR and ROUGE metrics were shown to be effective met-
rics for machine translation task. However, Liu et al. [64] have showed that
these metrics correlate very weakly with human evaluation when applied for

dialogue systems, primarily because an utterance can have many possible re-

36



sponses. These word-overlapping metrics achieve best results when the space
of responses is small and lexically overlapping [83] which is not the case for
dialogue systems responses.

Recently, a wide number of works have looked into how to automatically eval-
uate response generation models. Lowe et al. [65] built a classifier to predict
how appropriate the responses are, from the dialogue context and the words
in the responses. The classifier was trained on a set of responses labeled by
humans, indicating their quality. Browman et al. [13] proposed a new evalu-
ation paradigm called adversarial evaluation, adopted from the Turing Test.
The key idea is to train an evaluator classifier to recognize between human
responses and machine-generated responses.

Although, there is a bunch of automated metric measuring the quality of the
responses, the most reasonable way is to have humans manually evaluate the
appropriateness, the engagement and the fluency of the system. The bottle-
neck of this evaluation technique is that it is labor-intensive and prohibitively

costly.

2.5 Conclusion

In this chapter, we presented a thorough background knowledge about neural
deep networks approaches when applied on NLP tasks. Moreover, we gave a
detailed related works about open-ended dialogue systems (or chatbots) and
a brief overview about task-oriented dialogue systems. In this thesis, we do
not address task-oriented dialogue systems. Instead, we focus on open-ended

neural dialogue systems.
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Chapter 3

Datasets

A wide range of deep learning approaches have been proved to be effective for
various NLP tasks and in particular for modelling dialogue systems. Much of
the progress achieved is due to a combination of several factors including the
computational capability of machines, innovation in deep neural networks ap-
proaches and the availability of enormous public datasets. One of the primary
bottlenecks in training end-to-end dialogue systems, and in scaling them to
various domains, is the scarcity of good conversational datasets. Indeed, the
quality of the dataset can have a compelling influence on the response genera-
tion process of open-ended conversational agents. In this chapter, we give an
overview of datasets that are available to train end-to-end dialogue systems.
We discuss in details how these corpora have been compiled and we emphasize
the repercussion that they may have on the quality of the generated responses.
Moreover, we introduce a high-quality dataset developed from Reddit. We ex-
plain the different steps that we employ to pre-process it, making it a good

dataset for training future dialogue systems.

3.1 Overview of existing end-to-end datasets

While there exist a number of publicly available conversational datasets, the
NLP research community is still struggling to build an ideal chit-chat corpus
that highly resembles general human-human dialogue. Currently, the most
used datasets for training end-to-end systems are either taken from movie

scripts or from micro-blogging websites like Twitter, which is not satisfying
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for generating natural sounding conversations. Collecting a realistic human-
human conversation is a major challenge in the development of dialogue sys-
tems. Ideally, conversations between individuals should be recorded and then
transcribed in the pursuit of having natural true interactions [95]. However,
for data privacy considerations, this procedure could not be feasible without
the consent of humans participating in the conversation. Indeed, researchers
have to inform individuals that they are being recorded. If they confirm their
participation, participants might be asked to talk about a specific topic while
conversing together. Unintentionally, they will bias the conversation towards
the task being asked and they will adjust their language to fulfill the require-
ment [95]. Such artificial datasets are being more ubiquitous especially with
the increased use of crowdsourcing platforms such as Amzaon Mechanical Turk
[45]. As a result, the conversation loses its natural and spontaneous behavior
which leads to deteriorate the overall quality of the collected corpus. Apart
from that, acquiring a big enough corpus will take a long time as well as
tremendous efforts. Nevertheless, one cannot deny the usefulness of the ex-
isting conversational datasets as they follow a consistent, engaging and fluent
flow [30]. In the following subsections, we present some current existing con-

versational datasets.

3.1.1 Fictional Datasets

Some current data-driven approaches are using corpora drawn from fiction
such as movie scripts [109] or television series [60]. Despite, the sheer size of
these datasets, learning dialogue exchanges can be difficult because the model
has to account for external events that are not mentioned in the dialogue.
The same problem can be replicated in social media websites (e.g, Twitter,
Weibo). But, regardless of the dependence on external information, Forchini
et al. [30] advocates that scripted language in movies are very similar to spon-
taneous face-to-face conversations with respect to a wide range of linguistic
characteristics. In fact, movie subtitles represent a prominent resource for
language variety. They span various genres and combine different spoken lan-

guage structure together including dialectal expressions, idiomatic expressions
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and slang [30]. Dialogue turns in different scenes can involve different actors
with different personalities, backgrounds and intentions. Having such dataset
can allow data-driven models to personalize the conversation by exploiting the
personality endowed in each character in the movie [60].

Nowadays, the web is full of thousands of scripted corpora sourced from movies
or TV series making the task of compiling a gigantic dataset a relatively fast
and less challenging task. The available corpora can be grouped into two cat-
egories: 1) data with speakers annotation explicitly providing the appropriate
speaker for every spoken utterance. 2) data without the speaker annotation
bringing only the actual scripts. Here are some of the available fictional cor-

pora:

OpenSubtiles Dataset [108]: It is a huge collection of movies taken from
the OpenSubtitles website !, having over one billion words. It spans multiple
movies genre including romance, family, comedy, science fiction, action, etc.
It consists of movie conversations encoded in the form of XML. Despite be-
ing quite large, this dataset lacks speakers annotation which does not secure
illustrating conversations between two individuals.

Subtle Dataset [2]: It is also based on the OpenSubtitles website but
unlike the OpenSubtiles corpus, the Subtle dataset comprises Interaction-
Response pairs. The primary purpose behind building the Subtle corpus is
to help dialogue systems dealing with out-of-domain interactions. It is a much
smaller corpus than the OpenSubtiles dataset as it contains 20M tokens.

MovieDic Dataset [6]: The corpus is relatively small as it was extracted
from 753 movies found in the Internet Movie Script Data Collection 2. It con-
tains roughly 133K dialogues. Unlike OpenSubtitles and Subtle datasets, each
utterance in the MovieDic conversations is annotated with the appropriate
speaker. Moreover, the context written in the original script is carried over to
the corpus.

MovieTriple Dataset [96]: It was extracted also from the MovieDic

https://www.opensubtitles.org
’http://www.imsdb.com
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dataset and contains dialogue scripts collected from 614 movies. It has roughly
345,296 utterances. Each line in this dataset consists of three dialogue turns
between two interlocutors.

Cornell Movie-Dialogue Dataset [24]: Similar to the previous datasets,
the Cornell dataset consists of short utterances based on movie scripts. It is
a relatively small corpus in which 305K utterances were extracted from 617
movie scripts. However, what makes it distinguishable from other corpora is
that it comes with a good amount of metadata for each movie such as release
year, IMDB rating and for each character such as gender, position of the
character on movie credits.

TVD Dataset [91]: This dataset was built based on the drama TV show
Big Bang Theory and the comedy TV show Game of Thrones. It comes with
raw scripts along with crowd-sourced textual descriptions (brief episode sum-
maries, longer episode outlines) and meta-data (speakers, shots, scenes). They
employed a text alignment algorithm to attach the crowd-sourced description
and the meta-data to the corresponding dialogue in each script.

The Corpus of American Soap Operas [25]: This corpus contains 100
millions of tokens extracted from 22,000 transcripts of the American soap op-
eras TV show from 2000 until 2012. Unlike OpenSubtitles dataset, this corpus
does not have a variety of genres as it consists of only dramatic vocabulary. It
was primarily collected to provide insight into informal, colloquial American

speech. Although the dataset is quite big, it does not have speakers labels.

3.1.2 Real Datasets

In addition to the fictional data, there is a number of spontaneous Human-
Human conversations that are collected from real-interaction websites such
as micro-blogging websites or forums. One can mention the Twitter Corpus
[88] and the Ubuntu Dialogue Corpus [66] which were extensively used by the
NLP community. However, most of these datasets endure a challenging issue:
conversations often depend on external events and topic that are not present in
the dataset. Hereby, the system should infer this information from an external

knowledge base, which makes the task of generating dialogue difficult.
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Name # of # of # of
dialogues  utterances tokens
OpenSubtitles 36M 140M 1B
MovieDic 132K 764K 6M
MovieTriples 245K 736K 13M
Cornell Movie-Dialogue Corpus 220K 305K IM
Subtle 3.35M 6.7M 20M
TVD Dataset 10K 60K 600K
The corpus of American Soap Operas 1.2M 10M 100M
Twitter Dataset 1.3M 2.6M 125M
Ubuntu Dialogue Corpus 930K 7.17TM 100M

Table 3.1: Human-Human dialogue interactions drawn from movies, TV shows,
Twitter and Ubuntu chat forum. [95]

Twitter Corpus [88]: The corpus consists of 1.3 million conversations
drawn from tweets. Generally, utterances tend to be short as there is a re-
striction on the maximum number of characters per tweet (140 characters).
The dataset was crawled for a 2 month-period in the summer of 2009 where
the conversations were built based on the posts and their replies. The twit-
ter data span multiple topics and events making it an open-domain datset.
Notwithstanding the sheer size of the corpus, utterances tend to break some
linguistic conventions (e.g., abbreviations, slang, typos and punctuation are
not used properly and so forth). Twitter data suffers not only from lexical
variations but also from incorrect grammar. Moreover, users use an enormous
amount of hashtags that does not reflect human-like conversation but instead
makes the conversation sounds artificial and unnatural. This is why, an ex-
tensive preprocessing should be done prior to training data-driven dialogue
systems.

Ubuntu Dialogue Corpus [66]: It is a dataset containing roughly 1
million multi-turn conversations with over 100 million words and 7 million
utterances. As opposed to the Twitter corpus, this dataset represents a goal-
oriented technical support domain extracted from the Ubuntu Internet Relayed
Chat channel. Users who have a specific Ubuntu technical problem head to-

wards the chat channel to chat about a solution for their issues. The technical
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interactions range from software-related issues and hardware-related issues to
informational needs. While this dataset presents a good opportunity for re-
searches to train data-driven specific-domain dialogue agents, it hinders scal-
ing up to new domains. In addition, given the large technical diversity of the
Ubuntu Dialogue Corpus, there is an enormous number of rare words which

requires a large vocabulary; thus, making the model big and the training more

difficult.

3.1.3 Corpus size

Training deep neural networks on large-scale dialogue datasets is crucial for
modelling dialogue systems [113]. There are mainly two point of views on the
significance of the corpus size [95]: one comes from a machine learning per-
spective and the other one comes from an NLP perspective. From a machine
learning viewpoint, training on large corpora helps the statistical machine
learning models to generalize well to unseen data [40]. Luckily, the era of big
data has made building deep neural networks much easier by alleviating the
burden of compelling enormous amount of data [55]. Serban et al. [95] argue
that training with few examples of dialogue utterances may require structural
priors to be added to the model architecture. In a recent talk, Yann LeCun®
and Christopher Manning? discussed how much innate structure is required for
Al models in general, and in particular what innate priors should researchers
build into the architecture of deep learning systems®. Arguably, there are at
least two types of structures: structure integrated into the model as innate
prior such as the recursive assumption in the RNN models, and structure
acquired naturally and dynamically from the data such as the alignments cal-
culated by the attention mechanism. Yann LeCun contends that all structure
should be learned from the environment by observing the data examples and
grasping knowledge. However, Christopher Manning is a prominent advocate

for integrating more linguistic structure into the models. To the best of our

3a Deep Learning pioneer
4a Natural Language Processing pioneer
Shttps://www.youtube.com/watch?v=fKk9KhGRBAI
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knowledge, there is no current highly structured deep learning models. Such
situation has pushed most researchers to invest more time on building large-
scale datasets to train deep learning models [55]. In general, LeCun et al.
[55] explain that supervised deep learning models typically achieve acceptable
performance when trained with around 5000 examples. However, these models
will nearly reach human performance when trained with a dataset having more
than 10 million examples.

From an NLP point of view, the number of training examples required for
training a machine learning model will grow with the linguistic diversity and
the number of topics of a corpus [95]. Since conversations are a steady back
and forth of linguistic interactions where responses are chosen depending on
the utterances received from the other interlocutor, dialogues can be extremely
ambiguous ([17], [52]), thereby having vast amount of training examples, may
indemnify the statistical complexity of a corpus. Many works have succeeded
to generate good dilaogue responses when trained on a sufficiently large con-
versational dataset [97], [98], [112].

Nevertheless, working with large datasets is hard for several reasons. First,
they are computationally expensive to process, and the time of training grows
as the size of the dataset grows, which increases the learning cost. In addition,
running large-scale datasets that fit in memory can be exorbitantly costly.
This is why, scalable learning techniques such as parallel infrastructures and
optimized codes are needed to alleviate the hurdle of dealing with gigantic
dataset. In the following section, we will discuss our techniques for preparing

the Reddit dataset and the preprocessing steps that we followed.

3.2 Reddit Dataset

One of the main weaknesses of dialogue systems is caused by the paucity of
high-quality conversational datasets. The well-known OpenSubtitles dataset
[109] lacks speaker annotations, thus making it more difficult to train con-
versation systems which demand high quality speaker and conversation level

tags. Therefore, the assumption of treating consecutive utterances as turn
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exchanges uttered by two persons [113] could not be viable. To enable the
study of high-quality and large-scale dataset for dialogue modeling, we have
collected a corpus of 35M conversations drawn from the Reddit data®, making
a step forward into building a good chit-chat corpus that resembles human
conversational dialogue.

Reddit is a social news and entertainment website where people can post their
questions, connect, discuss different topics and exchange ideas in an open en-
vironment. Members can submit their posts in the form of natural language
text, photos, videos or links. Users can then rank the submissions by voting
“up” or “down”. Reddit organizes content by subject into user-created areas
of interest dubbed subreddits which cover a wide range of topics including
news, food, sports, movies, fitness, music, politics, etc. Posts that receive
high scores will be ranked first on the subreddit’s front page. While Reddit
has strict rules which forbid offensive posts such as harassment, violence or
spams; some members do break the consent. Luckily, Reddit administrators
keep doing their best to maintain the website by filtering low-quality content.
One major benefit that Reddit offers is the grammatical quality of sentences
since most of the subreddits are monitored by moderators who make sure to
keep discussions free of harassment and filled with quality content.

The Reddit dataset is composed of posts and comments, where each com-
ment is annotated with rich meta data (i.e., author, number of upvotes and
downvotes, number of replies, user’s comment karma (a reward earned for
posting popular content), etc.”). To harvest the dataset, we curated 95 En-
glish subreddits out of roughly 1.2M subreddits® including: “/r/worldnews”,
“/r/sports”, “/r/movies”, ¢ /r/televisions”, “/r/politics”, ¢ /r/Canada”, “/r/e-
ducation”; “/r/business”; etc. Our choice was based on the top-ranked subred-
dits that discuss topics such as news, education, business, politics and sports.
We processed Reddit for a 12 month-period ranging from November 2016 un-

til December 2017 excluding June and July. For each post, we retrieved all

Shttps://redd.it/3bx1lg?
"https://github.com/reddit-archive/reddit/wiki/JSON
8 As of March 2018
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Comments Submissions
Original Processed | Original Processed
2016 Nov 71.02M 8.02M 8.66M 376.5K
2016 Dec 72.94M 8.04M 8.92M 409.4K
2017 Jan 78.95M 11.70M 9.22M 423.8K
2017 Feb 70.61M 10.37TM 8.59M 379.0K
2017 Mar 79.72M 11.21M 9.62M 409.5K
2017 Apr 77.48M 10.90M 9.21M 389.4K
2017 May 79.81M 9.10M 9.50M 396.2K
2017 Aug 84.65M 11.10M 9.59M 381.8K
2017 Sep 83.17M 10.54M 9.79M 358.8K
2017 Oct 85.82M 8.29M 10.28M 360.0K
2017 Nov 84.97 8.34M 10.38M 365.3K
2017 Dec 85.97M 11.18M 10.57M 389.7K

Total | 955.1M  1188M [ 1151M  4.65M

Year Month

Table 3.2: Statistics about the size of the Reddit comments and submissions
before and after preprocessing.

comments and we recursively followed the chain of replies of each comment to
recover the entire conversation. The sheer size of the dataset renders it as an

interesting candidate for building a high-quality dataset.

3.2.1 Pre-processing

Pre-processing is a key procedure towards weeding out the noise that exist in
the Reddit dataset. The Reddit comments and submissions were originally
encoded in Markdown/HTML language. Initially, we proceeded by stripping
off all the Markdown/HTML tags to obtain plain text. While the style of
writing used in Reddit is widely varied, much of the text contains url links.
Consequently, we replaced all the urls with < URL> placeholders. As a next
step, we removed all the punctuation, emojis and emoticons. As opposed to
Tweets, Reddit dataset is often semantically well-structured and is not filled
with spelling errors thanks to moderator’s efforts. Therefore, we do not per-
form any spelling correction procedure. When harvesting the dataset, we solely
extracted conversations from the English subreddits but we noticed that some

of them may contain replies or posts in other languages. To remedy the issue,
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4-gram Frequency
i do n’t think 137,673
1 do n’t know 131,961
Il 125,462
. idon’t 109,297
, i don't 67,760
i do n’t have 57,505
i 'm not sure 57,214
if you do n't 55,629
1 'm going to 54,554
do n’t want to 50,283

Table 3.3: 4-grams with frequency higher than 50K in Reddit dataset. As part
of preprocessing, some of the dialogues containing these 4-grams are omitted
until they become less dominant.

we employed a simple function word-driven filter to remove non-English posts
and messages. Some comments in Reddit might be sometimes very long espe-
cially when users are replying to a controversial question or expressing their
thoughts. Subsequently, a comment can expand to one paragraph or more.
Since Seq2Seq models struggle with keeping track of long-dependency struc-
ture, we employed a simple heuristic that picks the first sentence from each
paragraph and we restricted the length of sentences to be no more than 150
characters. Table 3.2 shows the original size and the processed size of both

comments and submissions for the duration of 12 months.

As explained in Chapter 2 (Subsection 2.2.6), the Seq2Seq model tend to
generate safe responses which can be ascribed to the relative frequency of
generic responses in contrast with the relative sparsity of diverse responses
[59]. To prevent the most frequent sentences from dominating the training
process, we set a threshold for the maximum frequency of 4-grams (i.e., 50K).
We want the most frequent 4-grams not to exceed the threshold. Hence, the
additional dialogues subsuming 4-grams with surplus frequency are omitted
from the data. Note that setting up such threshold depends on the size of the
dataset as well as the distribution of words.

The most frequent 4-grams in the Reddit dataset are represented in Ta-
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ble 3.3. Afterwards, we removed the conversation whose utterances shorter
than 3 words to help the model produce longer outputs. After the different

preprocessing steps, we were left with 35M dialogues of three utterances.

3.3 Conclusion

Training deep neural networks with high-quality conversational dataset is key
for generating fluent and engaging dialogue responses. In this chapter, we gave
a detailed overview of the currently available datasets suitable for training
data-driven dialogue systems. In addition, we discussed the repercussion of
the corpus size and quality on the training procedure. Finally, we presented
our dataset extracted from Reddit. We believe that this dataset is a good
resource for training different components of future dialogue systems, making
a step towards aiding researcher in building consistent and engaging open-

ended conversational agents.
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Chapter 4
THRED

In this chapter, we introduce our novel method, dubbed THRED, that tackles
the problem of diversity in dialogue responses by enriching the responses with
new topic words and by accounting for the context of the conversation.
Mathewson and Mirowski [72] introduced an artificial improvisor, which cap-
tures the general theme of the dialogue by integrating low dimensional learned
topic representations into the Seq2Seq model. Their work was inspired from
[78], where the authors enriched a neural language model by using additional
inputs such as topic information. In this direction, Xing et al. [126] used a
similar idea but added an extra probability value in the decoder to bias the
overall distribution towards leveraging topic words in the generated responses.
However, their architecture does not focus on capturing conversation history.
All of these improvements are motivated by the scarcity of diversity and infor-
mativeness of the responses. Our work follows on from these works with the
additional aim of generating context-aware responses by using a hierarchical
joint attention model. The hierarchy part (see section 2.4 in Chapter 2) al-
lows the model to catch long-term conversation dependency and the attention
part (see section 2.2.7 in Chapter 2) focuses on modeling topic words and on
attending to important words in the utterances. Therefore, the overall struc-
ture of the proposed model conditions jointly the response on additional topic
words and past utterances exchanges.

The model’s idea is inspired from the observation of our daily conversations,

where we relate a response to a specific topic based on what we have said
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before. Subsequently, given the topic of the conversation, our mind selects
topic words that are relevant to the conversation history. For example, consider
the following conversation taken from the Reddit test dataset:

Speaker A: sanctions are an act of war

Speaker B: why do you think that ?

THRED model replies by the following response: because it’s really a theory that
supports terrorism . and this has an effect on the idea of a regime that isn’t the
same as a government. However, the Seq2Seq model generates the following

answer: because it ’s an unpopular opinion , and that ’s why it ’s a bad thing to say

In the first response, “theory”, “terrorism”, “regime” and “government” are
words that are drawn for the topic words acquired from a pre-trained LDA
model. It is evident that the above topic words follow relatively the context of
the conversation. We can see that the model succeeds in enriching the response
with topic words that represent people’s prior knowledge in conversations. It
uses these words as a building block for the response. Such enrichment makes
the conversation more informative, diverse and engaging. On the other hand,
the generated response from the Seq2Seq model seems semantically poor and

generic and does not provide a plausible response to the input message.

4.1 Topical Hierarchical Recurrent Encoder De-
coder

The Topical Hierarchical Recurrent Encoder Decoder (THRED) can be viewed
as a hybrid model that conditions the response generation on conversation
history captured from previous utterances and on topic words acquired from a
LDA model [9]. The proposed approach extends the standard Seq2Seq model
by leveraging topic words in the process of response generation and accounting
for conversation history. Figure 4.1 delineates an overall picture of our model.

THRED essentially focuses on modeling jointly two specifications that pre-
sumably make the task of response generation successful: context-awareness

and diversity [136]. More specifically, we jointly model the history and the
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Decoder ,'/ Good , |'ll start to workout and be careful with my food A

\
i
1
1
1
I

1
U, You look in such good  shape J'\UZ Thanks 1 follow a healthy diet |\T food nutriion weight  workout |
N

Figure 4.1: THRED model architecture in which we jointly model two speci-
fications: context-awareness (modeled by Context Attention) and diversity
(modeled by Topic Attention).

topic information of what has been said throughout the conversation. To
this end, we employ a two-level attention mechanism: message attention and
context-topic joint attention.

In encoding, the model encodes every input message in the conversation his-
tory as hidden vectors by the message encoder and further processes the hidden
vectors by message attention to highlight important parts that contribute to
produce an appropriate response during the generation process. The resulting
attentional vector (i.e., the utterance representation vector) is then uploaded
to the context-level encoder to capture long-term contextual information. As
the conversation continues and the context grows, this hierarchy allows the
model to make coherent and smooth predictions of the next utterance, thus
fulfilling the condition of context-awareness and avoiding the dullness of the
responses generated from the standard Seq2Seq model.

During decoding, the model obtains embeddings of the topic words via a pre-
trained GloVe model [84]. These embeddings are then summarized as a topic
vector by topical attention. At this point, the context-topic joint attention
forms an attentional vector by unifying the utterances representation vectors
and their topical information and feed it to the decoder to generate the re-

sponse. We detail in the following subsections the components of our model.
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4.1.1 Message Encoder

Let D be a sequence of N utterances within a dialogue D = {Uy, ..., Ux}. Every
utterance U; = {w;1,...,w; r,} contains a random variable L; of sequence of
words where w; j, represents the word embedding vector at position k in the
utterance U;. The message encoder sequentially accepts the embedding of each
word in the input message U; and updates its hidden state at every time step

t by a bidirectional GRU-RNN [19] according to:
hi,t = GRU(th,l,wi,t),Vt € {1,,[41} (41)
where h;;_; represents the previous hidden state.

4.1.2 Message Attention

Different parts of the conversation history have distinct levels of importance
that may influence the response generation process. The message attention
in THRED operates by putting more focus on the salient input words with
regard to the output. It employs a looking-back strategy by glimpsing at the
entire input sequence at every decoding step. The decoder can then decide
what message words are more relevant for the current decoding step. It com-
putes, at step ¢, a weight value «; ; for every encoder hidden state h;; and
linearly combines them to form a vector m;,; according to Bahdanau attention

mechanism [4]. Formally, m;, is calculated as:

L;
mm = ZO[Z‘J‘J hi,ja \V/Z c {]_, ceny N} (42)

j=1

where «; j; is computed as:

_ exp(e; jt)
Sy explein)

where s, 1 represents the hidden state of the decoder (further details are

s€ijr = n(Si—1, hij, cit) (4.3)

Qi gt

provided later), ¢;; delineates the hidden state of the context-level encoder
(computed in Equation (4.4)), n is a multi-layer perceptron having tanh as ac-

tivation function. Unlike the Bahdanau attention mechanism, the attentional
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vector m;, is based on both the hidden states of the decoder and the hidden
states of the context-level encoder. We are motivated by the fact that ¢;; may
carry important information that could be missing in s;_;. In summary, the
attentional vector m,; is an order-sensitive information of all the words in the

sentence, attending to more important words in the input messages.

4.1.3 Context-Level Encoder

The context-level encoder takes as input each utterance representation (my 4,
-, mn,) and calculates the sequence of recurrent hidden states as shown in

Equation (4.4):
Ci7t = GRU(Ci—l,tu mi,t), VZ - {17 ceey N} (44)

where ¢;_;,; delineates the previous hidden state of the context-level encoder
and N represents the number of utterances in the conversation history. The
resulted ¢;+ vector summarizes all past information that have been processed

up to position .

4.1.4 Context-Topic Joint Attention

Context Attention: On top of the context-level encoder, a context atten-
tion is added to attend to important utterances in the conversation history.
Precisely, the context attention assigns weights (y1.¢, ..., Yvt) t0 (€1, ..., )

and forms a vector r; as

N
TE= Y ViaCi (4.5)
=1

where:
exp(€],) o —
Zi]il eXP(eg,t)’ n

Topic Attention: In order to infuse the response with information relevant

Vit = n(s¢—1,Cit) (4.6)

to the input messages, we enhance the model with topic information. We
assign a topic T' to the conversation context using a pre-trained LDA model
[36]. Further details about the LDA model are provided in Chapter 2. The

LDA parameters were estimated using the collapsed Gibbs sampling algorithm
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[137]. We provide further details on how we train this model in Chapter 5. In
our case, the conversation history is a short document, so we believe that the
most probable topic will be sufficient to model the dialogue. After acquiring
topic words for the entire history, we pick the n highest probable words under
T (we choose n = 50 in our experiments). The topic words {¢,--- ,t,} are
then linearly combined to form a fixed-length vector k. The weight values are

calculated as the following:

_ exp(/r/(st—la ti) CN,t)
>0y exp(n(si-1, by, ent))

where cy, is the last hidden state of the context-level encoder and s;_; is

Bis Nie {1, ..,n) (4.7)

the 7 — 1'* hidden state in the decoder. The topic attention uses additionally
the last hidden state of the context-level encoder cy; in order to diminish
the repercussion of impertinent topic words and feature the relevant ones to
the message. Unlike [126], our model employs the final context-level encoder
hidden state cy; in order to account for conversation history in the generated
response. In summary, the topic words are summarized as a topic vector k
representing prior knowledge for response generation. The key idea of this
approach is to affect the generation process by avoiding the need to learn
the same conversational pattern for each utterance but instead enriching the
responses with topics and words related to the subject of the message even if

the words were never used before in the training utterances.

Decoder

The decoder is responsible for predicting the response utterance U,,.; given
the previous utterances and the topic words. Following [126], we biased the
generation probability towards generating the topic words in the response. In
particular, we added an extra probability to the standard generation probabil-
ity, enforcing the model to account for the topical tokens. Consequently, the

generation probability is defined as the following:

p(wi) = pv(w;) + pr (w;) (4.8)
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where K and V represent respectively topic vocabulary and response vocabu-

lary. py and pg correspond to Equation (4.9) and Equation (4.10) respectively.

pv(w;) = J\ZGXP(UV(Si,wiq)) (4.9)
1
pr(wi) = MGXP(UK(Si,wi—hTi)) (4.10)

where s; = f(w;_1,8;_1,7;, k) and

M = exp (ov(si,wie1)) + D exp (o (si, wi-1,73))

vEV vVeK
4.2 Conclusion

In this chapter, we introduce THRED, a novel and multi-turn dialogue sys-
tem, aiming at generating context-aware and diverse responses. Our model
builds upon the traditional Seq2Seq model by adding a hierarchical attention
mechanism that conditions the responses on conversation history and on topic

words derived from a topical model.
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Chapter 5

Experiments And Results

In this chapter, we evaluate THRED qualitatively and quantitatively. We focus
on the task of evaluating the next utterance given the conversation history.
We compare THRED against three baselines, namely Standard Seq2Seq with
attention mechanism [4], HRED [96], and TA-Seq2Seq [126]. For Standard
Seq2Seq and TA-Seq2Seq, we concatenate the dialogue history to account for
the context in a multi-turn conversation [62].

Furthermore, we introduce novel automatic metrics that can be adopted for
any dialogue generation model. Moreover, human judgment is exploited to
assess the quality of THRED and the baselines. We also demonstrate that the
introduced metrics are in-line with human judgement. Finally, we investigate
the impact of two training datasets (i.e., OpenSubtitles and Reddit) on the
response generation process by contrasting them in terms of human judgment

and automated metrics.

5.1 Experimental Setup

In this section, we present the datasets that we used for training THRED
alongside the baselines. We also explain in details the training procedure for

the deep learning models and for the topical LDA model.

5.1.1 Implementation

We implemented our model using the open-source deep learning framework

TensorFlow [1]. Moreover, we implemented the baselines HRED and TA-
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Model Original PPL Replicated PPL

HRED [97] 26.8 20.5

TA-Se2Seq [126] 122.8 126.6

Table 5.1: Original perplexity results vs. replicated perplexity results [95]

Seq2Seq models ourselves because the original code is deprecated. More specif-
ically, we were not able to run the code given two major problems: 1) the code
uses old deep leaning framework Theano and 2) the libraries are not compat-
ible with the GPU drivers we had access to. To ensure the replication of the
code, we computed the Perplexity score on the original datasets and we found

similar results as claimed by the authors in the original papers.

5.1.2 Training Procedure

To train the neural network models, we used two datasets: OpenSubtitles and
Reddit, discussed in details in Chapter 3. OpenSubtitles and Reddit are gi-
gantic datasets containing each 36M and 35M dialogues respectively. Due to
resource limitations, we randomly sampled from each dataset 6M dialogues as
training data, 700K dialogues as development data, and 40K dialogues as test
data. Each dialogue corresponds to three turn exchanges. The model param-
eters are learned by optimizing the log-likelihood of the utterances via Adam
optimizer [49], with a learning rate of 0.0002. We followed [70] for decaying
the learning rate; after reaching halfway through training, we start halving
the learning rate for 4 times. The dropout rate [102] is set to 0.2 for both
the encoder and the decoder to avoid overfitting. All the parameters were
learned through the backpropagation algorithm [92]. We set the number of
training epochs to 15 while adhering to early stopping on the validation set.
The normalized gradient is rescaled whenever its norm exceeds 5 to prevent
from gradient explosion. Finding the best hyperparameters for our models was
done by conducting several experiments searching for the best perplexity over
various settings.

The effectiveness of an LSTM/GRU network can be improved by increasing
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hidden units and adding more layers [32] at the expense of having additional
parameters and an increased runtime. The weights were initialized by sam-
pling from the uniform distribution [—0.1, 0.1]. We experimented hidden state
units with the size of 1024 for all the baselines. Similarly, for our model, we
tested with encoder, decoder and context hidden state units of size 1024. Un-
fortunately, we faced frequent out-of-memory issues as the Seq2Seq model is
already extremely memory-intensive, and adding the hierarchical layer with
the attention made it even more so. Consequently, we experimented with only
800 hidden units size for all the three layers. Our mini-batch size for all the
models is fixed to 128, and the vocabulary size is limited to 50K in both Red-
dit and OpenSubtitles. During inference, we experimented with the standard
beam search with the beam width 5 and the length normalization o = 1 (was
usually found to be best) [125]. We noticed that applying the length normal-
ization resulted in a more diverse and longer sentences . Without the length
normalization, the beam search algorithm favors shorter responses over longer
ones. This is because, for longer sentences, a negative log-probability is added
at each step producing a lower score. More specifically, we define below the

scoring function s that we employed to rank the candidate responses:

_ log P(Y[X)
s(rix) = 2 (5.1)
Ip(Y) = W (5.2)

As the models are based each on a large-scale system leveraging deep learn-
ing network, we ran the training on over 4 Titan X GPUs during roughly 20
days.

Training LDA model

We trained two LDA models' [86]: one trained on OpenSubtitles and the other
one trained on Reddit. Both of them were trained on 1M dialogues. We set

the number of topics to 150, a to ﬁ10 and v to 0.01. We filtered out stop words

'We used LDA model developed in Gensim library.
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and universal words such as “thank” and “you”. We also discarded the 1000

words with the highest frequency from the topic words.

5.2 Quantitative Evaluation

Evaluating dialogue systems has been heavily studied, but researchers are
still on the quest for a strong and reliable metric that highly conforms with
human judgment. In dialogue systems, automated metrics tend to be bor-
rowed from other NLP tasks such as BLEU [83] from machine translation
and ROUGE [63] from text summarization. Yet, such metrics fail, mainly
because they are focusing on the word-level overlap between the machine-
generated answer and the human-generated answer, which can be inconsistent
with what humans deem a plausible and interesting response [64]. Although
human evaluation represents a reasonable way to evaluate the quality of the
responses, it has some limitations [65]. Typically, a dialogue system has many
hyper-parameters to be optimized. Tuning parameters by running human ex-
periments for every parameter setting is impractical, time consuming, and
expensive. Online crowd-sourcing platforms (e.g., Amazon Mechanical Turk),
have mitigated these scalability issues but they can be unreliable. Recruited
workers may lack the motivation to accurately rate dialogue responses and
their attention may wander during the process [133].

Ideally, we would like to have a well-designed automated metric that provides
an accurate evaluation of the system without any human intervention or any
constraint regarding scalability or time.

In the following subsections, we focus on evaluating the predicted utterance
given the conversation history. The models trained on Reddit are tested with
topic words derived from an LDA model trained as well on Reddit (we did
the same on OpenSubtitles). We introduce two metrics that can impartially
evaluate THRED and compare against the different baselines. Then, we report
the results based on response diversity metric, derived from [59]. These metrics

were tested on 5000 dialogues randomly sampled from the OpenSubtitles and
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Reddit test dataset. It is worth mentioning that we present word perplexity
on test data in Table 5.3 (along with the diversity metric). However, we
do not believe that it represents a good measure for assessing the quality of
responses [97]. This is because perplexity captures how likely the responses are
under a generation probability distribution, and does not measure the degree

of diversity and engagingness in the responses.

5.2.1 Semantic Coherence

A good dialogue system should be capable of sustaining a coherent conversa-
tion with a human by staying on topic and by following a train of thoughts
[111]. The Semantic Coherence (SC) metric estimates the correspondence be-
tween the utterances in the conversation history and the generated response.
The intuition behind this metric is that plausible responses should be consis-
tent with the context and should maintain the topic of the conversation.

Our response generator THRED generates an utterance based on the 2 previ-
ous utterances in the dialogue (i.e., Uttl and Utt2). We compute the cosine
distance between the embedding vectors of the test utterances (Utt.l and
Utt.2) and the generated responses from the different models (i.e., THRED,
TA-Seq2Seq, HRED and Seq2Seq). Therefore, a low score denotes a high co-
herence. To render the semantic representation of an utterance, we leverage
the Universal Sentence Encoder [16] wherein a sentence is projected to a fixed
dimensional embedding vector. The goal of the Universal Sentence Encoder
is to learn low-dimensional sentence representations that can be easily and
effectively employed as word embeddings ([16], [122]).

For each triple in the test dataset, we explore two scenarios: (1) we compute
the semantic coherence of each generated response with respect to Utt.1 and
(2) we compute the semantic coherence of each generated response with re-
spect to Utt.2.

However, dull and generic responses such as “i’m not sure” tend to be seman-
tically close to many utterances, hindering the effectiveness of the metric. To
cope with this negative effect, we manually compiled a set of 55 dull responses

(examples provided in Table 5.2) and computed the SC score by multiply-
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Dull responses

i don’t know .

i don’t know what you 're talking about .
i don’t know what you mean .

i 'm not sure .

'm not sure if that s a joke or not .

'm not sure if that 's a good idea or not .
'm not sure what you 're saying .

'm not sure what you ’'re talking about .
'm not sure what you 're trying to say .

e | b | e | e | e

Table 5.2: Examples of generic responses selected from the set of generated
responses from different models (THRED, TA-Seq2Seq, HRED, Seq2Seq)

ing the cosine distance score with the following penalty factor (akin to length
penalty in Eq. (5.2) [125]).
2+ L

where L' indicates the length of the response after dropping stop words
and punctuation and L” stands for the length of non-dull part of the response
after dropping stop words. The intuition here is that the longer utterances,
with nearly the same similarity, communicate the intention unequivocally since
it takes more words to convey the same meaning. The penalized Semantic

Coherence score SCpenatizea 1S therefore defined as:
SCpenalized =P xSC (54)

The results are shown in Figure 5.1. The box plots represent the semantic
coherence of each generated response from different models with respect to
Utt.1 and Utt.2. The experiment is conducted on Reddit and OpenSubtitles
datasets. Utt.1 and Utt.2 are semantically close to each other because they
are drawn from the reference dialog. Note that the SC of Utt.1 with respect

to Utt.1 is zero as the distance of a vector with itself is zero.

We can observe that THRED is able to generate responses than can follow

the topic and semantics of the input utterances on both datasets. The metric
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Figure 5.1: Box plots showcasing the performance of the generated responses from
different models based on the Semantic Coherence metric with respect to Utt.1 and
Utt.2. From left to right, the labels in horizontal axis are Utt.1, Utt.2, THRED,
HRED, Seq2Seq, TA-Seq2Seq. THRED surpasses all baselines in coherence with
Utt.2, and works mildly better in coherence with Utt.1.

looks more stable when tested on Reddit as the number of outliers is visibly
larger in OpenSubtitles. To ensure the statistical significance of THRED, we
conducted Student’s t-test over the average values of SC metric. THRED with
p-value < 0.001 outperforms all baselines especially when the comparison is
made against the second utterance (Utt.2).

On the other hand, THRED is level with compared models in semantic dis-
tance with regard to the first utterance (Utt.1). This makes sense because in
a multi-turn dialogue, speakers are more likely to address the last utterance
spoken by the interlocutor, which is why the SC score of the generated re-

sponses from THRED tend to be closer to the second utterance over the first
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Figure 5.2: Performance results of the generated responses from different mod-
els based on REI. From left to right, the labels in horizontal axis are Utt.1,
Utt.2, THRED, HRED, Seq2Seq, TA-Seq2Seq.

one. Additionally, the roughly similar distances for both utterances in stan-
dard Seq2Seq and TA-Seq2Seq exhibit that by concatenating context as single

input, these models cannot distinguish between early turns and late turns.

5.2.2 Response Echo Index

The goal of the Response Echo Index (REI) metric is to detect overfitting
to the training dataset. More specifically, we want to measure the extent to
which the responses generated by our model THRED repeat the utterances
appearing in the training data. Our approach is close to sampling and finding
the nearest neighbour in image generative models [107].
We randomly sampled 10% of the training data of both OpenSubtitles and
Reddit. We considered only 10% of the data because finding nearest neighbor
for each test sample over the entire training corpus takes a tremendous amount
of time.

Each utterance is represented by lemmatized bag-of-words where stop words
and punctuation marks are omitted. REI is expected to be low since the gen-
erated responses should be distant from the nearest neighbor, denoting that

they do not copy sentences from the training corpus.

According to the results, presented in Figure 5.2, the Jaccard similarity
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scores of Utt.1 and Utt.2 are clearly the lowest since both utterances are de-
rived from the ground truth test dataset. Moreover, we notice that THRED
is able to generate unique responses which appear to be drawn from the in-
put distribution, while they are measurably far from the input dataset. This
strength in THRED is attributed to the topic attention and incorporating
topic words in the response generation. Due to the same reason, standard

Seq2Seq and HRED fall short in this metric.

5.2.3 Degree Of Diversity And Perplexity

To account further for diversity in generated responses, following [59], we cal-
culated distinct-1 and distinct-2 metrics by counting unique unigrams and
bigrams in generated responses, normalized by the total number of generated
words to prevent from favoring long responses. The two metrics measures
the informativeness and the diversity of the generated responses. The results,
given in Table 5.3, indicate that THRED yields content rich and diverse re-
sponses, mainly ascribed to incorporating new topic words into response gen-
eration. On Reddit dataset, THRED surpasses all the baselines with a gain
of 5% in distinct-1 and 37% in distinct-2 over TA-Seq2Seq (second best). A
good performance boost is also observed from THRED over the baselines on
OpenSubtitles, suggesting a 30% and 45% jump for distinct-1 and distinct-2
respectively. Further, in perplexity, THRED performs slightly better. We do
not consider perplexity as a good metric for measuring conversational diversity
success but it still can capture good responses by assigning high probability

to convenient word choices.

5.3 Human Evaluation

Besides the quantitative measures, 4-scale and side-by-side human evaluation
were carried out. In order to conduct experiments in which humans are in-
volved, the study should be approved by the University of Alberta Ethics
Board. To this end, we submitted an ethical application following the guide-
lines provided by the University of Alberta. Luckily, our investigation has
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Method perplexity distinct-1 distinct-2
OpenSubtitles

Seq2Seq 74.37 0.0112 0.0258
HRED 74.65 0.0079 0.0219
TA-Seq2Seq 75.92 0.0121 0.0290
THRED 73.61 0.0157 (+30%) 0.0422 (+45%)
Reddit

Seq2Seq 62.12 0.0082 0.0222
HRED 63.00 0.0083 0.0182
TA-Seq2Seq 62.40 0.0098 0.0253
THRED 61.73 0.0103 (+5%) 0.0347 (+37%)

Table 5.3: Performance results of diversity and perplexity on Reddit test data
and OpenSubtitles test data. The numbers in the bracket indicate the gain of
distinct-1 and distinct-2 over the second best method (i.e., TA-Seq2Seq). Further,
in perplexity, TA-Seq2Seq performs slightly better in both datasets.

been reviewed and approved for its adherence to ethical guidelines.

For the purpose of evaluating the quality of the responses, five human raters
were recruited. They were fluent, native English speakers: one is a librarian,
two are post-secondary students and two are improvisers. In order to proceed
to the evaluation process, recruiters were asked to sign a consent in which they
confirm their participation to the research study. They were well-instructed for
the judgment task to ensure quality rating. We showed every judge 300 con-
versations (150 dialogues from Reddit and 150 dialogues from OpenSubtitles)
and two generated responses for each dialogue: one generated by our THRED
model and the other one generated by one of our baselines. The source models
were unknown to the evaluators. The generated responses were ordered in a
random way to avoid biasing the judges. Figure 5.3 shows a screenshot of
our evaluation website where judges evaluated the responses generated from
different models.

Additionally, Fleiss’ Kappa score is exploited to gauge the reliability of the
agreement between human evaluators. Following [98], we consider a major
agreement if two out of the three judgments are the same. Examples of gen-
erated responses from the OpenSubtitles dataset and the Reddit dataset are
provided in Table 5.7.
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&< C | & Secure | hitps://uofachatbot.cloudns.cc/start
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Sample 29 of 150
Message

A 1will wake you every morning with kisses

B my light my secret desire you will be my light my constant light
Response 1 iwill kiss you in my arms till i die

Score® Excellent v

Response 2 ifeel like i'm slipping away

5core9 Poor A

1vs. 29 1 v

m
3]
T

Figure 5.3: Screenshot of one dialogue context (A and B) with two candidate
responses

For the 4-scale human evaluation, judges were asked to judge the responses
from Bad (0) to Excellent (3). Excellent (score 3): The response is very appro-
priate, on topic, fluent, interesting and shows understanding of the context.
Good (score 2): The response is coherent with the context but it is not diverse
and informative. It may imply the answer. Poor (score 1): The response is in-
terpretable and grammatically correct but completely off-topic. Bad (score 0):
The response is grammatically broken and it does not provide an answer. The
results of this experiment are detailed in Table 5.4.

The lablers with a high consensus degree rated 32.9% and 36.9% of the
THRED responses in OpenSubtitles and Reddit respectively as Excellent,
which is greatly larger than all baselines (up to 11.6% and 22.7% respec-
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Method Excellent Good Poor Bad Kappa
Reddit

Seq2Seq 22.7+2.6  A7.2435 225435 T7.6+£2.7 | 0.80
HRED 14.5£2.8 46.7+£3.8 31.3+£3.8 7.5£2.5 0.84
TA-Seq2Seq 17.1+2.4 44.843.5 30.1£3.2 8.0+2.3 0.72
THRED 36.94+3.0 51.1+2.9 10.3+24 1.7£1.5 0.84
OpenSubtitles

Seq2Seq 8.4 422 48.943.9 33.243.7 95431 | 0.89
HRED 11.6+24  41.543.4 36.94+3.9 10.04+2.8 0.79
TA-Seq2Seq 9.5+2.1 42.3+3.7  34.7£3.9 13.6+£3.7 0.92
THRED 32.9+3.6 49.2+3.3 16.8+43.0 1.1+0.9 0.83

Table 5.4: 4-scale Human Evaluation (in %) of dialogue utterance prediction
(mean preferences £90% confidence intervals).

tively).

Apart from the 4-scale rating, we conducted the evaluations side-by-side to
measure the gain in THRED over the strong baselines. Humans were asked
to favor response 1 over response 2 if: (1) response 1 is relevant, logically
consistent to the context, fluent and on topic; or (2) Both responses 1 and
2 are relevant, consistent and fluent but response 1 is more informative than
response 2. If judges cannot tell which one is better, they can rate the re-
sponses as “Equally good” or “Equally Bad”. The results, illustrated in Table
5.5, suggest that THRED is substantially superior to all baselines in produc-
ing informative and plausible responses from human’s perspective. The high
Kappa scores imply that a major agreement prevails among the lablers.
THRED beats the strong baselines in 52% of the test data in Reddit and 56.5%
in OpenSubtitles (the numbers are achieved by averaging the win ratio). How-
ever, for the rest of the cases, THRED is equally good with the baselines (25%
in Reddit and 16.5% in OpenSubtitles, calculated similarly based on Table
5.5). Hence, the ratio of cases where THRED is better than or equal with
the baselines in terms of quality is 77% in Reddit and 73% in OpenSubtitles.
These results are also corroborated by 4-scale evaluation reported in Table
5.4.

Additionally, we carried out an analysis on the correlation between the
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Opponent Wins Losses Ties (G) Ties (B) | Kappa
Reddit

THRED vs Seq2Seq 47.5+4.4 19.143.3 28.5+3.1 4.94+1.8 0.80
THRED vs HRED 51.7+4.6 20.1+3.4 20.9£3.1 7.242.3 0.75
THRED vs TA-Seq2Seq | 55.7+4.1 13.5+2.6 24.74+3.0 6.1+1.8 0.77
OpenSubtitles

THRED vs Seq2Seq 54.0+4.2 184434 17.243.0 10.4+2.3 0.75
THRED vs HRED 51.6+4.4 19.5+3.5 18.4+2.9 10.5+2.4 0.72
THRED vs TA-Seq2Seq | 64.0+4.3 14.4+3.1 14.1+25 7.5+2.1 0.90

Table 5.5: Side-by-Side Human Evaluation (in %) of dialogue utterance pre-
diction against the baselines (mean preferences +£90% confidence intervals).

human evaluator ratings and our quantitative scores. We present Pearson cor-
relation which measures a linear relationship between the human scores and
the proposed metrics.

The Pearson correlation coefficient between human 4-scale ratings and the au-
tomated metrics, including SC (w.r.t. utterance 1 and w.r.t. utterance 2)
and REI, are achieved as —0.312, —0.344, and —0.196 respectively on Reddit
(p-value < 0.001). These results depict that SC reasonably correlates with
human judgment. Pearson correlation (p) in SC is marginally lower than [111]
(p = 0.351) and ADEM [65] (p = 0.436). Nonetheless, drawing a comparison
here is difficult as the number of human subjects depends on subjective opin-
ions. Additional work is necessary for reliability and intersubject agreement.

The REI metric does not correlate well since it is tailored to measure dis-
similarity between training data and the generated responses, differing from
human perception of acceptable responses. The correlations are further visu-
alized as scatter plots in the Figure 5.4. In order to better visualize the density
of the points, we added stochastic noise generated by Gaussian distribution
N(0,0.1) to the human ratings (i.e., horizontal axis) at the cost of lowering
the correlation, as done in [65]. A negative correlation is anticipated since the

higher human ratings correspond to the lower semantic distance and REIL.
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Figure 5.4: Scatter plots illustrating correlation between automated metrics and
human judgment (Pearson correlation coefficient is reported in the brackets).

Comparing Datasets

Finally, we investigate the impact of the training datasets on the quality of
the responses generated by THRED and all baselines. In particular, we con-

trast the two datasets in terms of human judgment and the automated metrics
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Method OpenSubtitles Reddit
Human MER 1.74 2.00
Coherence in Utt.1 0.642 0.631
Coherence in Utt.2 0.629 0.601
REI 0.667 0.546

Table 5.6: Mean over metrics per dataset to fare Reddit against OpenSubtitles.
According to t-test (p-value < 0.001), the models elicit more informative and diverse
responses when trained on Reddit, compared to OpenSubtitles.

among all the models. Regarding human assessment, we took the Mean Eval-
uation Rating (MER) per response in the test data to draw the comparison
between the datasets.

As demonstrated in Table 5.6 and Figure 5.5, the human evaluators scored
generated responses from the Reddit dataset higher than utterances generated
from the OpenSubtitles dataset, which is true not only in THRED, but in all
models. The results in Figure 5.5 complement what we found in Table 5.6 in
which only the mean is reported per metric.

Consequently, we can infer that the response quality depends also on the qual-
ity of the input data. This largely stems from the weak assumption, as stated
in Chapter 3, for spotting a conversation in OpenSubtitles. In dealing with
two-turn dialogues, such presumption may seem valid, whereas in multi-turn

dialogues, it can aggravate the quality of conversations.

5.5 Conclusion

In this chapter, we evaluated the effectiveness of THRED method when tested
on different datasets. Further, we presented two automated metrics to evaluate
the response based on the conversation context: Semantic Coherence (SC)
and Response Echo Index (REI). Our analysis suggests that the proposed
model significantly outperforms the baselines in terms of human judgment
and the proposed metrics. We demonstrated that human evaluation conforms
reasonably with these metrics. Moreover, the results showcase that the Reddit
dataset can be a better alternative than the OpenSubtitles dataset for training

future dialogue systems.
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samples for OpenSubtitles and 150 samples for Reddit).

As future work in the direction of evaluating open-ended dialogue systems, we
seek a model that is capable of assessing the long-term influence of multiple
responses in an ongoing dialogue. Such evaluation could be very challenging
compared to the task of evaluating a single response. Nonetheless, we view

our evaluation procedure as a good step toward this goal but more significant

progress is expected to be made in this path.
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CONTEXT

GENERATED RESPONSES

(Reddit) sanctions are an act of war
— why do you think that ?

THRED: because it’s really a theory that
supports terrorism . and this has an effect
on the idea of a regime that isn’t the same as
a government (Excellent, Excellent, Good)
HRED: because the war is n't a war . it 's a
war . (Poor, Poor, Poor)

Seq2Seq: because it 's an unpopular opinion
, and that ’s why it ’s a bad thing to say .
(Good, Excellent, Poor)
TA-Seq2Seq: because it’s a
(Good, Excellent, Poor )

war

(Reddit) no relation to bitcoin . —
actually , major relation to bitcoin .
woman was ceo of a large company
that does business with bitcoin .

THRED: bitcoin is not an economic sys-
tem if bitcoins were a direct source
of income they would be worth going to .
(Excellent, Excellent, Good)

HRED: no,no,no. no. no. no. no .
(Poor, Good, Poor)

Seq2Seq: do you think i should have
said “ what is wrong with you 7 7
(Poor, Good, Poor)

TA-Seq2Seq: it ’s not a big deal . it 's a
business . (Good, Ezxcellent, Good)

(OpenSubtitles) the giant
observatory in hawaii are like time
machines capturing the faint light that
has travelled towards us through all of
cosmic history — the deeper they look
into space the farther back they see in
time

THRED: as the stars move into space they
see the rising sun and the stars rise above the
clouds (Ezcellent, Good, Excellent)

HRED: this is the first time we have ever seen
(Poor, Poor, Bad)

Seq2Seq:the stars and stars of the moon
are the stars and stars of the stars and
stars and stars and stars and stars and stars
(Poor, Bad, Bad)

TA-Seq2Seq: they have been searching for a
long time for a long time (Good, Poor, Good)

(OpenSubtitles) and closer to home
in baltimore prominent psychiatrist
and the author of a newly released
book on insanity disappeared
mysteriously last night after a lecture
at the university — former mental
patient james cole is wanted for
questioning regarding dr cole ’s
disappearance

THRED: authorities warn that cole has a his-
tory of violence and advise anyone to notify
authorities (Ezcellent, Excellent, Excellent)
HRED: they have been unable to identify
him (Good, Poor, Poor)
Seq2Seq:cole cole is
cole(Poor, Bad, Bad)
TA-Seq2Seq: authorities warn that cole has
been kidnapped (Poor, Good, Good)

cole is

Table 5.7: 4 cherry-picked responses out of 300 conversations generated by all
models along with human judgments in the brackets. The blue arrow specifies
a dialogue turn exchange and the highlighted words in red represent the topic
words acquired from the pre-trained LDA model.
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Chapter 6

Conclusion

Dialogue systems have exploded in popularity in the recent years by show-
ing a great promise in interacting with humans via natural language text. In
particular, data-driven dialogue systems have attracted more attention thanks
to the advances made in deep learning techniques. More specifically, neural
Seq2Seq models have gained a big success in generating grammatically cor-
rect sentences by sampling words sequentially conditioned on previous words.
However, despite significant progress in these models, they still suffer from
several problems: (1) they tend to produce generic responses that carry little
information; (2) they do not account for long conversation history as they
lack explicit long-term memory and (3) they lack a consistent personality [60]
as dialogue systems are usually trained over dialogues with different speakers
[135].

In this dissertation, we have addressed the problem of improving the qual-
ity of responses by making the dialogue more diverse, contextual and fluent.
We have introduced Topical Hierarchical Recurrent Encoder Decoder THRED
devoted to generating topically consistent responses in a multi-turn general-
purpose conversations. The model build upon the Seq2Seq model to condition
the responses on previous utterances and on topical information. During en-
coding, our model maps the dialogue history utterances into fixed-length vec-
tor representations and acquires topic words from a pre-trained LDA model.
Then, an utterance-level encoder is added atop the traditional word-level en-

coder to account for conversation history. In decoding, each word is generated
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based on both the conversation history and the topical words through a hier-
archical joint attention mechanism. A modified generation probability is then
exploited to bias the model towards generating topic words in the responses.

Moreover, we have proposed two quantitative metrics for measuring the
quality of the generated responses: Semantic Coherence and Response Echo
Index. While the former measures the capability of the model to generate
plausible responses which can be consistent with the context and maintain
the topic of the conversation, the latter assesses how much THRED is able
to generate unique responses which are measurably distant from the input
dataset.

Besides, we have presented a clean and a well parsed Reddit dataset for
training conversational models. The corpus is composed of 35M dialogues
harvested from popular English subreddits that discuss topics like education,
business and news.

Our results demonstrate that THRED outperforms significantly the base-
lines in terms of quantitative metrics and human judgment. By testing various
models on the collected dataset, we were able to show that responses tend to
be more engaging and interesting. We exhibit that Reddit dataset can be con-
sidered as a useful resource for training future conversational systems. While
we show that the new metrics represent a reasonable diagnostic tool for au-
tomatically evaluating the quality of the responses, more advanced works are
expected to be done in this area.

We suggest investigating the following avenues for future work:

Prior Knowledge: Typically, when conversing, we need prior knowledge
about the person one is talking to (age, gender, speaking style, background
infroemation, etc), about the place or about the event happening. Such back-
ground information has a great impact on the conversation flow and consis-
tency [31], [138]. As discussed in Section ??, most conversational datasets are
derived either from social media websites or from movie scripts which usually
lack detailed information about the speakers background and emotions. This
presents a challenging problem for Seq2Seq models which have to account for

external events and knowledge to closely imitate human behaviour in conver-
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sations.

Logic and reasoning: There is a need for semantic understanding that
is not necessarily present in current deep learning models. We need to resolve
ambiguity in natural language and to add useful structure to the data. Con-
sider the following conversation:

Speaker A: Are you going to travel with us to the US?

Speaker B: Sorry, I have exams next week.

Here, as humans, we can understand that Speaker B cannot travel to the US
because he has exams. There is a chain of reasoning that dialogue systems
have to follow to understand fully the semantic of the utterances. Speaker B
has exams next week — he needs to prepare — he will be busy — he cannot
travel to the US. Such reasoning can be easily done by humans but it is very
difficult to transfer this capability to machines. Manually encoding all the
reasoning steps is time consuming and labor-intensive and could be unfeasi-
ble. Ideally, we would like to build a dialogue system that would be capable

of learning implicit reasoning chains automatically from the data.
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