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Abstract

Smartphone users rely on mobile applications (apps) to perform various functionalities. However,

if an app is developed inefficiently, such that it over-consumes energy, it could negatively impact

user experience and lead to poor user reviews. To ensure that an app does not consume energy

unnecessarily, app developers measure and optimize the energy consumption of their apps before

releasing them to the end users.

However, the current energy optimization and measurement techniques have certain limita-

tions. API events consume 85% of the energy in an app [110], yet the current optimization tech-

niques focus on developer-written instructions and system events only. Moreover, each API con-

figuration may consume different amounts of energy, yet none of the current techniques guide

developers on how a specific configuration may affect the energy consumption of their app. On

the other hand, the current measurement techniques are cumbersome and require developers to

generate test cases and execute them on sophisticated hardware. Hardware is expensive, test-case

generation requires regular maintenance, and test-case execution costs time. Therefore, it is im-

practical for the developers to execute test cases after each code modification, such as declaring a

new variable or adding a new method call.

As a solution to the aforementioned problems, this thesis explores a new direction of using

static-analysis to optimize and estimate smartphone-app energy consumption, making four key

contributions. The first contribution evaluates the practicality of current state-of-the-art techniques,

such as search-based energy optimization and test-case execution-based energy measurement. The

second contribution introduces an open-source hardware-based energy-measurement framework
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for iOS applications. The third contribution focuses on providing guidelines on how to config-

ure and use an API in an energy-efficient manner, specifically the Core Location Framework API.

The fourth and final contribution provides an energy-estimation model that helps identify energy-

inefficient API usage in code without test case execution. The proposed energy-efficient guidelines

reduce the energy consumption of real-world iOS apps by 26.91%. Additionally, the energy es-

timation model can estimate energy consumption and provide information on energy-inefficient

usage at an app’s version and method-level within 20% mean absolute error.

The techniques presented in this thesis are helpful when developers do not have test cases

readily available or hardware to run them on. Moreover, this thesis is particularly useful in an

Integrated Development Environment (IDE) or a Continuous Integration/Continuous Deployment

(CI/CD) pipeline. In such scenarios, developers cannot wait for test-case execution after each code

modification and may require energy insights in real-time.
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Teaching and Learning. Purification and Correction. Preachment and Rectification. Service of

Creation.

– Mufti Syed Mukhtaruddin Shah DB.
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Chapter 1

Introduction

The advancement of technology has made it possible for people to access a wide range of personal

and business services through software applications (i.e., apps) that run on smartphones. These

apps offer a range of functionalities, such as GPS navigation, bluetooth connectivity, camera us-

age, and processing power from the CPU and GPU. However, when an app does not use these

hardware components efficiently, it can lead to excessive energy consumption and quickly make

the phone run out of battery. Excessive energy consumption of an app concerns app developers be-

cause it results in a poor user experience, negative reviews, and even the removal of their app from

the smartphone [103], [142]. While hardware engineers and researchers are working to enhance

the energy efficiency of hardware components [108], [128], [161], app developers are exploring

software-based solutions to identify energy bottlenecks in their code and reduce energy consump-

tion. However, the current software-based energy measurement and optimization solutions have

several limitations:

Optimization techniques and their limitations. The current optimization techniques provide

app developers with design patterns to develop energy-efficient code structure [55], user-interface

(UI) guidelines to have energy-efficient design aesthetics [116], refactoring techniques to remove

energy-greedy patterns from code [30], and API-guidelines [83] to choose an energy-efficient API

in code.

According to studies such as Li et al. [110], API events in an app typically account for 85%

of its energy consumption. Therefore, measuring the energy consumption of these API events

is generally considered sufficient for estimating the overall energy consumption of the app [97].
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However, most of the aforementioned techniques focus on developer-written instructions (e.g.,

branch or arithmetic instructions) and system events (e.g., garbage collection or process switching),

instead of API-level usage [110].

A few state-of-the-art techniques that focus on API-level energy consumption include a ge-

netic search-based technique by Manotas et al. [120] that helps developers optimize API usage in

an app. This technique is time-consuming because it works on the principles of genetic search,

where a developer has to execute all test cases multiple times to evaluate several generations of

their mutated code until they find the best version of their code. Furthermore, Hassan et al. [83]

provide guidelines for developers to choose an energy-efficient collection from the Java Collections

API. Although this approach helps developers make an informed decision on the class level of an

API, it still does not provide information on how specific API parameters may affect energy con-

sumption. Varying parameter configurations affect the API performance and energy consumption

differently [110], yet none of the current approaches guide developers on how a specific config-

uration may affect an app’s energy consumption and if they could configure API parameters to

reduce energy consumption. For instance, suppose a developer uses the iOS Core Location API

(corelocation-API) to access user-location in their app. This API offers several tuning parameters,

such as desiredAccuracy and distanceFilter. The current approaches do not guide devel-

opers on how these underlying parameters could impact their app’s overall energy consumption.

To address this limitation, this thesis aims to provide API parameter-level energy-efficient

guidelines for developers to help them identify, avoid, and fix energy inefficiencies in their code.

Measurement techniques and their limitations. The current measurement techniques provide

developers: with hardware-based measurement tools [87], [89] and software-based estimation

models [67]. However, hardware-based techniques demand developers to establish a sophisticated

measurement setup, a process that requires specialized knowledge and is therefore considered

a hindrance by many developers [142]. Furthermore, acquiring the necessary hardware is costly,

adding a financial burden. As a cost-effective alternative, developers use software-based techniques

that rely on estimation [67], [81] and prediction [53], [106] models. However, these techniques re-

quire developers to generate and execute test cases, a process that consumes significant resources

such as computing time, power, and storage [46]. Moreover, test-case generation is a difficult
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task because developers are required to generate test cases that cover most of an app’s function-

alities [95], [96]. Additionally, as software evolves, developers may need additional or updated

test cases [124], [126], which may not always be readily available. After generation, execution

of these test cases requires a smartphone and a script to collect the app’s runtime information. In

short, generating and executing test cases is a time-consuming process. A state-of-the-art tech-

nique by Jabbarvand et al. [95] takes an average of 8 minutes to generate and execute test cases.

This lengthy duration means that a developer who is writing code in an Integrated Development

Environment (IDE) and expecting real-time updates will have to endure an impractical wait time

after each code modification.

To address these limitations, this thesis aims to use static analysis so that the energy consump-

tion of an app can be estimated within milliseconds, without the need for generating or executing

test cases.

Thesis statement. Static analysis can be used to optimize and measure the energy

consumption of API usage in an app. This use of static analysis relieves developers

from the effort of generating and executing test cases to obtain energy insights into

their code.

1.1 Structure of the Thesis and Underlying Contributions

This thesis proposes, implements, and evaluates energy optimization and energy estimation ap-

proaches that work at the API usage level. After laying out the motivation in Chapter 1, this thesis

outlines the necessary background concepts in Chapter 2. The thesis then presents four distinct

contributions, with the relevant related work discussed at the end of each chapter.

To determine the feasibility of integrating current energy measurement and optimization tech-

niques into developers’ existing development tools, as its first contribution, this thesis conducts a

preliminary study in Chapter 3. This chapter evaluates the state-of-the-art by adopting the prac-

tices of test case execution using search-based software engineering [120] for energy optimization.

The results in this chapter lay the foundation of this thesis and explain why a static-analysis-based

energy optimization and estimation approach is required to help energy-aware developers.
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As its second contribution, in Chapter 4, the thesis presents an open-source hardware-based

iOS apps energy measurement framework, iGreenMiner. The purpose of iGreenMiner is to obtain

the hardware-based energy measurements of real-world apps. This thesis later uses these energy

measurements as ground truth to validate the results of its contributions. iGreenMiner is the first-

of-its-kind framework because it is publicly available to the iOS community through a web service,

and its execution scripts are also open-source. iOS app developers can freely upload their apps to

this web service and measure their energy consumption.

As its third contribution, in Chapter 5, this thesis proposes energy-aware configuration guide-

lines for API parameters to reduce an app’s energy consumption. Specifically, this chapter extracts

energy-aware guidelines for the iOS Core Location framework. The results in this chapter guide

the developers to make an informed, energy-efficient design choice before runtime for accessing

user location in an app. Furthermore, app developers may use the proposed approach to develop

energy-aware guidelines for other utility APIs such as Core Graphics, Core Animation, Core Blue-

tooth, etc.

As its fourth contribution in Chapter 6, this thesis proposes and validates a static-analysis-

based estimation model that estimates the energy consumption, or E-factor, of API usage in an app.

Energy-aware developers may use this model to estimate energy consumption without a hardware

setup, test-case generation, or execution. We evaluate the model on 16 versions and 11 methods

of 3 real-world iOS apps and find that the estimated values of E-factor have a strong positive

correlation within the hardware-based energy measurements. This result means that E-factor is a

good estimator to compare the relative energy consumption of API use between the versions of an

app and within the methods of an app. Furthermore, the proposed estimation approach is 106 times

faster than the state-of-the-art. Therefore, developers can integrate E-factor in a CI/CD pipeline

and development IDEs to receive energy consumption warnings within milliseconds.

Chapter 7 summarizes the benefits of adopting a static-analysis approach for energy-efficient

development and proposes potential avenues for future research, emphasizing the significance of

creating methods and tools to estimate and optimize the energy consumption of apps in real-time.
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1.2 Publication Details

During my Ph.D., I was the main author to 5 peer-reviewed publications, including 4 conference

papers (at MSR-Challenge2019, ICSME2019, ICSE-NIER2022, MSR2023) and 1 journal article

(at EMSE2019), under the supervision of Dr. Abram Hindle and Dr. Karim Ali. I also co-authored

2 additional conference papers (at MSR-Challenge2023).

This thesis is primarily based on 3 conference papers, for which I designed the methodology,

conducted experiments, analyzed the results, and wrote the articles. Dr. Abram Hindle and Dr.

Karim Ali supervised all the experiments and provided feedback on methodology and presentation

of the work. In the third paper [34], Qasim Jamal helped in manual executions of the benchmarks

to collect their energy measurements and Kalvin Eng helped in collecting project versions from

various version-control repositories.

Chapter 3 of this thesis has been published as:

• Abdul Ali Bangash, Karim Ali, Abram Hindle, “A Black Box Technique to Reduce Energy

Consumption of Android Apps.” Proceedings of the ACM/IEEE 44th International Confer-

ence on Software Engineering: New Ideas and Emerging Results (ICSE-NIER, short paper).

ACM, [33], 2022.

Chapter 5 of this thesis has been published as:

• Abdul Ali Bangash, Karim Ali, Abram Hindle, “Energy Efficient Guidelines for iOS Core

Location Framework.” 2021 IEEE International Conference on Software Maintenance and

Evolution (ICSME, technical track). IEEE, [37], 2021.

Chapter 6 of this thesis has been published as:

• Abdul Ali Bangash, Qasim Jamal, Kalvin Eng, Karim Ali, Abram Hindle “Energy Con-
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Chapter 2

Background

The main theme of this thesis is to use static analysis to analyze the energy consumption of API

usage in smartphone apps so that a developer does not have to generate and execute test cases to

collect runtime information. This technique is expected to generate energy insights quickly so that

developers can integrate it into their IDE or CI/CD pipeline. This chapter explains all the technical

terminologies used in this paragraph.

This chapter first explains what a smartphone app is, what an API is, and what API usage

is in the context of an app (Section 2.1). Second, it explains how apps consume energy from a

smartphone (Section 2.2), how API use energy in an app (Section 2.3), and how energy consump-

tion varies by app’s versions (Section 2.4). Third, it explains what an IDE means, what a CI/CD

pipeline is, and how energy insights are useful in both of these environments (Section 2.5). Finally,

this chapter explains static analysis and how we use it to generate call graphs of the code to iden-

tify methods that use an API. Moreover, we explain why current static-analysis approaches that

reason about runtime can not be used as a proxy for energy consumption (Section 2.6). Additional

background information on topics relevant to a specific chapter, such as the Core Location API and

the SQLite API, is provided in the corresponding chapters.

2.1 Smartphone Apps and API Usage

Smartphone apps: A smartphone app is a software application that developers write to help

users perform specific functions on their smartphones through a UI. Depending on the functional-

ities that an app offers, users may perform a wide range of tasks, from essential functions such as
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making phone calls or sending text messages to more complicated activities like playing games,

organizing and managing personal information, and accessing news, weather, and other useful in-

formation [172]. Smartphone users can download these apps from app stores, such as the Apple

App Store [21] or the Google Play Store [78], and developers can download the source code of

these apps from public software version control repositories unless the code is under proprietor-

ship.

Application Programming Interface (API): An application programming interface (API) is a

piece of code that provides app developers with a well-defined interface to an application, library,

data structure, or a smartphone hardware component [44]. For example, a developer may use a

networking API to add a network connection facility in their app. Similarly, developers may use

a Bluetooth API to use the Bluetooth component in their app, a cloud-storage API to manage the

storage of their app on a cloud service, or a collections API to maintain data structures in their

code.

API usage in apps: Each API comes with a set of methods and parameters to configure. App

developers may configure the API parameters before invoking a method to complete a task. For

example, the iOS Core location API provides functionality to fetch user location via GPS and

network components. The iOS Core location API provides methods to invoke a location fetching

service and provides parameters, such as a distanceFilter parameter, to configure the service.

The distanceFilter specifies the distance a user may travel before the service would fetch their

latest location. Suppose an app developer sets the value of distanceFilter short before invok-

ing the service, the service will fetch the user location after every little movement. However, if the

app developer uses a considerable value for distanceFilter, the service will fetch the user lo-

cation only after each significant user movement. The point to consider here is that each parameter

configuration may exploit the hardware components, in this case, GPS and WiFi, differently.

2.2 Energy Consumption of an App

Smartphone apps use various hardware components to perform various functions, such as GPS for

navigation, memory for computation, and camera for taking pictures. These components require
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power in watts (W) in order to operate properly. Power is a measure of how much energy is used

per unit time and it is calculated by the product of current and voltage. Current represents the flow

of electrons and is expressed in Amperes (A), while voltage represents the direction and strength

of the current and is expressed in Volts (V) [127]. To control the flow of electrons (current) through

the logic circuits of the components, the smartphone’s transistors and semiconductors switch the

current on and off. At the same time, the smartphone’s battery regulates the direction and strength

of the current (voltage) [162].

Calculating energy from power: Power is typically used in the context of long-running systems,

such as power plants or home appliances, because these systems are operated continuously over

a long period. For short-running tasks such as smartphone apps, energy is used to describe their

consumption [85], since the duration of the task can be easily tracked.

For example, consider a smartphone camera that requires a voltage of 3V and a current of 2A.

The power required to operate this component can be calculated as follows:

Watts(W ) = ApparentPower(V A)× PowerFactor(PF )

The power factor represents the efficiency of electrical power usage by indicating the phase re-

lationship between voltage and current in an electrical system. In our case, the power factor is

1 because smartphone components operate on direct current (DC), whereas V A = V olt(V ) ×

Current(I). Therefore, the smartphone camera would require 6W to operate.

If a smartphone app’s test case utilizes this camera for a duration of 2 seconds, the energy

consumed by the app can be determined using the formula [127]:

Energy(Joules) = Watts(W )× Time(seconds)

In our case, its 6W and 2 seconds, and consequently the energy consumption required to use the

camera for a duration of 2 seconds will be 12 Joules.

Every app consumes different amounts of energy: In a smartphone app, the amount of energy

consumption may vary depending on its complexity, the hardware component it uses, and the

size of the data it processes [167]. For instance, a simple weather app that retrieves and displays

weather information may consume less energy over a more extended period compared to a complex

3D game that renders and animates complex graphics, even if the latter is run for a shorter period.
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2.3 Energy Consumption of API Usage

Every API provides different functionality, such as storing data structures in memory or accessing

the user’s location through GPS. As a result, each API may consume different amounts of energy

in an app. For example, consider an app that uses the SQLite API [88] for data persistence and the

Core Location API [20] to access user location. Depending on the usage of these APIs within the

app’s code, each API may consume different amounts of energy. For instance, if the SQLite API is

used multiple times within a loop structure, it may consume more energy than the Core Location

API used outside a loop. We compare the energy consumption between the different tasks of an

API, with examples in Chapter 6.

Additionally, the energy consumption of a single API can vary within an app’s code based

on its configuration. For instance, if a developer configures the Core Location API to retrieve

location with high accuracy, even when it is not required, the API may consume more energy than

needed. We discuss the impacts of different API configurations on energy consumption, along with

examples in Chapter 5.

2.4 Energy Regression Testing of Apps

Due to code modifications, each version of an app may consume varying amounts of energy. Ob-

serving the impact of code modifications on energy consumption to alert developers of potentially

costly changes is referred to as energy regression testing [147], [176]. This testing provides a

relative comparison between two versions of an app and plays a crucial role in software develop-

ment. It helps developers ensure a better user experience and satisfaction by mitigating the risk of

introducing an energy-intensive update in a newer release of an app.

The current energy regression testing techniques face the challenges of test case generation

and execution, requiring developers to dedicate effort, cost, and time to obtain insights into energy

consumption of their new release. This effort involves test case generation, cost involves owning

smartphones for running test cases, and time is consumed in test case execution (several hours).

This thesis addresses these current challenges by providing developers with quick insights (within

milliseconds) into the impact of their code modifications on energy consumption, eliminating the

need for test case generation, execution, and hardware ownership. The approach in this thesis
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achieves this by combining static analysis and energy modeling techniques to analyze app’s energy

consumption without any runtime information. By integrating our approach into the software

development process, particularly within a continuous integration pipeline, developers can utilize

the contributions of this thesis to manage energy consumption and ensure overall software energy

efficiency.

2.5 Energy Consumption in the Context of IDEs and CI/CD

Integrated Development Environment (IDE): An Integrated Development Environment (IDE)

is a software application that provides a comprehensive development environment for app devel-

opers. It includes an editor for writing, debugging, and compiling code and features such as code

completion and error highlighting that provide insights and speed up the development process.

Popular IDEs for smartphone app development include Xcode [22] for iOS app development and

Android Studio [77] for Android app development.

Continuous Integration and Continuous Deployment (CI/CD): CI/CD is a software develop-

ment practice that regularly integrates code modifications of a project into its codebase. The CI/CD

pipeline helps developers automate the process of building, testing, and releasing new versions of

their apps. This process can speed up development, reduce errors, and improve the app’s quality by

catching bugs and performance issues before they make it to the end user. CI/CD provides several

benefits, including the faster release of versions to the end user, increased collaboration among

developers, and insights into code’s status in terms of quality and performance.

Energy consumption insights in IDE and CI/CD: During app development in an IDE, if devel-

opers receive real-time feedback on the energy consumption of their code, they can save significant

amounts of time. Similarly, if the CI/CD pipeline provides energy consumption insights, devel-

opers can quickly identify any energy bottlenecks in their app and take action to rectify them.

Consider a scenario as an example where a developer is continuously making code modifications

in an IDE or sending pull-requests to a version-control system’s CI/CD pipeline. In such a sce-

nario, real-time energy insights are most relevant because they can quickly inform the developer

about possible energy-inefficient code modifications.
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Some energy and runtime profilers that come with an IDE include Android Studio’s Android

Profiler [79], XCode’s Log Instrument Profiler [92], Visual Studio’s Performance Profiler [125],

and JProfiler [70]. The Android Profiler provides real-time insights about an app’s CPU, memory,

network usage, and battery consumption [79]. The Energy Log Instrument allows measuring an

app’s energy consumption while running on an iOS device [92]. The Performance Profiler provides

real-time information about an app’s CPU, memory, network, and disk I/O usage [125]. JProfiler is

a profiling tool for Java applications. It provides real-time information about various performance

metrics, including energy consumption. It can be used to identify performance bottlenecks and

memory leaks in applications [70]. However, all of these tools are limited in requiring runtime

information of an app to provide insights about its energy consumption, while this thesis aims to

provide the app-developers energy insights without any runtime information.

2.6 Static Analysis of Smartphone Apps

Static analysis, in the context of smartphone app development, refers to examining and analyzing

an app’s code without executing it. This practice allows developers to uncover the semantic prop-

erties of the app, which are crucial to ensuring its proper functioning [146]. Examples of these

properties include correctness (i.e., whether the program produces the correct output), termination

(i.e., whether the program terminates correctly), and reusability (i.e., whether the program can be

used inside other programs).

Researchers and developers initially used static analysis to optimize compilers and generate

efficient machine code. However, over time, it has become an integral part of various phases of

app development, including security verification, evaluation of code quality, and maintenance and

refactoring of code [130].

In this thesis, we employ several static analysis techniques, including byte-code transforma-

tions and call graph analysis, to analyze the energy consumption of mobile applications. These

analyses operate at different granularity levels, allowing us to optimize energy consumption and

comprehensively understand an app’s energy consumption. To optimize the app’s byte-code, we

use byte-code level transformations [71] to relieve the developers from code modification. Addi-

tionally, we utilize call graph analysis [150] to analyze the app code’s API usage and configuration

in terms of energy consumption. At a fine-grained level, we analyze the app’s code to detect po-
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tential energy-consuming patterns, such as inefficient API usage, excessive loops that use APIs,

and unnecessary computations. By scrutinizing these fine-grained details, we can identify specific

energy-consuming operations, enabling developers to optimize critical code segments that signifi-

cantly impact their apps’ energy consumption.

Intermediate Representation (IR): IR is an intermediate form of a program that the compiler

generates during the compilation process. IR provides a platform-independent representation of the

source code, which allows compilers to perform various transformations and optimizations before

generating the final machine code. IR is an integral part of the compiler architecture, as it bridges

the source code and target machine code [165]. An example of IR is Swift Intermediate Language

(SIL) [27], a high-level representation of the semantics of the Swift language program. The Swift

language compiler generates SIL from the source code and then uses it to perform optimizations

and transformations into machine code.

Call Graph (CG) from IR: A CG is a graphical representation of a program’s control flow. It

shows the relationships between functions in the program and how they call each other [2]. A CG

may be generated from the control flow information present in the IR of a program. The process

of generating a CG from an IR involves identifying the function and subroutine calls in the IR and

using that information to build a graph [150]. Developers may use this graph for various purposes,

such as identifying performance bottlenecks and security vulnerabilities.

2.7 Performance Testing and Energy Consumption

In this section, we discuss the relevant literature on performance testing and its relationship to this

thesis. Performance testing is a technique used to assess a system’s stability and response time by

subjecting it to various system workloads. Danciu et al. [63] conducted a survey that highlights

the common areas of research in performance testing, including network optimization, architec-

ture analysis, response time evaluation, execution time measurement, data structure optimization,

power consumption analysis, database performance, and energy consumption analysis. We have

extensively covered the literature related to energy consumption in the related work section of each

chapter in this thesis. Therefore, in this section, we focus on the remaining performance estimation
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and optimization aspects.

Carvalho et al.[64] build upon the notion that hand-written APIs outperform auto-generated

code in terms of execution speed. They develop a tool that automates the replacement of appli-

cation code with API calls known for their speed efficiency. This approach aligns with our work

in Chapter 5, although there is a slight difference in focus. Instead of replacing energy-consuming

code with better API calls, our objective is to identify energy-efficient configurations of an API

itself.

In order to enhance the throughput and latency of various workloads in an application, Berube

et al.[39] introduce the concept of developing combined profiles that represent the combined

behavior derived from multiple program runs. These profiles can then be utilized in Feedback-

directed optimization (FDO) of programs [154]; FDO optimizes program performance based on

past runtime information. Our contributions to this thesis are closely related to this work. In Chap-

ter 5, we develop an energy profile of iOS core location frameworks to identify inefficient API

usages. Additionally, in Chapter 6, we develop an energy profile of SQLite API to estimate its

energy consumption in smartphone apps’ API usages.

Developers fine-tune the hyper-parameters of their Deep Neural Network (DNN) models to

maximize training accuracy and minimize training loss. Liao et al.[112] investigate the impact of

hyper-parameter tuning on the optimized models’ inference latency, accuracy, model size, and en-

ergy consumption. They identify a trade-off between parameter tuning and the aforementioned per-

formance metrics, and highlight the parameters that influence specific types of tuning for optimal

performance. Similarly, in Chapter 5, we analyze the impact of different parameter configurations

of an API on the energy consumption of an app.

Chen et al. [51] examine performance regressions resulting from source code changes, focus-

ing on response time degradation and increased resource utilization in software systems. They

categorize and identify performance regressions that developers can avoid and those that are un-

avoidable. In contrast, this thesis takes a different approach to addressing the issue of source code

changes. In Chapter 6, our approach uses static analysis techniques to assess the impact of specific

code modifications on energy consumption.

Similar to this thesis, Bezemer et al. [40] highlight the detrimental impact of long execution

times in performance load testing, which can negatively affect the efficiency of a CI/CD pipeline.
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Their industrial survey reveals the need for simpler performance analysis tools that seamlessly

integrate into the CI/CD pipeline for practical adoption. This finding further reinforces the con-

tributions made in this thesis. Recognizing that energy testing can also be time-consuming due

to the need for executing test cases, we address this challenge in Chapter 6 by providing energy

consumption details within milliseconds. Developers can easily integrate our approach into their

CI/CD pipeline.

Schuler et al. [151] conducted a study to investigate whether the utilization profiles of APIs can

be utilized to estimate their energy consumption. By analyzing the usage patterns of an external

library API, they identified the specific System API calls it relied on to access system resources.

Based on this usage information, they successfully predicted the energy consumption of the API.

This work is highly relevant to Chapter 6 in this thesis as it complements our proposed approach. In

Chapter 6, we profile the energy consumption of tasks associated with external APIs and leverage

these profiles to estimate an app’s API usage energy consumption without the need for actual

execution. Although our approach does not require executing the app, it does require pre-existing

energy profiles for the APIs, which typically necessitate the use of hardware resources. However,

the work by Schuler et al. [151] contributes to our energy profile collection process by enabling

developers to utilize an API’s utilization profile for estimating its energy profile. Schuler et al.’s

work [151], in turn, facilitates the reasoning about the energy consumption of an app based on its

API usage.

Can execution time be used as a proxy to reason about energy consumption: Researchers

identify performance bottlenecks by profiling the execution time of each function in a program

using a profiling tool. These tools generate a call graph to represent the functions that execute in a

program most frequently and those that will take the most time to execute [68], [173]. This infor-

mation can assists developers in optimizing functions that are slowing down a program. However,

can this information be used to reason about energy consumption as well?

The idea to use execution time as a proxy to reason about energy consumption has been widely

held [167]. This idea is based on the belief that energy consumption is simply the integration of

power over time. Therefore, measuring execution time statically should be sufficient to reason

about energy consumption. However, recent research by Weber et al. [167] has challenged this
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hypothesis for configurable systems. Configurable systems provide performance customization

to the developers and users to meet the needs of different use cases or scenarios. According to

Weber et al. [167], execution time can not be used as a proxy to reason about the energy consump-

tion of such systems. Additionally, current software estimation models require more information

than just runtime data, such as execution time, to estimate energy consumption accurately. This

information includes operating system logs, the types of components used, and the operations

performed during execution.

2.8 Background Related Contributions

In this section, we explain what concepts the following chapters use in order to contribute towards

this thesis.

Chapter 3 employs genetic algorithms to find optimal combinations of byte-code transforma-

tions for reducing energy consumption in apps. To understand this chapter, it is necessary to have

a general understanding of byte-code transformations, which is explained within the chapter itself.

While this approach alleviates the need for code-level modifications, it does suffer from the limi-

tation of long test case execution. To address this limitation, we use static analysis approaches in

the thesis to optimize and measure energy consumption in apps, in Chapter 5 and Chapter 6.

However, before proposing the optimization methodology (Chapter 5) and measurement model

(Chapter 6), we chose to shift our focus from Android to iOS apps. Therefore, in Chapter 4, we de-

velop an iOS-based energy measurement framework to collect ground truth energy measurements.

For this chapter, an understanding of energy measurement techniques in the literature is required,

and such background covered within the chapter itself. We use this framework in the subsequent

chapters (Chapter 5 and Chapter 6) to validate their results.

Chapter 5 acknowledges the limitations of long test case execution identified in Chapter 3 and

presents API-level configuration guidelines that developers can statically apply in their code to

optimize API-usage in terms of energy consumption. For this chapter, a general understanding

of how developers use and configure APIs in their code is required. The background information

on how API-level configuration can affect energy consumption is provided in the chapter with an

example.

Finally, Chapter 6 addresses the limitations of long test case execution identified in Chap-
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ter 3 and provides energy consumption estimates of apps’ API usage based on call-graph traversal

without the need for actual test case execution. This chapter requires a basic understanding of

call-graph traversal, the use of intermediate representations to generate call graphs, and how APIs

consume energy and can be analyzed for energy consumption within loops using static analysis.

Many of these concepts are already covered in the Background chapter, while the rest are explained

in Chapter 6 itself.
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Chapter 3

Feasibility of current energy measurement
approaches

This chapter proposes a novel energy optimization technique that uses byte-code transformations

to optimize energy without requiring code modification. The technique’s underlying methodol-

ogy relies on state-of-the-art concept of search-based energy optimization and test-case execution

based energy measurement. Thus, as the first contribution of this thesis, this chapter highlights the

costliness of test case execution and supports the idea that there is a need for alternative methods

of energy measurement. This chapter is published at ICSE-NIER 2022 [33].

3.1 Introduction

Energy-aware app developers continuously strive to adopt development practices that optimize the

energy consumption of their apps to avoid negative user reviews and decreased market share [104],

[142]. Energy efficient development practices are extremely important because apps rely on the

limited energy stored in smartphone batteries to operate [142]. High energy consumption can

quickly drain the battery, leading to user frustration and dissatisfaction. Therefore, developers

need to optimize their app’s energy usage to ensure a positive user experience and maintain market

competitiveness [135], [143].

According to prior work, developers may optimize the energy consumption of an app by adopt-

ing energy-efficient design patterns [55], APIs [83], [120], and UI elements [116]. Unfortunately,

all of these approaches require developers to make source-code level changes that leave them with

no choice but to: (1) modify their code structure [30], [62] that could affect code-quality attributes
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such as maintainability, (2) select a specific API [37], [83], [120], [136] that could confine develop-

ers’ choice, or (3) change the UI structure [115], [166] that could compromise the design aesthetics

of graphic designers. As a solution, in this chapter, we introduce a byte-code-transformation-level

energy optimization technique so that developers do not have to modify their code.

We initially investigate if byte-code transformations affect the energy consumption of an app

by applying a set of byte-code transformations on real-world Android apps. After discovering

that byte-code transformations affect an app’s energy consumption, we identify the most effective

combination of the transformations for each app. To identify the best combination, we mutate

an app’s byte code with random transformation combinations and execute the test cases multiple

times on the mutated code to measure its energy consumption. We repeat this process until we find

the least energy-consuming version of the app. During the whole process, we were able to measure

the costliness of test case execution in terms of time as well.

Results show that byte-code transformations can potentially reduce real-world apps’ energy

consumption by up to 11%. However, we are inconclusive on which byte-code transformation

combination is generally effective. We also found out that test case execution, in some cases, may

take up to 40 hours. Therefore it is impractical to integrate such an approach in an IDE or CI/CD

pipeline where developers require quick insights about the status of their code.

3.2 Related Work

Search-based software engineering works on the principles of genetic algorithms. Literature has

used genetic algorithms to reduce the energy consumption of smart-buildings [170], wireless net-

works [100], subway trains [45], grid systems [107], and also smartphone apps.

Researchers have previously used genetic search to find energy-efficient libraries usage in soft-

ware [48], [120]. Some researchers used genetic search to address matrix multiplication energy

tuning [31], energy efficient SAT solver [47], and energy efficient assembly code exploration [152].

The closest work is by [74], [138], in which they found the effect of the GCC and LLVM compiler

configurations on energy consumption. However, since they evaluated their approach on embedded

systems’ benchmarks, their results can not be generalized over real-world Android apps running

on a smartphone device. In this chapter, we leverage genetic algorithms to optimize the energy

consumption of Android apps.
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Table 3.1: A brief description of the byte-code transformations used in this study [71].

Type Description

(CTP) Constant Propagation Substitute the values of known constants in expressions.
(CPP) Copy Propagation Replaces the occurrences of targets of direct assignments

with their values.
(DCE) Dead Code Elimination Removes dead code from methods.
(DSI) Delete Super Interface Ensures that the method arguments pass directly

through to the super invocation.
(MIL) Method Inlining Inlines methods that are sufficiently small (or called only a

few times).
(MRA) Minimum Register Allocation Uses graph coloring to use minimum number of

registers.
(PHO) Peephole Optimization Eliminates redundant code patterns.
(RDB) Remove Duplicate Blocks Removes duplicate blocks.
(REC) Remove Empty Classes Removes classes with no-functionality.
(ROI) Reorder Interfaces Reorders Interface list for each class to improve the linear

walk of list.
(RBI) Rebind Invocations Rebinds all invocations of a virtual method or interface to

their most abstract type.
(RGT) Remove Gotos Removes gotos that are chained together by rearranging the

instruction blocks to be in order.
(RSM) Remove Synthetic Methods Removes synthetic methods by javac.
(RUC) Remove Unreachable Code Removes un-reachable methods, fields and classes.
(SIR) Single Interface Removal Removes interfaces that are implemented only once.
(SMF) String Minification Minify constant string literals to reduce APK size.
(SBR) Synthetic bridge removal Removes bridge methods that javac creates to provide

argument and return-type covariance.

3.3 Do byte-code transformations affect energy consumption?

Developers already use byte-code transformations to minimize their app’s byte-code size and op-

timize its runtime performance. However, in this section, we investigate if these optimizations

affect energy consumption because if they do, then developers need to be careful while applying

such transformations to their code.

To observe the effects of byte-code transformations on the energy consumption of real-world

applications, we carry out a preliminary investigation by randomly choosing three transformations

from the Redex framework [71]. These transformations include: SMF – String Minification; MIL

– Method Inlining; and SIR – Single Interface Removal. Redex is Facebook Inc.’s official byte-
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Table 3.2: Description of the apps used in preliminary study

Application Category No. of versions No. of unique systems calls

2048 Game 44 60
24game Game 1 50
Acrylic Paint Entertainment 40 49
AndQuote Utility 21 51
Agram Algorithm 3 46
Bomber Game 79 47
Budget Utility 59 56
Calculator Utility 97 48
Chrome Browser 50 76
DalvikExplorer Utility 13 54
Exodus Utility 3 60
Eye in Sky Utility 1 77
Face Slim Utility 1 65
GnuCash Utility 16 56
Memopad Utility 52 47
Paint Electric Sheep Entertainment 1 66
Pinball Game 54 48
Sensor Readout Utility 37 51
Temaki Utility 66 50
VLC Entertainment 46 61
Wikimedia Utility 58 67
Yelp Utility 12 78
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Table 3.3: Energy consumption difference between 22 Android apps and their transformed versions
when SM, MIL, SIR and AT are applied. Negative values represent the reduced value of energy
consumption in (% Joules)

Application
Original
Energy
(Joules)

SMF Affect
on Energy
(Joules %)

MIL Affect
on Energy
(Joules %)

SIR Affect
on Energy
(Joules %)

AT Affect
on Energy
(Joules %)

2048 58.67 -0.79 -3.07 -4.12 0.77
24game 93.58 -6.19 -5.87 -7.09 1.52
Acrylic Paint 112.89 -0.03 0.03 0.04 0.32
Agram 65.42 0.49 0.16 1.88 0.41
AndQuote 38.05 -0.95 -0.58 -0.62 -0.44
Bomber 171.83 0.33 -0.10 -0.83 -0.83
Budget 112.89 -0.03 0.03 0.04 0.32
Calculator 108.35 0.032 0.49 0.30 0.32
ChromeShell 109.39 -0.39 -0.13 -0.19 -0.35
DalvikExplorer 63.28 0.13 -0.31 -0.27 0.14
Eye in Sky 104.82 -0.14 -0.11 0.08 1.24
Exodus 99.88 0.36 0.75 0.18 0.57
Face Slim 62.08 -0.35 0.21 -1.14 0.22
GnuCash 73.07 0.14 0.01 0.24 0.19
Memopad 81.35 -0.34 -0.22 -0.26 -0.32
Paint Electric 90.69 -0.06 0.11 0.41 -0.13
Pinball 112.38 1.34 0.22 1.66 1.05
Sensor Readout 172.91 -0.04 0.33 -0.19 0.13
Temaki 71.76 -0.09 -0.17 -0.23 0.06
VLC 114.26 -3.89 -3.70 -3.99 -3.93
Wikimedia 194.82 -0.13 0.03 -0.15 -0.21
Yelp 251.96 -1.08 -0.87 0.77 0.22
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code transformation framework designed to reduce the size and improve the runtime performance

of Android apps. We provide the details of each of these transformations and the other 14 trans-

formations that will be used later in this chapter in Table 3.1.

The reason for selecting only three transformations is to initially understand the impact of these

transformations on energy consumption. By applying these three transformations to 22 applica-

tions, we will have a total of 66 transformed applications for which we need to measure their

energy consumption. Considering more than three transformations would result in an impracti-

cal number of versions (22 multiplied by the number of additional transformations) to evaluate,

making it infeasible in terms of energy measurement cost. Therefore, examining a smaller set of

transformations allows us to gather insights and establish a foundation for further analysis and

evaluation of the remaining 14 transformations, which will be explored later in this chapter.

To apply the selected transformations, we use the publicly available Android apps dataset by

Chowdhury et al. [54]. The dataset contains 24 diverse apps accompanied by 106 hand-written

test cases that exploit various unique system calls. These test cases aim to emulate typical user

behavior when interacting with an application, encompassing actions such as opening the app and

performing its core tasks. For instance, in the case of the 2048Game game, the app is launched,

and multiple tiles are touched to generate a random sequence. Similarly, in the AcrylicPaint paint

app, the user opens the app and proceeds to draw a picture. In the Agram app, fixed letters are

added to generate multiple sequences. Lastly, in the ChromeShell browser, the user opens the app

and performs a website search.

We failed to build two apps; hence we conducted our experiment on 22 Android apps: 2048-

Game, 24Game, AcrylicPaint, Agram, AndQuote, Bomber, Budget, Calculator, ChromeShell,

DalvikExplorer, EyeInSky, Exodus, FaceSlim, GnuCash, Memopad, PaintElectric, Pinball, Sensor-

Readout, Temaki, VLC, Wikimedia, and Yelp. We present the details about these apps in Table 3.2

where category represents the type of application and number of unique system calls represent

how many unique system calls are invoked by the test case of that application. To determine the

energy consumption of the apps, we execute each app’s test case in its entirety and record the

corresponding energy consumption.

To observe the individual effect of each transformation, we apply SMF, MIL, and SIR on the

apps individually. Moreover, to observe the collective effect of these transformations, we apply all
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three together on the apps and refer to such a collective transformation event as aggregate trans-

formation (AT). Altogether, we generate 22 × 4 = 88 transformed solutions (i.e., transformed ver-

sions of the apps). To measure the energy consumption of the solutions, we ran each solution’s test

suite 10 times on GreenMiner [87], a hardware-based Android apps energy measurement frame-

work. From the results, we found that byte-code transformations do affect the energy consumption

of apps, as energy consumption got reduced for 12 out of 22 apps, with an average reduction of

1.24% ± 1.96% joules, and with a maximum outlier reduction of 7.1% joules. The detailed result

of all the transformations’ effect on energy consumption of these 22 applications is available in Ta-

ble 3.3. The Original Energy column represents the energy consumption of test cases in the apps

without any applied transformations, while the remaining columns indicate the difference between

the transformed version’s energy consumption and the original energy consumption.

To determine if applying byte-code transformations affects all the apps similarly, we applied

a Wilcoxon Signed Rank Test [84] with α = 0.05. The results imply that each transformation

affects each app differently, and none of the transformations holds a universal effect. For example,

AT reduced the energy consumption of VLC, but it increased the energy consumption of 24Game.

Similarly, SMF reduced the energy consumption of 24Game, but it increased the energy consump-

tion of Pinball.

Once it is established that some byte-code transformations do affect energy consumption, we

employ genetic search to identify the best combination of transformations to optimize the energy

consumption of each of the apps.

3.4 Using Genetic Search to Optimize Energy Consumption

After confirming that certain byte-code transformations can reduce energy consumption, our inves-

tigation turns to evaluating a set of 17 Redex transformations to identify the optimal combination

for each app. Table 3.1 provides a brief description of each transformation. We avoid selecting

transformations that cannot be applied independently, that is, those that depend on the results of

other transformations.

Applying all the combinations of these 17 transformations will yield 217 solutions (i.e. trans-

formed versions of the app) for each app, and measuring the energy consumption of those many

solutions is impractical. As a solution, we employ genetic search to find an effective combination
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Figure 3.1: Graphical representation of the search-based optimization approach.

of transformations that could reduce energy consumption.

Genetic search is based on the principles of the theory of evolution [82], [153]. Genetic search

samples from a large population of possible solutions, mutates the solutions for a new genera-

tion and keeps sampling and mutating generations for several rounds until the best solution is

found [82].

We present our methodology in Figure 3.1. To identify the best variant of each app, we use

three elements: (1) the app’s byte code, (2) 17 transformations, and (3) an energy measurement

framework such as GreenMiner [87]. First, we generate a large search space of byte-code versions

of the app by applying the transformations and then measuring their energy consumption. We then

apply mutation and selection criteria to identify the most energy-optimal version of the app and

repeat the process until we find the best variant.

The following sections explain our approach for selecting apps and performing a genetic search

to identify the best variant.

Selecting real-world apps We choose 4 apps from the initially studied 22 apps of our dataset.

The criteria used to reduce the 22 Android apps to the 4 apps studied was based on random se-

lection. By randomly selecting one app from each category in the dataset, it ensured a diverse

representation of app types. This approach allowed for a broader examination of energy consump-

tion optimization across different categories of apps. The four apps include a game (2048Game);
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Figure 3.2: An example of applying two different combinations of three transformations on an app
to generate a search space of two possible solutions (transformed apps).

an internet browser (ChromeShell); an entertainment app (AcrylicPaint); and anagram algorithm

utility (Agram). The test cases of these apps that we consider to execute were auto-generated by

Chowdhury et al. [54] in their study. These test cases invoke multiple unique system calls.

Step-1: Initial population

Initially, we generate a search space for each app. We apply 50 random combinations of 17 trans-

formations on each app to generate this space. This process yields 50 solutions for each of the apps

to begin with.

We represent each solution as a 17-bit vector showing which transformations were applied.

Each index of the bit-vector represents a specific transformation, and its value 0/1 represents if that

transformation was applied or not. To explain, in Figure 3.2, we demonstrate an example of ap-

plying 3 transformations’ 2 different combinations on an app and show how these transformations

yield 2 different solutions.

Step-2: Fitness function

The solutions in the initial population and its successive generations are evaluated using a fitness

function. A fitness function evaluates each solution’s performance and assigns it a fitness score. In

our case, the fitness function measures the energy consumption of each solution.

Energy Measurement To calculate the fitness score, we use GreenMiner [87], a hardware-based

energy measurement tool that runs on Galaxy Nexus running Android OS 4.2.2; an Arduino Uno;

and an Adafruit INA219 current sensor for monitoring power usage. We run each solution’s test
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cases 3 times for accurate measurements and aggregate their results with a median function, a

function used in literature for aggregating energy measurements [87]. The fitness score of the

solution is set to the inverse of the calculated energy consumption to ensure a higher fitness score

for lower energy consumption.

Step-3: Selection

For each successive generation, a sample from the existing population is drawn out to develop a

new generation. Depending on the selection technique adopted, solutions can be selected based on

their fitness scores, or solutions can be randomly sampled from the population.

In this work, we used the elitist selection strategy [29] and the tournament selection strat-

egy [43]. The elitist selection allows passing several solutions with the best fitness score to the

next generation. For elitists, we kept its value to 2 solutions, i.e., forwarding the 2 best fitness

score solutions in the population to the next generation. In tournament selection, multiple solu-

tions are sampled randomly from the population, and the solution with the highest fitness score is

selected. We apply tournament selection twice and select two solutions, a pair, to perform the next

step of crossover and mutation.

Step-4: Crossover and mutation

This process increases diversity among solutions in a search space.

Crossover We apply uniform crossover [72] among the previously selected pair of solutions.

Using each half of the bit-vector values from each solution in the pair, two new solutions are

generated and added to the next generation.

Mutation After crossover, we mutate all the solutions in the search-space [90]. To mutate each

solution, we flip the bits of its 17-bit vector with a flipping probability of 1/17 for each bit.

Step-5: Termination

Finally, we terminate the genetic search if there has not been any noticeable improvement in the

fitness score of the solutions for several generations. We terminate genetic search when either the
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Figure 3.3: Optimal solutions’ energy consumption in the search-space. The x-axis indexes the
solutions of each app.

energy has not improved in the last 10 generations, or a total of 20 generations have elapsed. We

chose this termination criterion according to the cost we could afford regarding test execution time

for energy measurement.

3.5 Results

After applying multiple combinations of the byte-code transformations with the help of genetic

search on the apps, we get the following results.

Table 3.4: A comparison between the energy consumption of the original version of an app and
its best solution. Energy improvement shows the energy optimized using genetic search. Test
suite execution is the time to run a test suite. Solutions explored are the number of solutions
explored in genetic search. Analysis time shows the overall time spent for genetic search. The
energy consumption is measured in Joules, the test suite execution is measured in seconds, and the
analysis time is measured in hours.

Apps Original Best
Solution

AT Reduction
(%)

Test suite
exec. (s)

Solutions
explored

Analysis
time (hrs)

2048Game 60.31 53.64 55.52 11.05% 60 234 11.7
AcrylicPaint 83.62 83.27 83.74 0.42% 95 116 9.2
Agram 76.39 75.02 crashed 1.79% 77 637 40.9
ChromeShell 107.18 105.95 crashed 1.15% 100 106 8.9
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3.5.1 Genetic search reduced the energy consumption of all apps.

We present the search space of each app in Figure 3.3. This figure shows how diverse the search

space is, for each app, throughout the process. To understand the variability among the solutions’

energy consumption in the search-space, we measure the relative standard deviation [41] among

the solutions of each app and found 6.91% among 234 solutions of 2048Game, 0.31% among

116 solutions of AcrylicPaint, 1.32% among 637 solutions of Agram, and 0.95% among 106 so-

lutions of ChromeShell. In conclusion, we were able to identify the combinations of byte-code

transformations that reduced the energy consumption of the apps and reduced energy consumption

— 0.42% in AcrylicPaint, 1.15% in ChromeShell, 1.79% in Agram, and 11.05% in 2048Game

app. However, it is important to note that the significant gain in 2048 might be an outlier due

to the non-deterministic behavior of the game app. The randomness in the game stems from the

generation of new tiles on the grid, with values of 2 or 4, which occurs at the start and after each

move. This randomness introduces an element of unpredictability, resulting in a unique experience

with every execution and necessitating strategic decision-making based on the randomly placed

new tiles. We have also measured the effects of applying all transformations on apps and find out

that such a process may increase the energy consumption of an app instead of reducing it.

Energy consumption could have been reduced even further if we had increased the search

space size (i.e., exploration) and the number of generations explored (i.e., exploitation) [113].

Another aspect that should have been investigated is the impact of the order in which transfor-

mations are applied. Prior research has demonstrated that the order of compilation can produce

different outcomes depending on the nature of the code [3]. However, we were constrained by

the time-consuming nature of executing test cases for each solution and therefore we explored the

combinations only.

3.5.2 Cost-effectiveness of the proposed technique

Table 3.4 presents the estimated cost in terms of time consumption to find the most energy-optimal

solution for an app. In the table, Test suite exec. presents the total time to run a solution’s test

suite. Solutions explored are the number of solutions explored in the search space. Analysis time

represents the overall time (actual cost of our technique) in hours to explore all search space gen-

erations, including test suite execution, energy measurement and result aggregation. The overall
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Table 3.5: Difference in size of the original app and its best solution. Overall Diff. includes
resource, binary code, and meta files, while classes.dex includes binary code.

Application Total app size difference Binary code size difference

2048Game +0.37% -23.46%
AcrylicPaint -0.07% -0.66%
Agram -0.16% +0.30%
ChromeShell 0.02% -1.26%

cost of running a genetic search on the selected apps with energy measurement is 9–41 hours.

3.6 Discussion

Out of 217 possible combinations of byte-code transformations, genetic search concludes that some

combinations reduce energy consumption. To investigate the reasons for this reduction, we study

the effect of byte-code transformations on the structure of the apps.

To compare the structural difference between the best solution and the original app, we used

APK Analyzer [4]. Table 3.5 shows the size difference between the best solution and the original

app. The overall difference includes the app’s binary code, resource files, and meta files. The

difference in classes.dex indicates the size difference in the binary code.

To investigate the structural differences inside the classes’ byte-code, we have extracted the

Chidamber and Kemerer object-oriented metrics (CKJM metrics) metrics [156] from classes.dex.

In the literature, a sub-set of CKJM metrics has proven to correlate with energy consumption [149].

We used a CKJM tool [156] to measure the difference between the original app and its best solution

for those CKJM metrics that have a strong correlation with energy, such as Depth of Inheritance

Tree (DIT), Number of Immediate Sub-classes (NOC), Coupling between Object (CBO) and Af-

ferent Coupling (Ca). For 2048Game, we observed the following changes: DIT +28.3%, NOC

-100% and CBO +0.3%. For ChromeShell, we observed the following changes: CBO +1% and Ca

+1.62%. For AcrylicPaint and Agram, only those metrics that do not correlate with energy were

affected. According to Sahar et al. [149], DIT has a positive correlation while NOC, CBO and Ca

have a negative correlation with energy consumption. Therefore, for ChromeShell, the change in

CBO and Ca might be one of the reasons for energy reduction. However, the reasons for energy

reduction remain inconclusive for the remaining apps and require further investigation.
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3.7 Threats to Validity

We evaluated our approach on a limited number of byte-code transformations and benchmarks.

Our approach may perform worse for other Android apps regarding overall analysis time cost.

In this context, our approach needs to be investigated further on more Android applications. To

minimize this threat, we selected 22 applications previously used in the literature [54]. Also, all

applications are unique as each belongs to a separate software category, such as utility, game,

algorithm and entertainment. The test suites imitate a normal application user behavior hand-

written by Chowdhury et al. [54]. However, our test suite does not cover every single line of code

within an app, and therefore, our test cases may fail to cover the parts of the code that were affected

by a transformation. As a result, our test suite may introduce some bias when measuring the effects

of transformations on the entire app. Secondly, we did not investigate if a transformation can be

applied to a part of an app. Applying transformations to specific parts of an app’s code can increase

the capability of our genetic algorithm, as different parts of the app can be targeted for fine-grained

exploration. Finally, it is important to acknowledge that we did not specifically consider whether

our test case workload intersects with the effects of the transformations. In other words, we do not

have information on whether our test cases cover the specific code properties that are influenced

by a transformation or not.

The selected transformations are all of the optimizations that were being offered by the Redex

framework during the time of this study. These transformations are prevalent since Facebook

currently uses them to speed up runtime and minimize the size of their official Facebook Android

application - which has over 5 billion downloads on Google Playstore.

We carried out energy measurements through the GreenMiner infrastructure on a single device

to ensure consistent results, as our concern was measuring the relative effect between the transfor-

mations. However, our approach is fully-capable of tackling the problem of inconsistent energy

results from multiple devices as it selects median energy measurement as the fitness score of the

variant out of 10 runs.

Finally, in our evaluation, our approach consumed up to 40.9 hours in the worst case. This

worst case can not be generalized over the other 2.59 million Android applications on Google
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PlayStore 1. Even though our evaluation is simple, it provides evidence that developers should be

careful while applying a specific byte-code transformation since a transformation can negatively

affect an app’s energy consumption. Our approach helps developers ensure that they do not apply

such byte-code transformations, which can increase the energy consumption of their applications.

Our evaluation is limited to 4 applications because we used a hardware power profiling tool to

measure energy (calculate variants’ fitness). The scope of the experiment can be widely broadened

if a software power profiling tool is used, as it will tremendously bring down the cost (total analysis

time), and many more transformation combinations can be investigated.

3.8 Conclusion

To eliminate the need for developers to perform code-level modifications, we propose using byte-

code transformations to optimize energy consumption of smartphone apps. However, due to the

high cost of executing test cases, such as 8.9 hours for ChromeShell and 40.9 hours for Agram, we

were unable to conduct the genetic search multiple times. This limitation highlights the importance

of considering the potential impact on the reliability and generalizability of our findings.

Additionally, due to the time consumption of test case execution, it is impractical for the de-

velopers to integrate our approach in an IDE or CI/CD pipeline where results are required within a

few milliseconds. This work highlights a significant limitation of the current energy optimization,

measurement, and estimation approaches that require test case execution, and this thesis addresses

this limitation in the following chapters.

As a solution, this thesis proposes API-level guidelines for energy optimization that developers

can implement in their code to reduce energy consumption without executing the code (Chapter 5).

Furthermore, the thesis presents an energy estimation model (Chapter 6) that eliminates the need

for test case execution, providing instant insights into energy consumption based on static-analysis.

Exploring static-analysis techniques in order to reason about energy consumption is a step worth-

while as it would significantly reduce the genetic search’s exploration cost.

Regardless, this chapter demonstrate the effectiveness of a search-based technique in identify-

ing the optimal combination of byte-code transformations, eliminating the need for manual code

modifications. This contribution reduces the development effort and mitigates potential risks as-
1https://www.statista.com/
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sociated with code changes, such as decreased code maintainability and the potential disruption of

design aesthetics or preferred design patterns.
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Chapter 4

iGreenMiner: An iOS Energy Measurement
Framework

The contributions of this thesis, starting from this chapter, are evaluated on iOS apps [24]. Due to

the unique hardware architectural requirements of iOS apps, an energy measurement infrastructure

based on iOS is necessary. As a solution and the second contribution of this thesis, this chapter

presents iGreenMiner, an open-source iOS energy measurement framework.

4.1 Introduction

As per current worldwide market share, almost all smartphones either use iOS (14.9%) or Android

(85.1%) operating system [134]. While in the United States, iOS smartphones have a market share

of 49%, leaving others like Android, Windows Phone, SymbianOS, and Blackberry OS with the

rest of 51% [134]. Additionally, developers usually prefer the iOS platform for app development

because it generates more revenue than Android [73], [145]. Furthermore, a recent survey of iOS

app store reviews found that energy is a major concern for iOS users [102], [103]. iOS provides its

users with an estimate to monitor the energy consumption of their apps, meaning energy-hogging

apps are on the verge of getting uninstalled at any time. Moreover, iOS suspends apps that over-

consume power in the background for an extended period. Because of this suspension ability,

developers must ensure that their apps do not engage in unnecessary computation.

As a remedy, Apple already offers various solutions to iOS app developers. Firstly, it lets devel-

opers prioritize their tasks through a service class API that helps iOS determine the non-essential

background processes of an app. Secondly, XCode [22], an iOS app development environment,
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provides a plugin called instruments that helps developers determine the improper usage of loca-

tion services, networking services, and CPU. Additionally, iOS defers network and system calls to

execute them as a bundle later when the user engages with the phone, a technique proven to help

reduce the energy consumption of Android apps [55].

These tools are limited in their ability because they do not provide absolute energy measure-

ments, and there is no open-source hardware-based iOS energy framework available that develop-

ers or researchers can use to measure the absolute energy consumption of their iOS apps. Due to

the absence of such a framework, no public dataset with the energy measurements of iOS apps is

available. Consequently, no energy estimation or prediction model is available for iOS apps.

The current hardware-based energy measurement tools [87], [89], [111], or software-based pre-

diction and estimation models [53], [67], [106] are Android specific and do not always generalize

to iOS apps. For instance, Agolli et al. [1] identified certain UI elements that affect the energy

consumption of Android apps. However, these elements are irrelevant to iOS because it offers

developers different UI-elements structural guidelines compared to Android [73]. Moreover, iOS

runs on a different hardware configuration than Android phones, and its development framework

follows a different architecture than Android. While some programming language-level contribu-

tions that suggest which programming language is energy efficient generally help developers [105],

the iOS framework-specific energy consumption problems still require attention.

This chapter introduces an open-source automated energy measurement framework for iOS

apps called iGreenMiner. The iGreenMiner framework allows developers to execute test cases of

their app and measure their app’s energy consumption. Researchers may also use the iGreenMiner

framework to collect iOS apps’ energy datasets. Such datasets will help build estimation and

prediction models and identify iOS-related energy greedy patterns.

4.2 Related Work

Hindle et al. [87] proposed GreenMiner, a hardware-based tool that developers use through an

open-source web service to measure the energy consumption of Android apps. Cruz et al. [61]

highlighted the issue of energy measurement error in the current energy prediction models and

proposed an automated framework based on the Monsoon meter. The framework proposes to

measure energy when the prediction model is inaccurate; however, to this date, it has not been
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Figure 4.1: The iGreenMiner framework for measuring the energy consumption of an iOS device.

implemented. Matalonga et al. [122] collected a real-world large energy dataset to further the

energy consumption and optimization research.

Unfortunately, all of these measurement frameworks are limited to the Android platform.

Hence these measurement techniques can not benefit iOS developers.

4.3 How iGreenMiner works

To develop iGreenMiner, we use a physical device for energy measurement because hardware-

based energy measurements are more accurate than the software-based prediction models [87].

The iGreenMiner framework extends GreenMiner [87], an Android-based energy measurement

framework. Figure 4.1 presents an overview of our energy measurement infrastructure. This figure

represents four major components: an iOS device, an energy measurement device, a controller,

and a web service. To measure an app’s energy consumption, a user uploads their app’s code and

test cases to a web service. This web service informs the controller that deploys the app’s code

and executes its test cases on an iOS device. During the test case execution, the controller collects

the energy measurement of the iOS device through the measurement device. After completing the

test case executions, the controller provides the energy measurement results to the web service,

making these results available for users to download.

4.3.1 iOS Device

The iOS device we use for iGreenMiner is the iPhone 11 [8], running iOS version 13.4.1 [10].

This device has a non-removable 11.91 Wh (3,110 mAh) battery. Smartphone batteries degrade
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with use over time, and such degradation reduces their ability to hold a full charge, causing the

smartphone to operate slowly. This aging factor can also affect energy measurements. To avoid

such a problem, we replaced the hard-fixed battery of the iOS device with a constant direct supply

of 4.2 Volts. Replacing the battery with a direct current supply required disassembling the iPhone

11, which voided its warranty. This step makes it difficult for developers to replicate this process

with expensive phones.

To perform the teardown, we used a hot patch to heat the lower edge of the iPhone and soften

the adhesive, making it easier to open. We then unscrewed 1.1 mm-long screws to detach the bat-

tery cover from the phone and removed the logic board cover that protected the battery connection

point. We also removed the components attached to the top of the battery configuration, such as the

speaker and the Taptic Engine, which supports haptic sensory and vibrations. Finally, we removed

the battery itself.

After removing the battery, we performed a teardown of the battery to access its connector,

which is attached to the phone’s logic board, and the terminals needed to provide direct voltage.

In the next step, we explain how we soldered the connector’s positive and negative terminals joints

with direct voltage-supplying wires.

It is important to note that the iPhone does not allow direct voltage supply and has a hardware

mechanism to prevent such activity. We can overcome this constraint by connecting an earth wire

to the iPhone’s steel body every time once before the phone starts. To avoid noise during energy

measurements, we switched off all the additional software-based services that iPhone 11 provides.

4.3.2 Measurement Device

For energy measurement, we use the Monsoon power monitor as a power draw measurement in-

strument [155]. We configure Monsoon to provide a direct voltage of 4.2 Volts to the iOS device

by connecting wires to its positive and negative terminals and attaching them to their correspond-

ing terminals on the battery connector. The Monsoon measures the current draw of the device

in milliAmps (mA) at a rate of 5,000 samples per second and reports the current value with a

timestamp back to the controller. The Monsoon was chosen for energy measurement because it

is a reliable and accurate tool widely used in the research community for energy measurement of

mobile devices [56], [87], [131] and hardware components [101].
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4.3.3 Controller

We used a macOS computer as a controller to deploy apps and their test cases on the iPhone 11

and collect power measurements from the Monsoon power monitor. The controller collects power

measurements, converts them to energy as Joules (J) by execution time, and uploads them to a web

service.

If we connect the phone to the controller via USB, the USB provides extra voltage to the iOS

device and automatically turns on the charging state, even if the phone is on direct current supply.

The problem with the charging state is that the phone starts consuming resources at its full capacity,

which is not the usual state for a user who is using a smartphone. Therefore, we connected the iOS

device to the controller through WiFi to prevent the phone from going into the charging state.

In our case, the phone remains connected to the controller while the test cases run. Although

this is an overhead, we could not overcome it because the controller needs a continuous connection

with the phone during the test case execution to collect debug information, such as when the

app started running and when it stopped. We need the start and stopping times of the app to

filter out the raw power measurements that the Monsoon monitor provides. The Monsoon meter

reports measurements per millisecond, whereas the iOS reports the test run start and end time via

timestamps. We wrote a script that crops Monsoon’s provided measurements to sync it with the

actual test case executions. After time synchronization, our script integrates power and converts

it into energy, and finally, uploads the results over the GreenMiner web service (explained in the

next section).

We would like to mention a few more challenges that we faced because of the iOS platform

and how we overcame them during the energy measurement process.

1. The iOS platform imposes several constraints regarding app development for security pur-

poses. One of those constraints is app signing and certification. Each app deployment on the

iOS device must be correctly signed and certified; otherwise, the iOS framework does not al-

low the app to install. Another constraint is that the app’s provisioning profile expires every

10 days. We assign a unique bundle ID to each app instance to overcome this hurdle. Both

of these constraints limit the automation capability of our approach, and we had to manually

configure the testing apps continuously to overcome them during the energy measurements.
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2. The Monsoon meter offers a serial port to connect with the controller. This serial port faces

concurrency issues when the controller tries to collect measurements from multiple iOS apps.

As a solution, we include a hardware piece (Apple’s official USB-C to USB Adapter) and

toggle this adapter through an open-source external library [129]. After every test run, the

toggle resets the connection between Monsoon and the controller.

3. We needed CLI-based implementation for automation. However, the iOS framework, unlike

Android, has several limitations when executing and testing applications via CLI. We employ

Apple Scripts to navigate via XCode for the smooth operation of specialized test scripts, such

as the ones that require user location simulation during execution. Simple scripts that do not

require specialized components, such as a Camera or GPS, can be run through CLI.

4.3.4 Webservice

For iGreenMiner, we have extended the GreenMiner’s web service, a free utility that runs 24x7 [86].

Developers and researchers can utilize this service to measure the energy consumption of their

apps.

The iOS app’s source code and test cases written using the XCTest test library [26], iOS’s

official testing framework, are required as input to use this web service. The web service then

provides the controller with the app and its test cases. The controller then executes the test cases

on the iPhone and simultaneously collects the power traces from Monsoon. It then aggregates the

measurements into an energy consumption report and sends it to the web service.

Once the web service receives the energy reports, the reports become available for users to

download.

4.4 Reliability and Reproducibility of iGreenMiner

The reliability of iGreenMiner depends on its power sampling rate, which is 5 kHz due to the

underlying measurement device, the Monsoon power monitor.

While Saborido et al. [148] found that 125 kHz is an ideal sampling rate for energy measure-

ment in Android apps, they also noted that the sampling rate requirement for determining an app’s

energy consumption is different from that for its methods. A 5 kHz sampling rate for apps is ac-
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ceptable as it produces a median error of 13.27%. However, a 5 kHz sampling rate is insufficient

for methods, as the error can increase to 53.15% with a median of 0.54%. To ensure reliable results,

we recommend that users of iGreenMiner instrument their app to execute one method at a time in

isolation, execute each method multiple times, and consider the median energy consumption of

each method.

Several previous studies have also used the Monsoon power monitor to investigate energy

consumption in smartphone apps. Vásquez et al.[114] mined energy-greedy API usage patterns

in Android apps, while Li et al.[109] investigated best energy-saving programming practices.

Nguyen et al.[131] evaluated the impact of storage configurations on smartphone energy efficiency,

and Chen et al.[52] studied factors affecting power consumption in multimedia apps.

Replicating iGreenMiner is important for the research community as it contributes to the ex-

pansion of energy datasets and opens up opportunities for further research that will directly benefit

the development community of iOS applications. It should be noted that successfully replicating

iGreenMiner requires expertise in areas such as iOS app development, power measurements, and

smartphone hardware. For clarification and guidance during the replication process, it is recom-

mended to reach out to the author of this thesis.

To replicate iGreenMiner in your own lab, the following steps should be undertaken:

• Familiarize yourself with the principles and objectives of iGreenMiner, which is an energy-

aware mining framework designed specifically for iOS applications.

• Thoroughly analyze the scripts utilized by the iGreenMiner framework to collect power mea-

surements from the Monsoon monitor (runSingleBenchmark.sh), aggregate the results

(aggregateResults.py), and the main script for executing both measurement and aggre-

gation (runAllBenchmarks.sh).

• Obtain an iPhone model, a macOS machine to serve as the controller, and a Monsoon HVMP

power monitor to serve as a power measurement device.

• Carefully disassemble the iPhone and establish a direct connection between its power termi-

nals and the Monsoon power monitor.
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• Utilize the iGreenMiner scripts to establish communication with the hardware setup and

carry out the necessary power measurements.

It is worth noting that during the replication process of iGreenMiner, one should be fully aware

of the underlying challenges that may arise at the iOS level, as discussed in Section 4.3 of the

thesis.

4.5 Potential research direction

In this section, we outline some research problems related to iOS energy-efficient app development

that researchers may address by using the iGreenMiner framework.

1. The iOS platform offers different structural guidelines for developers compared to An-

droid [73]. Developers may be unsure how to design energy-efficient apps while follow-

ing iOS regulations. By using iGreenMiner, we can develop energy-efficient guidelines on

how to layout UI elements in an energy-optimal manner. Previous studies have shown a

significant impact of developers’ UI choices on the energy consumption of Android applica-

tions [1].

2. Apple’s energy reporting tool, Instruments [92], reports energy ratings by measuring com-

ponent usage instead of actual energy consumption. By using iGreenMiner, we can improve

Instruments to predict actual energy measurement values for developers. A previous study

shows that components’ usage information can be used to build an energy-consumption pre-

diction model [54].

3. Unlike Android, where various energy prediction models are available [54], iOS developers

have to deploy iOS applications on a physical smartphone device to measure their energy

consumption. XCode, the iOS development IDE, offers an emulator for simulating iOS ap-

plications. By using iGreenMiner, we can collect execution logs and energy measurements,

relate simulation with system logs or code structure, and build a static energy prediction

model. Using this runtime information-based model, developers can estimate their app’s

energy consumption without running it on a physical smartphone.
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4. Developers often want to develop cross-platform apps [42] using frameworks like Flutter,

PhoneGap, and ReactNative. Developers need to know how cross-platform iOS apps dif-

fer from native iOS apps in terms of energy consumption. By using iGreenMiner, we can

empirically evaluate the difference between native iOS apps and cross-platform built apps.
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Chapter 5

Energy-aware configuration guidelines for
API parameters: A case-study of iOS Core
Location Framework

This chapter makes a third contribution to this thesis by proposing energy-efficient configuration

guidelines for API parameters aimed at reducing an app’s energy consumption. This chapter fo-

cuses on the iOS Core Location framework, for which we extract the energy-aware guidelines.

These guidelines help developers make informed design choices for accessing user-location in

their apps. Additionally, researchers may use the approach presented in this chapter to develop

energy-aware guidelines for other utility APIs, such as Core Graphics, Core Animation, and Core

Bluetooth. This chapter was published at ICSME 2021 [37].

5.1 Introduction

Despite energy consumption being a major concern for iOS users [103], and that app developers

prefer iOS over other development platforms [73], [145], the iOS platform, in general, suffers from

a lack of energy-efficient guidelines for energy-aware developers. Apple advises developers to

reduce the energy consumption of processing, networking, location, and graphics [9]. This advice

is particularly important for location services, given the pervasive use of location information in

various apps such as turn-by-turn map navigation, social networking, food and grocery ordering,

carpooling, and vehicle hire. Improper access to the user-location may prevent the device from

going into sleep mode, which keeps the location hardware powered on.

To access user location, Apple provides iOS developers with the Core Location framework
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with multiple location services: Standard Location Service, Significant Location Service, Visits

Location Service, and Regional Monitoring Service. Each service is configurable to access user

location with a particular frequency and accuracy. This frequency and accuracy come at the cost

of battery life through energy consumption. Battery life with accuracy is an engineering tradeoff

decision a software developer needs to make while developing an app. Unfortunately, the current

Apple developer’s guide does not provide any information about such tradeoff [12]. It suggests

choosing the most energy-efficient service, but it does not provide details about which services are

most energy-efficient, as it says:

“Always choose the most power-efficient service that serves the needs of your app.” –Ap-

pleInc [20] (Core Location Documentation)

To address the limitation of these guidelines, we have extracted energy profiles of the loca-

tion services using iGreenMiner (Chapter 4). To profile the location services, we created 28 mi-

crobenchmarks, each representing a different location service configuration. We then use iGreen-

Miner to collect the energy measurements of each micro-benchmark (i.e. configuration) and an-

alyze these profiles to extract energy-efficient guidelines for the developers. Our analysis shows

that, overall, Visits Location Service is the most energy-efficient service, while Standard Location

Service is the least energy-efficient service. However, we find that Standard Location Service may

be configured with particular parameter values to consume the least energy among all other con-

figurations. Using the energy profiles of the location services, we created a graph that describes

the tradeoff between location access rate and energy consumption. Developers may use this graph

as a guide to prefer one location service over another. Finally, we have evaluated the effective-

ness of these guidelines on three real-world apps and a benchmark app that Apple provides to its

developers to fetch user location. On real-world apps, we reduced a median of 10.59% energy

consumption; on the benchmark app, we reduced 11.37% energy consumption.

Our results have the potential to guide developers in making informed, energy-efficient design

choices for accessing user-location in their app before execution. The underlying contributions of

this chapter are as follows: (1) Location framework benchmarks. Microbenchmarks with multiple

configurations of the iOS Core Location framework. Researchers and developers may use these

microbenchmarks to investigate the effects of location services on app qualities other than en-

ergy consumption, such as runtime performance and user experience. (2) Recommendation guide.
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Guidelines that help developers may use to make energy-efficient design choices while using the

iOS Core Location framework.

5.2 Related Work

Recent studies have shown that developers are unaware of which parts of their code consume

energy and how their code changes may affect energy consumption [119], [140], [143], [169],

[177]. Several researchers have helped developers through recommendation guides and energy

optimization techniques.

5.2.1 Recommendation Guidelines

There have been several empirical studies to help developers be aware of the development practices

that affect energy consumption. Manotas et al. [120] introduce a decision-support framework for

developers to make energy-efficient choices using Java Collections API. Similarly, Hasan et al. [83]

identify the effect of various Java collection classes on energy consumption and provide guidelines

to the developers to reduce energy. Chowdhury et al. [55] introduced an architectural design pattern

developers may follow to reduce energy consumption. In a recent study, Oliveira et al. [135] have

shown that different development approaches impact the energy consumption of Android apps.

5.2.2 Optimization Techniques

Pinto el al. [144] investigated refactoring techniques that developers can adopt to reduce energy

consumption. Pambola et al. [139] have conducted an empirical study to find out how code smells

affect smartphone apps energy consumption and which code smells are the most energy-hungry.

Mazuera et al. [123] have extensively studied code commits of Android and iOS apps to extract

performance bugs. The author then proposes a taxonomy that developers may follow to build

tools for detecting and optimizing energy bugs. Couto et al. [59] statically analyzed Android apps

to detect energy-greedy patterns and propose an automated refactoring technique to eradicate the

detected patterns.

This chapter is closest to the investigation done by Schuler et al. [151] in terms of provid-

ing an energy recommendation guide for developers. Schuler et al. [151] evaluate the impact of
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third-party framework calls on energy consumption. Contrary to this chapter’s technique, their

study considers all calls to frameworks collectively instead of an in-depth investigation of a single

framework. Their study also does not provide any recommendation guidelines to developers.

5.3 iOS Core Location Framework

This section provides a brief overview of the five location services that the iOS Core Location

framework provides:

• Standard and Significant Location Services: tracks changes in user location with config-

urable accuracy,

• Regional Monitoring Service: tracks user entry and exit from specific regions,

• Beacon Ranging Service: tracks presence near a beacon,

• Visits Location Service: tracks the location where a user has spent a significant amount of

time, and

• Compass Headings Service: tracks user direction.

Some of these services are configurable with additional parameters. Developers may use these

parameters to change the location-accuracy and location-access-frequency. In this chapter, we

investigate how these parameter configurations affect energy consumption. We exclude the Beacon

Ranging Service and Compass Headings Service from our investigation because they do not report

user location. Beacon Ranging Service detects a user’s presence near a beacon, and Compass

Headings Service detects a user’s movement direction.

Standard Location Service This configurable service provides real-time user location. Accord-

ing to the iOS documentation [16], it is the most power-hungry service because it provides the most

immediate location with the highest accuracy. The documentation recommends using this service

only when an app requires real-time location, such as for navigation instructions or recording a

user’s hiking path.
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Developers may configure this service through two parameters: desiredAccuracy and distance-

Filter. The former may be set to Best, HundredMeters, Kilometer, Navigation, Three-

Kilometers, or NearestTenMeters. The latter pauses the location service from fetching fur-

ther locations unless the user movement exceeds the specified distance (in meters). By default,

desiredAccuracy is set to Best and distanceFilter is set to None (i.e., the service updates

the location for any user movement).

Given the lack of documentation about how these values affect energy consumption or location

accuracy, developers may find it difficult to decide which value best suits their needs. In particular,

Apple’s documentation [16] provides a few guidelines for setting the value of desiredAccuracy.

First, the developer should avoid setting the accuracy level to Best or NearestTenMeters unless

the app requires location updates every few meters. Second, in practice, the framework provides

more accurate data than requested. For instance, accuracy ThreeKilometers provides an accu-

racy closer to one-hundred meters, this guideline from Apple is vague. This brief documentation of

the configuration parameters does not help developers determine how these parameters may affect

the energy consumption of their apps.

Significant Location Service According to Apple’s documentation [15], developers should use

this service to get the current location and be notified only when the user has covered a significant

distance. This service does not offer any configuration parameters, and its distance accuracy value

is not specified in the documentation. The documentation states that Significant Location Service

is the most energy-conservative service but provides the least location accuracy [15].

Visits Location Service This service detects only noteworthy movements of a user [17]. The

service is not intended for real-time location data but rather to identify patterns in user location.

The service has a parameter: activityType, which pauses location updates according to its

type: other, automotiveNavigation, fitness, otherNavigation, and airborne. The

automotiveNavigation option pauses the service location updates if it detects the user not

traveling in an automotive. Similarly, fitness works for pedestrian activities where indoor po-

sitioning is disabled. The otherNavigation option works for the navigation of boats, trains, or

planes. There is no information available regarding other or airborne in the documentation,
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1 // Initializing Standard Location service
2 locationManager.desiredAccuracy = kCLLocationAccuracyBest;
3 locationManager.distanceFilter = 4096;
4 locationManager.startUpdatingLocation();
5
6 // Initializing Significant Location service
7 locationManager.startMonitoringSignfcntLocationChanges();
8
9 // Initializing Regional Monitoring service

10 let maxDistance = locationManager.maximumRegionMonitoringDistance;
11 let region = CLCircularRegion(center: center, radius: maxDistance,

identifier: identifier);
12 region.notifyOnEntry = true;
13 region.notifyOnExit = false;
14 locationManager.startMonitoring(for: region);
15
16 // Initializing Visit Monitoring service
17 locationManager.startMonitoringVisits();
18 locationManager.activityType = CLActivityType.fitness;

Figure 5.1: An example illustrating how to configure various services offered by the iOS Core
Location framework.

however, the default activityType is other.

Regional Monitoring Service This service is a low-energy alternative for a scenario where the

app needs to identify the user presence within a certain geographical region [14]. A geographical

region is a circle with a radius and a center point on the Earth’s surface. To begin monitoring a re-

gion, the developer has to define a geographical region in their code. The service starts monitoring

the user presence in the defined region immediately after the app starts.

Figure 5.1 provides a code example that shows how developers may initialize each location

service to access user location. Line 2–Line 4 represent the usage of Standard Location Service,

initializing desiredAccuracy to Best and distanceFilter to 212 meters. Line 7 represents

the usage of the Significant Location Service. Lines Line 10–Line 14 represent the usage of Re-

gional Monitoring Service. Line 10 defines the maximumDistance of the region, while Line 11

defines a region using a radius and a center. The center contains a latitude and a longitude.

Line 14 initiates the user location monitoring for the specified radius. Line 17–Line 18 represent

the usage of the Visits Location Service, initializing its parameter activityType with fitness.

48



Table 5.1: The microbenchmark configurations that we have created for evaluation. Each configu-
ration implements a different location service with different parameter values. S1–S20 represent
configurations for Standard Location Service. V1–V6 represent configurations for Visits Loca-
tion Service. SG and RM (not part of this table) represent the Significant Location Service and
Regional Monitoring Service, respectively.

distanceFilter desiredAccuracy

Best Hundred Meters Kilometer Navigation

24 S1 S6 S11 S16

28 S2 S7 S12 S17

212 S3 S8 S13 S18

216 S4 S9 S14 S19

None S5 S10 S15 S20

activityType

airborne automotiveNavigation default fitness other otherNavigation

Configuration V1 V2 V3 V4 V5 V6

5.4 Energy Profiling of the Location Services

To help developers determine how various location services and their parameters affect energy

consumption, we have created microbenchmark configurations of the location services. We use

iGreenMiner to profile their energy consumption. This section presents the location services mi-

crobenchmark configurations and the test scenarios for evaluating these configurations.

5.4.1 Microbenchmark Creation

To extract the location services energy profile, we have created a basic iOS app structure that

accesses user location. Based on this structure, we have created multiple microbenchmark config-

urations. Each configuration implements a different location service with various parameter values.

For Significant Location Service and Regional Monitoring Service, we have created only one con-

figuration because they do not have any parameters to configure. For Visits Location Service, we

have created 6 configurations, each having a different value for the parameter activityType. For

Standard Location Service, we have created 20 configurations; each has a different value for the

parameters desiredAccuracy and distanceFilter. For each value for desiredAccuracy,
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we have selected 5 different values for distanceFilter: 24 meters, 28 meters, 212 meters, 216

meters, and None (i.e., zero meters). Table 5.1 outlines all 28 configurations.

We do not consider the values of desiredAccuracywith ThreeKilometers and Nearest-

TenMeters, because their functionality may be achieved with a combination of desiredAccuracy

values set to Kilometer and Bestwith a distanceFilter set to 3000 meters and 10 meters,

respectively. To accurately generate the energy profiles of the configurations, we run multiple test

scenarios 5 times on each configuration and compute the median energy measurement value as

the representative of a configuration. We ideally wanted to profile 10 energy measurements for

each configuration but that would require 46.6 hours of manually-monitored execution of one test

case on 28 benchmarks. To avoid this infeasible time of execution, we had to decrease the number

of test case executions to 5 for each configuration. To assess the impact of reducing the number

of measurements to 5 for each configuration, we calculated the relative standard deviation of the

energy measurements. This measure provides an indication of the variability within the data set.

In our analysis, we found that the relative standard deviation, resulting from 5 measurements, was

7.37%. This indicates a moderate level of variability in the energy consumption values obtained

from the test scenarios. While a larger number of measurements would have reduced the relative

standard deviation and potentially increased the precision of the analysis, the decision to conduct

5 measurements strikes a balance between resource constraints and obtaining meaningful insights

into the energy profiles of the configurations. However, to mitigate the risk of outliers, we used

median energy from the measured samples from the iGreenMiner.

5.4.2 Energy Measurement through iGreenMiner

To precisely measure the location service usage while the whole app is running, we first need to

know how a location service works. Per its parameter configurations, a location service initializes

a handler that constantly tracks a user’s movement using an accelerometer sensor. It fetches the

location using GPS, cellular network, iOS beacon, or WiFi after each several meters. Since our

goal is to evaluate the energy consumption of a location service usage and not its initialization, we

exclude the handler initialization part from the energy measurements. To achieve that, we crop the

energy measurement of the initialization of the handler through a time synchronization script and

measure the energy consumption of movement tracking and location fetching only. To evaluate the
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Figure 5.2: A path for a user traveling from Northgate Centre to Kingsway Mall.

configurations, we run two test scenarios on each configuration.

1. The first test scenario: measures the energy consumption of location fetching only and keeps

the location stationary.

2. The second test scenario: measures the energy consumption of location fetching with user

movement, simulating a user travelling from one point to another. Figure 5.2 shows the path,

using Google Maps, where the user covers approximately 5.2 kilometers in 600 seconds from

Northgate Centre to Kingsway Mall in Edmonton, AB, Canada. Using Xcode 11.3 [22], an

iOS app development platform, we simulate the user location.

To avoid erroneous energy measurements, we keep the screen brightness constant throughout

the execution of a test case [69]. To log the number of locations accessed by a configuration

(i.e., location access rate) during each test case execution, we instrument each configuration and

re-execute the test cases on it separately. As a result, for analysis and comparison, we collected

140 non-instrumented and 140 instrumented energy measurements.
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5.4.3 Accurate Energy Measurement

To ensure accuracy throughout our empirical evaluation, we took 3 main measures. First, the de-

vice could not be locked during a test case execution. This is a constraint of Xcode [22] that for a

locked device, it loses connection with the device under test. As an alternative, to mimic the test en-

vironment of a real user, when the app is run in the background, we decrease the display brightness

to the lowest point such that the screen becomes unreadable and consumes the least energy [69].

Second, installing the app and initializing the location service handler is an overhead to our energy

measurements. To avoid this overhead, we start measuring energy after the initialization of the app

and the handler. Finally, installing the same configurations and accessing the same location infor-

mation multiple times may introduce performance differences due to cached app data. To avoid

location data caching, we completely wipe out the app’s data and install altering configurations

each time before each test run.

5.5 Which Location Service Should You Use?

To help developers understand the effect of using a particular location service on energy consump-

tion, we have profiled the energy consumption of all the configurations from Table 5.1. We then

evaluate those configurations by answering the following research questions:

RQ1: Does using a particular location service affect the energy consumption of an app?

RQ2: Which location service configuration may help developers reduce the energy consump-

tion of their app?

RQ3: Do the default location service configurations yield energy-efficient code?

RQ4: Does the energy consumption of a location service change if it runs in a background

service instead of a foreground service?

RQ5: Which location service configurations perform best in accessing most locations while

consuming the least energy?
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Figure 5.3: The energy profile of each microbenchmark configuration from Table 5.1. Values
above the microbenchmark name along the x-axis represent the median energy consumption in
Joules. Y-axis represents the average energy consumption in Joules.

5.5.1 Effect of Using A Particular Location Service (RQ1)

To evaluate the energy profiles of the configurations in Table 5.1, we ran the second test scenario

described in Section 5.4.2 on the configurations. Figure 5.3 represents the energy profiles of each

configuration. To investigate the difference in the energy consumption across the services and

across configurations, we ran the Kruskal-Wallis rank sum test, and found a p-value p < 0.05 for

both of them. This p-value indicates that both services and configurations are statistically signifi-

cant factors in relation to energy consumption. It implies that different services and configurations

can exhibit statistically significant differences in energy consumption. Across all configurations,

the minimum energy consumed by a configuration is 373 joules, and for the same purpose (loca-

tion access), the maximum energy consumed by another configuration is 463 joules. This result

shows that if developers choose a particular service with certain parameter values, such as S2,

it may increase the energy consumption of their app up to 23.97% while performing the same

functionality.

To determine the effect of each service parameter value on energy consumption, we evaluated

the configurations of Standard Location Service and Visits Location Service by applying pairwise

Wilcoxon rank-sum test [84] on the energy measurements of these configurations. We keep α

(significance level) as 0.05 and apply the Bonferroni adjustment method to address the risk of

type-I error [168]. Table 5.3 and Table 5.2 shows the results of our test. For Standard Location
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Table 5.2: Energy consumption difference (p-values for Wilcoxon rank sum test) among the con-
figurations of Visits Location Service for the activityType parameter.

activityType Airborne AutoNav Default Fitness Other

AutoNav 1.000 - - - -
Default 1.000 1.000 - - -
Fitness 1.000 1.000 1.000 - -
Other 1.000 1.000 1.000 1.000 -
OtherNav 1.000 1.000 1.000 1.000 1.000

Table 5.3: Energy consumption difference (p-values for Wilcoxon rank sum test) among the con-
figurations of Standard Location Service for the desiredAccuracy parameter.

desiredAccuracy Best HundredMeters Kilometer

HundredMeters 0.048 - -
Kilometer 0.048 1.000 -
Navigation 1.000 0.048 0.048

Service, there is a statistically significant difference among the configurations of different values

of the parameter desiredAccuracy. The bold values indicate p < 0.05. For Visits Location

Service, varying values of the activityType parameter do not cause any significant difference.

The p-values < 0.05 indicate that developers should carefully configure the parameters while

using the Standard Location Service. However, in the case of the Visits Location Service, the

choice of a configuration does not matter because there is no difference among the energy con-

sumption of its configurations.

Guideline 1 (G1): Developers should be conscious about choosing a location service

configuration because choosing an energy-hungry configuration may increase the

energy consumption by up to 23.97%.

5.5.2 Effect of Configuring Location Services (RQ2)

To answer RQ2, we ranked all configurations based on the energy profiles we collected for RQ1.

Across all configurations, Visits Location Service consumes the least energy, followed by Regional

Monitoring Service, Significant Location Service, and Standard Location Service. In particular,
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Figure 5.4: The energy profile for each configuration of Standard Location Service. The default
values of desiredAccuracy and distanceFilter are Best and None (i.e., zero meters).

V1 and V5 from Visits Location Service and S12 from Standard Location Service perform better

than all other configurations while providing the same functionality.

Guideline 2 (G2):Across all configurations, Visits Location Service is the most en-

ergy efficient choice for developers while Standard Location Service is the worst

choice.

To identify the most energy-efficient configurations within Standard Location Service and Vis-

its Location Service, we compare the energy profiles of the configurations of these services. Fig-

ure 5.4 shows the energy profile for each Standard Location Service configuration. Each box

plot represents the five energy measurement values collected for each configuration, and the x-

axis represents the values of the parameter distanceFilter. Each boxed section represents the

parameter desiredAccuracy. Considering the median energy profiles, the best configuration

of Standard Location Service is when the value of desiredAccuracy is Kilometer and the

distanceFilter value is 28 meters. On the other hand, this service performs the worst when the

desiredAccuracy value is Best and the value of distanceFilter is 28 meters.

Similarly, Figure 5.5 shows the energy profiles of each Visits Location Service configuration.

For this service, developers may use any configuration because it has no configuration that stands

out in terms of energy efficiency.
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Figure 5.5: The energy profile for each configuration of Visits Location Service. The default value
of parameter activityType is other.

Guideline 3 (G3): The most energy-efficient configuration for Standard Location

Service is to set desiredAccuracy to Kilometer and distanceFilter to 28

meters (configuration S12).

5.5.3 Effect of Default Configuration Parameters (RQ3)

If the default parameter values in the Standard Location Service and Visits Location Service are

energy-efficient, developers will not have to worry about the parameter values of these location ser-

vices. To evaluate the default configurations, we have executed the second test scenario described

in Section 5.4.2 on the default configurations and microbenchmark configurations and compared

their energy profiles.

For Standard Location Service, the default values of desiredAccuracy and distance-

Filter are Best and None (i.e., zero meters), respectively. These values represent the S5 config-

uration in our microbenchmarks. Observing the energy measurements of Standard Location Ser-

vice, Figure 5.4 shows that the default parameter values are not the most energy optimal choice. In

fact, the default setting (S5) performs the third worst within the 20 configurations of Standard Lo-

cation Service. Also, regarding location access rate per second, the default configuration performs

second to another configuration.
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For Visits Location Service, the default value of its parameter activityType is other,

see Figure 5.5. As previously discussed, there is no difference across the energy consumption

of Visits Location Service configurations. Therefore, the default configuration for Visits Location

Service is a safe option for developers to use in terms of energy consumption.

Guideline 4 (G4): Developers should not use the default configuration of Standard

Location Service, because it is not energy efficient. On the other hand, the default

configuration for Visits Location Service is equally energy efficient to other location

service configurations.

5.5.4 Background vs Foreground Service (RQ4)

Depending on its requirements, an app may access location information while running in the back-

ground of the UI thread; for instance, a fitness app that continuously accesses locations while the

phone is locked and inside the user’s pocket. Contrarily, an app might access location while run-

ning in the foreground of the UI thread; for instance, a map-navigation-app continuously accessing

location while the phone is docked at a car’s dashboard. The scope of our study is limited to apps

that access locations in the background of the UI thread. However, for a brief comparison of the

effects of accessing location in the background vs foreground, on energy, we re-execute the second

scenario from Section 5.4.2 on our configurations in the foreground of the UI thread.

To compare the energy profiles of location access in the background of the UI thread against

that in the foreground of the UI thread, we ran a paired Wilcoxon signed rank test between the

two observations with Bonferroni adjustment applied to address the risk of type-I error [168]. As

a result, we get p = 7.4e − 9 for the difference in energy consumption and p = 0.1185 for the

difference in location access rate. This result implies that for α kept 0.05, there is a statistically

significant difference among the observations for energy consumption. At the same time, there is

no statistically significant difference among the observations for location access rate.

The average energy consumption for background and foreground services is 402.07 joules and

1,255.20 joules, respectively. This overhead energy difference is due to several factors. The iOS

operating system generally provides more resources to foreground tasks because they directly inter-

act with the user [18]. Additionally, the screen consumes more energy for foreground services [69]
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because the screen is dark for background services, whereas, for the foreground execution, the

screen is well-lit with a white background. However, a detailed investigation is required to reason

about the difference between the two observations, which is out of the scope of this study.

Guideline 5 (G5): The energy consumption of accessing location information in the

foreground of the UI thread is 3× higher than accessing it in the background of the

UI thread.

5.5.5 Dominating Configurations (RQ5)

We have previously shown that among all configurations, Visits Location Service is the best,

whereas Standard Location Service is the worst in terms of energy consumption. However, what if

the developer is interested in the frequency of location access, and Visits Location Service provides

the least number of locations, whereas Standard Location Service provides the most? Suppose an

app requires frequent location updates (e.g., for map navigation). In that case, the app developer

typically aims to use a service that accesses locations most often while using the least energy.

To find out the location service that has the most number of location accesses with the least

amount of energy consumption, we execute the second test scenario described in Section 5.4.2 on

the microbenchmark configurations twice: (1) in the background of the user interface (UI) thread

and (2) in the foreground of the UI thread.

We use a better-than-graph: a directed graph where a source node represents a better config-

uration than the target node to present the Pareto-optimal solutions. This graph helps developers

know which location service configurations dominate others in terms of less energy consumption

and high location access rate. Figure 5.6 depicts this better-than-graph. For accessing locations at

the foreground of the UI thread, S6, S10, S12, S14, and S15 from Standard Location Service, as

well as V1 from Visits Location Service are the most dominating solutions. While for accessing

locations at the background of the UI thread S10, S12, and S15 from Standard Location Service,

as well as V1 from Visits Location Service are the most dominating solutions.

Guideline 6 (G6): Our graph guides developers to choose a location service based

on a trade-off between location access rate and energy consumption.
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Figure 5.6: The graph represents microbenchmarks which are better than the others when run at
the background or foreground of a device. For example, an edge (line) from S12 to S13 means that
S12 is better, it has lower energy cost and higher location access rate than S13. Optimality Level
represents configurations that collectively dominate other configurations, e.g., Level 1 to Level 7
means most optimal to least optimal.
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5.6 Discussion

5.6.1 Comparing Our Guidelines with the Apple iOS Energy Guidelines

We compare the results of our study with the official energy guidelines provided by Apple [11]–

[13]. Although there is a lack of documentation for the location services, Apple provides some

general energy guidelines. We provide a summary of the Apple guidelines (AG) and compare

them to our own set of guidelines.

• AG1: Visits Location Service is the most energy-efficient choice when the app needs a user

movement pattern instead of real-time locations. AG1 is recommended for a scenario when

an app needs the location only if the user has spent a significant amount of time at that

location.

• AG2: Significant Location Service is the most power-efficient way when the app needs

continuous live locations. AG2 is recommended when real-time location updates are less

frequently required.

Our results complement AG1, as we have previously shown that Visits Location Service is the

most energy-efficient choice compared to the other location services (G2). However, contrary to

AG2, we recommend that developers may prefer some specific configurations of Standard Location

Service and Visits Location Service over Significant Location Service. Such as S6, S10, S12, S14,

and S15 of Standard Location Service, and V1 of Visits Location Service, while running in the

foreground of the app because these configurations always perform better than Significant Location

Service in terms of both location access rate and energy consumption (G6).

• AG3: Standard Location Service uses significantly more power than other location services,

but it delivers the most accurate and immediate location information.

Our results partially complement AG3. We discovered that Standard Location Service delivers

the most frequent updates and is collectively the most energy-intensive service (G4). However, we

have shown that if Standard Location Service is configured with particular parameter values (S10,

S12, S15), it is more energy efficient and has a higher location access rate than Visits Location

Service and Significant Location Service (G3).
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• AG4: Developers should stop location services when the location is not needed anymore.

AG4 is not covered in our test scenarios because our goal is to evaluate the energy consumption

of the service itself when it is running. However, it is reasonable to believe that stopping service

will reduce energy consumption.

• AG5: Setting Standard Location Services’ desiredAccuracy to Best is the most energy-

hungry decision for developers, but it provides the most number of locations at the same

time.

Unlike AG5, our experiments have shown that the suggested setting performs second best (0.83 lo-

cations per second for background, 0.84 locations per second for foreground) to another setting

where the desiredAccuracy is set to Hundred meters (0.905 locations per second for back-

ground, 0.89 locations per second for foreground). This alternate setting also consumes less energy

than the proposed setting in AG5. A further in-depth investigation is required to determine why

Best, with a lower location access rate, consumes more energy than Hundred meters.

• AG6: Defer location updates from the services. Queue the locations and process them all at

once some time.

AG6 is an interesting guideline. Similar to prior work [55], queuing up processes has reduced

energy consumption due to fewer context switches. However, evaluating AG6 is out of the scope

of our study.

5.6.2 Why Are There Energy Differences Among the Location Service Con-
figurations?

The total energy consumption cost of a location service configuration comes from three properties:

movement tracking sensors, service handler callbacks, and location fetching.

1. Movement tracking sensors: The desiredAccuracy and distanceFilter parame-

ters of the API track physical activity and distance covered through the accelerometer sensor

to report location after a desired interval. The computation from the accelerometer sensor

requires energy consumption.
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2. Service handler callbacks: The service handler sets up necessary components to manage the

location service. One would expect that higher frequencies of callbacks correlate with more

energy consumption.

3. Location fetching: This involves retrieving location information from various sources such

as mobile data, Wi-Fi, and GPS. The process of obtaining location data requires communi-

cation with these hardware components and can consume varying levels of energy.

Considering these three properties provides insights into the energy consumption associated

with a location service configuration. By optimizing these aspects, developers can effectively

manage and reduce the energy cost of location-based functionality in their applications.

We want to investigate which property out of the three properties changes due to parameter

values and eventually affects energy consumption. Movement tracking sensors include the ac-

celerometer sensor, which stays constantly active when the phone is in motion. Service handler

computation involves the handler initialization and call frequency. The frequency of handler calls

is configured by the distanceFilter parameter. Location fetching involves utilizing hardware

components by accessing locations through a combination of nearby iOS beacons, network routers,

cellular towers, and GPS.

Among these functionalities, we are interested in the location fetching part of our study, since

the primary purpose of a location service is to fetch user location. To investigate the cost of

location fetching alone, we execute the first test scenario from Section 5.4.2 on all configurations

in the foreground of the UI thread. We investigate the location fetch energy cost by keeping the

phone location stationary. A stationary location limits the usage of movement sensors and reduces

the service handler cost, including movement tracking.

We performed an unpaired Wilcoxon rank-sum test on the energy measurements to measure the

difference among the benchmarks for this test scenario. The results show that for α = 0.05, and the

Bonferroni adjustment method applied, all resultant p-values are > 0.05, implying no statistically

significant difference among the configurations regarding energy consumption. This result shows

that the energy difference observed among the configurations is mainly due to two reasons: (1)

frequency of the location fetching handler calls and (2) sensor usage for movement tracking.
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5.6.3 Do Our Guidelines Help Improve the Energy Consumption of Real-
World Apps?

To evaluate the usefulness of our guidelines, we have evaluated them on real-world apps. We re-

place real-world apps’ current location service implementation with an energy-optimal alternative

according to the better-than-graph from Figure 5.6. To profile the energy consumption, we execute

the second test scenario from Section 5.4.2 on the original app and its modified (energy-optimal

alternative) version. To automatically detect the usage of a location service and its parameter val-

ues, we have extended SWAN [163], an iOS static analysis framework. Our extension searches for

method calls and configuration parameters of any location service usage.

Selecting Real-World Apps

To find real-world apps that use the Core Location framework, we have explored the occurrence

of code snippets on Github [93] using the search string “locationManager.start” 1. This

string represents the usage of location service in iOS apps. As a result, we found 155 apps that use

multiple programming languages. Since Apple recommends Swift for development on iOS [19],

and iGreenMiner supports Swift, we exclude the apps that do not use Swift as a programming

language. This step leaves us with 40 apps that are academic assignments, course projects, and

professional apps for Apple’s app store.

Across these 40 apps, we applied the following exclusion criteria: Swift version older than 5,

build failure, login credentials not provided, and the app crashes. This filtration leaves us with

three app categories: property search, weather, and location utility. We then picked one app from

each category for this evaluation. In addition to real-world apps, we consider Apple’s provided

sample code implementation of the location service [6]. This sample code demonstrates the usage

of location services for developers.

Results

Property Search App [98] this app helps users find real estate properties near their location.

The app uses Standard Location Service with desiredAccuracy set to NearestTenMeters,

and distanceFilter set to None. This setup is equivalent to setting desiredAccuracy to

1https://github.com/search?q=locationManager.start&type=code
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Best and distanceFilter to 10. The closest representative setup for this configuration in our

study is S1.

To optimize this app, we replaced the current app S1 implementation with S12 because Fig-

ure 5.6a suggests that S12 accesses more locations than S1 with less energy usage. As a result,

with an energy-efficient alternative, we reduced the energy consumption by 0.42%. The impact is

negligible since the app only accesses the user location once during the test scenario.

Weather App [137] this app reports the weather of the current user location. The app con-

tinuously monitors the user’s location and updates the weather at every location access. The app

uses Standard Location Service with desiredAccuracy set to HundredMeters and distance-

Filter set to None. This configuration represents S10 in our study.

To optimize this app, we replaced the current app S10 implementation with S12 because Fig-

ure 5.3 shows that it is the most energy-efficient configuration for Standard Location Service. As

a result, by replacing the app’s actual location service implementation with an energy-efficient

alternative, we reduced the energy consumption by 10.59%.

Location Utility App [159] this sample utility app provides a user interface that continuously

reports user location changes with address, speed of movement, direction and altitude. It also

performs geocoding, i.e., converting latitude/longitude coordinates to a user-friendly description.

The app uses Standard Location Service with desiredAccuracy set to Best and distance-

Filter set to None. This configuration represents S5 in our study.

To optimize this app, we replaced the current app S5 implementation with S12 because ac-

cording to Figure 5.6a, S12 accesses more locations than S5 with less energy usage. As a result,

by replacing the app’s actual location service implementation with an energy-efficient alternative,

we reduced the energy consumption by 26.91%.

Apple’s Benchmark App [6] this is a demo app that Apple provides iOS developers to track

user location changes and draw a trail over the map as the user moves. The app uses Standard

Location Service with desiredAccuracy set to Best and distanceFilter set to None. This

configuration represents S5 in our study.
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Similar to the location utility app, we replaced the current app S5 implementation with S12.

As a result, we reduced energy consumption by 11.37%.

5.7 Threats to Validity

We ran all our experiments on a single smartphone device with a single operating system. This

setup restricts the generalizability of our results to a single device/operating system configuration.

Due to the expensive hardware costs that entail iOS measurement, we evaluate our benchmarks

on one of the latest devices running iOS 13.4.1. Although our absolute energy measurements

depend on a single device configuration, the relative energy difference between the location service

configurations should stay the same. This hypothesis requires further investigation, which is out

of the scope of this chapter. Another threat is that our results can not be generalized on iPhone

versions other than 11 or iOS versions other than iOS 13.4.1. However, our methodology for

evaluating the core location framework will stay relevant.

Applying our configuration guidelines to apps may impact the user experience. For example,

if a developer chooses to implement Visits Location Service to save energy, it might not meet

the needs of users who require real-time location updates. Users may express dissatisfaction for

various reasons. Some may find the app’s infrequent updates cause them to miss real-time updates

or important information. Others may perceive the app’s data as inaccurate, leading to unreliable

or misleading results. Additionally, configurations that provide accurate data but consume more

energy may raise user concerns about the negative impact on their phone’s battery life. Hence,

developers must consider these trade-offs, balancing energy optimization and user needs to ensure

a satisfactory user experience of their apps.

Instead of physically moving the smartphone, we simulate the user’s location. This limitation

is because moving for 10 minutes around the city five times for each benchmark, while having

28 benchmarks, requires 23 hours of traveling along with the iGreenMiner hardware, which is a

prohibitively expensive process. However, physical movement in such an experiment is essential

because users use their phones in a heterogeneous network environment that causes several discon-

nections between WiFi and GPS. Moreover, cellular tower distance, surface elevation and signal

range variation may affect energy consumption. For example, in an urban city, a user experiences

frequent context switches compared to rural areas because urban cities often have more cellular
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towers than rural ones. Unfortunately, our mobility was restricted while conducting the experi-

ments due to the Covid-19 pandemic. However, our experimental setup retains the relative energy

difference among the location service configurations.

5.8 Conclusion

As a software development manager, the decision of whether to adhere to Apple’s official recom-

mendations for configuring the iOS Core Location framework or implementing custom configura-

tions depends on various factors. These factors include the specific requirements and constraints

of their app, the importance of energy efficiency in their target market, and the resources available

to their development team.

It is worth considering that the Apple recommendations serve as a starting point and are de-

signed to provide general guidelines for developers in order to use an API. However, they may

not fully address the unique needs and considerations of an app or its target audience. Therefore,

following the recommendations, as it is, may not always result in the most energy efficient solu-

tion for a specific scenario. On the other hand, using custom configurations of an API that are not

documented in Apple’s guide requires a deep understanding of the energy consumption of each

configuration. Our approach is beneficial for software development teams that lack the expertise

and resources to conduct extensive testing of all possible API configurations. It enables developers

to make fine-grained decisions regarding API usage, so that developers can fulfill their users’ needs

efficiently.

Some of the guidelines derived in this study are intuitive; however, prior to our study, there

was no empirical evidence available in the literature to support this intuition. To overcome these

limitations, we have provided guidelines to developers for energy-efficiently configuring the usage

of the Core Location framework in their code. Our guidelines demonstrate that for frequent loca-

tion updates, three Standard Location Service configurations (S10, S12, S15) are the most energy

efficient, while for less frequent location updates, Regional Monitoring Service is the most energy-

efficient. After applying our guidelines to three real-world apps, each representing a different

category, we observed energy consumption reductions of 0.42%, 10.59%, and 26.91%.

Apple Inc. can utilize our methodology to offer valuable insights and recommendations on

energy-efficient configuration and utilization of their various frameworks’ APIs. These guide-
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lines will serve as a valuable resource for iOS app developers and developers within the Apple

ecosystem, promoting and teaching the best practices for energy-efficient app development in the

developer community.

When configuring specific API parameters, app developers may consider various factors, such

as the app’s unique characteristics, understanding the app’s target audience, and assessing avail-

able resources. By following our guidelines and considering these factors, app developers can

balance energy efficiency, user experience, and the specific goals of their app to deliver a better

user experience.

In future, developers can utilize our iOS Core location API specific guidelines to create energy

auto-tuning tools. At the same time, researchers can follow our general approach to establish

guidelines for utility frameworks other than the location service API, such as for the Core Graphics,

Core ML, Core Animation, and Core Bluetooth API.
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Chapter 6

A Static-Analysis Based Energy Estimation
Approach

Once a developer has reduced the energy consumption of their app using a recommendation guide,

they need to measure its energy consumption to get an idea of how much energy their app may con-

sume at runtime. As mentioned in the introduction of this thesis, the current energy measurement

approaches are cumbersome as they require the developers to either have hardware-level expertise

or to generate and execute test cases. As a solution, this chapter makes a fourth and final con-

tribution to this thesis by proposing a static-analysis-based energy estimation model. The idea of

this estimation model is to relieve the developers from expensive, sophisticated hardware and save

their expenditure cost on energy testing. Additionally, the idea is to save developers’ time so that

they do not have to maintain or execute any test cases for the energy estimation of their app. The

energy-consumption values that the estimation model represents are called the E-factor of an app.

E-factor values can be calculated within milliseconds because it does not require test case execu-

tion, as opposed to the state-of-the-art approaches that take a long time to measure and estimate

energy consumption (Chapter 3). Due to its quick estimation capability, E-factor can be easily

integrated into an IDE so developers can get energy-related insights after each code modification.

This chapter was published at MSR 2023 [34].

6.1 Introduction

To ensure that an app is energy efficient, energy-aware app developers have several energy profil-

ing techniques to choose from, such as hardware-based measurement tools [87], [89], [111] and
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software-based estimation models [67]. To get accurate energy measurements using hardware-

based tools, developers must run many test cases, which takes significant time and effort. Addi-

tionally, setting up the necessary measurement infrastructure requires developers to have special-

ized knowledge of smartphones and energy measurement devices, which they see as an unwanted

task [142]. Furthermore, acquiring the necessary hardware may be costly, adding a financial bur-

den. Alternatively, developers may use software-based techniques that rely on estimation [67],

[81] and prediction [53], [106] models. While these techniques may not be as precise as their

hardware-based counterparts, developers still widely prefer them because they do not require ex-

pensive equipment or specialized expertise to set them up. However, developers still need access

to a smartphone, and they need to generate and execute test cases that measure the energy con-

sumption of their apps.

While hardware-based techniques execute test cases to measure energy consumption, software-

based techniques execute test cases to gather runtime information for energy estimation. Some

runtime information, such as the execution time of a task or the response time of a component,

may be obtained without test-case execution using static-analysis techniques, such as worst-case

execution-time (WCET) [80] and worst-case response-time (WCRT) [133]. However, this in-

formation alone is insufficient to understand the energy consumption of a task [167], because

software-based techniques still require additional information such as operating system logs, type

of components used, and type of operations performed during execution. Moreover, creating ef-

fective test cases is a complex and costly process because it requires a thorough understanding of

the app and its requirements and the ability to anticipate and design for potential edge cases [174].

Running these test cases also requires significant resources such as computing time, power, and

storage, adding to the overall testing expense [46]. As the software evolves, developers also need

additional or updated test cases [124], [126], and such test cases might not be available all the time.

To address the limitations of existing energy measurement techniques, this chapter introduces

a static-analysis-based approach that estimates the energy consumption, E-factor, of an API in a

given app. This chapter focuses on API usage because API events consume 85% of the energy in an

app compared to developer-written instructions (e.g., branch or arithmetic instructions) and system

events (e.g., garbage collection or process switching) [110]. Instead of depending on app runtime

information, the static-analysis-based approach uses API energy profiles. An API energy profile
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is the base energy cost (in joules) of the tasks that the API can perform. Obtaining a single API

energy profile is a one time process and therefore it is more cost-effective than obtaining runtime

information for each app because one API energy profile is relevant to all apps that use that API. To

implement this approach in this chapter, my co-authors and I have developed an E-factor calculator

(EC) that generates the call graph of a given app and scans that app for API uses. Based on the

API uses and energy profile, EC then calculates E-factor without executing the app.

This chapter studies 56 real-world apps that use the SQLite API to evaluate its approach. It

focuses on SQLite in this study because SQLite uses a smartphone’s CPU, memory, and storage

components, which are known to be one of the most power-heavy smartphone components [7].

To obtain the energy profile of SQLite, we created a set of 24 micro-benchmarks representing the

insert, update, and select operations. These micro-benchmarks are available [32] as a useful

resource for future researchers who wish to measure the impact of SQLite operations on other

performance aspects, such as heap size, execution time, and storage size. Among the real-world

apps, this chapter compares the E-factor of 16 versions and 11 methods to their hardware-based

energy measurements. The findings of this chapter show that E-factor is a reliable estimate to

compare the energy consumption between versions of an app and between methods of an app.

6.2 Motivating Example

Figure 6.1 shows a development scenario that illustrates the limitations of current approaches

for measuring and estimating energy consumption. This section then presents the solution to ad-

dress such limitations.

In the example, assume that a developer produces three versions of their app, each using SQ-

Lite differently. Figure 6.1d shows DB, a helper class that implements the SQLite API, which

is commonly used by all versions. In this class, DB.read(..) executes the "SELECT ..."

query, DB.insert(..) executes the "INSERT ..." query, and DB.update(..) executes the

"UPDATE ..." query on a database. Figure 6.1a shows that DB.insert(..) and DB.read(..)

are called in Version-1 in a UI event for tapping the screen (Line 21). Figure 6.1b shows that the

event handler in Version-2 calls DB.update(..) (Line 28) instead of DB.read(..). Figure 6.1c

shows that Version-3 calls both DB.update(..) (Line 33) and DB.read(..) (Line 34).

Depending on the task that an API performs, an API may consume different amounts of en-
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19 class ViewController:
UIViewController {

20 override func onTap() {
21 DB.insert(id: i, name: "

Cat")
22 DB.read(id: i)
23 }
24 }

(a) Version-1 of the app.

25 class ViewController:
UIViewController {

26 override func onTap() {
27 DB.insert(id: i, name: "Cat"

)
28 DB.update(id: i, name: "SCat

")
29 }
30 }

(b) Version-2 of the app.

31 class ViewController:
UIViewController {

32 override func onTap() {
33 DB.update(id: i, name: "

SCat2")
34 DB.read(id: i)
35 }
36 }

(c) Version-3 of the app.

37 // SQLite API usage
38 import SQLite3
39 class DB {
40 // Updates username by id in

database
41 func update(id:Int, name:

String) { ... }
42 // Inserts username by id
43 func insert(id:Int, name:

String) { ... }
44 // Returns all users from

database
45 func read(id:Int) -> [User] {

... }
46 }

(d) A common class across all versions.

Figure 6.1: Three versions of a sample Swift iOS app, each using DB to perform various SQLite
operations.
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ergy [110]. In our example, the SQLite API may perform create, read, update, or delete (CRUD)

operations on a locally stored SQLite database. Each CRUD operation has a different workload

and requires a different time duration to complete its task. Therefore, each version in Figure 6.1

consumes different energy. To inform developers how their code modifications in each version

would affect the energy consumption of their app, this section demonstrates the usage of current

energy measurement approaches, then demonstrates the usage and benefits of the proposed static-

analysis-based estimation approach.

Using A Traditional Approach

Following the traditional approach, we must first generate and execute test cases to collect energy

measurements of the app. For each version, we have written 5 test cases. In each test case, the

method onTap() is executed 100–105 times. Following standard practice [87], we have executed

each version 10 times on iGreenMiner, a state-of-the-art hardware-based energy measurement

framework for iOS [37]. The results show that for 100–105 executions of onTap(), the aver-

age energy consumption of Version-1 is 25.12 joules, Version-2 is 46.45 joules, and Version-3 is

25.45 joules. The average time for executing the test cases per version is 121.33 seconds.

Using the proposed approach to calculate E-factor

This approach does not need to execute any test cases. It instead uses an energy profile of an

API that represents the base energy cost of its tasks. The energy profile of an API is obtained by

measuring the energy consumption of the API’s tasks on a hardware-based energy measurement

setup. This energy profile is portable and can be used across multiple apps. Using the energy

profile, we calculate E-factor for each version. The results show that executing onTap() for 100–

105 reports an average E-factor value of 50.25 joules for Version-1, 92.91 joules for Version-2,

and 50.89 joules for Version-3.

The traditional approach typically reports a lower energy measurement compared to the E-

-factor estimate because an app during its execution goes through several architectural-level per-

formance optimizations during its runtime. These optimizations result in a significant absolute

difference in the energy measurement of the traditional approach and the energy estimates of E-

factor. Nonetheless, since we find a strong positive correlation between energy measurements and
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E-factor later in this work, we can identify the energy-intensive (hungry) version in our example

using E-factor. In this example, both E-factor and the traditional approach identify Version-2 as the

most energy-intensive version and Version-1 as the least energy-intensive. The average time for

calculating E-factor per version is 12 milliseconds, which is 106 times faster than the traditional

approach.

In a real-world scenario, it is impractical to follow the traditional approach and execute all

test cases at every code modification [174], especially in an IDE where a developer is continuously

making changes to their code. E-factor is more suitable for this scenario because it provides energy

estimates that identify if a code change consumes more/less energy at app and method levels in

milliseconds.

6.3 Related Work

In this section, we briefly discuss prior work that is closely related to this chapter in terms of

methodology and results.

Lyu et al. [118] empirically investigated the effect of SQL anti-patterns on the energy consump-

tion of smartphone apps and discovered that SQL operations performed in a loop may increase an

app’s energy consumption considerably and suggest that developers should use join SQL queries

instead of loops when possible. Their work, however, is a recommendation model for SQL usage,

unlike the proposed approach in this chapter that estimates the energy consumption of any API’s

usage. Hao et al. [81] used static analysis to provide accurate energy measurements at line-level

granularity. However, their presented approach requires an app’s runtime information and the tar-

get smartphone components’ energy profile from its manufacturers. It is impractical to acquire

a manufacturer’s built energy profile as it may not be possible when the owner holds proprietary

rights over their components, such as Apple Inc. On the other hand, the approach in this chapter

does not require any runtime information or test case execution, it rather needs an energy profile

and acquiring such a profile is straightforward because anyone owning a smartphone and an energy

measurement instrument can obtain their selected API’s energy profile.

Georgiou et al. [75] developed an Energy Consumption Static Analysis (ECSA) technique for

embedded systems at both the system-architecture and LLVM-IR levels. However, this approach

requires profiling system architecture-level instructions and user-provided source code annotations
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for loop bounds and identifying infeasible paths. Similarly, Jayaseelan et al. [99] proposed a static-

analysis technique to estimate the worst-case energy consumption of software on embedded system

architectures. This approach involves profiling energy consumption of assembly code and identi-

fying code sequences that consume the most energy by determining worst-case execution time. As

opposed to the technique proposed in this chapter that works on app-code-level, both of these tech-

niques require the developers to have a deeper understanding of the underlying architecture they

are testing their software in, because both of the techniques work on architecture instruction-level

and assembly instruction-level.

Li et al. [110] empirically investigated 405 real-world Android apps and found some interesting

facts about API usage’s energy consumption in smartphone apps. They discovered that API events

consume 85% of the energy in an app compared to developer-written instructions (e.g., branch

or arithmetic instructions). They also discovered that SQLite queries are the third most energy-

consuming factor in apps, following Network and Camera related operations. This finding signifies

the importance of API usage’s energy estimation in general and SQLite usage in specific. Finally,

they discovered that operations in a loop represent 41.1% (average) of an app’s energy consumption

when in a non-idle state. Moreover, loops that use an API may consume 6–41% more energy than

loops that do not use an API. This finding further signifies the importance of estimating the energy

consumption of API usages in loops and UI events.

Similar to the proposed approach, Jabbarvand et al. [38] focus on measuring the relative energy

consumption of the apps to rank different apps by energy cost. However, their approach involves

dynamic analysis, so it executes test cases, whereas ours does not require any runtime information;

thus, it relieves app developers from the burden of test case execution.

Hasan et al. [83], Oliveira et al. [136], and Pereira et al. [60], [141] use static analysis and

profile the energy consumption of the Java Collections API to help developers implement the most

energy-efficient collection in their code. However, we use static analysis and energy profiles dif-

ferently. Instead of optimizing a developer’s code, we aim to provide developers with a perspective

on how expensive, in terms of energy consumption, the methods or a version of their app could

become during runtime.
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Table 6.1: The energy profile of SQLite (in joules). Baseexec is the cost of an operation executed
once.

# of Executions

Operation Baseexec 101 102 103 104 105 106 107

insert 0.00249 1.13 1.12 2.49 22.25 248.72 2,462.33 23,313.01
update 0.00251 1.20 1.23 2.66 25.13 249.33 2,494.38 23,677.88
select 0.00023 1.61 1.73 1.78 2.28 15.53 184.99 1,877.99

6.4 How Do We Compute Energy Profile of an API?

In this section, we show how we obtain the energy profile of an API, which is necessary for

computing E-factor.

To collect the energy profile of an API, we first have to create a set of micro-benchmarks, where

each benchmark executes a separate API task. This structure enables us to measure the energy

consumption of each task in isolation. We then generate the API energy profile by executing these

micro-benchmarks and measuring their energy consumption on a hardware-based infrastructure.

We only need to perform this process once and reuse its results in future calculations. We now

demonstrate the process by calculating the energy profile of the SQLite API.

Micro-Benchmarks Creation

We first create a simple iOS app that connects to an SQLite database stored on a smartphone. We

then instrument this iOS app to create 8 micro-benchmarks for each SQLite operation (i.e., insert,

update, and read), where each micro-benchmark performs an SQLite operation 100–107 times. We

limit the iterations to 107, because executing more iterations becomes impractical as the execution

thread on the smartphone tends to time out and detach from the energy measurement infrastructure.

Energy Measurement

To measure the energy consumption of the generated micro-benchmarks, we use iGreenMiner (Chap-

ter 4), which supports iOS apps that can run on iPhone 11 – iOS 13.4.1. iGreenMiner could only

execute Apple-script-based test cases, which creates an overhead for our energy measurements.

To overcome this hurdle, we extended iGreenMiner to support executing command-line-based test
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cases using Xcode command-line tools [22]. We have also optimized the iGreenMiner framework

to decrease energy readings overhead during measurement and increase its automation capability.

Since iGreenMiner required the user to manually input the test case execution time, to overcome

this limitation, we have written a parser for Xcode’s build log files where we store the start and tear-

down times of a micro-benchmark execution. This information helps us synchronize the iGreen-

Miner’s reported energy values with test execution time to get the exact energy measurement of

an SQLite operation. In Section 6.6, we use this setup to measure the energy consumption of the

real-world apps’ versions and methods.

To calculate the energy consumption of the micro-benchmarks, we execute them 10 times each

in random order on iGreenMiner. Excluding the app setup and initialization time, this step takes

an average of 1.1 ± 0.13 seconds to 2.26 ± 1.52 hours depending on the number of times that

an SQLite operation executes in a benchmark. This long execution time makes it infeasible to

pre-populate a database with a random number of records before each test case execution. There-

fore, we keep the initial database empty for the insert micro-benchmarks. For the select and

update micro-benchmarks, we pre-populate the database with 107 records to read and update

from.

Table 6.1 presents the energy cost of each SQLite operation (in joules) when it executes once

(Baseexec) and when it executes 101–107 times in a loop. The data shows that, after 102 iterations,

select always consumes the least energy, while insert and update consume more, but simi-

lar, amounts of energy. This result shows that one API operation, in comparison to another API

operation, consumes different amounts of energy even for the same number of iterations. There-

fore, profiling API operations separately is important because knowing the operation execution

frequency without knowing the type of operation is insufficient to reason about its energy con-

sumption.

6.4.1 Computing Energy Profile for a new API

The energy profile of an API is utilized to estimate the energy consumption associated with its

usage. While numerous apps may not use the SQLite API, our creation of an energy profile for the

SQLite API allows us to offer a generic guideline for the researchers to obtain energy profiles of

other APIs.
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To create an energy profile for a new API, certain aspects of the steps that we took to create

the energy profile for the SQLite API i Section 6.4 would need to be adjusted. First, the identifi-

cation stage needs adjustment to recognize the specific API and its relevant usage scenarios. This

involves understanding the API’s tasks and their behavior. Next, the instrumentation and energy

measurement process must be tailored to capture the energy consumption of the new API. The

test case design phase needs to be updated to include scenarios that cover different input values,

usage patterns, and execution paths specific to the new API. During the execution of test cases,

energy measurements need to be collected. The data analysis and profile generation stage should

be adapted to analyze the collected energy measurements and extract energy consumption data

specific to the new API tasks. By modifying these aspects, researchers and developers can gen-

erate a tailored energy profile for the new API, providing valuable insights into its tasks’ energy

consumption.

6.5 How Do We Calculate E-factor?

In this section, we first present our generalized approach to calculate the E-factor of the uses of

an API. Later, we instantiate our approach to calculate E-factor of an example code that uses the

SQLite API.

6.5.1 General Approach For Calculating E-factor

There are five steps that a researcher or developer should follow to determine the E-factor of an

API. To automate these steps, we have developed an E-factor calculator (EC) that works as follows:

1. Platform selection: select a smartphone app development platform such as Android or iOS.

2. API selection: based on the selected platform, select an API to measure the energy consump-

tion of its uses.

3. Call-graph (CG) generation: extract the app call-graph.

4. API call methods identification: using CG information, identify methods that use the selected

API; produce Method-to-API mappings by tagging these method calls with source-level in-

formation.
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5. E-factor calculation: use the Method-to-API mappings and the API energy profile to calcu-

late E-factor.

6.5.2 Specific Instantiation for SQLite

To calculate the E-factor for the SQLite API, we discuss how we instantiate each step in our

methodology:

Platform Selection

From the top three smartphone platforms (i.e., Android, iOS, and Windows), we chose iOS because

developers prefer it for generating more revenue [73], [145].

API Selection

We focus on the SQLite API [88] that enables a developer to use a self-contained transactional

database for persistent storage, a feature that most apps need [132].

SQLite supports several smartphone operating systems [158]. Both Apple and Google use it

for their native apps [5], [50], [157]. Social-networking apps (e.g., Facebook), browser apps (e.g.,

Firefox), communication apps (e.g., Skype), and cloud storage apps (e.g., Dropbox) also use SQ-

Lite for data storage [157]. Therefore, our focus on studying the energy consumption of SQLite

will affect millions of users and developers worldwide. Knowing how the SQLite API consumes

energy, developers can identify energy-intensive operations for better-targeted optimization. These

optimizations will ultimately lead to longer battery life for the device and a better user experience.

Call-graph (CG) generation

To detect the uses of the SQLite API in an iOS app, EC generates its CG using the Class-Hierarchy

Analysis (CHA) [66] in SWAN [163]. Using CHA for a sound CG construction suits our work be-

cause our approach provides developers with energy estimation for the largest number of potential

execution paths that may execute at runtime.

API Call Methods Identification

EC traverses the CG to identify method calls in the code that perform SQLite operations. For

each method that performs an SQLite operation, EC stores a method-to-API mapping for it, which
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48 class A {
49 func foo() {
50 DB.insert(...)
51 }
52
53 func qux() {
54 DB.insert(...)
55 DB.insert(...)
56 }
57 ...
58 }

(a) Class A

59 class B {
60 func bar() {
61 for k in 1 ... n:
62 DB.update(...)
63 }
64 ...
65 }

(b) Class B

66 class C {
67 func baz() {
68 B.bar()
69 A.foo()
70 }
71
72 override func tap(){
73 DB.read()
74 }
75 ...
76 }

(c) Class C

Figure 6.2: Three Swift classes: A, B, and C in a sample iOS app that use DB to perform SQLite
API operations.

consists of: the method name, the SQLite operation that it performs, the source line at which the

API is invoked, and the operation frequency. Figure 6.2 shows a sample iOS app that we will use

to illustrate what method-to-API mappings are and how EC uses them to calculate E-factor. In this

app, the primary methods that perform SQLite operations are DB.update(..), DB.insert(..),

and DB.read(..).

To create method-to-API mappings, EC first identifies the methods that call these primary

methods. In class A, EC detects that A.foo() invokes DB.insert() (Line 50). Therefore,

EC creates a method-to-API mapping of A.foo() -> Insert @ Line 50. EC also detects

that A.qux() invokes DB.insert() twice (Line 54 and Line 55). Therefore, EC creates two

method-to-API mappings of A.qux() -> Insert @ Line 54 and A.qux() -> Insert @
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Table 6.2: Energy consumption (in joules) of the method-to-API mappings for the sample app
in Figure 6.2. The value “−” means “not applicable”, and we use it for operations that are not in a
loop.

# of Executions

Method-to-api mappings Operation Baseexec 101 102 103 104 105 106 107

A.foo()-> Insert@Line 50 Insert 0.0024 − − − − − − −
A.qux()-> Insert@Line 54 Insert 0.0024 − − − − − − −
A.qux()-> Insert@Line 55 Insert 0.0024 − − − − − − −
B.bar()-> Update*@Line 62 Update* 0.0025 1.20 1.23 2.66 25.14 249.33 2,494.38 23,677.88
C.baz()->B.bar()-> Update*@Line 68 Update* 0.0025 1.20 1.23 2.66 25.13 249.33 2,494.38 23,677.88
C.baz()->A.foo()-> Insert@Line 69 Insert 0.0024 − − − − − − −
C.tap()-> Read*@ Line 73 Read* 0.0002 1.61 1.73 1.78 2.28 15.53 184.99 1,877.99

Table 6.3: E-factor values (in joules) of the aggregated methods from Table 6.2. The value “−”
means “not applicable”, and we use it for operations that are not in a loop.

# of Executions

Method Baseexec 101 102 103 104 105 106 107

A.foo() 0.0024 − − − − − − −
A.qux() 0.0048 − − − − − − −
B.bar() 0.0025 1.20 1.23 2.66 25.14 249.33 2,494.38 23,677.88
C.baz() 0.0049 1.20 1.23 2.66 25.14 249.33 2,494.38 23,677.88
C.tap() 0.0002 1.61 1.73 1.78 2.28 15.53 184.99 1,877.99

Total for App 0.0148 4.01 4.19 7.10 52.55 513.99 5,173.75 49,233.75
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Line 55. In class B, EC detects that B.bar() invokes DB.update() in a loop (Line 62). There-

fore, EC creates a method-to-API mapping B.bar() -> Update* @ Line 62 where * repre-

sents an operation in a loop. EC identifies such operations by checking if an operation is enclosed

in a for loop, while loop, or enclosed in a UI event, such as tapping/swiping a screen or touching

a UI button. While a UI event is not considered a loop in the traditional sense, it may be triggered

multiple times by the user. Therefore, we consider a UI event as code that may execute in a loop

for energy estimation. This assumption is essential for measuring the energy consumption of an

app because the more frequently an event is triggered, the more energy it consumes. In class C,

EC detects that C.baz() invokes B.bar() (Line 68), which then invokes DB.update() in a

loop. Because of this call chain, EC creates a method-to-API mapping C.baz() -> B.bar()

-> Update* @ Line 68. EC also detects that C.baz() invokes A.foo() (Line 69), which

then invokes DB.insert(). Given this call chain, EC creates a method-to-API mapping C.baz()

-> A.foo() -> Insert @ Line 69. Class C has an additional function tap() that is a user

input event, and it invokes DB.read(). Therefore, EC creates a method-to-API mapping C.tap()

-> Read* @ Line 73.

E-factor Calculation

Algorithm 1 presents the algorithm of EC. Using the SQLite energy profile from Table 6.1, EC

identifies the energy consumption of each method-to-API mapping. The energy consumption of

mappings containing a * is represented by the energy profile’s range of energy consumption values

for several iterations. For example, if a mapping has a Read* operation, its energy consumption

is 1.61 for 101 iterations, 1.73 for 102 iterations, etc. The energy consumption of a mapping not

in a loop is the Baseexec cost in the energy profile. Table 6.2 shows the energy consumption of

each method-to-API mapping in the sample app from Figure 6.2. The table shows the method

that performs an SQLite operation, its Baseexec cost, and the energy consumption of executing

that operation in a loop 101–107 times. We consider the operations in a loop to execute 101–107

times because our approach does not rely on runtime information, and we still want to provide

the developers with an estimate of how expensive an operation in a loop can be during runtime.

Choosing a specific number of iterations is ultimately up to the developer’s estimation since they

have the necessary expertise and understanding of the runtime behavior of their app.
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Algorithm 1: Calculating App and Method level E-Factor for an API.
Input:

appSourceCode;
energyProfile ; // base energy cost of an API-operations.

Output:
methodsEfactor
appEfactor

Initialization:
cg = constructCallGraph(appSourceCode)
executions = [101,102,103,104,105,106,107]
methodToApiMappings = [] ; // the specified value can include a

list of enum(METHOD CALL HIERARCHY, OPERATION TYPE, IN LOOP)

mappingsEfactor = [] // the specified value can include a list of

enum(METHOD TO API MAPPING, EFACTOR)

Method-to-API Mappings: Traverse through cg to identify method call hierarchies that
involve methods performing an API operation. methodToApiMappings keeps a list of
enum, where each enum has METHOD CALL HIERARCHY ,
OPERATION TY PE (API operation occurred in call hierarchy), and IN LOOP
(whether operation is in a loop or not).

E-Factor Calculation:
for mapping in methodToApiMappings do

for execution in executions do
baseCost = energyProfile[mapping.OPERATION TY PE];
if mapping.IN LOOP then

EFactor = execution*baseCost;
else

EFactor = baseCost;
end
mappingsEfactor += (mapping,execution,EFactor);

end
end
methodsEfactor = sumByEntryPoint(mappingsEfactor) // Calculates the sum

of the E-Factors grouped by first methodName in the

METHOD CALL HIERARCHY and number of execution.

totalEfactor = sumByExecution(methodsEfactor) // Calculates the sum of the

E-Factors grouped by number of execution.
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To calculate the E-factor value for each method, we aggregate and add up the energy con-

sumption values from Table 6.2 by method name. Table 6.3 shows the final aggregated values.

To calculate the E-factor of the complete API usage, we take the sum of the E-factor values of all

methods. Table 6.3 shows that, our sample app may consume 0.0148 (100 iterations) to 49, 233.75

(107 iterations) joules depending on its SQLite usage.

Using EC, developers can calculate E-factor after each instance of code modification, which

may be presented to them as a table similar to Table 6.3. This table displays the energy cost of

a specific API usage for a method and the entire app. EC is open-source and is freely available

online [32].

6.6 Evaluation

We evaluate E-factor through the following research questions:

RQ1: Can E-factor be used to compare the energy consumption difference between the ver-

sions of an app in the context of an API’s usage?

RQ2: Can E-factor’s fine-grained method-level energy estimates be used to compare the en-

ergy consumption of the methods of an app?

RQ3: Does our automated program (EC) accurately estimates the E-factor of real-world apps?

6.6.1 Dataset Preparation

To answer our research questions, we first select real-world apps and calculate their E-factor.

App Selection

To select apps for evaluation, we search GitHub [76], applying the following inclusion and exclu-

sion criteria on all available iOS apps:

• Include all iOS projects written in Swift because it is the currently supported language for

CG generation in our underlying tool SWAN.

• Include projects that implement the SQLite API by searching for “import sqlite3” within

the codebase.
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Figure 6.3: Information about the main app categories for the real-world apps in our dataset.

• Exclude projects that are libraries, APIs, or incomplete. We selected projects with a user-

interface code structure to ensure this criterion. We recognize that structure by searching for

a UI storyboard or an AppDelegate.

• Exclude projects that have less than two commits in their repository. This exclusion is be-

cause the main use case for E-factor is to compare the energy consumption between app

versions.

• Exclude projects that do not contain .xcodeproj or .xcworkspace file extension. This

exclusion makes sure that the projects are executable.

• Exclude projects built for iOS platform < 9 because our underlying energy measurement

infrastructure (iGreenMiner) supports apps built for iOS >= 9.

After applying our selection criteria, we ended up with 59 real-world apps. We group these apps

into three categories (entertainment, healthcare, and utility), while some apps remain uncategorized

because either their documentation is missing or their commit messages are not clear enough to

infer their category. Figure 6.3 shows the number of commits and the number of SIL lines in each

app in our dataset. The number of commits shows how active the project development is, while

SIL lines represent the project size.

E-factor Calculation

To detect methods that contain a usage of SQLite, EC searches our dataset using case-insensitive

regular expressions: .*SELECT.* for read operations, .*UPDATE.* for update operations, and
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Figure 6.4: The E-factor values of each app category. The range 100–107 is the number of times
that each app may execute its SQLite operations during runtime.

.*INSERT.* for insert operations. EC then traverses the CG that SWAN generates for an app

to identify those methods that invoke these SQLite methods. Using the identified method-to-

API mappings, EC calculates the E-factor values of apps and their methods as explained in Sec-

tion 6.5.2. Figure 6.4 shows the E-factor value for each app category for 100–107 executions. The

figure also shows that the rank of app categories by E-factor changes across the different number

of iterations. Out of the 59 apps, there were 8 apps with zero E-factor value because the SQLite

operations in these apps are never invoked by a method. We could not estimate the E-factor of 3

additional apps, because they either contained incomplete code or had a third-party API depen-

dency that we could not resolve to build the app. It took an average time of 12.44 milliseconds to

calculate the E-factor for each of the 56 real-world apps, where the majority of this time was spent

in the call-graph traversal.

85



● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

●
● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ●
● ●

● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

Planner

Inventario−seguro

CarTrack−Tech

ec
3f

e4
8

5b
48

f3
0

bc
1a

80
1

63
19

59
9

5e
97

69
0

ed
78

82
0

52
9c

4b
b

97
d0

05
7

39
71

4d
2

dd
70

60
9

f6
76

8c
1

9e
55

43
d

a8
a6

51
7

9f
f3

8e
c

ac
fe

14
9

ca
83

fe
a

35
da

f2
4

b0
26

64
b

fd
94

f5
5

27
29

43
2

96
0c

1a
c

77
be

df
1

a2
e8

b1
0

d4
9d

2e
7

2c
df

3f
b

76
e6

4b
0

77
72

e0
6

f8
d3

6e
8

ca
f3

09
d

3e
15

94
2

92
eb

46
4

3b
b6

29
5

e3
e9

35
6

af
66

ba
1

45
a8

39
c

00
a6

83
9

65
3d

5c
0

72
b1

33
c

e7
b8

30
3

2c
30

29
0

61
3e

c6
9

3e
91

79
1

ff4
eb

f8
bc

f4
f9

1
36

9b
e6

2
27

ab
a3

0
73

9f
d4

7
9e

9b
91

0
23

0f
d2

8
a2

1a
b1

b
fe

5e
51

5
1e

71
8a

9
2a

f0
c1

d
98

dc
70

d
64

ffd
f2

fc
20

33
5

92
d0

67
b

2a
86

08
5

ab
b2

a6
e

ae
a9

6e
2

24
01

e3
b

98
f4

ed
c

9f
46

41
7

3b
d9

c7
c

62
00

59
3

f6
f2

c7
5

5f
44

c3
b

b6
60

4b
0

0c
46

d5
a

46
b9

0f
a

9d
2d

33
c

e6
08

48
f

56
af

7e
2

bc
75

22
c

73
7c

8d
a

08
a0

fa
3

5b
36

85
4

5a
6a

f9
e

fa
74

d7
a

80
34

2d
b

be
81

7e
7

6d
6d

48
4

f2
08

0e
6

d3
5f

be
f

9f
4b

2e
3

ee
7d

53
b

a0
d4

06
b

34
79

de
e

6a
48

c8
9

9c
cd

41
4

da
50

d1
2

d5
a4

e6
c

c1
33

f0
a

d2
1f

e8
c

f8
56

06
d

af
e3

c1
b

6d
6c

71
7

27
38

90
a

66
e2

35
8

75
fb

b1
0

ed
c3

6b
a

e3
1e

8b
b

62
b9

da
7

56
28

cd
b

01
e3

aa
1

60
aa

b8
f

99
2f

f1
6

5d
4e

4b
8

62
2d

81
2

60
30

35
5

5b
be

c6
2

eb
19

30
c

0a
34

41
0

fe
06

c2
b

a0
77

27
7

66
88

10
d

b5
bc

bf
e

8c
2f

30
9

22
22

25
5

b7
7d

9b
2

fc
50

d1
0

cc
48

51
d

01
fc

ef
8

66
95

e4
9

90
01

21
b

fa
5a

04
1

94
de

d4
a

6a
a1

73
f

ef
68

78
a

81
f3

94
f

6f
44

35
4

c8
8c

1f
a

35
5f

5a
f

eb
12

a8
0

90
ba

b8
d

cf
ba

5c
8

0.007

1

148.413

22026.466

0.007

1

148.413

22026.466

0.007

1

148.413

22026.466

Apps commits

E
−

Fa
ct

or

Figure 6.5: E-factor for commits from CarTrack, Inventario, and Planner. The commits are ordered
left-to-right in sequence over time (i.e., oldest to latest commit). Commits whose E-factor change
over time are highlighted in a red box. The number of iterations assumed for the SQLite usages
that are in a loop is 104.
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6.6.2 E-factor for Comparing Versions (RQ1)
Setup

In RQ1, we investigate if developers can use E-factor to compare the energy consumption of an

API’s usage between the various versions of an app.

Commit Selection: To consider an app from our dataset for RQ1, it has to be supported by our

energy measurement setup (iGreenMiner) by fulfilling the following criteria: (1) should have a

test-suite with UI tests, (2) should not depend on a third party web API to execute (e.g., Firestore),

(3) should not require login credentials from a web service that we do not have access to, (4) should

not run into runtime errors, (5) and should have an API use inside a loop or a UI event. Applying

these criteria, we have 3 apps to investigate:

• CarTrack [58]: This app registers people with their profiles for record keeping. We identified

10 insert and 7 select operations in this app.

• Inventario [121]: This app keeps an inventory list. We identified 8 insert and 5 select

operations in this app.

• Planner [57]: This is a doodle note-taking app that users may use to save a note on each

calendar day. We identified 2 insert, 3 select, and 1 update operations in this app.

We then extracted 34 commits from CarTrack, 83 commits from Inventario, and 35 commits

from Planner to calculate their E-factor. We could not build 16/152 commits because their code

was insufficient to build the app. Eventually, we calculated E-factor for 136 commits in total.

Figure 6.5 shows the app-level E-factor of each commit when an SQLite use would execute 107

times. The figure presents how E-factor evolves over time based on the SQLite usage in an app.

Calculating E-factor for all commits was relatively straightforward because it does not require any

test case execution. However, gathering hardware-based energy measurements (i.e., ground truth)

for all commits was unrealistic. This is because, for each commit, we would need to instrument it,

then generate and execute its test cases. Following the methodology of Romansky et al. [147] for

effectively mining commits to measure energy consumption, we selected commits whose SQLite

usage changed over time. Therefore, we chose 16 commits for hardware-based energy measure-

ment (highlighted in red boxes along the x-axis in Figure 6.5). The SHAs for these commits are:
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• CarTrack: 2222255 and b77d9b2.

• Inventario: e60848f, 56af7e2, 5b36854, 5a6af9e, 3479dee, 6a48c89, 6d6c717, and

273890a.

• Planner: bc1a801, 6319599, 5e97690, ed78820, 97d0057, and 39714d2.

Commit Instrumentation: To execute each commit on iGreenMiner, we had to manually config-

ure the dependencies of each commit, especially older commits that rely on obsolete dependencies.

This instrumentation required instrumenting the UI navigations and authentications in the apps to

override business rules and methods such that all SQLite operation methods would execute within

a single test-case execution. For instrumentation, we chose 104 iterations for the loops and UI

events having SQLite operations because this is where E-factor starts to noticeably increase (Fig-

ure 6.4). It was also unrealistic to measure for more than 104 iterations because, at that point, the

highest energy-consuming app, Inventario, takes ≈ 57 hours to execute.

Hardware Energy Measurement: To accurately measure the energy consumption of each com-

mit, we ran the 16 instrumented versions on iGreenMiner multiple times. We execute the versions

that took less than an hour 10 times, and those that took an hour or more 5 times. We compare

these versions’ energy measurements with their E-factor.

Results

To compare E-factor to hardware-based energy measurements of the commits, we use the Spear-

man’s Rank Correlation with the Bonferroni correction method [175]. The Spearman’s Rank Cor-

relation reports ρ = 0.60 with a p-value < 0.05, indicating a significant correlation between

E-factor and hardware-based energy measurements of the commits. Using Hopkin’s scale [91],

ρ = 0.60 indicates that if a commit has a lower E-factor than another, then it is more energy-

efficient due to the large positive correlation between E-factor and energy measurements. Given

this significant positive correlation, E-factor is a reliable indicator for developers to determine if

their latest code change related to the SQLite API usage would result in an increase or decrease in

energy consumption compared to a previous version of their app.
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Table 6.4: Comparing E-factor to hardware-based energy measurements for methods from real-
world apps. The number of iterations assumed for the SQLite usages that are in a loop is 104.

App Method Operation Ground Truth (joules) E-factor (joules)

CarTrack CountryRepo.-
createCountry-
Data()

insert* 62.27 22.2504

CarTrack CountryRepo.-
init(...)

1 select 36.93 0.0002

Inventario VC.dummys() 1 insert + 1 select 4.03 0.0027
Inventario DBUsuarioHelper-

.insert(..)
1 select 2.85 0.0002

Inventario LoginVC.create-
DummyUsers()

5 insert + 1 select 3.25 0.0124

Inventario LoginVC.do-
Login(..)

1 select 3.37 0.0002

Inventario mostrarVC.Insert-
Registros(..)

insert* + 1 select 8446.95 22.2504

Inventario mostrarVC.Insert-
Rollos()

insert* + 1 select 3899.09 22.2504

Planner CanvasVC.create-
NewCanvas()

1 insert 1.63 0.0025

Planner CanvasVC.load-
Canvas()

1 select 1.74 0.0002

Planner CanvasVC.drawing-
DidChange(...)

update* + select* 11.30 27.4114

6.6.3 E-factor for Fine-grained Energy Review (RQ2)

For a given API usage in an app, if a developer discovers that their app consumes too much energy,

they may use E-factor to compare the energy consumption of different methods within the app that

use that API. In this research question, we investigate whether E-factor provides this information

to developers to help them focus their optimization efforts on specific methods.

Setup

For this investigation, we consider methods of the same apps that we used in RQ1: CarTrack,

Inventario, and Planner. We have already calculated the E-factor of these apps and their methods.

However, to collect the hardware-based energy measurements (i.e., ground truth) of these methods,

we must first instrument the apps so that each method executes in isolation.

Method Selection: CarTrack has 8 methods that perform SQLite operations. For evaluation,

we consider CountryRepo.createCountryData() that performs an insert in a loop. From
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the remaining methods that perform a single select, we could only instrument CountryRepo.-

init(...) to execute in isolation. Inventario has 6 methods that perform SQLite operations.

LoginVC.createDummyUsers() performs 5 insert operations and 1 select. mostrar-

VC.InsertRollos() and mostrarVC.InsertRegistros(..) perform insert in a loop

and 1 select. VC.dummys() performs 1 insert and 1 select, while DBUsuarioHelper-

.insert(..) and LoginVC.doLogin(..) perform 1 select. We consider all these methods

in our evaluation. Planner has 5 methods that perform SQLite operations. Out of the four meth-

ods that perform insert and select once, we consider CanvasVC.createNewCanvas() and

CanvasVC.loadCanvas(). Finally, we consider CanvasVC.drawingDidChange(...) that

performs a select and an update in a loop.

App Instrumentation: We created 2 instrumented versions for CarTrack, 6 instrumented ver-

sions for Inventario, and 3 instrumented versions for Planner. Similar to RQ1, each instrumented

version executes a method 104 times if it would occur in a loop or a UI-event and once otherwise.

Hardware Energy Measurement: To collect the ground truth, we executed each instrumented

version 10 times on iGreenMiner and collected their energy consumption measurements. Since

each instrumented version represents a method, to compare a method’s energy consumption with

its E-factor, we compare the instrumented versions’ energy measurements with their representative

method’s E-factor value.

Results

Table 6.4 compares E-factor to the ground truth of each method. The table shows that E-factor

reports the highest values for the most energy-consuming methods in an app: CountryRepo.-

createCountryData() in CarTrack, mostrarVC.InsertRegistros(..) and DBUsuarioHelper-

.insert(..) in Inventario, and CanvasVC.drawingDidChange(...) in Planner.

To determine the relationship between E-factor and hardware-based energy measurements, we

used the Spearman’s Rank Correlation with the Bonferroni correction method. The Spearman’s

Rank Correlation reports ρ = 0.59 with a p-value < 0.05, indicating a significant correlation be-

tween E-factor and hardware-based energy measurements of the evaluated methods. Using Hop-

kin’s scale [91], ρ = 0.59 indicates that if a method has a lower E-factor than another, it is more

energy-efficient due to the large positive-correlation between E-factor and energy measurements.
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Given this significant positive correlation, developers may reliably use E-factor to compare the

energy consumption of API usage within methods in their code without executing them.

6.6.4 E-factor’s Automation Capability (RQ3)

In RQ3, we want to verify if EC calculates E-factor accurately. To verify the accuracy, we compare

EC with the manual computation of E-factor.

Setup

For this evaluation, we used 12 apps (3 from each category) with the minimum, average, and

maximum automatically calculated E-factor values:

• Entertainment: InstagramProjectIos, Instant, and Priyo Movies

• Healthcare: HealthKitTest, iOS-App-Project, and Careapp

• Utility: Dulce, Storage, and Planner

• Uncategorized: TOURUS, THISAPPTEAM, and Hybrid-App

To manually compute E-factor (i.e., ground truth), we first traversed through the code files of each

app. We then identified method-to-API mappings that are reachable to execute during runtime.

Results

To compare the automatically calculated EC E-factor values with the manually calculated E-factor,

we compute the mean absolute percentage error (MAPE) [65] between both. MAPE indicates

that the E-factor values calculated by EC have an average absolute error of 16.84% compared

to the actual values. In comparison, the state-of-the-art approach, as presented in the work of

Chowdhury et al. [53], has an error margin of 10% for its energy prediction model. Although E-

factor has a 6.84% higher error rate compared to the state-of-the-art approach, it is still considered

acceptable because, unlike the state-of-the-art, it does not require the generation of test cases or the

use of specific hardware for execution and energy measurement. This quality of E-factor makes it

a convenient alternative that estimates reasonably accurate energy consumption without additional

resources.
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While Saborido et al. [148] found that 125 kHz is an ideal sampling rate for energy measure-

ment in Android apps, they also noted that the sampling rate requirement for determining an app’s

energy consumption is different from that for its methods. A 5 kHz sampling rate for apps is ac-

ceptable as it produces a median error of 13.27%. However, a 5 kHz sampling rate is insufficient

for methods, as the error can increase to 53.15% with a median of 0.54%. To ensure reliable results,

we recommend that users of iGreenMiner instrument their app to execute one method at a time in

isolation, execute each method multiple times, and consider the median energy consumption of

each method.

To investigate the reason behind the error, we compare the manually detected method-to-API

mappings with EC detected mappings. Upon this investigation, we found that EC identified the

mappings with a precision of 0.91 and a recall of 0.84 with an F1 score of 0.87. These measure-

ments show that EC is less likely to provide false positives but may miss some true positives.

Upon further investigation, we have also identified the following reasons for the occurrence of

false positives (i.e., reporting a mapping that does not exist) and false negatives (i.e., not reporting

a mapping that exists):

• EC could not identify UI actions in input apps if the responsible action implements a method

other than tapGesture or onClick from the Swift UI framework.

• Some identified execution paths from the CG are infeasible because they do not execute at

runtime.

• The underlying framework that generates the CG (SWAN) does not support recursion or

Swift structs.

6.7 Threats to Validity

In this section, we discuss the threats to the validity of our results and how we addressed them.

6.7.1 Construct Validity

To find call sites that use SQLite queries, we construct a CG using CHA [66]. Many other CG

construction algorithms, such as RTA [28] and XTA [164], are more precise than CHA, and each
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of these algorithms may yield different results for E-factor. However, we have chosen CHA to

quickly estimate the energy consumption estimates for the developers.

6.7.2 Internal Validity

To measure the energy profile of the SQLite API, we pre-populated the DB records. However,

our DB records may not represent real-world scenarios because we keep the initial database empty

each time before executing the insert benchmarks and pre-populate 107 records before executing

the select and update benchmarks. Having a different number of records affects the runtime

performance of SQLite differently [49], and realistically, users perform SQLite operations on a

variable number of records. For better SQLite energy profiling, future work may adopt paralleliza-

tion to run multiple instances of a DB on various phones, where each DB will have a random

number of records, columns, and indexes. Regardless, we believe that the relative difference be-

tween insert, select, and update may stay consistent when a DB has the same structure and

number of records to start with. However, this claim requires an empirical evaluation that is out of

the scope of this chapter.

We have designed our approach to consider only two usage contexts for SQLite operations:

those that occur inside a loop and those that occur outside of it. However, SQLite operations may

occur in many other contexts, such as inside a branch condition or an asynchronous thread. In

this study, we assume that all branches execute and do not consider the other possible contexts.

Therefore, we are unable to provide a best-case or even an average-case energy estimate. Instead,

we provide worst-case estimates only. Similarly, an operation within a loop can be executed a

varying number of times based on the user’s requirements. In order to give developers an indication

of the potential energy consumption of a particular API usage during runtime, without requiring

actual runtime information, we present them with energy consumption projections for a range of

executions, from 101 to 107. It is important to note that when providing estimates for all the loops

in an app, we assume that all operations within a loop would execute an equal number of times.

The SIL files that we analyze represent the developer’s code only, and therefore our E-factor

values are confined to the developer’s code. We do not calculate the E-factor of third-party libraries

on which an app or an API call may depend. However, this can be done by generating and analyzing

the SIL files for the external libraries. Nonetheless, this is out of the scope of this chapter, and we
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leave it for future work.

In Table 6.4, the E-factor value of CanvasVC.drawingDidChange(...), in which two dif-

ferent SQLite operations in a loop run in combination, is larger than the ground-truth value. This

inaccuracy might occur because we had separately profiled the energy consumption of update and

select, and we never profiled their combinatorial effect. Operations, when executed in combi-

nation, may follow several architecture-level optimizations. Therefore, for more accurate E-factor

values, different operations combinations should also be profiled.

6.7.3 External Validity

For hardware-based energy measurements, we utilized iGreenMiner, which supports iPhone 11

running iOS 13.4.1. As a result, the energy profile and results of our SQLite API can be gener-

alized to all iOS apps designed for iOS 13.4.1 and running on iPhone 11. The generalizability of

our obtained SQLite API’s energy profile may be influenced by various factors in newer or older

phones, including processor speed, power management architecture, battery capacity, operating

system version, and underlying hardware features. However, conducting such an evaluation is be-

yond the scope of our contribution. It is important to note that while certain factors may impact the

generalizability of E-factor’s calculation, several other factors remain relatively consistent across

different device models. These factors include the energy measurement mechanism for energy

profile collection, the code analysis technique using call graphs, and the energy model of E-factor

based on software rather than hardware characteristics.

A different smartphone device and operating system may yield a different energy profile for

the SQLite API. Therefore, our energy profile and results may not generalize over all smartphone

platforms and devices that run them. To claim the generalization of our results over all iOS apps,

the energy profile has to be obtained using other iOS versions. In future, researchers can train a

prediction model based on the characteristics of APIs to auto-generate API energy profiles, this

will increase the coverage of E-factor.

Our study primarily focuses on the Swift SQLite API, which leverages the processing subsys-

tem of a smartphone. While we do not directly investigate other energy-intensive APIs such as

networking, location, and graphics in this chapter, the insights and methodology derived from our

research serve as a valuable foundation for estimating energy consumption in API usage.
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The SQLite API shares similarities with other database-related APIs, including MySQL, Post-

greSQL, Oracle Database, and Microsoft SQL Server, as it provides a structured way to interact

with a relational database management system (RDBMS). Developers can use the SQLite API for

common database operations like table creation, data manipulation, and executing SQL queries,

similar to these other APIs. However, SQLite differs in its serverless nature, operating directly

on the local file system without needing a separate server process. Additionally, it employs a

unique storage model where the entire database is stored as a single file, enabling self-contained

databases. Consequently, it becomes essential for the researchers to develop energy profiles for

other RDBMSs beyond SQLite.

E-factor provides the API usage energy estimates while assuming that the API use will ex-

ecute for a range of iterations. Future work may better estimate the runtime iterations of loops

through static analysis techniques that use abstract interpretation [117] or path dependency au-

tomation [171].

6.8 Conclusion

The current hardware and software-based measurement and estimation techniques are cumbersome

because they require developers to own a smartphone and generate and execute test cases. As

a solution, this chapter proposes a static-analysis-based approach that can estimate the energy

consumption (E-factor) of API usage in an app without the need to generate and execute test cases.

We evaluate the approach on real-world apps that use the SQLite API and find out that E-factor is

a reliable estimator to compare the relative energy consumption of API use between the versions

of an app and within the methods of an app.

The proposed approach offers the advantage of providing energy estimates at compile time,

which alleviates the burden on developers of executing test cases after each code modification or

before releasing a new version. However, it should be noted that the success of this approach

relies on having energy profiles for the APIs. The collection of energy profiles requires having and

executing test cases while measuring energy consumption with hardware or a profiler. We posit

that energy profile collection is a one-time process. Once generated, the profile can be utilized for

all iOS applications that utilize a specific API, iOS version, and iPhone version. This allows for

reusability and efficiency in estimating the energy consumption of various applications.
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Additionally, this approach provides an opportunity for integration with existing Integrated

Development Environments (IDE)s or Continuous Integration/Continuous Deployment (CI/CD)

pipelines, providing automated energy testing as a part of the development process. Such integra-

tion would reduce the costs associated with energy testing and improve the overall development

process by identifying and fixing energy-inefficient code early on in the development cycle. In

future, E-factor’s estimation can be improved by adding more APIs’ energy profiles to its compu-

tation.
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Chapter 7

Conclusion

To provide a variety of functionalities, smartphone apps use hardware components, such as mem-

ory and CPUs for computation, GPS for navigation, Bluetooth for connectivity, and a camera for

taking pictures. Therefore, an inefficient app with energy bottlenecks in its code can make the

hardware components over-consume energy, leading to rapid drainage of a phone’s battery. Such

inefficient apps get negative user reviews and often get removed from the phone. As a result, de-

velopers are continuously looking for ways to optimize and measure the energy consumption of

their apps.

Current techniques for optimizing energy efficiency in software development include design

patterns [55], UI guidelines [116], refactoring techniques [30], API choice guidelines [83], and

search-based algorithms [120]. However, these optimization techniques focus on developer-written

instructions and system events rather than API-level usage [110], while API-usage accounts for

85% of an app’s energy consumption. Some existing techniques that focus on API-level usage [83],

[120] are time-consuming because they require test-case execution and they do not provide guid-

ance on how specific API parameter configurations affect energy consumption. Since API-usage

accounts for a large portion of an app’s energy consumption, API-parameter-level information is

crucial for developers to optimize their code for energy-efficient API usage. On the other hand,

current energy measurement techniques include hardware-based tools, such as Greenminer [87],

and software-based energy prediction and estimation models, such as Greenscaler [53], Android

Profiler [79], XCode’s Log Instrument Profiler [92], and JProfiler [70]. Hardware-based techniques

require specialized knowledge and expensive equipment, while software-based techniques rely on

test-case generation and execution, which can be time-consuming and resource-intensive. Addi-
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tionally, generating and executing test cases requires a smartphone and a script to collect runtime

information, which may take an average of several minutes, making real-time updates impractical

for energy-aware developers.

To address the current limitations of energy optimization and measurement techniques, this the-

sis demonstrates that static analysis can optimally configure an app’s API parameters, significantly

reducing its energy consumption. Moreover, this thesis presents a static analysis technique that can

effectively estimate the relative energy consumption of an app’s API usage without requiring the

execution of test cases. In particular, this thesis makes four contributions.

The first contribution in Chapter 3 evaluates the practicality of current state-of-the-art tech-

niques, such as search-based energy optimization and test-case execution-based energy measure-

ment. This evaluation demonstrates that the idea of test-case execution to provide app-developers

with real-time energy insights for their code modifications is impractical because of long execution

times.

The second contribution in Chapter 4 is the development of an open-source iOS energy mea-

surement framework called iGreenMiner. iGreenMiner is the first hardware-based energy mea-

surement framework available for iOS, allowing developers to measure the absolute energy con-

sumption of their iOS apps. The framework also enables researchers to collect energy datasets

for iOS apps. Researchers may use it to build energy estimation and prediction models and iden-

tify energy greedy patterns specific to iOS. This contribution addresses a gap in the existing tools

and solutions for iOS app development, which do not provide absolute energy measurements and

are limited in their ability to identify energy consumption problems specific to the iOS platform.

Researchers can address several problems related to energy-efficient iOS app development using

the iGreenMiner framework. These include designing energy-efficient user interfaces, improv-

ing energy reporting tools, empirically evaluating Apple’s energy-aware development guidelines,

building a static energy prediction model, and evaluating the energy consumption of cross-platform

iOS apps.

The third contribution in Chapter 5 proposes energy-efficient configuration guidelines for the

iOS Core Location framework to reduce an app’s energy consumption. The guidelines help devel-

opers make informed design choices for accessing user-location in their apps. This contribution

provides location framework benchmarks and their energy profiles and analyzes them to extract
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energy-efficient guidelines for the developers. The analysis shows that, overall, energy-wise, the

most efficient service is Visits Location Service, while Standard Location Service is the most ex-

pensive in energy consumption. The contribution also evaluates the effectiveness of these guide-

lines on three real-world apps and a benchmark app that Apple provides to its developers. The

results show that these guidelines can reduce energy consumption by up to 26.91% on real-world

apps and 11.37% on the benchmark app. Future work in this area could include applying the pro-

posed techniques to explore energy-efficient development guidelines for other APIs, such as the

Bluetooth API or the Camera API.

The fourth contribution in Chapter 6 proposes an energy estimation model based on static

analysis to analyze an app’s code and estimate the energy consumption of its API usage; the energy

estimates are called E-factor. E-factor values can be calculated within milliseconds using static

analysis, which is faster than the traditional approach. The benefit of this approach is that it relieves

the developers from expensive, sophisticated hardware and saves their expenditure cost on energy

testing. Furthermore, it saves developers time so that they do not have to maintain or execute any

test cases for the energy estimation of their app. The E-factor is a reliable estimate to compare the

relative energy consumption between versions of an app and between methods of an app.

7.1 Future Work

This thesis demonstrates the benefits of using an energy profile to estimate energy consumption.

However, the capabilities of the energy profile defined in this thesis are limited in terms of context

(task inside a loop or out-of-loop), platform (iOS), API (SQLite API), and device (iPhone 11). As

a solution, this thesis takes an opportunity to make an open call to the community of Software

Engineering to collect and submit their energy profiles on a GitHub repository [32]. The more

energy profiles for different APIs we have, and the more contexts they are evaluated in, the more

precise the energy estimates (E-factor) will be. In the future, with many energy profiles, we can

achieve absolute energy estimates instead of relative energy estimates.

Once we have multiple energy profiles, we can use the base energy cost of their tasks and

develop a weight-based estimation model. This model would assign weights to each API task

based on its base cost. These weights can later be used to rank and suggest, in comparison to each

other, how energy-efficient or inefficient certain apps are on an Appstore, certain versions are in a
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repository, and certain methods are in an app.

To understand further, let us assume two apps whose energy consumption has to be compared

without execution, and both of these apps use SQLite for storage persistence, iOS Foundation

API [25] for network-related requests, and iOS AVFoundation API [23] to execute media files.

First of all, we will have to collect an energy profile for each of these APIs. For SQLite, we can use

the energy profile from Chapter 6 that represents the base energy consumption of its operations,

such as select, update, insert. To profile Foundation API, we can profile the base energy

consumption for making a basic GET request and a basic POST request. To profile AVFoundation

API, we can profile the energy consumption for executing basic video and audio files. Once we

have the energy profiles for all of the APIs, we can assign each API task a weight, based on how

expensive it is as compared to the other tasks in other APIs. Let us assume that AVFoundation’s

video execution was assigned a weight of 1.0 for being the most energy-consuming task among all

API tasks, Foundation’s POST request was assigned a weight of 0.8, Foundation’s GET request

was assigned a weight of 0.6, and SQLite’s select was assigned a weight of 0.4 for being the least

energy consuming task. Using these weights, the developer can compare the energy consumption

of different apps and app versions and choose the most energy-efficient version. This weight-based

approach can further be improved by considering the context in which each API-task was profiled.

7.2 Summary

In conclusion, this thesis provides a stepping stone toward a new direction in energy-efficient

app development by proposing static-analysis techniques to estimate energy consumption. The

contributions of this work include the development of an open-source iOS energy measurement

framework, energy-efficient configuration guidelines for the iOS Core Location framework, and a

static analysis-based energy estimation model called E-factor. While this work has shown promis-

ing results, much is still to be done in this area. We advocate that researchers invest their energies

in improving the models by contributing energy profiles and exploring energy-efficient develop-

ment guidelines for other APIs. Collaboration and ongoing research are crucial to improving

energy-efficient app development practices and reducing energy consumption in mobile devices,

which will save time in execution, effort in dealing with sophisticated hardware and generating

test-cases, and money in terms of affording expensive hardware.
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