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Dedicated to My Beloved Parents



Abstract

This thesis investigates three areas under theetloérinousehold structure,
climate change and livelihoods in southern Afrithe use of female-headship to
identify vulnerable subgroups and to direct povaitgviation policies is a
contentious issue in the literature. In the firaper of this thesis, we demonstrate
the importance of heterogeneity in household atrest for establishing clear
links between female-headship and household incolging data from
Zimbabwe and South Africa we find that female-hebbdeuseholds, as a whole,
do not have lower incomes than male-headed houtehbicome differentials
across female-headed households are significaglidyed to the amount of male
presence and its complementarity with childrenniivin the households. After
accounting for these sources of observed heterdgenee find significant
unexplained heterogeneity across female-headectholds.

Current empirical approaches that investigate ttap#@on of innovations
in response to future climate change suffer sevVienghtions due to their reliance
on cross sectional data. In the second paper efthi@sis, we overcome these
limitations by using the contingent behavior methoding a unique set of data
collected in rural Eastern Cape in 2011, we exarhow households would adopt
different livelihood activities (i.e. gardening, vdéistock, natural resource
harvesting, casual labor, small business and foemgloyment) in response to
future climate change. Our results show that haoisshincrease the adoption of

natural resource harvesting, casual labor, and |smainess in response to



increases in dry-spells, and gardening and livéstoaesponse to increases in
wet-spells.

In southern Africa, potential differences betweeanmand women with
respect to access to productive resources, divisfolabor and preferences in
allocating household resources are likely to crgateder differences in adoption
of innovations. In the third paper of this thesi® investigate the differences in
the adoption of innovations in response to futlireate change between men and
women who live in different household headshipsisTétudy also uses the
contingent behavior method and the data from rkadtern Cape collected in
2011. We find that men and women who live in dé#far household headship
types are likely to adopt different innovations ri@sponse to future climate

change.
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Chapter 1: Introduction

1.1 Background and introduction to the three studies

This thesis contains three studies regarding he&lds of rural households
in southern Africa. My first study examines hetexogity within households and
its implications for policies that use female hdagss a poverty indicator. Rural
households in southern Africa live amidst econoarad social conditions that
affect both household income and the intra-houskkatribution of economic
status between men and women. For instance, saials influence the plight of
women both within the household and outside in ¢benmunity where the
household is situated. Within the household, woenoften bound by customs
and face barriers to participation in income getegeactivities such as livestock
production and formal and informal labor marketantP2000; Agarwal 1989).
Outside of the households, women have been docechéathave less access to
productive assets such as land and capital, ankletsagdue to patriarchal systems
of property rights and access regulations (KevareGray, 2010; Lele, 1986).

These effects, such “internal” and “external” coasits, can be complex
for female-headed households. For example a fehedded household may have
more control over household resources without a&rhahd but may face barriers
in access to community resources without male hmadent. Welfare of the
household, consequently, becomes dependent on Huwdsestructure (the
composition of the household in terms of its meralserd their age and gender
profile) and how it interacts with the internal agsgternal constraints that the

household faces. Thus, the use of female-headsliipowt accounting for



household structure, as an indicator for targetpmyerty programs can be
misleading.

In this study, | examine the interacted effectheédship and household
structure on household income. First, based on atrafltadult male presence in a
household, | disaggregate broad categories of hgadsto more specific sub-
types. Second, | allow for potentially differenfesfts of children on income to
vary across different ages, gender and sub-typémasehold headships. Third,
using random parameter models, | econometricallgoaat for unobserved
heterogeneity across households. My analysis igdbas unique household
survey data sets from Zimbabwe and South Africa.

My second study examines the economic response&shys@ouseholds’
to deal with climate change. In southern Africacreased temperatures and
uncertain precipitation patterns in many areageaacing yields of primary crops
and exposing farmers to new sources of risk anertaaty (Lobell et al. 2008,
Watts and Goodman 1997). These changes have lamgdications for
households’ food security, health, and the aggesgattural resource base of
communities (Luseno 2003). According to the Inteegamental Panel on
Climate Change (IPCC), these climatic changes i&edylto continue in the
future. Temperature increases in southern Afrieaeapected to be greater than
the global average, and rainfall will decline inrtaen areas (IPCC, 2007).
Households that rely on rain-fed agriculture, pedism, and natural resources
for their livelihoods are highly vulnerable to tleefsiture scenarios (Cooper et al.

2008).



Studies have documented that households can neitagdeast part of the
adverse impacts of climate change through innomatto secure their food and to
smooth income in the face of climatic shocks (&Egndlinkar and Risbey 2000;
Falco et al. 2011). The innovations that househaldispt range from adjusting
livelihood activities (e.g. doing less gardens amate livestock) to adoption of a
variety of strategies within the choice of multiplieelihood activities (e.g.
changing crops and/or livestock breeds).

Current empirical approaches that investigate adoptf innovations in
response to climate change (e.g. using structucar@an models) generally use
variability in weather across climate zones in sresctional data as a proxy for
the effects of climate change on households’ ecandrahavior. Accordingly,
these approaches are unable to capture the adomsponses to changes in
specific climate variables that may not be refldchy varying weather across
geographic spaces, but that vary over time. Furthercurrent approaches require
data to be collected across large geographicasaad cannot account for the
adoption of innovations that people may use inldmg-run, but may not use
currently.

In order to overcome these limitations, in my secatudy, | use a
different approach based on the contingent behaw&thod. Using a unique set
of data collected in rural Eastern Cape in 201ytlsd\frica, | examine how
households would adopt different livelihood actest (e.g. gardening, livestock
and small business) in response to future climaenge. My interests in this

study include finding the effects of capital stqdksovative strategies, household



demographics, and unobserved heterogeneity in mdof future livelihood
activates.

The third study, also using the contingent behawviwthod, tests the
hypothesis that the adoption of innovations is gergpecific. In this study, |
consider innovation defined in more detail over $eholds’ contingent choices,
encompassing technological changes (e.g. adoptiomew crop varieties),
adjustments in existing technologies (e.g. changeplanting and harvesting
dates), adjustments in household labor supply (ecgease in supplying labor in
off-farm labor markets) and changes in householdeediture patterns (e.qg.
reducing personal consumption). Previous studie® ladtempted to incorporate
gender dimensions into adoption models, by inclgdihe gender of the
household head in empirical models (e.g. HassarN&emnachena 2008; Deressa
et al. 2009) or the gender of the individual adaoptas an explanatory variable
(e.g. Swai et al. 2012). However, no study invedég the differences in the
adoption of innovation between men and women w¥m il different headships.
Using the household survey data collected in rdedtern Cape in 2011, my third
study aims to fill this gap.

The next three chapters of this thesis, respegtivetesent the three
studies described above. The final chapter prevate overall conclusions and

policy implications.
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Chapter 2: Heterogeneity of Household Structures ahIncome:
Evidence from Zimbabwe and South Africa
2.1 Introduction

Female-headed households are frequently regardgublimy makers and
donors as being more vulnerable to poverty thaneshehded households.
Moreover, if female heads cannot adequately inweshuman capital, their
impoverishment can be transmitted, inter-generatipnto their children (Chant
1997; Cheng 1999; Mehra et al. 2000). Because aif thulnerability, female-
headed households are often the focus of poveltyialion programmes (e.g.
Buvinic and Gupta 1997; Japan Social DevelopmemdF@011). But the
empirical link between female headship and povegtgains a contentious issue
(Fuwa 2000; Chant 2003; Shaffer 1998). Some schdiave found evidence
supporting the hypothesis that female-headed hold®lare poorer than male-
headed households (e.g. Buvinic and Gupta 1997ewitiners have not found a
significant link (e.g. Appleton 1996; Quisumbingaét2001).

The ambiguity in the relationship between househb&hdship and
poverty has been attributed to the fact that hepdsh only one aspect of
household structure (Handa 1994; Fuwa 2000). Witbmale and male-headed
households, there is frequently considerable hgésreity in terms of the gender
and ages of other family members, which can pabytinfluence the productive
capacity of a household. For example, a female meayg be a widow, or may
have a male spouse that migrated to an urban céftrether a male spouse is

living, and the composition of men and women (angisband girls) that remain



resident in the household, can potentially inflleertbe economic status of
households.

In this paper we examine household structures hed implications for
the earnings of households. Surprisingly, few #sidiave focused on income
generation and heterogeneity in household strucgtrelies typically account for
heterogeneity by relying on broad categories ofdbbip types (e.g. male vs.
female-headed). Our overall goal is to contribute to the povertgbdte by
considering three key sources of heterogeneity grhoasehold structures.

First, we account for heterogeneity among housel@ddship types.
These differences may imply distinctly differentnstraints, both outside and
inside the household, for the use of productiveueses. For example, female-
headed households may faséernal gendered constraints, which originate from
outside the household. Examples of such constrandiside limited property
rights that restrict a household’'s access to ressusuch as land and irrigation
water (e.g. Kevane and Gray 1999; Lele 1986; Meir2iek et al. 1997;
Deininger et al. 2006) and limited employment oppoities in the formal wage
sector (e.g. Fortin 2005; Brown and Haddad 199%¢Hzmps and Quisumbing
1999). These limitations may be alleviated by thespnce of a male spouse, or
other adult males in the household. Inside the élooisl, there may bmternal

gendered constraints. For example, male spouses, or other adult maleg ma

! See, for example, Shaffer (1998) and Horrell anishtan (2007). Notable
exceptions that consider more nuanced considesatbhousehold headship are
Fuwa (2000) and Appleton (1996).



reinforce social norms by imposing restrictionstthanit the participation of
women in some income generating activities, ineigdheir engagement in local
activities such as livestock production, and imfal and informal labor markets
(Pant 2000; Agarwal 1989). Conversely, in the absef a male spouse, female
heads may be less constrained in seeking off-faonk \iinstitute of Development
Studies 2001). In order to address this type ofrogeneity, we create a scale for
differentiating household headship types. We rdr&k ltouseholds in our sample
on the basis of the degree to which there is adale presence. We assume that
this classification is correlated with the diffeginnternal and external gender
constraints that households face with varying hieipdypes, but these constraints
are unobserved in our data.

Second, we consider heterogeneity in the productoles played by
children in households with differing headship typ&he role of children in
income generation is well documented and the dabdr literature has identified
linkages between adult and child labor. For exammpleome economies, children
and women are found to be substitute sources of lakhile children and men are
found to be complements in production (Grant anchétfanesh 1981). But such
investigations have not explored whether and hapttoductive role of children
may vary among household headship types. By exigndne child labor
literature, we account for differences in incomeoam households with varying
headship types, as influenced by the gender andfagsident children.

Third, in addition to the observed sources of logeneity mentioned

above, we also account for unobservable attribatd®usehold headship types.



Unobserved household heterogeneity may arise framnces such as household
social networks, risk aversion and credit constsajpeb and Rosati 2004). While
it is clear that these factors are widely prevalentural economies and important
determinants of household income, previous studidsousehold headship have
not explicitly accounted for such unobservablesfelinale-headed household
unobservables are correlated with observed fadioas determine household
income, not accounting for the heterogeneity mayially lead to the conflicting
results regarding the link between female headahgb income observed in the
previous literature.

We build an empirical model that allows us to ecuoatiically test
whether household income is significantly differatdng the heterogeneous scale
of headship types. We also employ our model tostigate whether children (of
different genders and ages) substitute or complenaginlt labor regarding
income generation in households with varying heigdgjpes. Our econometric
model also allows us to explicitly introduce unatveel heterogeneity through the
use of random parameters.

We analyze data collected in two developing ecorsmin Africa:
Zimbabwe, and South Africa. Having two data setswa us to compare our
empirical results across two different types of remuoies. Particularly, the
existence of social grants (i.e. pensions and dpig&hts) in South Africa, which
are absent in Zimbabwe, could cause relationshgte/den variables to differ
between these two countries. Both data sets havee thdistinguishing

characteristics. First, our data sets allow us isaghregate households into a

10



number of household headship categories among wihielnal and external

gendered constraints may vary. Second, the dat cmitain measures of
household level income on a quarterly basis, whaltbws us to control for

seasonal variation in income. Finally, both dates ssntain information that

allows us to impute values, not only for cash ineofa.g. from wages, social
grants, and items that households sell), but ascstibsistence income that is
made up of items that households use for their oamsumption. Subsistence
income, in these types of economies, has been shownake up important

components of household livelihoods (e.g. Campddedl. 2002).

The remainder of the paper is organized as folldwssection 2.2, we
present our conceptual framework, where we deva@opindex of gendered
constraints that categorizes household headshipslifierent sub-types. Sections
2.3 and 2.4, respectively, describe our empiripgreach and the data used in our
analysis. In section 2.5, we present our empirficalings, and we conclude in

section 2.6.

2.2 Conceptual Approach

To differentiate household headship types, we sttt the assumption
that an increasing amount of adult male presenbeuseholds decreases external
gendered constraints and increases internal geshaerestraints. We define the
amount of adult male presence along two dimensibpsiow often male adults
are present (i.e. present, temporarily presenhobrpresent); and 2) the type of
male present (i.e. male spouse vs. other malesgd&lbr the first dimension, we

assume that adult male presence increases ordibellyeen the categories of

11



none, temporary, and present. For the second diorense assume that a male
spouse is associated with a greater amount of athl# presence than other male
adults.

Figure 2.1 shows the six different types of houskheadships that are
categorized according to the amount of adult medsgnce. The first category (a),
with the highest adult male presence, is male-hetadd has the male spouse and
other male adults present. We assume that thisdfyheusehold faces the lowest
level of external gendered constraints and thedsglevel of internal gendered
constraints. The sixth category (f), with no adulle presence, is female-headed
without a male spouse and no other male adultprasent. We assume that this
type of household faces the highest level of exiegendered constraints and the
lowest level of internal gendered constraints. Bemthese two extremes of male
presence are categories (b) through (e).

We use these headship categories to investigatgiordhips with
household income. However, as shown in Figure thd external and internal
gendered constraints are hypothesized to move posife directions among the
ranked households. It could be possible to estintage impact of external
constraints if we were able to control for interoahstraints by using a measure
of female autonomy, such as the ones used in thgaipéng literature (e.g.
Agarwala and Lynch 2006; Hazarika2000; Chakrabartg De 2011). However,
we do not have measures of female autonomy in ata set. Therefore, the net
effect of headship type on income may be diffi¢alidentify a priori, and is an

empirical question to investigate using our datanfiSouth Africa and Zimbabwe.
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The ambiguity associated with external and integelder constraints, working
in opposite directions, is potentially a key souraederlying the conflicting
empirical results in the literature on householddship type and poverty or
income.

2.3 Empirical Approach

Our baseline econometric model is:

Y= B+ B, + B B + X, + X + X + By +60 =10t =1.T< 4 (2]

where Y;; denotes the household income of householoh time period t.
Explanatory variablesx) denote our two groups of household structureabdes
(i.e. type of headshigg, and profile of children in the househoki, ), and a
number of different types of control variables tlaaé commonly used in the
literature: capital stocksX, (e.g. Appleton 1996); environmental factors,,
(e.g. Rupasingha and Goetz 2007); ethnic charatits;i X, (e.g. Andersson et
al. 2005); seasonalityX,, (e.g. Khandker 2012); and household charactesistic
X _ (e.g. Canagarajah et al. 2001). We also expldredntion effects between
headship types and child profiles. Thie denote a vector of the parameters to be
estimated and is a vector of error terms of the model.

Despite the specific types of household headshigs)(used in our
baseline specification (equation 2.1), householitsinveach headship type could
still be heterogeneous due to unobservable housalpecific factors. For
example, consider households that are female-headlkd male spouse who is

temporarily present. The households within thissgaty can be heterogeneous
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according to the frequency with which the male sgowisits the household,
which may affect underlying gendered constraintsl, taereby household income.
Since we do not have information about the factiwst could cause such
heterogeneity, we econometrically account for thetential presence. To capture
this additional type of heterogeneity we specifmdam coefficients on each
headship variable. Unlike their fixed coefficiemunterparts, random coefficient
models allow the parameter of interest to vary s&twuseholds.
The random parameters model is defined in termthefdensity of the

observed random parameters and the non-randomxed fparameters, of the

model. Following Greene (2004), the random pararsetedel can be written as:

f(yixov 8.6 =lY 8%, 0 =1..nt=1..T 21 (22)

B =p+Tv (23)

Using simulated maximum likelihood methods, equati(?2.2) was

estimated separately for the Zimbabwe and Southc#\fdata. The vectox,
contains the explanatory variables defined in éqoaf2.1), andy, is household

income. The random vectov introduces the distribution of the random
parameters. The parameters can include a set ofamalom parameterd].
According to equation (2.3)j, andT" define the random parametefs.is the
vector of means of the random parametgiis, a diagonal matrix that contains the
variances of the random parameters.

Other than the headship specific heterogeneity iomed above,

households can also be heterogeneous with respedcithter unobservable

14



attributes such as ability, motivation or colleetiefforts. These un-observables
can make some households more likely than othersate a low (or high)
income. In order to account for this type of unaled heterogeneity, we allow
household specific intercepts to have random paemiewhich effectively
account for household level heterogeneity not asset with headship type.
Further, we expect that the effects of child pesfilon income can vary with
headship types due to unobserved heterogeneitiedeta children. In order to
account for such effects, we specify random pararsebn the child profile
variables and their interactions with headship sype

An important econometric issue concerns the pakmindogeneity of
headship types with respect to household incomethén context of the two
economies that we investigate, the endogeneityalibhip types may result from
the presence of migration and, in South Africa,iaogrants. Migration could
cause a household to be female-headed, since i leaves and the wife
takes the role of head. Similarly, social grantsSaouth Africa may affect
household structure (Klasen and Woolard 2005). éx@mple, a young woman
may decide to bear a child, and head a new houséharder to be eligible for
child care grants. Under both situations, headstap be endogenous.

We do not econometrically address the possible gerdgty of the

headship types, because, as shown by Card (200dfioss to endogeneity

2 Fixed-effects panel data models are often usedoiutrol for unobserved
heterogeneity. However, since some of our explapat@riables are time-
invariant variables and fixed-effects models do altidw the estimation of time-
invariant variables (e.g. Dougherty 2007), we ao¢ able to use fixed effect
models in our analysis. Instead, we adopt the mangarameters model that
allows household specific random intercepts, asagxgd above.

15



problems, such as instrumental variable estimatc@mnot be used when the
effects of the covariates are heterogeneous. Usdeh circumstances, the
conceptual foundation of a random parameter maattlaa instrumental variable
model are at odds with each other. This result mGcwhen the effects of
covariates are heterogeneous, the instrumentsikely to be correlated with
unobserved individual effects. Therefore, evenhé tinstruments satisfy the
conditions for the validity (i.e. instruments acerrelated with the endogenous
variables and uncorrelated with the unobservablése outcome equatiarihey fail

to identify causal effects.

However, the different time frames involved withrréag income vs.
migrating and forming households may alleviatedbecerns about endogeneity.
Migration and household formation are phenomena dlcaur infrequently and
can therefore only be observed over long periods.Study collects income data
that spans a year. Therefore, over the period weatcollect income data, we
assume that migration and household formation arestant. In other words,
migration and household formation decisions, anaskbold production decisions
are likely to be inter-temporally separate (Horrglhd Krishnan 2007).
Accordingly, we assume that migration and housefwithation are exogenous to
household income. Nonetheless, potentially confowndffects of migration may
arise from the inclusion of remittance income. lr aneasures of household

income we exclude the income gained from remittafice

% We also estimated models that include remittaricethe dependent variable.
The signs and significance of key variables ofregeremained unchanged, so we
do not present the results of those models ingaer. Further, in South Africa,
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2.4 Data Collection

The Zimbabwean data that we use in this paper weikected in a
comprehensive household income and expenditureegumdertaken by the
Center for International Forestry Research (Camm@bell. 2002). The survey was
carried out in two communal areas, Romwe and Mutavgr a 15 month period
during 1999-2000. These areas are situated in Chistrict of Masvingo
Province in south-eastern Zimbabwe. Mutangi is ered to have a greater
level of land degradation, lower rainfall, and lasfrastructure than Romwe
(Campbell et al 2002). Both areas are indicativehef biophysical and socio-
economic conditions of large portions of the comaiuareas running from the
north-west, down the central and eastern areavaosouth of the Zimbabwe.
Because of seasonal variability, data were coltecggarterly. The Romwe area
contained 417 households in 10 villages and theaWyit area contained 453
households in 18 villages. A complete householtl Wwas compiled for the
villages and a stratified random sample was takeih louseholds selected from
each of the villages in proportion to the total $ehold number in a village. The
target sample size was 125 households each fromMeand Mutangi. Contact
was made with 245 households in total, but becafissmumerator problems in
the third quarter in Mutangi, a number of cases toade deleted from the final

data compilation. Therefore, the sample used is fmper consists of 124

there were a considerable number of householdshatizero incomes after grant
incomes were excluded from the total income. Sima@ng zero income could
limit the data available for our empirical modelge did not exclude the grant
income from the total income.
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households in Romwe and 75 households in Mutanigh, feur quarters of panel

data.

The South African data were collected in a similausehold income and
expenditure survey that we undertook during 2010 2011. The survey was
carried out in two research areas of Eastern Capeiriee; Lessyton and
Willowvale. These two areas are situated in thentar ‘homeland’ areas of the
Transkei and Ciskei, where access to basic servéraains far lower than the rest
of the province. Both areas show high dependenayatural resources alongside
multiple livelihood strategies. However, these sitdso differ in a number of
important respects. Lessyton is somewhat peri-yrliieeing located close to
Queenstown, a town located in the middle of thetdfasCape Province.
Willowvale, on the other hand, is more rural ammlaged from nearby towns due
to poor condition of roads and infrequent publiansportation. Each area is
comprised of a number of villages. The householdsewandomly selected
within the villages, stratified by the populatiozes of each village. In this paper,
we use two quarters of panel data, collected frésh Households in Lessyton and
150 households in Willowvale in the first quartend 159 households in Lessyton
and 145 households in Willowvale in the second guar

The data collected were used to construct the Magsaneeded to populate
equation (2.1) for separate Zimbabwe and SouthcAfmodels. Table 2.1 defines
the dependent and explanatory variables, and epibeir expected signs.

Measures of incomeY( ) are calculated from quantity and price data ctdlé on

a quarterly basis. In the Zimbabwean survey, redpoinrecall over a three month
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period was used to gather values for large itemduding remittances, wages,
dry-land crop production, and natural resource ésting, while weekly recall
was used on other smaller items, that are notyeasihembered over such a long
period, including garden production, and livestpatiduction (e.g. milk, draft). In
the South African survey, recall over three montlas used on all items.

Income earned consists of subsistence and casm@&cbhe cash income
for a given item (e.g. maize) was calculated byivej the quantity sold, at the
average local price of the respective ite@ur data sets also have quarterly data
on income received from wages and remittancesjratite case of South Africa,
social grants, that were included in total caslome. Subsistence income was
similarly valued. For each item (e.g. maize) consdrdomestically, a value was
imputed by multiplying the amount consumed timesdkerage local price of the

item. Total household incomeY|() was calculated by aggregating cash and

subsistence incomes over all sectors. However, dvesumption needs of
households that are in different headship types vaay due to differences in the
size and composition of households (Buvinic and t&up997). In general,
female-headed households are considered to be esmidn male-headed
households (Chant 2003; Appleton 1996). Furthemsomption needs of
households may also be affected by potential poesehscale economies (Dreze
and Srinivasan 1997). Therefore, using a formukt ik commonly used for

poverty and welfare analysis in Africa, we adjustat household income for

* We used 5% trimmed means for prices that werecitl base on local sales. A
trimmed mean is the arithmetic mean calculated #fie highest 5% and lowest
5% of cases have been eliminated.
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varying household size and composition (adult emjeivce) and the potential
presence of economies of scale (e.g. May, Cantet,Posel 1995; Woolard and
Klasen 20055.

Our key interest in this paper is on relationshifith household headship

types (X, ) and income. We use Zimbabwean data to creatdusnmy variables

that represent all six types of household headgiyen in Figure 2.1. However,
the South African data does not contain informattondistinguish between
households in which there are no male spouses auseholds in which male
spouses are temporarily absent. Accordingly, weatereonly four dummy
variables that correspond with categories (a)agd) (d), and (f) in Figure 2.1. For
both countries, the headship type with the no adale presence in the household
(i.e. Category “f” in Figure 2.1), is considered e base category. In both
surveys, data on household headship variables walected only in the first
quarter. Therefore we assume that these structmesin the same in the
following quarters.

As mentioned earlier, external and internal gerwlecenstraints are
hypothesized to move in opposite directions amadmg tanked households.
Therefore, the net effect of household type onimeanay be difficult to identify.

Accordingly, although we expect that the incomehotisehold headships given

®> The formula is as follows. Adult equivalent incormeHousehold Income /
(Adults + 0.5 Childrer). In the results that follow, we conducted sengitiv
analyses using alternative equivalent scales, arghpeter values of economies of
scales. The results were not sensitive to thecehafi alternative scales.
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above have different income levels relative to lbhse categorya priori, we do

not have expected signs for the coefficients ofhsadship variables.

For children in the householdX(, ), we hypothesize that they may be

substitutes or complements in productive work, beyt may not actively

participate as a part of the household labor fodepending on their gender, age
and type of headship in their households. Furthverexpect that substitution and
complementary relationships of children of diffareges and gender may also
depend on the number of adults (either male or fi@ma a household. For

example, the role of teen males in a household wih teen males and three
adults may be different from the role of teen malka household with two teen

males and only one adult. In order to account fimhscomplexities related to role
the of children, we include four types of child dadency ratios (i.e. the ratio of
the number of children to the number of adultsjeen male dependency ratio
(aged 10-16 years); a young male dependency ragied( 5-9 years); a teen
female dependency ratio (aged 10-16 years); anduagy female dependency
ratio (aged 5-9 years). Such child dependency gdtave been identified in

previous studies as varying across headship types landa 1994; Meenakshi
and Ray 2002). However, the previous studies damastigate the impacts of

child dependency ratios across headship typeswvetinbod measures such as
income. In this paper, we interact all child depsmay ratios with each headship

type dummy (i.e. X, * X,, ) in order to identify how child dependency ratioay

contribute differently to income, depending on tigpe of headship. We do not

have expected signs for the coefficients of thédctiependency ratios. Rather,

21



based on empirical findings on child dependencyosatwe seek to develop
profiles of relationships between the attributeslofdren and income across the
different types of household headships. Our emgdirepproach allows us to
estimate the reduced form relationship betweerddiilributes and income, the
nature of which will be dictated by underlying stifiogsion and complementary
relations of children with adults in household protibn.

There are a number of different types of capitatlss (X _) that could

influence the generation of household income, idlg human, natural, physical
and social capitdl. For human capital, we use measures of both holgseho
aggregate and individual levels of education aritlsskvhich were collected in
the first quarter at both study sites. For aggeetmtels, we use the number of the
household members with primary and secondary eiduncet Zimbabwe, and the
number of skills present in households in SouthcafrWe expect these variables
to have positive impacts on income as educationsiilld may increase choices
available to households for income generation. Wigispect to individual
measures of human capital, in Zimbabwe, we inclddexmy variables that
indicate household heads with primary and seconédngation, while household
heads with no education is taken as the base agteBor South Africa, we
include years of education of household head asnéinuous variable. We also

investigate non-linear effects of education on meowith a squared term. For

® Measures of financial capital (i.e. savings anbtdevere small in the study
areas, so were not included in our models. Thougastock is sometimes
included in this category, we include these valgepart of natural capital in our
analysis.
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measures that apply to specific members of the dimid, we do not have
expected signs.

Regarding natural capital, for Zimbabwe we haveadah areas of
irrigated and non-irrigated farm-land, and threassks of farm animals (cattle,
goats/sheep, and donkeys). For South Africa, we laa®as of irrigated lands, and
two classes of farm animals (cattle and goats/SHeByta on farm-lands were
collected in each quarter at the Zimbabwean sitiecauty in the first quarter at the
South African site. Data on farm-animals were atéd in each quarter at both
study sites. We include farm-animals as stock éegmand not as flow variables.
Since the total income contains the cash and id-kiicome from livestock,
inclusion of farm animals that were sold and slaegdd may lead to an identity
relationship between income and farm-animals. Taichthis issue, we use only
the number of farm-animals that were availabléenaténd of each quarter of data
collection. Households with larger endowments ofdlanay generally engage
more in agricultural activities, producing food whithey can sell or consume.
Farm animals may be used for land preparation amadt ¢urposes. Further,
animal manure may increase soil fertility, therebycreasing agriculture
production and productivity. Based on such podti#sl we expect households
that are endowed with more natural capital to Hagher income.

For physical capital we use data on the numbearwh implements owned
per household in Zimbabwe, and for South Africause a physical capital index

generated by applying principal component analyaigpendix A). For social

" There is almost no dry-land farming done at thetlSéfrica site.
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capital in Zimbabwe, we generate a dummy variabé indicates whether the
household has a membership in a social organizatiads a position in a social

group, or both. From the South Africa data set,use a social capital index,
again generated by using principal component aisalgppendix A). Data that

were used to construct physical and social cap@aibles were collected only in

the first quarter at both study sites. Physical aodal capitals are expected to
facilitate the pursuing of income generating atig amongst household
members and hence, we expect lager physical andl stapital stocks to be

associated with higher levels of income.

In both data sets, we control for environmentatde (X, ) by using a
dummy variable that indicate location of the datdlection (i.e. Romwe vs.
Mutangi in Zimbabwe and Lessyton vs. WillowvaleSouth Africa). In addition,
in the Zimbabwean data set, we generate a dumnigblarthat indicates whether

a given household belongs to the Shona or Ndeliblgcegroup (X ). In the

case of South African data, all households belanth¢ Xhosa tribe. Given that

data was collected over time, we control for thasse of data collectionXy, ).
We also have a number of household characteri§fics) in both data sets,

including age of household head, number of childbefow 5 years of age,
number of adults above 65 years of age, ratio oftadales to total adults and
household size. We also include age of househodd Isguared to capture the
potential non-linear effect of age on income. Wpest that, age of the household
head will positively affect income initially, sincelder ages may represent

households with greater experience and productitity that such effects may
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dwindle at further older ages. Since the dependamsunlikely to participate in
productive activities, we expect households withrendependents to have lower
incomes. We do not have an expectation on the teffferatio of adult males to
total adults on income. Based on the empiricakrditee (for example, Fuwa
2000; and Appleton 1996), we expect larger housishia have lower income per
adult equivalence. The South African data also inf@rmation on whether a
chronically ill person resides in the household,ioclvhwe expect will lower
income. Furthermore, in the South African datawetgenerate dummy variables
to indicate whether a household contains one dethypes of individuals that
makes it potentially eligible to receive socialmjsa 1) a male 65 years or older;
2) a female 60 years or older; or 3) a child 15yea younger. We do not have
expected signs for grant eligibility variables.
2.5 Results

The models are based on 792 and 617 observatiespeatively, for
Zimbabwe and South Africa. The results are givenTable 2.2 and 2.5 for
Zimbabwe and South Africa respectively. Overalk thhodels performed quite
well. Likelihood ratios tests confirmed that theemadl models are statistically
significant. Most of the regression coefficientsrevatatistically significant and
have signs that are intuitively appealing. The cendparameters on headship
variables indicate that effects of household hei@adsh income can vary even
within the households of a specific headship tyfie mean effects of headship
variables appear in the top panel in both Tableowing the discussion on the

relationship between headship and income, we uesetthousehold types as
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reference points to measure how household incorargds with the addition of
children. We first discuss the results of the randmarameter model applied to
the Zimbabwean data, and then turn to South Afriesnilts.

2.5.1 Zimbabwe

The estimated coefficient on each headship varigtdele 2.2, Rows 1-6)
refers to the income differential between a hegd$ype and the base category,
all else held constant. The base category repredeniseholds that have no adult
males in the household. Since we include four cbdtegory variables and their
interactions with headship types in our models,e$ttmated coefficients on each
headship variable, including the base categorylyapgy to households that have
no adult children. The statistically significantdapositive headship coefficients
(in four of the five headship types) suggest thaidehold income is increasing
with household adult male presence, holding hoddebize and other factors
constant.

We use the estimated coefficients in Table 2.2uhér examine the
nature of the relationship between household incame adult male presence,
with particular attention to whether or not theatgnship is nonlinear. That is, do
constraints on access to resources bear down uparewin a way that having
more adult male presence causes a monotonic ikclieagicome? Are there
productivity differences among genders in the tdbky perform which reinforce
or offset the aforementioned effect? Our objectsveot to separate out these two
effects, rather we seek to identify the reducethfpattern of the relationship. We

expect the pattern to be dictated by both the tffe€ productivity differences
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among men and women, and by discrimination agawshen when they try to
appropriate returns to different tasks withouthleg of men.

To this end we graph the coefficients (i.e. incatifeerentials) reported in
Table 2.2 against different levels of adult malesence (i.e. headship types).
Figure 2.2 reveals that a marginal increase inatheunt of adult male presence,
relative to no adult male presence, yields no fiant effect on income until the
amount of adult male presence reaches a criticaktiold in the third category.
As adult male presence increases beyond the thtedjary, the external gendered
constraints seem to be relaxed by the presencehef enale adults, and the
positive effects of having lower internal consttaiappear to result in a dramatic
rise in income (by approximately 130 % relativetite income of our reference
households). At this threshold point, it appearsttasugh male presence is
overcoming the external gendered constraints. Hewawvith further increases in
adult male presence, internal constraints seemde@ase, thereby deteriorating
the positive effects of having lower external coasts, as reflected by
diminishing returns to income at higher levels afula male presence.The
distinct and significant relationship in Figure 22monstrates that returns to
income generating activities are conditioned onaim@unt of adult male presence
in a household. This result, in turn, suggests thateconomic constraints, or
alternatively productivity differences, facing womén Zimbabwe are likely

causing large gender gaps in equality of opponunit

8 We empirically tested the null hypothesis thatfalir statistically significant
coefficients of headship variables are simultangous different from each other,
and rejected the null hypothesis at 5 percent letsignificance.
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We now turn to the relationship between child deleercy ratios and
household income in each type of household. As imeed in section 2.4, we
consider four types of child dependency ratiosntewle, teen female, young
male and young female. Note that in Table 2.2, dbémated coefficient on a
particular child dependency ratio, say for examgen male, represents the
income differential that our reference householdsilal face if the teen male
dependency ratio increases from zero to one. Sigiltne estimated coefficient
on the teen male ratio when interacted with a $igdoeadship type represents the
income differential that the headship type woulgexience when the teen male
dependency ratio increases from zero to one.

In Table 2.2, three of the four child dependencipsa(i.e. except the teen
female dependency ratio) are statistically sigaific indicating that these ratios
play a significant role in income determinationpamior households with no adult
male presence (Table 2.2, Rows 7-10). Althoughifsogmt, not all of these three
contributions are positive. While the teen male godng female dependency
ratios have positive effects on income, the yourajendependency ratio has a
negative effect. Interestingly, these effects \ayyheadship type, as indicated by
the coefficients on the interaction terms betwdendhild dependency ratios and
headship types (Rows11-30). Taken together, thesslts suggest that
heterogeneous types of child dependency ratiosirwlibmogeneously defined
headship types can create significant differennelsousehold income, a finding
that reinforces our hypotheses regarding the hg¢eraity of female-headed

households.
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Recall that, as mentioned above, the coefficierdrof child dependency
ratio variable represents a change in income veiipect to one unit of change in
the particular child dependency ratio. Howeverséheoefficients can be difficult
to interpret. Therefore, in order to have a urgefmeasure of child dependency
ratios, we calculate the elasticity for each chi&pendency ratio at the mean of
the respective child dependency ratio (Table EBjsticities allow us to quantify
the percentage change in income with respect tgereent change in a particular
dependency ratio. Using these elasticities, we seestablish how the economic
role of children evolves as household adult maés@nce changes.

In Figure 2.3, we plot the elasticity of the teemalendependency ratio
corresponding to each headship type. Figure 2.@/slhbat, in response to a 1%
increase of the teen male dependency ratio, incoihweir reference households
increases by 1.25% (Figure 2.3, Category 1). Froim e¢vidence it seems that
male teenagers substitute for missing male adultd affset some of the
productivity and/or discrimination based disadvgetafaced by female-headed
households. However, with an increase in adult npaésence, the teen male
dependency ratio has a negative effect on incongai(@ 2.3, Category 2). With
further increases in adult male presence, therteda dependency ratio continues
to have negative effects, although the magnitudiéseceffects become smaller at
the higher levels of adult male presence. The negatffects of the teen male
dependency ratio on income seems to indicate thahouseholds with male
adults, the effort of teen male children may nomptement the income

generating efforts of adults.
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The effects of the dependency ratios related tongomale and female
children (Figure 2.4) are different from the effecf the teen male dependency
ratio discussed above. In our reference houseloklshouseholds that have no
adult males in the household), the young male ddgeey ratio has a negative
effect on income (Figure 2.4, Category 1). Incnegshe young male dependency
ratio by one percent in the reference householdsedses income by about
0.43%. This finding suggests that, in contrasteentmales (i.e. in Figure 2.3),
young males may not substitute for missing maldtadwith a small increase in
adult male presence, however, an increase in thagyonale dependency ratio
causes a large positive effect on income (Figude Qategory 2). This large gain
deteriorates starting with the third category, &amio results in Figure 2.2. In
contrast to the young male dependency ratio, timgdemale dependency ratio
has a positive effect on income in households ki@at no adult males in the
household, suggesting that efforts of young fematedd be complementary to
adult females in income generating (Figure 2.4g@aty 2). But with increasing
adult male presence, the positive effect of thengotemale dependency ratio
disappears, and becomes slightly negative forhihd,tfourth and sixth headship
categories.

In addition to headship types and child dependematips, most of our
control variables were also statistically signifitand have expected signs (Table
2.2, Rows 31-53). Human capital, measured by thkel lef education of the
household head, has a positive impact on incomecifgally, income of

households where the household head has primargagon is approximately
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15% higher than for households where the head ladormal education.
However, secondary or higher levels of educatiomehao significant effects.
Likewise, neither the number of household membetis primary education per
capita, nor the number of household members withregary education per capita
has significant effects on income. This finding lrep that Zimbabwe lacked
opportunities for higher educated people in thesal areas.

Our results show that the effect of land on incatepends on the type of
land. Amounts of garden land (that are highly paithe because of water) have a
strong positive effect on income, while the exteindry land in Zimbabwe has no
significant effect on income. With respect to tiifeets of farm animals, we found
that the number of cattle and donkeys owned byhinesehold have positive
effects on income, while numbers of goats has mmifstance. Moreover,
physical capital endowments have a positive eftecincome. Ethnicity of the
household does not have a significant impact ownme; but we do find that
income differs significantly by season and locatioBonsidering other
demographic variables, dependency ratios relatnth¢ children aged below 5
years and the adults aged above 65 years haveveegatl significant effects on
income. Further, age of the household head shavesdinear effect on income.

The standard deviation of random parameters ofeaifsp headship type
shows the deviation of the income differential kegw the particular headship
type and the base category, from the mean incofferefitial (Table 2.4). The
standard deviations are statistically significamt fost headship types, meaning

that, due to unobserved heterogeneity, the effelseadship on income may vary
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significantly across the households within thesadisiip types. Further, statistical
significance of the random parameters on the iefgrmay indicate the presence
of unobserved heterogeneity that is specific to reference households; and/or
heterogeneity due to other unobservable attribthies are not specific to any
particular headship type such as ability, motivato collective efforts. Similarly,
the statistically significant standard deviatiorighe random parameters of some
child dependency ratios confirm that effects ofsthdependency ratios on income
can vary even within the households of a spec#iadship type.
2.5.2 South Africa

As in the case of Zimbabwe, the estimated coeffican each headship
variable (Table 2.5, Rows 1-4) refers to the incodiferential between a
headship type and the base category (householti®dlia no adult males in the
household), all else held constant. Like the Zinnzdn case, coefficients of each
headship type, including the base category, applth¢ households that do not
have adult children. The estimated coefficienthofisehold headship types are
statistically significant and positive for two dfe three household headship types
included in the model, meaning that that incoménteasing with household
adult male presence, holding household size angr ddictors constant. In Figure
2.5, we graph the coefficients of income differalstireported in Table 2.5 against
different levels of adult male presence (headsypes). Figure 2.5 show a similar
pattern to the corresponding figure for Zimbabweed&ically, a marginal
increase of adult male presence, relative to ndt atlale presence, does not have

a significant effect on income, until the level adult male presence reaches a
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threshold in the third category. Beyond this thoddhan increase of adult male
presence is associated with diminishing returngjragperhaps because internal
gendered constraints are increasing.

With respect to the effects between child depengeatios and income,
as shown in Table 2.5, only the teen male and ydeimgle dependency ratios are
statistically significant. Further, the effect dfetteen male dependency ratio and
income varies by headship type, as indicated bysiipes and the significance of
the coefficients on the interaction terms betwdenteen male dependency ratio
and headship types (Rows 9-11). Again, in ordemterpret these effects, we
calculate the elasticity of teen male dependendip reorresponding to each
headship type (Table 2.3), and plot the valuesiguré 2.6. In the figure, a one
percent increase in the teen male dependency at@ssociated with 0.1%
increase in income of the households that havedudt anales in the household
(Figure 2.6, Category 1). This finding supports thaedence we obtained for
Zimbabwe; that male teenagers may substitute fesimg male adults and offset
some of the productivity and/or discrimination lths#isadvantages faced by
female-headed households. With an increase in athl# presence, the teen male
dependency ratio is associated with a drop in iredRigure 2.6, Category 2).
However, with further increases in adult male pnesethe teen male dependency
ratio shows no relationship with income. The yotemale dependency ratio has
a positive effect on income in female-headed hooisishthat have adult males,
suggesting that efforts of young females could @mpmlementary to adult males

or females in income generating (Figure 2.6, Categhn

33



Our South African results also highlight some intpot effects between
income and the other control variables such astalaptocks. Human capital
shows non-linear effects on income (Table 2.5, R@422). When all other
factors that affect income are held constant, ireatacreases with increasing
years of education of households head up to aicekt®el, but eventually
increases. In addition to effects of education,alg® find that the endowment of
skills has a positive effect on income. Regardiagural capital, our result shows
that endowments of cattle and goats/sheep havéveosifects on income while
land endowments are not significant. Social capitat a positive effect on
income. Regarding, the proxy variables that weuded to capture social grant
eligibility, presence of a female aged 60 yearslmove has a positive effect on
income, but the presence of a male aged 65 yeambawe, and the presence of
child aged 15 years or below, are not significemeddition, we found a negative
effect of household size on income. We do not &wilence for seasonal and
location differences in household income. Sta@tisignificant standard
deviations of random parameters of headship vasafihcluding the intercept)
and some child dependency ratios confirmed the epees of unobserved
heterogeneity in the respective variables (Tab#. Z-herefore the relationships
between income and headship type, and income atdl ddpendency ratios on

income could vary even within households of a dpebeadship type.

2.5.3 Comparisons between Zimbabwe and South Africa
Our results show some similarities and differenbesween the two

economies that we studied. In both economies, Ihmidencome increases with

increasing adult male presence, although therensesevidence of diminishing
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returns to additional adult male presence. Furtther households that are without
adult male presence have less income than the witkspermanently present
male spouses. However, these income differentisdsnauch lower in South

Africa. For example, households that are withoutltachale presence have 51%
and 107% less income than the households with mgreently present male
spouse and without other adult males in South Afriand Zimbabwe,

respectively. A possible reason is that the excgeof social grants in South

Africa may decrease income inequality among differaousehold headship

types.

Our results also show that, in both economieste¢ba male dependency
ratio affects positively on household income in fioeiseholds without adult male
presence. Moreover, in Zimbabwe, the young fema&peddency ratio in the
households without adult male presence, and thag/owale dependency ratio in
several headship types have positive effects omniec Again, differences
between these two economies could explain thegerelittial results. The rural
Zimbabwean economy is characterized by income gésebroy labor intensive
activities, where agriculture natural resource vatis dominate household
income portfolios comprising about 60% of averagadehold income (Campbell
et al. 2002). Under such circumstances, child latbearly emerges as either a
substitute or a complement to income generatingrtetif adults. On the other
hand, income in the rural South African economyasninated by social grants

that constitute about 57% of household income plos. In contrast, agriculture
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only comprises 8%. Therefore, the relationship leetwlabor and income is less
pronounced in such situations.

We also find that, in both economies, income cotddy even with the
households of a specific headship type (Table A2rome varies within the
households that are without a male spouse and atfiter adult males, and the
households that are with a male spouse and withther adult males. However,
only in Zimbabwe does the income vary within housés that are in the base
category (households that are without adult malkesgmce). Further, in both
economies, we do not find statistical evidence \farying household income

within the households that have male spouses dat atiult males.

2.6 Conclusions

In this study we use two distinct data sets to ecglly investigate the
relationship between household headship and incdwnéke existing studies,
which generally only distinguish between male aathdle-headed households,
we disaggregate household headship into more sédldship types based on our
index of male presence and associated genderedraats Using dummy
variables for different categories of children ahdir interactions with headship
types, we control for the heterogeneity in the sdleat children may undertake in
these different headship types. Further, using oangbarameters models, we
econometrically account for unobserved heteroggneithe average impacts of

different household headship categories on income.
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Our econometric models yield strong empirical emike regarding the
nature of the relationship between household héadstd income. Specifically, a
marginal increase in the amount of adult male preserelative to no adult male
presence, does not have significant effects onniecantil the amount of adult
male presence reaches a critical threshold, wheradalt male resides in the
household. Beyond this threshold, household incoroeeases, although there is
some evidence of diminishing returns at higherlev@uch findings were robust
between the two economies we studied. However, wefind significant
differences in the role of children between the suady sites, with Zimbabwean
children playing more significant complementary autbstitute roles in income
generation than in South Africa, where social ggaltminate income portfolios.

Based on the empirical results, our study has poimary contributions.
First, our findings shed light on the debate remaydncome levels of female-
headed vs. male-headed households. Based on theicaingvidence from
Zimbabwe, we find that female-headed householda,waisole, do not have lower
incomes than male-headed households. Instead,sonte subgroups of female-
headed households, which have low amounts of awlaik presence, have lower
income levels. Specifically, our results show thamale-headed households
without a male spouse and without male adults (ihse category) have lower
income than most other household types, once hoicgsesize and other
characteristics are controlled for. However, ferf@aded households without a
male spouse, but with other male adults possebsgecdighest incomes. Moreover,

income levels of households where the male spausgvay and where there are
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no other male adults, had income levels that werdifferent from households in

the base category. Based on these results, we #iguéhe use of male versus
female household headship as a vulnerability indicaould mask important

gender dimensions in the empirical relationshipsvben household structures
and income. In other words, our results suggestfthar divisions of headship

types are needed to identify vulnerable househditseover, the above results
suggest that the use of female headship to refdresérerable groups may cause
misallocations of aid resources.

Our second contribution expands the first one. Tikatour empirical
findings at both study sites about the relationdbgween household headship
and income explain the possible impacts of gendeastraints and household
income. As mentioned earlier, our results showsitpe effect of a resident adult
male on income. An increase in adult male presenpées a decrease in external
gendered constraints and an increase in internmadeged constraints. As these
two types of constraints move in opposite diredjdhe persistent positive effect
of adult male presence on income suggests thatiyposiffects of low levels of
external gendered constraints are greater thamebative effects of increasing
levels of internal gendered constraints. Althoulgl positive income effects of
low levels of external gendered constraints is gadg deteriorated with
increasing male presence and the accompanyingasera internal gendered
constraints, the net effect remains positive, datissically significant.

The third contribution of the paper is related tee tsecond specific

objective of the study. Our findings on the relasbips between child
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dependency ratios and household income convey tanpanformation for policy
makers working on subsistence economies. Our eesulygest that the role of
children on household productive activities depeadshe age of the child, its
gender and the type of headship. One of the magtingt findings is the
differential role of children in the households ttheve no adult males in the
household. In such households, teen male childrenlikely to substitute the
missing male adults and can therefore be treatelivelthood assets that help
poor households to confront gendered constrairdéoaproductivity differences.
As opposed to their male counterparts, teen ferohilelren do not appear to
contribute in the income generating effort of aslutt households that have no
adult males in the household. This finding was camno the both economies we
studied. Further, the empirical evidence from Zilmba suggests that the efforts
of young male children may be complementary toetffiert of adult males, while
young females could be complementary to adult fema the households that
have no adult males in the household.

Our final contribution is related to our third sgecobjective. Unlike
previous studies, in this paper we econometricatiytrol for household-level
unobserved heterogeneity. Therefore, we are alfedatify, not only the average
effects of household headship on income, but disodeviations of the effects
across households. Statistically significant deeret of the random parameters of
most household headship suggest that, due to unvaldsketerogeneity, the effect
of headship on income may vary significantly evethin the households of a

specific headship type. Therefore, neglecting uankesi heterogeneity may have
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to ambiguous empirical results in the literaturehwiespect to the effects of

headship type on income.
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Table 2.1: Variable definitions and expected signs

Variable Definition (Zimbabwe) Definition Predicted
(South Africa) Signs

Dependent Variable, Gross subsistence and cash Same as for NA
Income (Y) income per adult equivalent Zimbabwe
Headship typesX;)
No male spouse - no 1= No male spouse, no maleSame as for +2
male adults adults, 0 = otherwise (base| Zimbabwe

category)
Male spouse away - no | 1= Male spouse away, ho | NA +/-
male adults male adults, O = otherwise
No male spouse - male | 1= No male Spouse, male | Same as for +/-
adults present adults present, 0 = Zimbabwe

otherwise
Male spouse present - nol= Male spouse present, ng Same as for +/-
male adults male adults, 0 = otherwise| Zimbabwe
Male spouse away - 1= Male spouse away, maleNA +/-
male adults present adults present, 0 = otherwise
Male spouse and male | 1= Male spouse and male | Same as for +/-
adults present adults present, 0 = otherwigeZimbabwe
Child variables (X,)
Teen males dependency Number of male children Same as for +/-
ratio aged 10 -16 years per adultsZimbabwe
Teen females Number of female children | Same as for +/-
dependency ratio aged 10-16 years per adults Zimbabwe
Young males Number of male children Same as for +/-
dependency ratio aged 5 - 9 years per adults | Zimbabwe
Young females Number of female children | Same as for +/-
dependency ratio aged 5 - 9 years per adults | Zimbabwe
Capital stocks (3)
Human capital
Household head with ng 1= household head has no | NA NA
education formal education, 0 =

otherwise (base category)
Household head with 1 = household head has NA +/-
primary education primary education, 0 =

otherwise
Household head with 1 = household head has NA +/-
Secondary education | secondary education, 0 =

otherwise
Household members Number of household NA +

with primary education

members with primary

education per capita
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Table 2.1 (continued)

Variable Definition (Zimbabwe) Definition Predicted Signs
(South Africa)

Household members Number of household NA +

with secondary members with secondary

education education per capita

Household head years ofNA Years of +/-

education education of
household head

Household head years ofNA Years of +/-

education squared education of
household head
squared

Number of Skills NA Number of skills | +
available to the
household

Natural capital

Number of cattle Number of cattle per capita Saséor +
Zimbabwe

Number of goats and Number of goats and sheep Same as for +

sheep per capita Zimbabwe

Number of Donkeys Number of donkeys per | NA NA

capita
Area of non-irrigated Dry-land area planted NA NA

farm-land planted

(acres) per capita

Area of irrigated farm-
land

Garden area planted (acres

per capita

Size of the garden
plot(acres) per
capita

Physical capital

Physical capital indéx | Number of farm implements PCA indicator for | +
per capita physical capital

Social capital

Social capital indefx 1 = has a membership or a| PCA indicator for | +
position in a social social capital
organization, 0 = otherwise

Environmental factors (X,)

Location 1 = Romwe, 0 = Mutangi 1 = Lessyton, 0|=t/-

Willowvale

Ethnic characteristics (Xs)

Shona 1= Shona, 0 = NA NA
otherwise(base category)

Ndebele 1= Ndebele, 0 = otherwisg NA +/-

Missing data 1 = missing data for ethnici NA +/-

group, 0 = otherwise
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Table 2.1 (continued)

Variable

Definition (Zimbabwe)

Definition
(South Africa)

Predicted Signs

Seasonality Kg)

Season 1 1 = March - May, 1999, 0 £1= January - +/-, NA
otherwise February, 2011, 0
= otherwise(base
category)
Season 2 1 = June - August, 1999, 0 £= June - July +/-
otherwise 2011,0=
otherwise
Season 3 1 = September - NovemberNA +/-
1999, 0 = otherwise
Season 4 1 = December, 1999 - NA NA
February, 2000, 0 =
otherwise (base category)
Household characteristics X5)
Age of household head Age of household head Sanfier +
Zimbabwe
Age of household head | Age of household head Same as for -
squared squared Zimbabwe
Children below 5 Number of children aged | Same as for -
below 5 years per adults Zimbabwe
Adults above 65 Number of adults aged Same as for -
above 65 per adults Zimbabwe
Ratio of adult males Number of adult males per Same as for +/-
total adults Zimbabwe
Size of household Number of household Same as for -
members Zimbabwe
Chronically ill NA 1=if a chronically| -
ill person is
present, O =
otherwise
Child grant NA 1=if a child aged| +/-
15 years or below
is present, 0 =
otherwise
Male above 65 NA 1=if amale 65 | +/-
aged years or
above is present,
0 = otherwise
Female above 65 NA 1=ifafemale | +/-

aged 60 years or
above is present,
0 = otherwise
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Table 2.2: Random parameters model estimation for ifnbabwe: Dependent
variable is income per adult equivalence expresséd logs

Row Number | Variable ‘ Coefficient

Headship Types Kj)

1 No male spouse - no male adults 5.734%*x

(base category) (0.450)

2 Male spouse away - ho male adults 1.449
(1.327)

3 No male spouse - male adults present 1.317%**
(0.348)

4 Male spouse present - no male adults 1.173%*
(0.325)

5 Male spouse away - male adults present 0.849*
(0.348)

6 Male spouse and male adults present 1.074%**
(0.343)

Child Variables (X,)

7 Teen males dependency ratio 1.771%**
(0.366)

8 Teen females dependency ratio 0.107
(0.147)

9 Young males dependency ratio -3.585***
(0.979)

10 Young females dependency ratio 1.222**
(0.602)

Child Variable Interactions with Headship Types (X, Xy)

11 Teen males dependency ratio* row 2 -2.504**
(0.949)

12 Teen males dependency ratio* row 3 -2.883***
(0.461)

13 Teen males dependency ratio* row 4 -1.321%**
(0.372)

14 Teen males dependency ratio* row 5 -1.554%**
(0.396)

15 Teen males dependency ratio* row 6 -1.538***
(0.390)

16 Teen females dependency ratio* row 2 -0.253
(0.305)

17 Teen females dependency ratio* row 3 -0.331
(0.318)

18 Teen females dependency ratio* row 4 0.112
(0.165)

19 Teen females dependency ratio* row 5 -0.010
(0.219)
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Table 2.2 (continued)

Row Number | Variable Coefficient

20 Teen females dependency ratio* row 6 0.273
(0.210)

21 Young males dependency ratio* row 2 3.9271 %
(1.069)

22 Young males dependency ratio* row 3 3.385***
(1.089)

23 Young males dependency ratio* row 4 3.343***
(0.986)

24 Young males dependency ratio* row 5 3.549***
(1.008)

25 Young males dependency ratio* row 6 3.535%**
(1.014)

26 Young females dependency ratio* row 2 -1.087
(1.200)

27 Young females dependency ratio* row 3 -1.113*
(0.668)

28 Young females dependency ratio* row 4 -1.353**
(0.610)

29 Young females dependency ratio* row 5 -0.975
(0.685)

30 Young females dependency ratio*row 6 -1.387**
(0.637)

Capital stocks X3)

Human capital

31 Household head with primary education 0.143***
(0.055)

32 Household head with Secondary education 0.010
(0.085)

33 Household members with primary education -0.145
(0.137)

34 Household members with secondary education 10.12
(0.096)

Natural capital

35 Number of cattle 0.344***
(0.033)

36 Number of goats and sheep -0.001
(0.027)

37 Number of Donkeys 0.242%**
(0.067)

38 Area of non-irrigated farm-land planted 0.078
(0.056)

39 Area of irrigated farm-land 1.700***
(0.458)
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Table 2.2 (continued)

Row Number | Variable | Coefficient

Physical capital

40 Physical capital index 0.306***
(0.033)

Social capital

41 Social capital index 0.018
(0.043)

Environmental factors (X,)

42 Location 0.113*
(0.049)

Ethnic characteristics (Xs)

43 Ndebele -0.011
(0.095)

44 Missing data -0.087
(0.140)

Seasonality (Xe)

45 Season 1 0.754***
(0.055)

46 Season 2 -0.289***
(0.053)

47 Season 3 -0.700***
(0.048)

Household characteristics X7)

48 Age of household head -0.028***
(0.010)

49 Age of household head squared 0.000**
(0.000)

50 Children below 5 -0.402%**
(0.067)

51 Adults above 65 -0.231*
(0.140)

52 Ratio of adult males 0.057
(0.176)

53 Size of household 0.002
(0.012)

54 Sample Size: 792

55 R-Square: 0.43

Note. 1) Single asterisk (*) indicates significaratethe 10% level, double asterisk (**)
indicates significance at the 5% level and tripgedsk (***) indicates significance at the
1% level; 2) Standard errors are reported in phesas; 3) Since random parameters
model do not report R-square values, we reportlRusgvalues of the models estimated
by OLS.
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Table 2.3: The elasticities of child dependency rats across different headship types

Zimbabwe South Africa
Row Headship Teen Young Young Teen Young
Number Type (Xy) Males | Males Females Males Females
1 No male spouse -| 1.26 -0.43 0.35 0.10 NA
no male adults
(base category)
2 Male spouse away-1.75 2.35 NA NA NA
- no male adults
3 No male spouse - -0.52 0.41 -0.18 0.12 0.43
male adults
present
4 Male spouse -0.48 0.67 -0.19 NA NA
present - no male
adults
5 Male spouse away -0.62 0.57 0.00 NA NA
- male adults
present
6 Male spouse and| -0.38 0.32 -0.14 NA NA
male adults
present

Note. Elasticities are calculated for the statihjcsignificant effects of child dependency
ratios only.
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Table 2.4: Standard deviations of the random paramnters

Row Variable Zimbabwe South Africa

Number

Headship Types K,)

1 No male spouse - no male adults 0.538*** 0.035

(base category) (0.017) (0.028)

2 Male spouse away - ho male adults 0.020 NA
(0.118)

3 No male spouse - male adults present 0.201***| 0.274***
(0.059) (0.042)

4 Male spouse present - no male adults 0.343***| 0.370***
(0.025) (0.054)

5 Male spouse away - male adults present 0.380*** NA
(0.049)

6 Male spouse and male adults present 0.014 0.001
(0.035) (0.061)

Child Variables (X»)

7 Teen males dependency ratio 0.113** | 0.040
(0.035) (0.096)

8 Teen females dependency ratio 0.001 0.025
(0.032) (0.133)

9 Young males dependency ratio 0.063 0.063
(0.054) (0.148)

10 Young females dependency ratio 0.061 0.494***
(0.069) (0.093)

Child Variable Interactions with Headship Types (X, Xy)

11 Teen males dependency ratio* row 2 0.114 NA
(0.145)

12 Teen males dependency ratio* row 3 0.753*** | 1.135***
(0.161) (0.163)

13 Teen males dependency ratio* row 4 0.048 0.012
(0.050) (0.273)

14 Teen males dependency ratio* row 5 0.041 NA
(0.094)

15 Teen males dependency ratio* row 6 0.056 0.004
(0.094) (0.296)

16 Teen females dependency ratio* row 2 0.120* | NA
(0.069)

17 Teen females dependency ratio* row 3 0.335* | 0.001
(0.166) (0.272)

18 Teen females dependency ratio* row 4 0.142*** | 0.466**
(0.052) (0.180)

19 Teen females dependency ratio* row 5 0.102 NA
(0.092)
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Table 2.4 (continued)

Row Variable Zimbabwe South Africa

Number

20 Teen females dependency ratio* row 6 0.025 0.031
(0.091) (0.486)

21 Young males dependency ratio* row 2 0.393** | NA
(0.173)

22 Young males dependency ratio* row 3 0.810*** | 0.011
(0.278) (0.246)

23 Young males dependency ratio* row 4 0.159* | 0.012
(0.069) (0.276)

24 Young males dependency ratio* row 5 0.153 NA
(0.163)

25 Young males dependency ratio* row 6 0.010 0.047
(0.210) (0.565)

26 Young females dependency ratio* row 2 0.276 NA
(0.390)

27 Young females dependency ratio* row 3 0.166 0.213
(0.218) (0.327)

28 Young females dependency ratio* row 4 0.651** | 0.042
(0.097) (0.203)

29 Young females dependency ratio* row 5 0.044 NA
(0.238)

30 Young females dependency ratio*row 6 0.289* 0.255
(0.168) (0.364)

Note. 1) Single asterisk (*) indicates significarat the 10% level, double asterisk (**)
indicates significance at the 5% level and trigedsk (***) indicates significance at the
1% level; 2) Standard errors are reported in pass#s.
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Table 2.5: Random parameters model estimation foBouth Africa: dependent

variable is income per adult equivalence expresséd logs

Row Number ‘ Variable | Coefficient

Headship Types K,)

1 No male spouse- No male adults 7.074

(base category ) (0.432)

2 No spouse-male adults present 0.218
(0.170)

3 Male spouse present- no male adults 0.515%+*
(0.178)

4 Male spouse and male adults present 0.370*
(0.209)

Child Variables (X,)

5 Teen males dependency ratio 0.343**
(0.166)

6 Teen females dependency ratio 0.179
(0.320)

7 Young males dependency ratio 0.252
(0.349)

8 Young females dependency ratio -0.233
(0.223)

Child Variable Interactions with Headship Types(XxXy)

9 Teen males dependency ratio*row 2 -0.738**
(0.286)

10 Teen males dependency ratio* row 3 0.114
(0.347)

11 Teen males dependency ratio* row 4 0.228
(0.429)

12 Teen females dependency ratio* row 2 0.525
(0.464)

13 Teen females dependency ratio* row 3 -0.090
(0.418)

14 Teen females dependency ratio* row 4 0.320
(0.649)

15 Young males dependency ratio* row 2 0.249
(0.444)

16 Young males dependency ratio* row 3 -0.127
(0.458)

17 Young males dependency ratio* row 4 0.268
(0.758)
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Table 2.5 (continued)

Row Number Variable Coefficient

18 Young females dependency ratio* row 2 0.759
(0.444)

19 Young females dependency ratio* row 3 0.368*
(0.327)

20 Young females dependency ratio* row 4 0.542
(0.525)

Capital stocks (X3)

Human capital

21 Household head years of education -0.037*
(0.022)

22 Household head years of education squaréd®03**
(0.002)

23 Number of Skills 0.073**
(0.033)

Natural capital

24 Number of cattle 0.106***
(0.034)

25 Number of goats and sheep 0.061**
(0.028)

26 Area of irrigated farm-land 0.072
(0.164)

Physical capital

27 Physical capital index 0.073
(0.056)

Social capital

28 Social capital index 0.066*
(0.034)

Environmental factors (X4)

29 Location -0.040
(0.120)

Seasonality (Xs)

30 Season 2 0.058
(0.063)

Household characteristics X5)

31 Age of household head -0.004
(0.014)

32 Age of household head squared 0.000
(0.000)

33 Children below 5 0.143
(0.127)

34 Adults above 65 0.145
(0.253)

35 Ratio of adult males -0.228
(0.211)
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Table 2.5 (continued)

Row Number Variable Coefficient
36 Size of household -0.087***
(0.015)
37 Chronically ill -0.067
(0.070)
38 Child grant -0.151
(0.094)
39 Male above 65 -0.072
(0.124)
40 Female above 65 0.271*
(0.106)
Sample Size: 617
R-Square : 0.25

Note. 1) Single asterisk (*) indicates significaratethe 10% level, double asterisk (**)
indicates significance at the 5% level and trigtedsk (***) indicates significance at the
1% level; 2) Standard errors are reported in phesas; 3) Since random parameters
model do not report R-square values, we reportlRusgvalues of the models estimated
by OLS.
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Chapter 3: Household Innovations in Response to Gliate Change: A
Contingent Behavior Study of South African Househals
3.1 Introduction

The Intergovernmental Panel on Climate Change (JPQEfines
adaptation to climate change as "adjustment inrabator human systems in
response to actual or expected climatic stimuliheir effects, which moderates
harm or exploits beneficial opportunities” (IPCCO02). Empirical evidence
reveals that households adopt a wide variety oh adjustments to secure their
food and to smooth income in the face of climatange (e.g. Kandlinkar and
Risbey 2000; Falco et .alR011). For instance, households adopt different
livelihood activities, farming systems, soil andteraconservation strategies, and
changing crop and livestock species (e.g., Beloval.e2010). Henceforth, we
refer to these household level adjustments as atitns’

A fairly large literature has been devoted to qifging how households’
respond to climate change. The literature can bgtipaed into three distinct
categories. The first focuses on directly examinimysehold innovations and
factors that drive them (e.g. Deressa et al. 280¢an et al. 2009). These studies

demonstrate that innovations are driven by houskesiotl community factors such

° The adjustments that households may adopt in responfuture climate change
may not be totally new to them. For example, hoakEhmay increase adoption
of off-farm income generating activities in respens future reduction of rainfall.

However, households may have already done the saljpstment during past
droughts. Accordingly, our definition of innovati® may be narrower than the
standard definitions of innovations used in thenecoic literature (e.g. Feder and
Umali 1993).
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as households’ access to productive resources léad), markets (e.g. credit),

extension services and socio-demographic variabldgee second uses the
Ricardian model to indirectly quantify the impadtaimate change. Similar to a

standard hedonic model, the Ricardian approachassthat a farmer maximizes
net farm profits by choosing inputs subject to dien and technological

constraints. Land values or net revenue of farmddaembody the marginal

contributions of innovations adopted by househodddeal with adverse climatic

impacts. Climate impacts under this approach dnerefore, estimated as
coefficients of climate variables in a regressioodel specifying land or net farm

revenues as a function of its covariates (e.g. Miswihn et al. 1994, 1996; Seo et
al. 2005). Finally, the third type of studies, reéel to as structural Ricardian
studies, combines elements from the first and secerg. Kurukulasuriya and

Mendelsohn, 2008; Seo and Mendelsohn 2008). Stalcficardian studies

assume that an agent chooses from multiple innmvadlternatives in the first

stage, and maximizes net revenues in the secogd, standitional on the first

stage adoption choices.

Ideally, understanding household level adaptationclimate change
requires time series data on households’ behavi@sthonses to identifiable
shifts, variability, and extreme events in the @ten(Chambwera and Stage 2010;
Smit and Wandel 2006). However, such data is ugmalt available, particularly
in developing country contexts. Most of the literat on this issue, therefore,
relies on variability in weather across climate edmn cross sectional data as a

proxy for the time effects of climate change on s$eholds’ economic behavior.
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This approach is limited in several ways. Firstfalls to consider adoption
responses to changes in cross-section specific-uangng climate scenarios.
Second, in order to get sufficient variability ireather variables that vary across
space the empirical models used in studies reqiata to be collected across
large geographical areas which may be costly andfeasible. Third, with a
reliance on cross sectional data, innovations ifiedtby the studies are limited to
current activities of households. That is, crosgiseal data precludes the
adoption of innovations that people may use in ltmg-run, but may not use
currently

In this paper, we use an alternative approach;cth@ingent behavior
method. The contingent behavior method is used dentify individual's
behavioral responses to a given change in envirataheonditions (Morton et al.
1995). Using a carefully designed hypothetical adenthat explains the status
guo and a change from the status quo, the continggmavior method directly
elicits the information about the behavior of indivals under the new state
(Whitehead et al. 2010). The approach is similath other stated preference
methods, such as contingent valuation and choipererents, in that individuals
do not make actual behavioral changes, but indalglstate their hypothetical
behavioral responses to proposed environmentalgesan

The contingent behavior method offers two advargageevaluating the
efficacy of household innovations in response ima&ie change. First, the method
can exploit variability in climatic conditions inquorated into the study design as

future scenarios and, therefore, is not reliantmss sectional climate variability.
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Thus, the method does not require sampling overgelgeographical area and
can also include time varying climate variabled tth@ not change across space.
Second, the contingent behavior method can yieldrmmation about long-run
behavioral responses to climate change. Due tdlaisbility, the contingent
behavior method has been used widely in developedagnies in order to assess
changes in recreation demand in response to chamgesironmental conditions,
(e.g. Richardson and Loomis 2004; Chase et al8;1@ristie et al. 2007,
Cameron et al. 1996). However, to our knowledge tontingent behavior
method has never been applied in climate changkestin a developing country
context.

The contingent behavior method may have some fimits. A major
concern is whether model estimates subject to lwgtiotl bias. However, Hanley
et al. (2002) in assessing changes in trip frequéaycbeach users in relation to
environmental quality conclude that contingent h#dramodels do not suffer
from hypothetical market bias. Further, Richardaod Loomis (2004) compare
stated preference and revealed preference analgsessitation behavior in
response to changes in climate, and find that the approaches produce
statistically identical estimates of future visibat Another issue is whether
preferences regarding unfamiliar or complex goodattibutes are well-formed
and consistent (Groom et al. 2007). However, thigtdtion could be minimized
by proper designing of contingent behaviour questio

The overall goal of this study is to introduce tbentingent behavior

approach as a method for studying households’ resgsoto future climate change
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in developing economies. The objective of this pa®e to investigate the
innovations that are likely to be adopted by hoog#hin rural South Africa in
response to anticipated climate change. To meebbjactive we designed and
deployed a contingent behavior survey in the Eas@ape Province of South
Africa in 2011. The Eastern Cape, with a populatadnapproximately seven
million, is the poorest province in South Africahd region is predicted to be
highly vulnerable to climate change, with the wastgections getting hotter and
drier, while the coastal zone in the east expengnan increase in later summer
rainfall, floods, greater variability in climate é@nising sea levels (Pyle 2007).
The Eastern Cape also has high HIV prevalence, natdés that were predicted to
peak at just over 20% for the adult population B2 and at over 30% for adult
woman (UNAIDS 2007).

Our survey yields a total of 326 observations that use to build our
empirical analysis. The innovations that we modet &ousehold choices
concerning future livelihood activities across adgof climate scenarios. We
define livelihood activities as income generatig\aties (e.g. gardening, casual
labor or small business) that households undertakerder to maximize their
welfare. An appealing feature of our data is thaemcompasses both cash
earnings and in-kind earning of households.

In identifying an innovation profile for householdkat is specific to
climate change, it is important to account for otfaetors that drive innovation.
We therefore pay special attention to accountingbioth observed and latent

household level heterogeneity in households’ intiowa choices. We are
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particularly interested in the role of three setiousehold attributes: First, we
control for the influence of household specifictéas (i.e. capital stocks, health
status, risk aversion, and demographics) that baea shown in the literature to
affect households’ innovation choices. Second, nargne whether households’
innovative choices of livelihood activities are effed by other innovations
(henceforth referred to as innovative strategibs)} households may adopt in
response to future climate change (e.g. incredséhe use of rain water

harvesting methods). Third, we explore whether seoked household attributes
(such as its entrepreneurial ability) affect howdd@si innovation adoption

decisions.

The rest of the paper is organized as follows.dctisn 3.2, we briefly
describe our conceptual approach. Sections 3.3 &adddescribe the data
collection and our empirical approach, respectiviysection 3.5, we present our
empirical findings, and we conclude in section 3.6.

3.2 Conceptual approach

We consider a standard technology adoption framlevidubbell et al.,
2000) whereby a household adopts an innovatiomeifutility or benefit from the
adoption is at least as great as the utility ofadipting. We use a random utility
model (RUM) which assumes that a household actenatly, is a utility
maximizing agent, and knows its own utility functiwith certainty (Allenby and
Rossi 1991). However, due to lack of informatiorow@bpreference parameters,

the household’s true utility function is unknowndaoonsidered to be random
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(Cooper and Keim 1996§. Using this approach, we write a household’s wtilit

from innovation as,

U=VAC, Y X+, @D

where V is potentially observed by the analyst, l&vliy is an unobserved,
independent and identically distributed (iid), aaeto-mean componemA =1, 0
denote adoption and nonadoption scenarios, respBctiC; and Cp denote
vectors of expected consumption volumes, gn@ndy, denote expected net
income levels (inclusive of profits) under adoptenmd non-adoption scenarios. X
is a matrix of explanatory variables that affeaiwdual consumption and net
income.

Note that some innovations will be chosen by theskbold based on
direct gains to consumption (C). For example, afvidual may choose natural
resource harvesting that is used for home consomp®ther activities, such as
off-farm employment, may be chosen based on thentribution to the net
income component (Y). Still other activities, sua$h gardening, may be adopted
due to their contributions to both the consumptod net income components of
benefits under a given future climate scenario.eBithis setup, a household will

adopt an innovation if,

V@G, ¥ X)+6 2V 06, Yo X) +4&; - 32

' Due to its consistency with neoclassical econon@osl relevance under
imperfect information, RUM has been popular amoifteint types of stated
preference including choice experiments (e.g. Bosiahl. 1996) and contingent
valuation (e.g. Scarpa et al. 2000).
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In our data we do not observe differences in eithgrected consumption
levels or expected profits due to adoption. WeokellQaim and de Janvry (2002)
and assume that these variables can be explainedbbgrved household
characteristics, so that the consumption and roeime differences caused by the
innovation are implicitly embedded in reduced fommithin the matrix of
explanatory variables, X. Thus we specify a houkkhondirect utility to be a
linear function of X and characterized by paransefter The probability that a

household adopts a specific innovation, as

PrA=1) = Pry @ =U (0) (331)
=Pr{,-¢) =< X'B=(X"B-X"})]
Pra=1) =F(X'f) (332)

whereF denotes the cdf df.

Households in the rural communities we study, coresiwa significant
proportion of their own output. The households als® located in areas where
poor transportation and infrastructure restrict kearparticipation. Failures of
labor and credit markets are common to many ofetliesiseholds. With market
failures, the household’s consumption, productiod Ebor allocation decisions
become interlinked through the price of nontradalftee de Janvry et al. 1991).
Consequently, the same set of factors drive bdtiyuand profit maximization.
Production side variables, such as fixed land siffiect consumption decisions.
Similarly, consumption side variables, such asgh of household members and
household size, affect production decisions (beytheddirect labor productivity

channels) and, thereby, profits.
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3.3 Data Collection

The data collection for this study was undertakesimng household surveys,
in villages in the Willowvale area. Willowvale arealocated within the former
Transkei in the Eastern Cape Province of SouthcAfrThe area consists of low
density rural settlements, surrounded by commureglsaused for agriculture and
grazing. Poor condition of roads and limited acces$asic services such as
schools add to the economic challenges of the lpgallation. This area shows a
high dependency on natural resources alongsideipteulproductive activities
livelihood strategies such as livestock productgardening, and small business.

Data collection took place in two phases. The fistse, i.e. the base-line
survey, was undertaken during January and Febrg@fy,. The sample contained
170 households randomly selected within the vikaggratified by the percent of
the population in each village. The data on différgpes of capital stocks, and
household demographics were collected in the basestirvey. The second phase
was undertaken during July and August, 2011, tdecbldata on household
contingent behavior to future climate change askl aversion.

In rain-fed systems, such as the case in the Wiitdey the frequency in
the occurrence of dry/wet periods can be crucial éoop and livestock
production. Households in such economies may Hasie production decisions
on events such as rainfall frequency, timing, amerisity (Smithers and Smit
1997; Roncoli et al. 2002; Vogel and O’Brien 200Bomas et al. 2007).
Accordingly, as a part of our contingent behavippraach, we characterize the

future with two types of climate change scenaray:spell and wet-spell. These
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scenarios are constructed to represent plausikd@ges in rainfall that occur
during the rainy season in the Willowvale area.(iNovember to March).
Following the southern African research of Usmamd &eason (2004), we
defined a dry-spell as a period of 5 consecutiws dahich receives less than 5
mm of rainfall. There are two types of dry-spellesarios, one in which
temperature remains normal during the dry periadd, one in which temperature
can reach a high of 3. A wet-spell, following Hachigonta and ReasonO@))
was defined as a period of five consecutive dayshvieceive more than 20 mm
of rainfall. The temperature remains as usual dyite wet-spells. Relevance and
credibility of the definitions of dry and wet spelihat we used in the context of
our study sites were verified by the local agrigrdt extension officers and
survey respondents during the pre-test of the suniEased on existing climate
studies (e.g. Reason et al. 20@00k et al. 2004Dai and Trenberth 1998;
Hachigonta, and Reason 2006 ), we specify a l&salnd plausible changes in
dry and wet-spells in the future as mild, moderate extreme change.

Accordingly, we have six scenarios, as follows:

1) a mild increase in the number of dry-spellsr@ase of dry-spells from 5 to 8);
2) a moderate increase in the number of dry-siieltsease of dry-spells from 5
to 11);
3) an extreme increase in the number of dry-sifgitsease of dry-spells from 5
to 14);

4) a mild increase in the number of wet-spellsr@ase of wet-spells from 5 to 8);
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5) a moderate increase in the number of wet-sfeltsease of dry-spells from 5
to 11); and

6) an extreme increase in the number of wet-sijieitsease of wet-spells from 5
to 14).

Figure 3.1 shows the questions that were used ltectdhe contingent
behavior data for a given climate scenario. Thst fgection in the Figure 3.1
shows the information that was given to the respatsl regarding the typical
climate of the study area, followed by a descriptad a specific future climate
change scenario. For example, for the case illigstran Figure 3.1, the future
climate change is specified as an extreme changéenfrequency in the
occurrence of dry-spells for normal temperaturee farts of Q.1 show the
guestions used to collect the contingent behawata dn the innovative strategies
that facilitate adoption of livelihood activitie§hese data are used as explanatory
variables as explained in the empirical approacti@ebelow. Section Q.2 shows
the contingent behavior question that we askedolteat data on household
adoption of future livelihood activities. We havata on binary choices of seven
non-mutually exclusive livelihood activities, whiahill serve as the dependent
variables for our empirical models. The potentisdelihood activities were
identified in the first phase of the survey, basedhouseholds historical coping
behaviors with climate change related shocks.

Out of 170 households that were surveyed duringfitisé phase, 157
households participated in the second phase. Eamhtingent behavior

guestionnaire was designed to elicit responses fonadult male and from an
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adult female in each household. Among the 157 Hwmide that we interviewed

in the second phase, there were 30 householdsiaihwbth an adult male and an
adult female were available during the survey. @qoently, 187 individuals

participated in the survey.

Each respondent answered one out of three possiipepell scenarios
and one out of three possible wet-spell scenaAasordingly, all together, we
have contingent behavior data form 374 observatidite individuals were
randomly assigned to different versions of contimdeehavior questionnaires.

3.4 Empirical Approach

In this section we discuss the empirical approaséduo operationalize
our conceptual model. First, we specify our bagelmodel and discuss the
specification of the explanatory variables used. #hen focus on addressing
unobserved heterogeneity among households.

3.4.1 Empirical specification of the baseline model

Following equation 3.3.2, we specify our generalpgimal model of

innovation adoption by characterizing the net wytiljbenefit) using the latent

variable, A. Specifically,

A =x [ +¢&with A :{1”'6;>0

3
0 otherwise @)

where we assume that has a standard normal distributiolh.is an observed

variable, that indicates whether a household admpigrticular livelihood activity
(A=1), if A" >0, and O otherwise. There are six potential livelih@ativities to

be adopted (gardening, livestock, natural resobesgesting, casual labor, small
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business and formal employment), hence, six equatio be estimated. The
vector X represents variables that are hypothedizadfect the expected utility of
adoption. Based on our conceptual framework, wewalboth consumption and
net income or profit components of the utility t® diriven by both production and
consumption side variables in our econometric $jgations. We can obtain the
effects of the variables contained in vector X & thousehold’s adoption
decision by estimating equation 3.4

Table 3.1 describes the explanatory variables hait expected signs in
the six adoption models. We organize our explayat@riables with seven
categories (X i=1-7). First, in order to test our main hypothesmsimpacts of
climate change (¥, we include five dummy variables that represamure
climate change scenarios 2-5, described earliem&wm 1, which represents the
least change in the current climate of the studp dére. an increase in the number
of dry-spells from 5 to 8), is considered as theseb@ase. Under rain fed
conditions, the occurrence of dry periods may affeegatively gardens and
livestock (Hachigonta and C. Reason 2006; Mogotsale 2011). However,
livestock may be less susceptible to droughts geaadens (Campbell et al. 2002).
Accordingly, we expect that households are likety reduce adoption of
gardening in response to moderate and extremeasesein dry-spells, and
livestock in response to an extreme increase insgefls. Wood is dried and
stored during the dry seasons to be used in thgy s@asons (Brouwer et al.

1997). Moreover, due to the potential decreasegiic@tural income under dry

" Due to a small number of non-zero choices, weat@stimate a model for dry-
land agriculture.
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climatic conditions, households may increase thetigyaation in off-farm
activities (Roncoli et al. 2001). Therefore, we eafpthat households are more
likely to adopt natural resource harvesting, casalbr, and small business in
response to increases in dry-spells. We captureeffieets of high temperature
(heat waves) that may occur during dry-spells ampédn decisions by including
a dummy variable. The occurrence of heat waves imaygase crop losses and
livestock mortality (Sivakumar 2006), and hence, axpect high temperature to
affect negatively the adoption of gardening anddieck.

Wet climatic conditions may ensure sufficient wadeailable for crops
and grasslands. Hence, we expect that househotdsmare likely to adopt
gardening, and livestock in response to a mild amutlerate increase in wet-
spells. However, extreme rain falls may not be falte for both crops and
livestock (Porter and Semenov 2005; Seo and Meoldel2008). Accordingly,
adoption of gardening and livestock are expectetietdess, in response to an
extreme increase in wet- spells. Frequent rains alag limit accessibility of
forests, and time available for off-farm activitieBherefore, we expect that
households are less likely to adopt natural resobervesting, casual labor, and
small business, in response to a moderate andhexirerease in wet-spells.

There are a number of different types of capitatclst (%) that could
influence households’ adoption of livelihood adies, including human, social,
physical, and natural capital. For human capit&,include years of education of
household head and a variable that indicates th@auof skills available to the

household. For social, physical and natural capit@ include, respectively, an
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index of social capital, an index of physical capiand the size of the agricultural
landholdings. The indices of physical capital andia capital were generated by
applying Principal Component Analysis on the vasioneasures of capital (see
Appendix A for details). We expect that, dependinghe nature of the livelihood
activity, some types of capital stocks may be mamportant than others. For
example, studies find that human and social capi@limportant in finding off-
farm employment (e.g. Zhang et al. 2001). Thus,skhbalds with more of these
stocks are expected to adopt casual labor, smaihéss, and formal employment
more, relative to others. Natural and physical tzdypwned by the household may
represent wealth that could be important in adgpégricultural activities (Doss
and Morris 2001). Accordingly, we expect householdth larger landholdings
and physical capital stocks to be more likely togdyardening and livestock.
Household choices of future livelihood activitiesyrmalso be affected by
innovative strategies @X that households may adopt in response to climate
change (Helgeson et al. 2012). We have contingeimh\ior data on households’
adoption of four types of such strategies (Figurg, %).1). These data state
whether a household, in response to future clirobenge, would: 1) increase the
usage of domestic rain water harvesting; 2) in@esfforts to obtain external
assistance within and outside of its community;r&juce food intake; and 4)
reduce personal expenditures. Households may usedted water for watering
home gardens and for small livestock (Worm and uatP006). Therefore, we
expect that households that adopt these strategismore likely to adopt

gardening and livestock than their counterpart® atloption of other innovative
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strategies could either be substitute or complesnémtthe adoption of future
livelihood activities, depending on the type ofelifnood activity. Therefore, we
do not have priori expectations on other innovative strategies.

In order to capture the potential effects of hoadelnealth status on the
adoption of future livelihood activities, we inckich variable that is intended to
identify the presence of a long term ill persorthe household (. Long-term
illness such as HIV/AIDS may negatively affect helusld labor available for
agricultural activities (Muller 2004; Bollinger el. 1999). Therefore, we expect
the households that have a long-term ill persories® likely to adopt gardening,
and livestock. Further, having a long-term ill marsin the household may
increase expenditures on food and medicines (Dri2di@2; Masanjala 2005).
Under such circumstances, wild foods could prowdelternative source of food
(Feulefack et al. 2013). Therefore, we expect timtseholds that have a long-
term ill person in the household are more likely adopt natural resource
harvesting. In order to cover the additional expsnshouseholds may also
diversify income generating activities (Niehof 200#AO 1995, 1998).
Accordingly, we expect that households that haleng-term ill persons to have
a positive effect on adoption of casual labor amdlsbusiness. Furthermore, due
to absenteeism to care for sick family membersemgect long-term ill person to

have a negative effect on the adoption of formgbleyment.
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We include a variable that indicates the levelisi aversion of the survey
respondent (¥.'? The literature, both theoretical and empiricals h@entified
risk aversion as an important factor that affeetshhology adoption (e.g. Feder
1980 for theoretical, and Knight et al. 2003 forpémcal literature). Climate
change may be associated with different types sksrisuch as losses in
agricultural production, instable input and outgpuices and health risks. The
decision to adopt a livelihood activity may depemdthe individual’'s subjective
assessment of the risk of climate change, andiseof adoption of a certain
livelihood activity. Since households’ are highlylikely to make financial
investments in natural resource harvesting, adgptatural resource harvesting is
associated with minimal risk (Campbell et al. 2002)erefore, it is expected that
the individual's risk aversion has a positive impao the adoption of natural
resource harvesting. Such relationships are diffita ascertain for other
livelihood activities that may involve more riskjch as gardening and small
business. Therefore, we do not have expectationikenaffect of individual’s risk
aversion on the other livelihood activities.

To further characterize households, we include &lolsl demographics
(Xe). The literature finds empirical evidence for tledfects of household
demographics on adoption of new technology (RahchHmffman 1984; Norris

and Batie 1987), and adoption of innovations inpoese to climate change

12 Data on this variable were collected using a sesk gamble questions that are
analogues to the questions used in Spivey (201&5e® on the answers given to
the risk gamble questions, each respondent wagaraed into one out of four
categories: weakly risk averse (1); moderately agérse (2); strongly risk averse
(4) and very strongly risk averse (See appendigrRiétails).
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(Bryan et al. 2009; Gbetibouo 2009). We include d@xographic variables: age
and gender of the household head; gender of tveguespondent, the number of
male adults; the number of female adults; and Honldesize. Based on our field
experience, we assume that women, relative to raem, more involved in
gardening. We therefore expect that female-headmasdholds, and female
survey respondents relative to their counterpadsbe more likely to adopt
gardening. However, under rural African contextspven may be less engaged in
livestock production (FAO 2011), and disadvantageoff-farm labor markets
(Fortin 2005; Brown and Haddad 1995). Hence, weeekpfemale-headed
households, and female survey respondents to kelikedy to adopt livestock,
casual labor, small business and formal employninetvious studies have found
that women often seek out forest resources suahilds§oods (e.g. Dovie et al.
2002; Shackleton et al. 2002). Based on such fgglinve expect that female-
headed households, female survey respondents arstlimds with more adult
women are more likely to adopt natural resourcedsiing. Household size may
reflect the quantity of the labor force availabte households for agricultural
activities (Croppenstedt et al. 2003). Moreover, onder to reduce the
consumption pressure, large households are magly li& divert household labor
force to off-farm activities (Yirga 2007). Takenggiher, we expect that larger
households are more likely to adopt on-farm acdéigitas well as off-farm
activities. We do not have expectation on the dghe household head, and the

number of male adults.
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Finally, we include a dummy variable {Xthat express whether the
households have previously undertaken a specifielifiood activity to be
adopted in the future. We expect that current egpees and historical exposures
of households may positively influence their prabaés of adoption.
Accordingly, for all the livelihood activities coigered, we expect that
households that have undertaken an activity inptet are more likely to adopt
the same activity in the future.

3.4.2 Econometric problems associated with estimating thbaseline model

Although we control for the observed heterogenetyhouseholds by
including the variables described above, adopterisions may also vary among
households due to unobserved household heterogendauseholds may be
heterogeneous in two ways. First, they can be bgéereous due to unobserved
but not systematic reasons. Second, and more iamgtyt households may be
heterogeneous systematically due to unobservahleehold covariates such as
household ability in a specific livelihood activitfuch unobservable household
covariates may also create complementarities wiklierocovariates that affect
adoption decisions, such as households undertaifnginovative strategies.
Therefore, in estimating equation 3.4, it is impattto apply an econometric
method that accounts for the possibility of systeenalifferences in the
unobserved characteristics of households. To tids we use a random parameter
probit model.

Following Greene (2004), in order to allow for usebsed heterogeneity,

equation 3.4 can be rewritten as:
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Ply, =Ix8]=9(8'x)i=1..n (35)
B =p+0z+TV, (36)

The y, represents the dependent variable defined eaifiee. vectorx

represents the explanatory variables describedeeaifhe random vectow
introduces the distribution of the random paranset@ccording to equation 3.6,
B, A andI’ define the random parametefsis the vector of means of the random
parametersI” is a diagonal matrix that contains the varianceshe random
parameters.

To capture systematic unobserved heterogeneity,specify random
coefficients on the intercept term. In order to niffy interaction effects
(complementarities) between unobservable and atbeariates, we specify the
mean of the intercept as a function of a vectogxafgenous variables;, zhat are
most likely to have complementarities with unobservcharacteristics. We
assume that households’ undertaking of differemtovative strategies (e.qg.
increase of the use of rain water harvesting methaa response to climate
change may create complementarities with unobsechedacteristics. Equation
3.5 was estimated using simulated maximum likelthowthods?

3.5 Results
We refer to the probit models that are used toioltke starting values for

the random parameter models as the baseline mdde#seline models include

13 NLOGIT 4 was used in estimating the random pararsenodels.

14 Results of the baseline models are not reporigchvmilable upon request.
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non-random intercepts and all the explanatory Béegincluded in the random
parameter model, except the variables interactéd tive random intercepts. The
Likelihood ratio tests confirms that the baselineda random parameter
specifications are significantly different from &aother in three models
(gardening, natural resource harvesting, and sainess), suggesting that, in
these models, random parameter models explaindihygtian behavior better than
baseline models. Most of the regression coeffisiemtre statistically significant
and have signs that are intuitively appealing. 8pady, most of the dummy
variables that were used to represent differentiréutclimate scenarios are
statistically significant in five of the six modelslowever, the dummy variable
that indicates the occurrence of heat waves dutigespells was not statistically
significant in any model. Table 3.2 and 3.3 reghg marginal effects and the
coefficients of the factors affecting adoption ofvelihood activities,
respectively”
3.5.1 Effects of climate variables on adoption

The marginal effects of a specific climate variaplable 3.2) shows the
probability of adopting a particular livelihood &ty under a particular climate
change scenario, relative to the probability ofgohg the corresponding activity
under the baseline scenario, all else held consdantan be seen in Table 3.2, the

effects of climate variables may vary dependingtlmn specific climate change

15 By estimating a multivariate probit model, we ecowtrically test for the
simultaneous adoption of livelihood activities. Wed that, the null hypothesis
that contemporaneous error correlation is equaéto cannot be rejected. Hence,
efficiency gains would not occur from estimating thdoption equations as a
system.
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scenario and the livelihood activity to be adoptdibst of the effects are
statistically significant except in the model falogtion of formal employment. In
order to examine the relationship between the éutalimate change and
households’ adoption decisions further, we graghpiobabilities of adoption of
different livelihood activities (except formal emgment), relative to the base
case, under dry-spell and wet-spell scenarios.
3.5.1.1 Adoption of livelihood activities in response to anincrease in dry-
spells

Figure 3.2 demonstrates the probabilities of adwoptof different
livelihood activities in response to a moderate andextreme increase in dry-
spells, relative to the probabilities of adoptidntloe corresponding activities in
response to a mild increase in dry-spells (i.e.lthee case). A moderate and an
extreme increase in the number of dry-spells deeréae probability of adoption
of gardening by 70% and 61% respectively. Thisltewws the need for rain in
gardening. Different from the effect on gardeniagmoderate increase in dry-
spells increases adoption of livestock by 28%. Tigsult may imply that
households may shift from crop to livestock in @sge to the climatic conditions.
Similar findings have been reported by previouslissi(e.g. Seo and Mendelsohn
2008). However, unlike a mild increase, an extremerease in dry-spells
decreases the probability of adoption of livestbgk27%. Extreme scarcity of
water under such climatic conditions would badleetf grasslands, and thereby

livestock.
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Figure 3.2 also shows that, relative to the base,can increase in dry-
spells increases the probabilities of adoption Ibfttee off-farm activities. A
moderate and an extreme increase in dry-spellseaser the probability of
adoption of natural resource harvesting by 44% 4@% respectively. Natural
resources, mainly from forests, may be less suddepb dry climatic conditions
and forest products such as firewood and poleshaasasily accessible under dry
climatic conditions (Eaton and Sarch 1997). A mateeand an extreme increase
in dry-spells increase the probability of adoptajrcasual labor by 39% and 36%
respectively. For small business, the corresponitiogeases in the probabilities
are 65% and 81%. This result implies that casumrland small business are less
likely to be affected by the increases in dry-spell
3.5.1.2 Adoption of livelihood activities in response to iorease in wet-spells

Figure 3.3 shows the probabilities of household$omion of future
livelihood activities in response to an increas¢him number of wet-spells. Again,
the probability of adoption of each activity is expsed relative to the
corresponding probability under the baseline sger@e. a mild increase in the
number of dry-spells). As expected, a mild increasthe number of wet-spells
increases the probabilities of adoption of gardgriog 43%. The availability of
water for longer periods during the cropping seasary help garden production.
However, in contrast to the mild increase, the matgeincrease has no effect, and
the extreme increase decreases the probabilitydopteon of garden by 89%.
Extended periods of rainfall may cause flood armigase crop diseases and pests

and thereby reduce the expected benefit of gardefigure 3.3 illustrates that a
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mild and a moderate increase in the number of pellss relative to the base
case, increases the probabilities of adoption wéstock by 37%, and 61%
respectively. Increased availability of water mayaantee abundant feed is
available for livestock.

The results also show that, relative to the base,call three types of
increases in wet-spells have no significant effecishe probabilities of adoption
of natural resource harvesting. Moreover, a modegatl an extreme increase in
wet-spells have no effects on adoption of casubbrlaand small business.
However, an extreme increase in the number of pellss decreases the
probabilities of adoption of casual labor by 46%®@l&nhged periods of rainfall and
may reduce the availability of off-farm work. Inrdoast, an extreme increase in
the number of wet-spells increases the probatolitpdoption of small business
by 37%. This result indicates that small businesdess susceptible to the
extremely wet climatic conditions.

3.5.2 Effects of capital stocks on adoption

The effects of capital stocks on households’ adwoptof livelihood
activities vary depending on the type of capitalweell as the livelihood activity
(Table 3.2). As expected, human capital, measuyethé years of education of
the household head, has a positive effect on tblegtility of adoption of natural
resource harvesting, small business, and formal@ment. The number of skills
available in the household affects negatively o pobability of adoption of
gardening, and positively on adoption of small bass. Social capital has

positive effects on the probabilities of adoptiohgardening, natural resource
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harvesting, and small business. In general, thesdts reflect the importance of
human and social capital in the livelihoods of rdrauseholds. We do not find
statistically significant effects of physical capibn adoption decisions. However,
natural capital, measured by the size of agricaltland, has a positive effect on
the probability of adoption of livestock. Size dietagricultural land also has a
positive effect on the probability of adoption ohall business, suggesting that
agricultural lands may be important in starting Bribasiness ventures. However,
the size of the agricultural land has negativeatéfen the probability of adoption
of natural resource harvesting and casual labgrogsible reason is that when a
household has a relatively larger land, it may tenddopt on-farm activities such
as gardening and livestock, and thereby may be liksly to adopt off-farm
activities such as natural resource harvestingcasdal labor.
3.5.3 Effects of household and individual specific factas on adoption

Several household specific factors have statisyicadjnificant effects on
adoption decisions (Table 3.2). The presence obrag-term ill person in a
household decreases the probability of adoptiofivestock, but increases the
probability of adoption of natural resource harirggtand casual labor. The
decrease in the probability of adoption of livegtotay indicate the financial and
labor constraints that households with a long-té#irperson may face. Increase in
the probability of adoption of natural resourcevesting may suggest that natural
resources could play the ‘safety net’ function wrat livelihoods in crisis
situations (see Shackleton and Shackleton 2004).ifAtrease in the probability

of adoption of casual labor suggest that peopldWAIDS affected households
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may tend to work off-farm to earn money to meetribeds of the sick person and
the household (Munthali and Ali 2000). Our ressl®w that the higher the risk
aversion of the survey respondent, the greater lvallithe probability to adopt
natural resource harvestiftyThis result suggests that natural resource hanggst
is associated with a low degree of risk, and mdy teincrease the food security
among the households with risk averse individu&@snsidering household
demographics, our results show that age of thedimld head has a negative, and
a positive effect, respectively on the probabitifyadoption of small business and
formal employment. Male-headed households arelilesly to adopt gardening,
but more likely adopt natural resource harvestaagual labor and small business
than female-headed households. However, femal®mesnts are more likely to
adopt casual labor and small business than mgemdents. The number of male
adults has a positive effect on the probabilityadbption of gardening while the
number of female adults has positive effects onpttodabilities of adoption of
natural resource harvesting and small businesssétmid size has a negative
effect on the probability of adoption of small mess. Household’s previous
exposure to an activity has positive effects on phababilities of adoption of

gardening, casual labor and small business.

% We tried to introduce possible non-linear effects risk perception on
livelihood choices by interacting the risk variaméth the variables related to
future climate change. However, none of these acteyn variables was
statistically significant, so we did not includesth in our final regressions.
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3.5.4 Effects of unobserved heterogeneity and its complemtarities on

adoption

As shown in Table 3.3 (bottom panel), the stand#ediations of the
random intercepts are statistically significant fime of the six equations
estimated’” This result confirms the presence of householdifpainobserved
heterogeneity (due to the attributes such as ewmimeprial ability) that may
directly affect the adoption decisions. Furthem@ns of innovative strategies
that were assumed to influence the heterogeneitthenmeans of the random
intercept are also statistically significant in e&t models. The interaction effect
of the random intercept with households’ adoptibmam water harvesting under
future climate change, has positive effects on pinebability of adopting
gardening and natural resource harvesting. Thedomsult implies that, in the
absence of sufficient rainfall, households cloud barvested rain water to irrigate
their garden plots. The interaction effect betwebka random intercept and
households’ search for external assistance hasitiveoeffect on the probability
of adopting gardening, natural resource harvesting,small business. This result
suggests that households could utilize the extexrssiktance they would obtain in
order to start gardens and new small business remtirhe interaction effects
between the random intercept and reducing foodéngad personal expenditures
have negative effects on the probability to ada@ttiral resource harvesting. This

result demonstrates that reducing food intake ardgmal expenditures could be

7 Since the output of random parameter models deematrt marginal effects of
the variables interacted with the random intercet,interpret the results based
on the estimated coefficients.
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substitutes to adopting natural resource harvegtaghat if a household reduces
expenditures or food intake, their need to adoptirah resource harvesting is
less). The interaction effects between the randotardéept and reducing food
intake has a positive effect on the probabilityadbption of small business. This
result suggests that reducing food intake may benaplement to adopting small
business.

3.6 Conclusions

In this paper, we investigate households’ adoptiblivelihood activities
in response to future climate change using theingant behavior method. We
use a unique dataset that was collected in SouticaAin 2011. Using random
parameter models, we econometrically account fabaarved heterogeneity of
the households, which, is to our knowledge, nethécontext of climate change
studies. Apart from these methodological contritmsito the economic literature,
our study exposes a number of other policy impleces regarding climate change
adaptation.

The results show that households respond to aeaserin the number of
dry-spells by increasing adoption of off-farm aities (natural resource
harvesting, casual labor, and small business). Aoegly, enabling factors that
have significant positive effects on adoption dffafm activities, mainly human
and social capital, should be taken into considmrdty policy markers. Further,
an increase in the probability of adoption of naturesource harvesting
emphasizes that policies and programs that enh#reesustainable use and

management of natural resources are needed irutheaconomies such as the
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case of rural South Africa. The results also sugheaseholds respond to a mild
and a moderate increase in the number of wet-spgliscreasing adoption of on-
farm activities. Therefore, under such climatic ditions, promoting gardening
and livestock should be a policy focus. To this,atelelopment of physical and
natural capital are the policy levers. It is alsgportant to note that, in response to
an extreme increase in wet-spells, householdsaserenly the adoption of small
business. In other words, small business may sawethe safeguard for
households under extremely wet climatic conditions.

We also find that adoption of innovative strategibat household are
likely to adopt in response to future climate charmgn positively impact the
adoption of some livelihood activities. For examplee households that increase
the use of rain water harvesting methods are nikeé/Ito adopt gardening than
the ones that do not increase the use of rain waeresting methods. Such
complementarities between adoption of innovativeatsgies and livelihood
activities are important to policy makers in ortiefacilitate the adoption process.
Further, we find that households with a long-telimpperson, and more risk averse
individuals are more likely to adopt natural reseuharvesting. Accordingly,
policies relating to sustainable use and manageofamtural resources can have

direct welfare effects on households with the sicH risk averse individuals.
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Table 3.1: Variable definitions and expected signs

index for the
household

Explanatory @
Variable e 7
3 ] o) =
8o % % %
S - £ | S £
& e |83 |5 |2 )
0 59 > = =
e i} =22 0 o Eo
] > T G ] £ c £
©) | Z c (@) N L W
Climate variables (X1)
Mild increase in | The base case; 1= | NA NA | NA NA | NA NA
dry- spells an increase in the
number of dry-
spells from 510 8, Q
= otherwise
Moderate increas¢ 1= an increase in | - +/- + + + +/-
in dry- spells the number of dry-
spells from 5to 11,
0 = otherwise
Extreme increase| 1= anincrease in | - - + + + +/-
in dry- spells the number of dry-
spells from 5 to 14,
0 = otherwise
Mild increase in | 1= anincrease in | + + +/- +/- +/- +/-
wet- spells the number of wet-
spells from 5t0 8, Q
= otherwise
Moderate increas¢ 1= an increase in | + + - - - +/-
in wet-spells the number of wet-
spells from 5 to 11,
0 = otherwise
Extreme increase| 1= anincrease in | - - - - - +/-
in wet- spells the number of wet-
spells from 5 to 14,
0 = otherwise
High temperature| 1= if the - - +/- +/- +/- +/-
temperature may
reach high of 37¢
0 = otherwise
Capital stocks (X2)
education Years of education | +/- +/- +/- + + +
of the household
head
Skills Number of skills +/- +- | - + + +
available to
household
Social capital Social capital index| +/- +- | - + + +
for the household
physical capital Physical capital + + +/- +/- +/- +/-
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Table 3.1 (continued)

aversion of the

respondent

Explanatory =
Variable Q
8 v ;
5 = 3 o
3 S k= g
x |e2ls |2 |§
& S TO|® @ T
T |§ |22|3 |B |E
@ > © 5| © £ S
©) — Z2c | O (9] LL
natural capital Size of the + + +/- +/- +/- +/-
agricultural land pe
capita
Innovative strategies (X3)
rain water 1=if a household + + +/- +/- +/- +/-
harvesting states to adopt “rair]
water harvesting”,
O=otherwise
search for 1=if a household +/- +/- +/- +/- +/- +/-
assistance states to adopt
“search for
assistance”,
O=otherwise
reduce food 1=if a household +/- +/- +/- +/- +/- +/-
intake states to adopt
“reducing food
intake”, 0=
otherwise
reduce personal | 1= if a household +/- +/- +/- +/- +/- +/-
expenditures states to adopt
“reducing
expenditure”,
O=otherwise
Health status (X;)
long -termiill 1=if household hag - - + + + -
a long-termiill
person, 0=
otherwise
Risk aversion(Xs)
risk The level of risk +/- +- + +/- +/- +/-
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Table 3.1 (continued)

Explanatory

Variable o .
= 5 4 -
3 3 £ =
X 25 g £
& o TD | - T3
n = QO = = g
B o 22| @ c Ego
© > S & o = o €
O] — Zc | O n L L
Demographics (%)
Age of the Age of the +/- +/- +/- +/- +/- +/-
household head | household-head
Gender of the Gender of the - + - + + +
household head | household head; 13
if the household is
male headed, 0=
female headed
Gender of the Gender of the + - + - - -
survey respondent respondent; 1= if
the respondent is a
female, 0= a male
respondent
Number of male | Number of male +/- +/- +/- +/- +/- +/-
adults adults in the
household
Number of female] Number of female +/- +/- + +/- +/- +/-
adults adults in the
household
Household size Number of the + + + + + +

household member:

Exposure (%)

Exposed

1=if the household
has previously
undertaken the
activity, 0= otherwise
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Table 3.2: Marginal effects of the factors affectig the adoption of future livelihood

activities

Garden Livestock Natural Casual Small Formal
resource Labor Business Employment
harvesting

Climate variables (X;)

Moderate -0.706*** | 0.285** 0.445** | 0.396*** | 0.653*** | -0.075

increase in dry-| (0.187) (0.120) (0.144) (0.141) (0.231) (0.104)

spells

Extreme -0.618*** | -0.279** 0.496*** | 0.361** 0.818*** | -0.025

increase in dry-| (0.176) (0.128) (0.145) (0.142) (0.258) (0.086)

spells

Mild increase in| 0.432*** | 0.377** | 0.213 0.059 0.267 -0.010

wet- spells (0.146) (0.121) (0.141) (0.129) (0.200) (0.081)

Moderate -0.019 0.610*** | -0.062 0.044 -0.042 -0.009

increase in wet-| (0.133) (0.138) (0.143) (0.137) (0.195) (0.083)

spells

Extreme -0.896*** | 0.137 0.101 -0.468*** | 0.378* 0.002

increase in wet-| (0.236) (0.125) (0.148) (0.147) (0.222) (0.086)

spells

High 0.099 -0.126 0.091 0.094 0.055 -0.033

temperature (0.110) (0.102) (0.115) (0.108) (0.157) (0.077)

Capital stocks (%)

Education 0.004 -0.009 0.021* 0.018 0.043** 0.012*
(0.0112) (0.0112) (0.011) (0.012) (0.018) (0.007)

Skills -0.102** | 0.048 0.036 -0.016 0.150** 0.004
(0.051) (0.045) (0.047) 0.046 (0.071) (0.027)

Social capital 0.100* 0.039 0.127** -0.006 0.187** 0.004
(0.054) (0.046) (0.056) (0.047) (0.080) (0.027)

Physical capital| 0.111 0.198 0.007 -0.138 -0.174 -0.091
(0.118) (0.124) (0.118) (0.113) (0.162) (0.062)

Natural capital | -0.044 0.074** -0.083** | -0.066** 0.149** 0.026
(0.039) (0.034) (0.039) (0.034) (0.059) (0.025)

Health status (X;)

Long-termiill -0.062 -0.231*** | 0.201** 0.262*** | 0.058 -0.075
(0.085) (0.085) (0.093) (0.089) (0.116) (0.063)

Risk aversion (%)

Risk 0.032 0.007 0.107** | -0.021 -0.014 -0.009
(0.028) (0.027) (0.033) (0.028) (0.039) (0.019)

Demographics ()

Age of the -0.001 0.003 -0.002 -0.002 -0.016*** | 0.003*

household head (0.003) (0.003) (0.004) (0.003) (0.005) (0.002)
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Table 3.2 (continued)

Garden Livestock Natural Casual Small Formal
resource Labor Business Employment
harvesting

Gender of the | -0.321** 0.091 0.225* 0.262%** 0.433*** -0.034
household head (0.114) (0.085) (0.099) (0.096) (0.149) (0.063)
Gender of the | 0.151 -0.112 0.152 0.238* 0.591*** -0.060
survey (0.122) (0.128) (0.131) (0.138) (0.222) (0.098)
respondent
Number of 0.121* 0.007 -0.008 0.013 0.045 -0.042
male adults (0.052) (0.047) (0.055) (0.052) (0.072) (0.043)
Number of -0.084 -0.012 0.133** -0.027 0.200** 0.027
female adults | (0.055) (0.054) (0.064) (0.054) (0.088) (0.037)
Household size| 0.009 0.018 -0.044 0.020 -0.114** | 0.001
(0.023) (0.023) (0.027) (0.025) (0.040) (0.017)
Exposure (X7)
Exposed 0.289** | 0.081 0.141 0.599*** 0.689*** 0.170

(0.101) (0.109) (0.123) 0.130 (0.239) (0.128)

Constant -0.092 -0.188 -0.725** -0.683** -0.740 -0.352%**

(0.301) (0.285) (0.291) 0.351 (0.512) (0.002)

Note.1) Single asterisk (*) indicates significaratethe 10% level, double asterisk (**)
indicates significance at the 5% level and trig&edsk (***) indicates significance at the
1% level; 2) Standard errors are reported in phesgs; 3) Marginal effects are
computed as the partial derivatives evaluatedeairtbans.
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Table 3.3: Parameter estimates of the factors affétng the adoption of future
livelihood activities

Garden Livestock NRH Casual Small Formal
Labor Business | Employment
Climate variables (X;)
Moderate -1.805** | 0.717** 1.120*** | 0.996*** 1.646** | -0.260
increase in dry-| (0.349) (0.306) (0.363) (0.339) (0.510) (0.341)
spells
Extreme -1.581** | -0.702** 1.247** | 0.908*** 2.064** | -0.085
increase in dry-| (0.357) (0.308) (0.371) (0.340) (0.538) (0.288)
spells
Mild increase in| 1.105*** 0.951*** 0.537 0.149 0.674 -0.034
wet- spells (0.380) (0.318) (0.363) | (0.323) (0.476) | (0.280)
Moderate -0.048 1.537** -0.155 0.110 -0.105 -0.030
increase in wet-| (0.339) (0.355) (0.359) (0.342) (0.495) (0.286)
spells
Extreme -2.292** | 0.345 0.254 -1.177** | 0.953* 0.006
increase in wet-| (0.402) (0.325) (0.377) (0.374) (0.510) (0.301)
spells
High 0.254 -0.318 0.229 0.236 0.138 -0.116
temperature (0.291) (0.251) (0.292) (0.269) (0.394) (0.252)
Capital stock (Xp)
Education 0.011 -0.023 0.052* 0.044 0.108*** | 0.043*
(0.029) (0.027) (0.029) | (0.028) (0.039) | (0.023)
Skills -0.262** 0.122 0.091 -0.039 0.379** | 0.015
(0.117) (0.115) (0.119) | (0.117) (0.166) | (0.096)
Social capital 0.257* 0.099 0.319** | -0.015 0.473** | 0.015
(0.128) (0.115) (0.139) | (0.119) (0.190) | (0.094)
Physical capital| 0.284 0.499* 0.017 -0.347 -0.439 -0.317
(0.277) (0.289) (0.295) | (0.272) (0.380) | (0.251)
Natural capital | -0.112 0.187** -0.210** | -0.166** 0.376*** | 0.091
(0.097) (0.088) (0.097) | (0.086) (0.134) | (0.079)
Health status (X,)
Long-termill -0.159 -0.582*** | 0.505*** | 0.658*** 0.146 -0.262
(0.217) (0.209) (0.234) | (0.217) (0.291) | (0.183)
Risk aversion (%)
Risk 0.083 0.016 0.268*** | -0.053 -0.036 -0.030
(0.072) (0.067) (0.081) | (0.071) (0.098) | (0.062)
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Table 3.3 (continued)

Garden Livestock NRH Casual Small Formal
Labor Business Employment

Demographics (%)
Age of the -0.003 0.007 -0.004 -0.004 -0.042** | 0.010
household head (0.008) (0.007) (0.009) (0.008) (0.013) (0.007)
Gender of the | -0.822** | 0.230 0.567** | 0.658*** | 1.092*** -0.119
household head (0.249) (0.214) (0.249) (0.232) (0.340) (0.209)
Gender of the | 0.387 -0.282 0.382 0.598* 1.490%*** -0.209
survey (0.326) (0.314) (0.337) (0.333) (0.475) (0.288)
respondent
Number of 0.309** 0.017 -0.020 0.033 0.113 -0.145
male adults (0.139) (0.119) (0.139) (0.129) (0.177) (0.117)
Number of -0.216 -0.030 0.336* | -0.067 0.504** 0.093
female adults | (0.136) (0.136) (0.158) (0.137) (0.210) (0.121)
Household size| 0.023 0.046 -0.111* | 0.049 -0.286*** | 0.004

(0.058) (0.059) (0.066) | (0.063) | (0.093) (0.058)

Exposure (X;)

Exposed 0.740%* | 0.204 0.355 | 1.506"* | 1.737** | 0.501
(0.249) (0.279) (0.316) | (0.289) | (0.534) (0.369)

Mean -0.237 -0.474 -1.826 | -1.716* | -1.866* | -1.224*
0.808 0.758 0.874 | 0777 |1.072 0.669

Standard 0.715%% | 0.891%* | 1.732"* | 1.201*** | 3.148** | 0.158*

deviation of the | (0.109) (0.109) (0.184) | (0.134) | (0.390) (0.078)
mean

Mean*Innovative Strategies ()

Mean* rain 1.071%** 0.100 0.505** | -0.156 0.353 -0.131
water (0.219) (0.190) (0.216) | (0.197) | (0.285) (0.174)
harvesting

Mean*search | 0.343* 0.172 0.401* 0.354 1.658*** 0.045
for assistance | (0.203) (0.210) (0.233) (0.224) (0.363) (0.196)
Mean*reduce | 0.263 -0.218 -0.581** | -0.015 1.050%** -0.176

food intake (0.222) (0.203) (0.227) | (0.205) | (0.316) (0.177)

Mean*reduce | 0.177 0.207 0.121 -0.425 0.132
personal (0.215) (0.201) 0.669*** | (0.204) (0.293) (0.183)
expenditures (0.236)

N 326 326 326 326 326 326
Chi2 difference | 27.50*** 3.56 11.14** 1.93 13.10(**) 2.80

from the (5) (5) (5) (5) (5) (5)
baseline model

Note: Note. 1) Single asterisk (*) indicates siigmince at the 10% level, double asterisk
(**) indicates significance at the 5% level anglei asterisk (***) indicates significance
at the 1% level; 2) Standard errors are reportedarentheses; 3) Baseline model is
specified as a probit model without random intet@eql its interactions.
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Dry Period Scenarios

A Brief Description of Current Climate in Willowval e

Rainfall

Willowvale normally receives most rainfall duringetsummer. But it experiences dry periods a$

well as wet periods during the summer rainfall seg®November to March).

Temperature

Normally the region is hottest during the summanrfedl season and is sometimes exposed to h
waves

Scenario

Imagine that the summer climate in Willowvale isrgpto change in the future. Typically there g
5 dry periodgluring November to March in Willowvale, where it doesn’t rain much (lesgithb
mm of rainfall) for 5 consecutive days. In the n&xt years, imagine that instead of 5, there vaill
14 dry periods. Temperature will remain as usuahduthese periods.

pat

=

e

(Q.1) In response to these changes, which of thesfimg adaptation strategy or strategies woulg
you consider? Tick columns.

Would you, Yes No If yes, what If yes, why would
exactly would you| you do it?
do?

(Q.1d) increase the use of rain water
harvesting (e.g. Jojo tanks)?

(Q.1h) increase efforts to obtain
external assistance? (Grants,
Government, NGOs)?

(Q.1i) reduce food intake?

(Q.1)) reduce personal expenditure?

(Q.2) As mentioned earlier, in the next ten yeanggine that instead of 5, there will be 14 dry
periods. Temperature will remain as usual durirggéhperiods. Considering the potential impac
of this change on your household, which of theofwlhg livelihood activity or activities would yo
undertake during the next ten ye§pkease put X where relevant)?

IS

Q.2a Dry- Q.2b Q.2c Q.2d Q.2e Q.2f Q.2g Formal job
land Ag Gardening| Livestock | Natural Casual Small

resource | labor Business

harvesting

Figure 3.1: Sample of questions used to elicit hoesolds' stated choices of future
livelihood activities
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Figure 3.2: Adoption of livelihood activities in response to an increase in wet-spells
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Chapter 4: Gender, Household Innovations and Clima¢ Change: A

Contingent Behavior Study of South African Househals

4.1 Introduction

Innovations adopted by households can be critisddgaiards against the
adverse effects of climate change. For exampledietuhave shown that
innovations have been successful in increasingdimid food productivity and
income in the face of adverse changes in climatieditions (e.g. Falco et .al
2011; Molua, 2002). These innovations refer to dewarray of activities that
households adopt, encompassing technological ckafeg. adoption of new
crop varieties), adjustments in existing technadedie.g. change in planting and
harvesting dates), adjustments in household lahgplg (e.g. increase in
supplying labor in off-farm labor markets) and cpes in household expenditure
patterns (e.g. reducing personal consumption).

In this study, we test the hypothesis that inn@retiare gender specific.
Gender differences in innovations may occur duéhtee main reasons. First,
men and women often have unequal access to predussources that can be

important inputs necessary for the adoption of wations. Second, men and

¥ The adjustments that households may adopt in resporfuture climate change
may not be totally new to them. For example, hoaklshmay change the crops in
response to future reduction of rainfall. Howessuseholds may have already
done the same adjustment during past droughts. rAicgy, our definition of
innovations may be narrower than the standard itiefas of innovations used in
the economic literature (e.g. Feder and Umali 1993)
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women may adopt innovations that are closely rdlatethe specific gendered
tasks they have taken responsibility for within th@usehold. Third, men and
women may have different preferences in allocaltiogsehold resources towards
alternative activities.

The consequent differences in innovation pattecnsss genders can have
large welfare implications. Depending on the spedifnovation to be promoted,
welfare policies may need to target a specific genBolicies that target men, to
promote the innovations that are ‘owned’ by womemg vice versa, may cause
misallocations of scarce aid resources. Moreowfierdnces in the adoption of
innovations between men and women may contain amphformation about
asymmetries in household resource allocations wiinid across households. For
example, women'’s lack of adoption of off-farm lalnoarket activities as a way of
coping with adverse climate change may be sympioréthe time scarcity that
women face within households, as well as potemlishdvantages they face in
off-farm labor markets. A lack of understandingtioése issues can hinder policy
intervention and may even exacerbate the problean. ikstance, if policy
variables (such as transfers of subsidies) aresleded with resource access, task
assignment, or preferences then they may have decwoder unintended
consequences on adoption.

Based on the importance of gender differentiatatbwation patterns,
several studies have attempted to incorporate gedideensions into adoption
models. To this end, some studies include the geofdéhe household head in

empirical models (e.g. Hassan and Nhemachena Z¥}@ssa et al. 2009). Such
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studies often find that female-headed households lass likely to adopt
innovations than male-headed households (e.g. Sshale1991). However, these
studies have not revealed adoption behavior of wolheng in male-headed
households or men living in female-headed houssh@dme other studies seek
to identify gender differences in adoption of inabens by including the gender
of the individual adopting as an explanatory vdege.g. Swai et al. 2012). These
studies, however, do not distinguish between theptoh behaviors of men or
women who live in male-headed households and fehedeled households.
Particularly, the constraints faced by women ca@dy depending on the type of
headship of the household where they live (DossMmdis 2001). Generally, the
constraints faced by women in female-headed hold®l accessing productive
resources are considered to be more severe (D883.10 order to obtain a more
complete picture of gender differentiated innovatigatterns, studies need to
incorporate the gender of the household head amdyéimder of the individual
simultaneously in adoption models. However, despiggowing body of literature
on households’ innovations in response to climét@nge, no study investigates
the differences in the adoption of innovation betwenen and women who live in
households with different headships.

Ideally, understanding gender differentiated adaptao climate change
requires time series data on households’ behaviesgonses to clearly varying
shifts, variability, and extreme events in clim&&hambwera and Stage 2010;
Smit and Wandel 2006). However, such data is ugmalt available, particularly

in developing country contexts. Most of the literat on this issue, therefore,
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relies on variability in weather across climate e®mn cross sectional data as a
proxy for the effects of climate change on housgsiokconomic behavior (e.g.
Mendelsohn et al. 1994, 1996; Seo et al. 2005)s ®|pproach has limited
previous studies in several ways. First, the litemafails to consider adoption of
innovations in response to changes in specific aténvariables that may not be
reflected by varying weather across geographic espauout that vary over time.
Second, in order to get sufficient variability ireather variables that vary across
space, the empirical models require data to bedel across large geographical
areas. Third, with a reliance on cross sectiondh,danovative responses
identified by the studies are limited to currentiates of households. That is,
cross-sectional data precludes the adoption ofviatians that people may use in
the long-run, but may not use currently.

In this paper, we use an alternative approach basethe contingent
behavior method. The contingent behavior methodaisstated preference
technique that is used to assess individual's beravresponses to a given
change in environmental conditions (Morton et &93). Using a hypothetical
scenario that explains the status quo and a ch&oge the status quo, the
contingent behavior method directly elicits theommhation about the behavior of
individuals under the new state (Whitehead et &102. Accordingly, the
contingent behavior method is similar to the ottated preference methods, such
as contingent valuation and choice experiments, sense that individuals do not
make actual behavioral changes, but individuake skeeir behavioral responses to

proposed environmental changes.

106



The contingent behavior method offers two advargageevaluating the
efficacy of household innovations in response ima&ie change. First, the method
can exploit variability in climatic conditions inquorated into the study design as
future scenarios and, therefore, is not reliantmss sectional climate variability.
Thus, the method does not require sampling overgelgeographical area and
can also include time varying climate variabled tth@ not change across space.
Second, the contingent behavior method can yieldrmmation about long-run
behavioral responses to climate change. Due tdlatsbility, the contingent
behavior method has been used widely in developedagnies in order to assess
changes in recreation demand in response to chamgesironmental conditions,
(e.g. Richardson and Loomis 2004; Chase et al8;1@%ristie et al. 2007,
Cameron et al. 1996).

The contingent behavior method may have some fimits. A major
concern may be whether model estimates of the rogerit behavior studies
subject to hypothetical bias. However, Hanley et(2002) in assessing changes
in trip frequency by beach users in relation toiemmental quality conclude that
contingent behavior models do not suffer from hizptital market bias. Further,
Richardson and Loomis (2004) compare stated preferand revealed preference
analyses in visitation behavior in response to gkann climate, and find that the
two approaches produce statistically identical nestés of future visitation.
Another issue is whether preferences regardingnuififa or complex goods or

attributes are well-formed and consistent (Groomalet2007). However, this
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limitation could be minimized by proper designin§ @ontingent behaviour
guestions.

The main objective of this study is to examine, gically, differences in
the adoption of innovations in response to climebange between men and
women using the contingent behavior method. Based bousehold measure of
the amount of male presence, we focus on men amgewavho live in different
headship types. We hypothesize that asymmetriegesources allocations
between men and women, within and across houseleddkl vary depending on
the degree of male presence in the household. 3&efucontingent behavior data
allows us to identify gender differentiated patterim the innovations that
households may use in the long-run, but may notpadmrrently. Our
econometric approach explicitly models the simdtars adoption of innovations,
and allows for correlations among the unobservétbates of the respondents.
To our knowledge, no study has previously usedctringent behavior method
to investigate the adoption of gender differentiatenovation patterns in response
to future climate change.

In addition to investigating gender differentiatethovation patterns, we
are particularly interested in the effects of thseés of factors on the adoption of
innovation in response to climate change. Firstimwestigate whether different
types of future climate change may lead to the adopf different innovations.
Second, we seek to exploit the role of capital kdoon adoption. Third, we
examine effects of individual specific charactécstsuch as risk aversion, and

health status and household specific factors sughhausehold size, and
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composition on adoption of innovations. The congimgbehavior method allows
us to treat the explanatory variables as exogenous.

We designed and deployed our contingent behavimegun the Eastern
Cape Province of South Africa in 2011. The Easteape, with a population of
approximately seven million, is the poorest proeific South Africa, The region
is predicted to be highly vulnerable to climate rodp, with the western sections
getting hotter and drier, while the coastal zonthaeast experiencing an increase
in later summer rainfall, floods, greater variahiiin climate and rising sea levels
(Pyle 2007). The Eastern Cape also has high HIVgbeace, with rates that were
predicted to peak at just over 20% for the adufiytation by 2012 and at over
30% for adult woman (UNAIDS 2007). The contingeehbvior survey design
yields a total of 326 observations and exploitsaifled information on
households’ contingent choices on the adoption iffierdnt innovations (e.g.
changing crops, changing planting dates, increasesé of domestic rain water
harvesting, etc.) across a grid of climate scesario

The rest of the paper is organized as followsektion 4.2, we discuss the
background on gender relations in the context ekliping countries. In section
4.3, we present our conceptual approach. Sectidnaad 4.5 describe data
collection and our empirical approach respectiviiysection 4.6, we present our

empirical findings, and we conclude in section 4.7.
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4.2 Background on gender relations in developing countes and the South
African context

Access and ownership of productive resources aatfor the adoption of
innovations. Access to land is fundamental to adgpicultural innovations such
as crop diversification, crop-livestock integratiand changing crops and crop
varieties (FAO 2011). Household labor endowmenrgsadso important because of
the non-substitutability of own and hired labor doddiversifying earnings into
off-farm and migrant labor markets (Doss 1999). ésxc to input and output
markets are important for mobilizing land and lalErdowments, aligning
production incentives, and directly facilitatingnovations such as planting
modern seed varieties, fertilizers, and irrigatteohnologies (Zeller et al. 1997,
Doss and Morris, 2001). Similarly, credit and ireswe markets are critical for
financing operating costs of the innovations and ddfsetting the risks of
adopting new innovations (Simtowe et al. 2006).

However, as is well known, the control over prodietassets and access
to markets varies significantly between men and wmnim developing countries.
Within individual households, women usually havssl@ccess and control over
productive assets than men (Doss 2001a; FafchangpQuaisumbing 2002). This
is particularly true in the case of land and latesources. Cultural norms often do
not allow women to inherit land (Horrell and Kristm 2006; Seebens 2011).
Women may sometimes obtain rights to use landeeftir household or personal
crops, only through men (Abbas 1997; Mehra 1998hd_cultivated by women

tends to be smaller (FAO 2011). Further, landh@gsdiof women tend to be less
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fertile compared to those of men (Barnes 1983; Alyvand Siegel 1994; Gladwin
2002). Women also face gender-specific constraastdamily laborers and in
hiring non-family labor (Dolan 2004; Doss 1999).w.d¢evels of human capital
may affect negatively on women’s labor productivifQuisumbing and
Pandolfelli 2010). Differential access to labor nragluce productivity of women
controlled plots (Udry 1996).

The disadvantages that women face relating to resaallocations could
extend beyond the households. In some economieml smrms limit women'’s
access to communal lands by upholding male augh(@ifivane and Gray 1999;
Lele 1986). Women'’s land rights are often less matuhan men’s (Meinzen-
Dick 1997; Deininger et al. 2006). Insecure larghts can translate into credit
constraints for women since land is used as codlatey rural financial markets
(Migot-Adhollaet al. 1991). Women may also be disadaged in finding
employment outside the household, particularlyhie formal wage sector (Fortin
2005; Brown and Haddad, 1995; Fafchamps and Quisigrit®99). Women also
receive fewer visits from extension workers comgaie men (Doss and Morris
2001; Arun 1999). In output markets, compared witn, women often receive
lower prices (Randriamaro 2006). In input marketsmen receive less fertilizer
for their land as compared to male controlled p{tidry 1996). Communal water
is often controlled by men and thus limited in &scess to women (Seebens
2011).

In the household, men and women may be involvediffarent activities

and tasks. Such gender division of labor may oaigirfrom social and cultural
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norms prevalent in rural economies (Pant 2000hé context of rural Africa,
women are primarily responsible for domestic warlich as fostering children,
cooking, cleaning, and fetching wood and water {RP&00; Sikod 2007). Men,
on the other hand, are mainly responsible for glog cash income to the
household, and hence involved in activities suchgamsving cash crops and
supplying off-farm labor (Doss 2001b; llahi 2000hki¢ et al. 1981). However,
women also play a dominant role in production (FRQ@L1; Campbell 2002).
They generally take up activities such as growinlgssstence crops, and raising
small livestock (Gladwin et al. 2001; Kristjansonhat. 2010). In recent years,
women are increasing taking part in cash-orientedlyction activities, such as
cultivating plantation crops and doing small busmé€Doss 2001b; Berger and
White 1999; Guyer 1980). Within the African contewbmen and men may also
undertake different tasks relating to productivevétees. In crop framing, in most
areas in Africa, women undertake activities suchpksting, harvesting and
threshing, while men undertake activities such asd | preparation, irrigation,
selling, and supervising (Netting 1993). Considgrlivestock, for example in
Kenya, men dominate in activities such as grazmg)\aatering the herds (mainly
cattle), and prevention and treatment of diseasds/e women dominate
activities such as fodder and manure collectiotking and selling milk (Wangui
2003).
Men and women may also have different preferencesaliocating

household resources. Women'’s control over housefesiources has been found

to have positive effects on household food experel, household calorie
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availability, and child health and nutrition outcesn(Quisumbing 2003; Smith
2003; World Bank 2001; Hoddinott and Haddad 1996pras 1990). For
example, the greater a woman’s asset holdings atage, the larger the share the
household may spend on children’s education (Quisugnand Maluccio 2003b).
In Bangladesh, a higher share of women’s asseissgsciated with better health
outcomes for girls (Hallman 2000). However, welfgegns driven by women are
not often identical towards girls and boys. Forregke, some studies find that
women allocation of resources benefit boys ovds ¢&.g. Haddad and Hoddinott
1994) while others find the opposite effects (Dufi000). In contrast, men’s
assets holdings have been found to increases #ne spent on leisure goods such
as alcohol and tobacco (Quisumbing and Malucci®2R0
4.3 Conceptual Framework
4.3.1 Innovation likelihood

We consider a standard technology adoption framleidubbell et al.
2000) whereby an individual adopts an innovatiathéf utility or benefit from the
adoption is at least as great as the utility ofaduipting. The individual’s decision
is modeled using the random utility model, witHitytispecified as,
U=V(AC, Yx X+&, @)
where V is potentially observed by the analyst, levldy is an unobserved,
independent and identically distributed (iid) anefaemean componenfA = 1
indicates adoption of an innovation by the indiatwand O indicates non-
adoption;C, andCy denote vectors of expected consumption volumesyaand

Yo denote expected net income levels (inclusive ofifs) under adoption and
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non-adoption scenarios; and X is a matrix of explary variables that affect
individual consumption and net income. Some innowat will be chosen based
on direct gains to consumption, for example, anividdal may increase
harvesting of natural resources to be used for haoesumption. Other
innovations, such as increase in the participatiaoff-farm employment, may be
chosen based on their contribution to the net ircaramponent. Still other
innovation, such as changing crops, may be adaptedo their contributions to
both the consumption and net income componentermdfiis under a given future
climate scenario. Given this setup, an individudil adopt an innovation if,
VG, 3 X)+42V0G, Yu X) +4 - 42

In our data we do not observe differences in eithgrected consumption
levels or expected profits due to adoption. Howgasrargued by Qaim and de
Janvry (2002), these variables can be explainedliserved individual and
household characteristics, so that the consummimh net income differences
caused by the innovation are implicitly embeddeddduced form within the
matrix of explanatory variables, X. We assume atividual's indirect utility to
be a linear function of X and characterized by pesi@rsg. We calculate the

probability that a household adopts a specifidilnaod activity,A, as

PrA=1)=Prg@®=U(0)) H
=Pr&-&) =< X'B=(X'B-X'B)]
Pra=1) =F(X'H) 2

whereF denotes the cdf df.

Households in the rural communities we study, coreswa significant

proportion of their own output. The households as® located in areas where
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poor transportation and infrastructure restrict kearparticipation. Failures of
labor and credit markets are common to many ofetliesiseholds. With market
failures, the household’s consumption, productiod kbor allocation decisions
become interlinked through the price of nontradalftee de Janvry et al. 1991).
Consequently, the same set of factors drive bdtiyudnd profit maximization.
Production side variables, such as fixed land siffiect consumption decisions.
Similarly, consumption side variables, such aséh of household members and
household size, affect production decisions (beytheddirect labor productivity
channels) and, thereby, profits.
4.3.2 Incorporation of gender into the adoption model

Based on potential differences in constraints amdlepences discussed in
section 4.2, we expect that probability of adoptmhinnovations may differ
between men and women. Further, we believe thast@ints and preferences,
and thereby the adoption probabilities, may alsky wethin group of men and
women depending on the type of household headshg tovern their
households. Depending on the amount of adult masence, we distinguish four
household headship types. The first category (&) the highest adult male
presence, is male-headed and has the male spodisghen male adults present.
The second category (b), with the second higheglt adiale presence, is male-
headed without other male adults present. The ttatégory (c), with the third
highest adult male presence, is female-headedotligr male adults present. The
category (d), with no adult male presence, is ferm@aded without a male

spouse and no other male adults are present. TdteHiee headship types may
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contain male or female respondent or both, whigeftinth type has only a female
respondent. Accordingly, the respondents regardataption of innovations can
be grouped into seven different gender structuigsmales in male-headed
households with other male adults; 2) females iterhaaded households with
other male adults; 3) males in male-headed houdshathout other male adults;
4) females in male-headed households without otha&le adults; 5) males in
female-headed households with male adults; 6) fesnah female-headed
households with male adults; 7) females in femaaded households without
male adults. In order to examine gender differéatipatterns of adoption of
innovations, we will compare the probabilities afoption across these seven
gender structures.
4.4 Data Collection

The data collection for this study was undertakasing household
surveys, in villages located in the Willowvale ar&dillowvale area is located
within the former Transkei in the Eastern Cape Py of South Africa. The
area consists of low density rural settlementsrosunded by communal areas
used for agriculture and grazing. Poor conditiorradds and limited access to
basic services such as schools add to the econohatenges of the local
population. This area shows a high dependency twralaesources alongside
multiple productive activities livelihood strategisuch as livestock production,
gardening, and small business.

Data collection took place in two phases. The fifsdse, i.e. the base-line

survey, was undertaken during January and Febr@@fy,. The sample contained
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170 households randomly selected within the vikaggratified by the percent of
the population in each village. The data on diiférgypes of capital stocks, and
household demographics were collected in the basesurvey. The second phase
was undertaken during July and August, 2011, tdecbldata on household
contingent behavior to future climate change aski aversion.

In rain-fed systems, such as the case in the Wiitdey the frequency in
the occurrence of dry/wet periods can be crucial doop and livestock
production. Households in such economies may Hasie production decisions
on events such as rainfall frequency, timing, amerisity (Smithers and Smit
1997; Roncoli et al. 2002; Vogel and O’Brien 200Bomas et al. 2007).
Accordingly, as a part of our contingent behavippr@ach, we characterize the
future with two types of climate change scenardrg:spell and wet-spell. These
scenarios are constructed to represent plausikdages in rainfall that occur
during the rainy season in the Willowvale area.(iNovember to March).
Following the Southern African research of Usmarm d&eason (2004), we
defined a dry-spell as a period of 5 consecutiwes dahich receives less than 5
mm of rainfall. There are two types of dry-spellesarios, one in which
temperature remains normal during the dry periadd, one in which temperature
can reach a high of 3. A wet-spell, following Hachigonta and Reason0@))
was defined as a period of five consecutive dayshwieceive more than 20 mm
of rainfall. The temperature remains as usual dyite wet-spells. Relevance and
credibility of the definitions of dry and wet spelihat we used in the context of

our study sites were verified by the local agrictdt extension officers and
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survey respondents during the pre-test of the sunigased on existing climate
studies (e.g. Reason et al. 20@0k et al. 2004Dai and Trenberth 1998;

Hachigonta, and Reason 2006 ), we specify a Im@sald plausible changes in
dry and wet- spells in the future as mild, moderatel extreme change.
Accordingly, we have six scenarios, as follows:

1) a mild increase in the number of dry-spellsr@ase of dry-spells from 5 to 8);

2) a moderate increase in the number of dry-sgieitsease of dry-spells from 5
to 11);

3) an extreme increase in the number of dry-sgeltsease of dry-spells from 5
to 14);

4) a mild increase in the number of wet-spellsr@ase of wet-spells from 5 to 8);
5) a moderate increase in the number of wet-sfeltsease of dry-spells from 5
to 11); and

6) an extreme increase in the number of wet-spieiisease of wet-spells from 5
to 14).

Figure 4.1 shows, the questions that were usealtect the contingent
behavior data for a given climate scenario. Thst fgection in the Figure 4.1
shows the information that was given to the respatsl regarding the typical
climate of the study area, followed by a descriptad a specific future climate
change scenario. For example, for the case illigsiran Figure 4.1, the future
climate change is specified as an extreme changéenfrequency in the
occurrence of dry-spells for normal temperaturetsPaf Q.1 show the questions

used to collect the data on individual’'s adoptiéimnaovations. We have data on
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binary adoption decisions related to ten typesabvations which will serve as
the dependent variables for our empirical modelshhnging crops; 2) changing
planting and harvesting dates; 3) changing livdstweeds; 4) increase the use of
rain water harvesting methods; 5) increase of #geaf soil moisture conservation
methods in farming; 6) increase natural resourcevdsding; 7) increase
involvement in off-farm employment; 8) increase oef§ to obtain external
assistance; 9) reducing food intake; and, 10) redupersonal expenditures.
These innovations were identified in the first phasf the survey, based on
households historical coping behaviors with climatange related shocks.

Out of 170 households that were surveyed duringfitis¢ phase, 157
households participated in the second phase. Eamfitingent behavior
guestionnaire was designed to elicit responses fmanadult male and from an
adult female in each household. Among the 157 Hwmide that we interviewed
in the second phase, there were 30 householdsiainwbth an adult male and an
adult female were available during the survey. @qoently, 187 individuals
participated in the survey.

Each respondent answered one out of three possiiplepell scenarios
and one out of three possible wet-spell scenaAasordingly, all together, we
have contingent behavior data form 374 observatidite individuals were
randomly assigned to different versions of contimdeehavior questionnaires.

4.5 Empirical Approach
There are ten potential innovations to be adogtedce, ten equations to

be estimated. Due to the possibility of simultaree@doption of multiple
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innovations, it is possible that errors of the dtopequations are correlated.
Allowing for such contemporaneous correlation comdrease the efficiency in
parameter estimation. In doing so, directly based eguation 4.3.2 in our
conceptual model, we employ a multivariate probatdel of innovation adoption

as follows.

A =x[+ewithA = 1itA >9
0 otherwise

44
In equation 4.4, the latent variable,, Acharacterizes the net utility

(benefit) of adoption.A; is an observed variable, that indicates whether a

household adopts an innovatiof;€1), if A, >0, and 0 otherwisej$10). X

represents variables that affect the expectedyuoh adoption,p; is a vector of
parameters to be estimated, apds the unobserved error term which is assumed
to have multivariate normal distributions with measctor equal to zero and a
covariance matrix R with diagonal elements equabmte. We can obtain the
effects of the variables contained in vector X & thousehold’s adoption
decision and the variance covariance matrix of theltivariate normal
distribution of the error terms by estimating eiprat.4°

Table 4.2 describes the explanatory variables haol €xpected signs in
the ten adoption models. We organize our explapat@riables with six
categories (X i=1-6). First, to test our hypotheses on impactgesfder structure
(X1), we include six dummy variables that representdge structures 2-6

described in sub-section 4.3.2. The gender streictui.e. male in male-headed

' The Model was estimated using simulated maximualiliood method in
STATA 12 (see Cappellari, L. and S. Jenkins 2003).
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households with adult males present, is considasethe base case. We assume
that men and women are likely to adopt innovatithveg are closely related to
their tasks and preferences subject to the resocmestraints they face.
Accordingly, we compare the adoption probabiliti@sross different gender
structures, relative to the base case. We expattdifferent gender structures
affect differently on the adoption of a particulanovation.

In our study sites, crop cultivation is mainly doimme home gardens.
Previous studies find that, in Africa, women arerenmvolved in gardens than
men (Campbell et al. 2002; FAO 2011). However, ddeption of innovations
related to gardening may require access to progucesources such as land,
inputs, and extension services (Shiferaw et al.92(Diederen et al. 2002).
Moreover, as notated in section 2, women may ofiendisadvantaged with
respect to ownership and access to productive resswoutside the household.
We assume that the presence of an adult male imdahsehold may improve
women’s access to productive resources. Accordingly expect that women
living in male-headed households, and female-hehdedehold with adult males
present are more likely to change crops, plantind aarvesting dates, and
increase the use of moisture conservation methods.

Resource constraints could negatively affect thepadn of rain water
harvesting (Shikur and Beshah 2013). Hence, weatxpat women in female-
headed households without adult male presenceessdikely to increase the use
of rain water harvesting. Due to high vulnerabjlitye expect that women in

female-headed households without adult male presarcmore likely to increase
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the efforts to obtain external assistance, redood fntake, and reduce personal
expenditures. In rural Africa, although women ameolved in tasks relating to
livestock production, they are less likely to oviwettock relative to men (FAO
2011; Covarrubias et al. 2012). Accordingly, we eptghat women in all types of
household headships are less likely to changettiekdype in response to future
climate change. Within the household, women areeiggly considered to be
responsible for collecting natural resources sichirawood and wild foods (Wan
et al. 2011; Musaba and Sheehama 2009). Thereferexpect that women living
in all types of households are more likely to irms® natural resource harvesting
relative to the base case. Further, women may Hawged employment
opportunities in the off-farm sector (Fortin 200Brown and Haddad 1995;
Fafchamps and Quisumbing 1999). Accordingly, weeekghat women in all
headship types are less likely to increase theuolirement in off-farm
employment in response to future climate changé&eOthan those described
above, we have no further expectations on the afirgender structures on the
adoption of innovations.

Second, to test the impacts of climate chadgg (ve include five dummy
variables related to scenarios, 2 - 6 given eaieenario 1, which represents the
least change in the current climate of the studg ére. an increase in the number
of dry-spells from 5 to 8), is chosen as the base.cWe also include a dummy
variable to indicate whether or not heat waves obctuing the dry-spells. We
expect that, people are more likely to change pigrand harvesting dates, crops,

and livestock in response to a moderate and extieorease in dry and wet-
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spells relative to the base case. We also expettpople are more likely to
increase the use of soil moisture conservationramdwater harvesting methods
in response to an increase in dry-spells, and tredse the use of these
innovations in response to an increase in wetspBlatural resources, such as
forest and ocean products, may be easily acceasiloler dry climatic conditions
(Eaton and Sarch 1997). Further, less interrupfimm rains and lack of
agricultural activities during dry-spells may erestinat people have more time to
spend on off-farm activities. Taken together, weest that people are more
likely to increase natural resource harvesting, ameblvement in off-farm
employment in response to an increase in dry-spkligontrast, frequent rains
may limit accessibility of forests, and time avhlka for off-farm activities, and
increase the payoff from agriculture. Therefore, expect that people are less
likely to increase natural resource harvesting, @ameblvement in off-farm
employment in response to an increase in wet-spéls do not have priori
expectations on the sign of the climate changealstas on the probability of the
adoption of other innovations.

Third, there are a number of different types ofitzhpstocks K3) that
could influence the adoption of innovations, in¢hglhuman, social, physical,
and natural, capital. For human capital, we includividual’s education, and a
dummy variable that indicates whether or not peapéeendowed with skills. For
social and physical capital, we use indexes geeérdily using principal
component analysis (see appendix A). For naturpltala we use the size of

agricultural land owned by the household. Studied that human and social

123



capital may be important in finding off-farm emplognt (Zhang et al. 2001).
Accordingly, people with more of these stocks atpeeted to be more involved
in off-farm employment. Social capital may alsoilitate an individual’'s search
for external assistance during shocks. Henceyithaials with more social capital
endowments are expected to be more likely to iseresforts to obtain external
assistance. Agricultural land and physical capitaly represent the wealth of the
household which could be important in adopting @dtural and capital intensive
innovations (Doss and Morris 2001). Therefore, weeet that people with more
of these capital stocks are more likely to changgs; planting and harvesting
dates, livestock, and to increase the use of soiture conservation methods and
rain water harvesting methods. Studies argue thaplp endowed with greater
amounts of capital stocks are less vulnerable duhe periods of adversities (e.g.
Fussel et al. 2006; Jakobsen 2011; Ludi and Sk®8)2 Accordingly, we expect
that people with more of all types of capital s®eke less likely to reduce food
intake, and personal expenditures, in responseattioef climate change.

Fourth, we include a variable that indicates tivellef risk aversion of the
individual (X,).2° Climate change may be associated with differepesyof risks
such as losses in agricultural production, instabpgit and output prices and
health risks. We believe that, increasing effodsobtain external assistance,

reducing food intake, and reducing personal expgerei may involve minimal

20 Data on this variable were collected using a sesk gamble questions that are
analogues to the questions used in Spivey (201&5e® on the answers given to
the risk gamble questions, each respondent wagarés into one out of four
categories: weakly risk averse (1); moderately ag&rse (2); strongly risk averse
(4) and very strongly risk averse (See appendix B).
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risk. Hence, it is expected individuals who are enosk averse are more likely to
adopt these innovations than individuals who arss lgisk averse. Such
relationships are difficult to ascertain for inntwas that may involve more risk,
such as changing planting and harvesting dateschadging crops. Therefore,
we do not have expectations on the effect of imigl's risk aversion on the
other innovations.

Fifth, in order to capture the potential effectsradividual’'s health status
on adoption of innovations, we include a dummy afale that indicates whether
the individual is suffering from long term illne$Xs).?* llinesses of household
members may limit the choices that people haveHeir livelihoods. Individuals
who suffer from long-term illness are likely to Ipéysically unfit, and hence
unlikely to actively participate in on-farm and -¢#frm activities (Bollinger et al.
1999). Therefore, we expect that individuals witind-term illnesses are less
likely to change crops, planting and harvestingeslativestock breeds, and to
increase the use of soil moisture conservation oustrand involvement in off-
farm employment. Under such circumstances, wilddéo@ould provide an
alternative source of food (Feulefack et al. 20IR)erefore, individuals with
long-term illnesses are expected to be more likelyncrease natural resource
harvesting. Also, due to their greater vulnerapild climate change impacts, we
expect that individuals with long-term illnesses arore likely to increase efforts
to obtain external assistance. We do not leapeori expectations on the effect of

individual’s health status on adoption of otherdwations.

21 Individual's health status can also be considexeda component of human
capital (Bleakley2010).
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Sixth, we include four demographic variables){ 1) age of the
individual; 2) number of teen males (aged 10-16rgke@n the household; 3)
number teen females (aged 10-16 years) in the holdseand 4) household size.
Age of the individual can be used to capture fagrexperience (Deressa et al.
2009). Previous studies find that experience imfiag increases the probability
of undertaking innovations in response to climdtange (e.g. Maddison 2007;
Hassan and Nhemachena 2012). Accordingly, we exipattolder people are
more likely to change crops, planting and harvestiates, increase the use of soill
moisture conservation methods. Previous studie® tiaund that women and
children often seek out forest resources such lsfaads (e.g. Dovie et al. 2002;
Shackleton et al. 2002). Based on such findingseweect that household size
and the two child profile variables to have positeffects on increasing natural
resource harvesting. Larger households may indiaaggeater stock of family
labor that may be complementary to adopting agducel based innovations
(Croppenstedt et al. 2003). Household labor endawsnenay also affect
positively adoption of rain water harvesting meth@8hikur and Beshah 2013).
Moreover, in order to reduce consumption pressiarge households are more
likely to divert household labor resources to afifrh activities (Yirga 2007).
Taken together, we expect that household size paditively affect changing
crops, planting and harvesting dates, and livestoekds, increasing of the use of
soil moisture conservation methods, rain water ésting methods and

involvement in off-farm activities.
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4.6 Results

The parameter estimates from the multivariate prooidel is presented in
Table 4.2. The null hypothesis that contemporaneots correlation is equal to
zero is rejected at 0.05 probability level. Thisnfmons that estimating the
adoption equations as a system is more efficieart #stimating them separately.
Most of the regression coefficients are statidtycalignificant and have the
expected signs. Below, we discuss the effects ofdge structure, climate
variables, household and individual specific vdeapand correlations between
adoption of innovations.
4.6.1 Effects of gender structure on the adoption of inneations

As shown in Table 4.2, most of the dummy variahiesd to represent
different gender structures are statistically gigant in the ten adoption models,
and the effects vary depending on the type of iation. The findings on the
impact of gender structure on changing crops arkediRelative to the base case
(men in male-headed households with other malegsagutsent), men and women
in male-headed households without other adult malesent, and men in female-
headed households are more likely to change ckdpsever, women in all four
headship types, relative to the base case, are lketg to adjust planting and
harvesting dates. Women in male-headed househoiilts other male adults
present innovate also by increasing the adoptiosadf moisture conservation
methods. Taken together, these results imply tinagconomies such as rural
South Africa, women are more involved in crops tinaen. Alternatively, these

results suggest that women are usually more liteipnovate in crop cultivation
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than men. Women, particularly the ones that livensle-headed households are
less likely to change livestock breeds. This resuofilies that women may be less
involved in livestock production, and hence may make decisions on the breeds
of livestock to be raised.

Women in male-headed households with other aduksnaresent and in
female-headed households without adult male presareless likely to increase
the use of rain water harvesting methods. Thisltresiggests that women may
not undertake capital intensive innovations wheultathales are available in the
households. Further, this result may also refleetdonstraints that women face in
accessing information and credit markets in theeatxs of adult male presence in
the household. Women in male-headed householdsoth#ér adult males present
and in female-headed households without adult ii@sence are also less likely
to increase their involvement in off-farm employrherihis result is consistent
with the notion that women face disadvantagesndifig off-farm employment in
developing economies (e.g. Fortin 2005; Brown aaddéd 1995).

In the absence of the opportunities in off-farmaiiés, women seem to
adopt alternative types of innovations. To this,ewdmen that live in male-
headed households and female-headed householdsitétiult males present are
more likely to increase natural resource harvestamgl reduce food intake.
Women that live in female-headed households witlzmlutit male presence also
tend to reduce food intake, personal expenditundsrecrease the efforts to obtain
external assistance. However, our results show wwathen that live in male-

headed households with other adult males presemd, ia female-headed

128



households with adult males, are less likely toraase the efforts to obtain
external assistance. A possible reason for thigitresay be that women are less
involved in interacting with the external environmhewhen adult males are
present in the household. We also find that mandiin male-headed households
without adult males are more likely to increase #fforts to obtain external

assistance.

4.6.2 Effects of climate variables on the adoption of inavations

As can be seen in Table 4.2, the effects of climargables on adoption
vary depending on the type of innovation. In reg@oto a moderate increase in
the number of dry-spells, people are more likelych@ange crops and livestock
breeds, relative to the base case. This resultindigate that, people switch to
drought tolerant crops and livestock in responseht decrease in the water
available for farming. People are also likely torgase of the use of soil moisture
conservation methods. Application of moisture covesgon practices may
decrease the vulnerability of plants to dry climanditions.

Under a moderate increase in the number of drysspetople also tend to
increase the use of rain water harvesting methodsiatural resource harvesting,
and to decrease food intake. Domestic rainwaterelséing is considered as one
of the effective technological innovation that da@ used to cope with future
climate change (Pandey et al. 2003; Mukheibir 2088pple may use harvested
rain water in small garden plots (Worm and Hattu®&. Wood, the main
natural resource based product in the study asehrjed and stored during the dry

seasons to be used in the rainy seasons (Brouwdraorweg 1997). Therefore,
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dry climatic conditions may induce people’s usenafural resources. Reducing
food intake may also accompany the innovations fhedple may adopt in
response to a moderate increase in dry-spells.

In response to an extreme increase in the numbdnyespells, people tend
not to adopt agriculture-based innovations. Fongda, relative to the base case,
people are less likely to change livestock breedgesponse to an extreme
increase in dry-spells. Under extremely dry climationditions, innovations
within agriculture such as changing crops and toes breeds may not be
effective. Consequently, people seem to be mosdylito reduce food intake and
personal expenditures, and increase the effoxbtain external assistance.

Under wet-spell scenarios, our results show thaesponse to a mild and
a moderate increase in the number of wet-spellsplpeare more likely to adjust
planting and harvesting dates. The availabilityvater for longer periods during
the cropping season may ensure enhanced performanceurrent crops.
However, planting and harvesting dates may needet@djusted according to
increases in the wet-spells. Different from themeses to a mild increase, people
are more likely to change crops and livestock bseedresponse to a moderate
increase in the number of wet-spells. In ordertetadvantage of the increase in
wet spells, people may shift to crops and livestodeds that are resistant to wet
climatic conditions. Furthermore, in response tdhake types of increases in wet
spells, people are less likely to increase theiolvement in off-farm activities.
Under the climatic conditions that are likely tofgorable for agriculture, people

may not need to increase their labor supply infarffn activities. We also find
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that people are more likely to reduce food intakerésponse to a moderate
increase and reduce personal expenditures, inmespo an extreme increase in
wet-spells.

The dummy variable used to indicate the occurreidesat waves during
dry-spells is statistically significant and has ifige signs for increasing of the
use of soil moisture conservation methods and iieguood intake. Heat waves
could increase the evaporation and create stresplamts. Use of moisture
conservations methods such as mulching, and spiggadanure may help to
reduce vulnerability of plants to heat waves. Hbotds’ reduction in food intake
may indicate the negative impact of heat wavesauséhold’s food supply.

4.6.3 Effects household and individual specific variable®n the adoption of
innovations

The effects of capital stocks vary depending ontype of capital, as well
as the innovation (Table 4.2). Our results show thatinct effects regarding
human capital. First, more educated people seetvetonore likely to change
crops, and to increase use of soil moisture coatiers methods, and natural
resource harvesting. Second, skilful people are embkely to increase
involvement in off-farm activities than non-skilfydeople. People with more
physical capital endowments are more likely to geaorops, adjust planting and
harvesting dates, and to increase rain water himgesSimilarly, people with
more natural capital endowments are more likelghtange crops, and to increase

use of moisture conservation methods, increaseiskeof rain water harvesting
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methods, and natural resource harvesting. Furthernmbose people who have
more natural capital stocks are less likely to cedpersonal expenditures.

Our results also show that more risk averse peapemore likely to
reduce personal expenditures, indicating that tipesgle may attempt to offset
the adverse effect of climate change at the expehseeir short run economic
welfare. People with long-term illnesses are mdely to: change planting and
harvesting dates; increase natural resource harggeshcrease the efforts to
obtain external assistance; and less likely toease their involvement in off-farm
activities. Age of the individual has a positivdeet on changing crops and
increasing the use of soil moisture conservatiothows. This result suggests a
positive effect of experience on the adoption oficdtural innovations. As
expected, having male and female teenagers indhseholds make people more
likely to increase natural resource harvesting. $étwold size has positive effects
on increasing efforts to obtain external assistareed reducing personal
expenditures. This result may imply that the largeuseholds could be more
vulnerable to climate change than small households.

4.7 Conclusions

In this study, we test the hypothesis that adoptdninnovations in
response to climate change is gender specific,gutie contingent behavior
method. We estimate a multivariate probit modeld @ompare the adoption
probabilities across seven gender structures. Bmeley structure is taken as a

combination of the gender of the respondent, aadype of household headship.
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In addition to gender structures, the models irelother factors that drive the
adoption of innovations such as climate changea@nand capital stocks.

Our results confirm that adoption of innovationsywhetween men and
women. For example, women, in general, are mordyliko adopt innovations
relating to gardens, such as adjusting plantinghamdesting dates, and the use of
soil moisture conservation methods. Further, theulte show that adoption
probabilities vary even within men and women depsndon the headship
structure of these households. For example, womemale-headed households
without other male adults present and in femaledadahouseholds without adult
male presence are more likely to increase natwsdburce harvesting, while
women in other types of households do not showifsignt differences, relative
to the base case. In addition to the effects oflgestructures, our results also
reveal the impacts of climate change variables @op@on decisions. One key
finding is that people seem to adopt agriculturseldainnovations in response to
increase in dry-spells as well as wet-spells, exitethe case of extreme increase
in dry-spells. However, the specific type of innbwa may vary depending on the
severity of change. For example, people are mdwdylito adjust planting and
harvesting dates in response to mild increase inspells, and change crops in
response to extreme increase in wet-spells.

This study contributes to the existing literaturetwo ways. First, we
contribute methodologically to the economic literat by using the contingent
behavior method to investigate adoption of gendéferéntiated innovations

patterns in response to future climate change.cbhéngent behavior method has
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not previously been used in analyzing gender diffeated innovations patterns.
Second, to our knowledge, this study is the onlydgtthat examines the
differences in adoption of innovations in respottselimate change between men
and women who live in different headship types.

Our results have several important policy implioas. First, based on our
results relating to the effects of gender struguvwee argue that, depending on the
specific innovation to be promoted, welfare pokicreay need to target a specific
gender structure. Second, our results indicate speeific vulnerabilities relating
to women when adult males are not present in thisdtwlds. For example, we
find that female-headed household without adultenpakesence are less likely to
increase the use of rain water harvesting, and veweent in off-farm
employment, and more likely to increase the efftotebtain external assistance,
to reduce food intake and personal expendituresesdhresults reflect an
underlining disadvantage that such women may fabeird, our results
demonstrate that capital stocks are important flmpaon. The effects of capital
stocks vary depending on the type of innovation.és@mple, the endowments of
physical and natural capital are found to be imgdrtin adopting agriculture-
based innovations. Accordingly endowing househelith the specific type of
capital stocks may help to facilitate adoption miavations in response to future

climate change.
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Table 4.1: Variable definitions and expected signs
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Explanatory Variable
Gender structure (Xy)
female Female + + - + +/- + - +/- | +- +/-
respondent - | respondent
male headed] in male
with adult headed
males households
with adult
males
female Female + + - + +/- + - +- | H- | +H-
respondent -| respondent
male headed{ in male
without adult | headed
males households
without
adult males
male Male NA | NA | NA | NA | NA | NA | NA | NA | NA | NA
respondent - | respondent
male headed] in male
with adult headed
males (Base | households
case) with adult
males
male Male H- | - - - - - - - | | -
respondent -| respondent
male headed] in male
without adult | headed
males households
without
adult males
female Female + + - + +/- + - +/- | +- +/-
respondent - | respondent
female in female
headed-with | headed
adult males | households
with adult
males
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Table 4.1(continued)
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female Female +- | +- - +/- - + - + + +
respondent -| respondent
female in female
headed- headed
without households
adult males | without
adult males
male Male H- | - | - - - - | - - | - | -
respondent -| respondent
female in female
headed headed
households
with adult
males
Climate variables (X;)
Mild The base NA | NA | NA | NA | NA | NA | NA | NA | NA | NA
increase in | case; 1= an
dry- spells | increase in
the number
of dry-spells
from 51to 8,
0=
otherwise
Moderate 1= an + + + + + + + +- | +- | +-
increase in | increase in
dry- spells | the number
of dry-spells
from 5to 11,
0=
otherwise
Extreme 1= an + + + + + + + +-| 4H-| +-
increase in | increase in
dry- spells | the number
of dry-spells
from 5 to 14,
0=
otherwise
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Table 4.1(continued)

harvesting date:

. [Increasing moisture

conservatior

. [Increasing rain water

harvesting

. [Increasing natural resource
harvesting

. [Increasing off-farm work

<

expenditure

assistanc

Mild
increase in
wet- spells

1= an
increase in
the number
of wet-spells
from 5 to 8,
0=
otherwise

Z|Change crop:

*|Change planting and

Z|Change livestock breed

x |Reducing food intake

+|Reducing personal

% [Increase in externa

Moderate
increase in
wet-spells

1= an
increase in
the number
of wet-spells
from 5to 11,
0=
otherwise

Extreme
increase in
wet- spells

1= an
increase in
the number
of wet-spells
from 5 to 14,
0=
otherwise

+/-

+/-

+/-

High
temperature

1=if the
temperature
may reach
high of
37C, 0=
otherwise

+-

+/-

+/-

+/-

+/-

+/-

+/-

+/-

+/-

+/-

Capital stocks (%)

Education

Years of
education of
the
respondent

+/-

+/-

+/-

+/-

+/-

+/-

+/-

Skillfulness

1= if the
respondent
is skilful, 0 =
otherwise

+/-

+/-

+/-

+/-

+/-

+/-

+/-

Social
capital

Social
capital index
for the
household

+-

+/-

+/-

+/-

+/-

+/-
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Table 4.1(continued)
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Physical Physical + + + + + | H- | H- - - +/-
capital capital index
for the
household
Natural capital| Size of the + + + + + | +H- | - - - +/-
garden plot
per capita
Risk aversion(X,)
Risk The level of | +/- | +/- | +/- | +/- | +/[- | +/- | +/- + + +
risk aversion
of the
respondent
Health status(X)
Long-termill | 1=if the - - - - +- | + - +- | H- |+
respondent
is long-term
ill, 0=
otherwise
Demographics ()
Age Age of the + + + | | | | | | 4
respondent
Number of Number of - - - - -+ - | | -
male children | male adults
Number of Number of +H- | - H-| - +H- + +H-| H-| H-|] +H-
female female
children adults
Household Number of + + + + + + + +-| +-| +-
size the
household
members
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Table 4.2: Results of the multivariate probit estination
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Gender structure (Xy)
Female respondent 0.015 1.358*** -1.066** 0.846** -0.842** 0.670 -0.996** -0.736* 0.708 -0.340
- male headed-with| (0.445) (0.468) (0.457) (0.429) (0.434) (0.421) (0.452) (0.421) (0.431) (0.425)
adult males
Female respondent-1.096** 1.356*** -1.330%** 0.693 -0.214 0.956** -0.675 -0.465 0.749 0.067
male headed- (0.442) (0.463) (0.453) (0.422) (0.428) (0.413) (0.450) (0.417) (0.424) (0.420)
without adult males
Male respondent- | 1.015** 0.309 -0.645 -0.223 -0.254 0.757 0.078 1.514%** 0.071 0.910
male headed- (0.521) (0.537) (0.529) (0.523) (0.498) (0.501) (0.537) (0.540) (0.500) (0.508)
without adult maleg
Female respondent-0.610 1.098** -0.317 -0.006 -0.051 0.571 -0.329 -0.660* 0.023 0.012*
female headed-with (0.418) (0.437) (0.423) (0.401) (0.407) (0.384) (0.428) (0.394) (0.402) (0.397)
adult males
Male respondent- | 1.042* 0.249 -0.531 0.105 -0.101 0.326 -0.560 0.052 0.114 0.592
female with adult | (0.602) (0.601) (0.566) (0.585) (0.576) (0.569) (0.590) (0.554) (0.561) (0.558)
males headed-
Female respondent-0.466 1.249%** -0.740 0.326 -0.907** 1.297*** -0.815* 0.952** 0.730* 1.055**
female headed- | (0.442) (0.461) (0.452) (0.424) (0.429) (0.424) (0.450) (0.428) (0.429) (0.425)

without adult maleg
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Table 4.2(continued)
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Climate variables(X,)
Moderate 0.536** 0.363 0.891*** 0.762%* 0.883*** 0.679** -0.188 0.268 0.691*** 0.267
increase indry- | (0.273) (0.263) (0.271) (0.275) (0.276) (0.290) (0.269) (0.274) (0.264) (0.262)
spells
Extreme increase -0.340 0.232 -0.535* -0.273 0.246 0.146 0.281 0.945*** 0.658*** 0.492*
in dry- spells (0.259) (0.254) (0.281) (0.268) (0.255) (0.259) (0.278) (0.271) (0.253) (0.258)
Mild increase in | 0.103 0.586** -0.180 -0.236 0.178 0.341 -0.636** 0.069 0.377 -0.434
wet- spells (0.262) (0.268) (0.278) (0.262) (0.261) (0.287) (0.265) (0.281) (0.257) (0.264)
Moderate 0.955** 0.975*** 1.312%** -0.005 0.352 -0.012 -0.804** | -0.147 0.551** -0.351
increase in wet- | (0.279) (0.290) (0.294) (0.271) (0.270) (0.281) (0.274) (0.292) (0.270) (0.274)
spells
Extreme increase| 0.366 0.200 0.436 -0.329 -0.420 0.394 -0.934*** -0.445 0.444 0.499*
in wet- spells (0.278) (0.270) (0.281) (0.279) (0.276) (0.288) (0.278) (0.311) (0.271) (0.274)
High temperature| -0.187 -0.103 -0.056 0.513* 0.055 -0.299 0.102 -0.015 0.489** -0.339
(0.222) (0.219) (0.234) (0.229) (0.220) (0.228) (0.230) (0.230) (0.216) (0.220)
Capital stocks(Xg)
Education 0.046** 0.002 -0.003 0.055** -0.027 0.058** -0.016 0.024 -0.017 0.003
(0.022) (0.022) (0.022) (0.021) (0.022) (0.023) (0.021) (0.023) (0.021) (0.021)
Skillfulness 0.110 -0.142 -0.075 0.013 -0.014 -0.015 0.303* -0.302* 0.168 -0.101
(0.170) (0.171) (0.176) (0.172) (0.168) (0.180) (0.170) (0.181) (0.167) (0.170)
Social capital -0.073 0.011 0.012 0.159* 0.023 0.015 0.006 -0.139 0.101 0.072
(0.091) (0.090) (0.093) (0.090) (0.091) (0.097) (0.090) (0.097) (0.090) (0.090)
Physical capital 0.525** 0.498** -0.343 -0.145 0.582** 0.273 0.150 0.373 0.145 0.231
(0.228) (0.231) (0.233) (0.220) (0.227) (0.240) (0.225) (0.227) (0.215) (0.219)
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Table 4.2 (continued)
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Natural capital 0.231*** -0.066 -0.051 0.214%** 0.116* 0.161** -0.028 -0.077 -0.008 -0.150**
(0.071) (0.071) (0.072) (0.071) (0.068) (0.076) (0.070) (0.072) (0.068) (0.068)
Risk aversion (X,)
Risk 0.002 -0.090 -0.025 -0.048 0.044 0.037 0.042 0.068 0.056 0.162%**
(0.059) (0.059) (0.060) (0.058) (0.058) (0.060) (0.058) (0.062) (-0.620) | (0.057)
Health status(Xs)
Health status -0.210 0.330* -0.122 0.126 -0.226 0.378** -0.355* 0.339* 0.171 0.247
(0.177) (0.177) (0.179) (0.174) (0.172) (0.182) (0.171) (0.181) (0.710) (0.173)
Demographics(Xe)
Number of -0.131 -0.101 0.064 0.097 -0.110 0.368** 0.151 -0.160 0.141 0.025
female children | (0.145) (0.143) (0.148) (0.144) (0.142) (0.161) (0.142) (0.151) (-1.610) | (0.145)
Number of male | 0.059 -0.120 -0.206 -0.027* -0.062 0.208* 0.074 -0.003 0.110 -0.139
children (0.114) | (0.113) (0.114) (0.111) | (0.110) (0.123) (0.109) (0.112) (-0.400) | (0.109)
Household size 0.014 0.023 0.014 0.011 0.001 -0.035 0.006 0.108** 0.042 0.112**
(0.042) (0.043) (0.044) (0.042) (0.042) (0.045) (0.043) (0.045) (1.190) (0.043)
Age 0.014** 0.004 -0.001 0.021*** -0.001 -0.001 -0.007 0.010 0.006 0.000
(0.007) (0.007) (0.007) (0.007) (0.007) (0.007) (0.007) (0.007) (-0.330) | (0.007)
Constant -1.575% -0.687 0.317 -2.150*** | 0.832 -0.848 1.573* -1.286 0.710 -0.907
(0.733) (0.747) (0.741) (0.730) (0.725) (0.737) (0.747) (0.759) (-0.410) | (0.721)
N 326 326 326 326 326 326 326 326 326 326
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Dry Period Scenarios
A Brief Description of Current Climate in Willowwval

Rainfall

Willowvale normally receives most rainfall duringetsummer. But it experiences dry periods as

well as wet periods during the summer rainfall seg®November to March).

Temperature

Normally the region is hottest during the summaénrfedl season and is sometimes exposed to
heat waves

Scenario

Imagine that the summer climate in Willowvale isrgpto change in the future. Typically therg
are 5 dry periods during November to MamstWillowvale, where it doesn’t rain much (less
than 5 mm of rainfall) for 5 consecutive days.He hext ten years, imagine that instead of 5,
there will be 14 dry periods. Temperature will rémas usual during these periods.

(Q.1) In response to these changes, which of thexfimg adaptation strategy or strategies wou
you consider? Tick columns.

Would you, Yes| No | Ifyes, what exactly | If yes,
would you do? why
would
you do
it?

(Q.1a) change the types of crops you are
growing (including changing varieties)?

(Q.1b) change the dates of crop planting and
harvesting?

(Q.1c) change livestock (e.g. types or breeds
you are rearing?

(Q.1d) increase the use of rain water harvesting
(e.g. Jojo tanks)?

(Q.1e) increase of the use of soil moisture
conservation methods in farming (e.g.
Mulching)?

(Q.1f) increase harvesting of natural/wild
products (e.g. wild fruits, marine resources, fuel
wood, etc.)?

(Q.19g) increase involvement in off-farm
employment
(e.g. Casual labour, small business)?

(Q.1h) increase efforts to obtain external
assistance?
(Grants, Government, NGOs)?

(Q.1i) reduce food intake?

(Q.1)) reduce personal expenditure?

(Q.1k) do nothing?

(Q.11)Other (specify)

Figure 6. Sample of questions used to elicit houselds stated choices of innovations
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Chapter 5: General Discussion and Conclusions

5.1 Summary

This thesis conducts an empirical investigatioo thie livelihoods of rural
households living in southern Africa. The first dyuexamines household
structures and their implications for the earniofBouseholds. Using two unique
data sets collected in Zimbabwe and South Africe, fimd three sources of
heterogeneity that affect household income. Fihsiusehold income varies
significantly across different headship types treaty with respect to the levels of
adult male presence. Second, the effects of clfsbddency ratios on household
income vary depending on the age, gender of tHd,dmd the type of household
headship. Third, due to unobserved heterogenéigyetfects of different headship
types and child dependency ratios on income vaey &ithin the households.

The second and third studies, using the contindpaftavior method,
examine the adoption of innovations in responstutiore climate change. Both
studies use a set of data collected in the Easlepe, South Africa, in 2011. The
second study finds that households increase thetiadoof natural resource
harvesting, casual labor and small business inorespto increases in dry spells,
and gardening and livestock in response to inceemseet-spells. The third study
reveals that people adopt agriculture-based inmmv&in response to increases in
dry-spells as well as wet-spells, except in thee calsextreme increase in dry-
spells. However, the specific type of innovationymary depending on the
frequency of change. Further, the third study fitits people are more likely to

increase natural resource harvesting, reduce foothke and personal
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expenditures, and increase the efforts to obtaiereal assistance in response to
increases in dry-spells.

5.2 Crosscutting chapter results

5.2.1 Gender

Household headship, disaggregated according topthsence of adult
male presence, influences household earnings. Hmwduroad categories of
household headship types (male-headed vs. femaldedehouseholds) do not
necessarily characterize gender differences innecdRrather, household income
increases with increasing adult male presencepudfth there is some evidence of
diminishing returns at higher levels of adult malesence. In both economies
that we studied, female headed households withauwit enale presence have less
income than male-headed households that otheraualés are present.

Impact of household headship on households’ lieelds is not limited to
household income. Female and male-headed houseli@dsiso likely to adopt
different livelihood activities in response to frtewclimate change. Female-headed
households tend to do more gardening, but lessalagsource harvesting, casual
labor, and small business than male-headed howsehelrthermore, within the
choice of multiple livelihood activities, women amden living in different
household headship types are likely to adopt diffeinnovations. Considering
women, for example, the ones living in male-heddeaseholds are less likely to
change livestock breeds. Considering men, for e@ntipe ones living in male-
headed households without other male adult presarcenore likely to increase

the efforts to obtain external assistance. Howeiwvegeneral, women are more
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likely to adopt agriculture-based innovations sastthanging crops, and planting
and harvesting dates, and increasing the use of nsoisture conservation
methods.
5.2.2 The role of Capital stocks

Human capital stocks have positive effects on hoaiseincome in both
Zimbabwe and South Africa. Human capital also iases the adoption of natural
resource harvesting, small business and formal @mpnt, in response to future
climate change. Furthermore, people with more hugspital endowments are
more likely to change crops, increase the use df moisture conservation
methods, increase natural resource harvestingramdase in the involvement in
the off-farm activities. Social capital impacts pegly on household income in
South Africa. Further, social capital has a posiffect on adoption of gardening
natural resource harvesting, small business, ardasing the use of soil moisture
conservation methods in response to future clintdi@nge. Households with
larger natural capital stocks have relatively hrgheomes in both Zimbabwe and
South Africa. Natural capital also increases thepdn of livestock and small
business in response to future climate change. &ere households with more
natural capital stocks are more likely to changapsy increase the use of soil
moisture conservation methods, and increase theofisain water harvesting
methods. Physical capital endowments increase hoigsécome in Zimbabwe.
We also find that physical capital positively impabanging crops and planting

and harvesting dates, increasing the use of raiantarvesting methods.
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5.3 Policy insights

Based on our results, we draw the following politsights.
The use of male versus female household headshifdl coask important
gender dimensions in the empirical relationshigs/een household structures
and income. Our results suggest that finer divisiof headship types are
needed to identify vulnerable households.
Children contribute positively to household inconiéis impact is greater
among female headed households without adult ntakepce. However, such
positive effects of children may be resulting framld labor. If child labor
reduces human capital development, there may lo¢eatml intergenerational
cost.
Local people have well-developed ideas about thtenpal changes in
livelihood activities in response to climate chand®licies to facilitate
adaptation based on these local tendencies wikrtejon the specific nature
of climate change. If the future climate is drylipes to promote natural
resource harvesting, casual labor and small busiapportunities would be
important. If the future climate is wet, policies promote gardening,
livestock and small business could be helpful.
Natural resources (mainly forests) may functiomasfety net for households
under dry climatic conditions. Long-term ill peopland households with
long-term ill persons and risk averse individuass more likely to harvest

natural resources. Therefore, sustainable manadeaienatural resources
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VI.

VII.

VIII.

may help households and specifically vulnerableugsoin responding to
future climate change.

Innovative strategies complement the adoption wélihood activities. For
example, households’ increasing tendency to use veater harvesting
methods has a positive effect on the adoption ofleyang in response to
future climate change. Accordingly, facilitatingcbustrategies may support
the adjustments that households would make in thalihood activities in
response to climate change.

Adoption of innovations is impacted by the gendethe survey respondent
and gender of the household head. Accordingly,nsxb@ policies are likely
to be more effective if specific types of innovatoare targeted based on the
gender of the individuals who is adopting, as vesllthe type of household
headship.

In the absence of adult male presence, women are filely to adopt
innovations such as reducing food intake and peatsexpenditure and less
likely to adopt capital intensive innovations (e&@n water harvesting). These
results may indicate the underlining constraintat tvomen may face
responding to climate change in the absence oft adales that may need
special attention in adaptation policies.

Augmenting capital stocks could be used for povedgiuction. Further,
specific capital stocks are important for faciiitgt specific livelihood
activities, and other innovations that householdsy mdopt within the choice

of multiple livelihood activities.
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Appendix A: Construction of capital stock variables using Principle
Component Analysis (PCA)
Index variables for physical and social capital éeeived using principal

component analysis (PCA). The physical assets imglderived from 17 physical
asset characteristics (see Table Al). The PCA gareeifactor scores for each
asset characteristic. The factor scores are compoyeassuming a regression
method based on uncorrelated rotated factors. Yhiadtors are standardized to
zero mean and unit variance. Table Al shows faxores from factor 1, which is
the factor that explained most of the variationhi@ asset characteristics. Factor 1
is used to generate the physical asset index. Mizgiqal asset index is generated
by weighting the asset characteristics with theiagacoefficient and adding them

up.
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Table A1

Descriptive statistics and scoring coefficients foretained factors of the variables
included in the PCA model for physical assets

Physical Capital Factors N Mean Std. Dev| Min| Max Fator 1
Scores
Do you have a kraal? 340 0.9 0.296 0 1 0.378
Do you have a car? 340 0.0559 0.23003 O 1 0.365
Do you own a bicycle? 340 0.0235 0.1518 0 1 -0.104
Do you own a cell? 340 0.8794 0.32613 O 1 0.514
Do you own a TV? 340 0.5059| 0.5007 0 1 0.82
Do you own a radio? 340 0.5235 0.50018 O 1 0.397
Do you own a DVD? 340 0.3441) 0.47578 O 1 0.697
Do you own a stove? 340 0.5912 0.49234 O 1 0.699
Do you own a fridge? 340 0.4676 0.4996p O 1 0.792
Do you own a plough? 340 0.1324 0.33937 O 1 -0.327
Do you own a cart? 340 0.0618 0.24108 0 1 -0.2
Do you own a bed? 340 0.9824 0.13186 O 1 0.007
Do you own a solar panel? 340 0.064f 0.246387 ( 1 0350.
Do you own a sewing 340 0.0676 0.62269| O 11 -0.101
machine?
Do you own a jojo tank? 340 0.2059 0.40494 O 1 30.1
Do you own a wheelbarrow? 340 0.2941 0.45632 O 1 1310.
Do you own a generator? 340 0.2824 0.450¥1 0 1 10.56

The social capital index is generated using theesprocedure as for the
physical assets index. The social capital indegeisved from 21 variables that
measure social capital. Table A2 presents deseeiptatistics for the scoring
coefficients for retained factors of the variabiesluded in the PCA model for

social capital.
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Table A2
Descriptive statistics and scoring coefficients foretained factors of the variables
included in the PCA model for social capital

Social Capital Factors N Mean | Std. Dev.| Min Max| Faor 1
Scores

How long have you been 340 4.61 1.522 1 7 -0.129

established in this village?

Does anyone in this household 340 2.37 0.858 1 3 0.135

take part in community

decision making?

Is household involvement in | 340 1.76 0.97 1 3 0.186

community activities L/S/M

compared to 10 yrs ago?

Do you have free access to 340 0.19 0.389 0 1 0.444

human rights advice?

Do you have free accessto | 340 0.18 0.384 0 1 0.311

legal advice?

Do you have free access to 340 0.62 0.487 0 1 0.409

medical advice?

Do you have free access to 340 0.2 0.403 0 1 0.542

veterinary advice?

Do you have free access to 340 0.22 0.417 0 1 0.569

medical advice?

Do you have free accessto | 340 0.12 0.326 0 1 0.519

building advice?

Do you have free access to 340 0.21 0.407 0 1 0.588

schooling advice?

Do you have free access to 340 0.04 0.192 0 1 0.448

moving/relocating advice?

Do you have free accessto | 340 0.1 0.296 0 1 0.592

market/business advice?

Do you have free accessto | 340 0.17 0.374 0 1 0.494

credit/financial advice?

People around here are willing 340 3.21 0.751 1 4 0.291

to help their neighbors.

This is a close-knit or ‘tight’ 340 3.19 0.914 1 4 0.389

neighborhood where people

generally know one another?
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Table A2 (Continued)

Social Capital Factors N Mean | Std. Dev. Min Max | Fator 1
Scores
If I had to borrow R50 in an| 340 3.1 1.036 1 4 0.22

emergency, | could borrow
it from a neighbor

People in this neighborhood 340 3.14 0.822 1 4 0.241
generally get along with

each other

People in this neighborhood 340 2.71 0.983 1 4 0.209
can be trusted

If I were sick | could count | 340 3.14 0.787 1 4 0.236

on my neighbors to shop for
groceries for me
People in this neighborhood 340 2.94 1.143 -5 4 -0.202
share the same beliefs,
culture and values

A summary of the PCA scoring criteria used to gateethe physical and social
capital indices is presented in Table A3. As memdd) the indices are based on

component one scores, which explain the greatestianof variation in factors.
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Table A3
Components extracted from Principal Component Analgis and proportion of

variation in factors explained by components

Physical capital Index Social capital Index
Component | Eigen| Proportion | Cumulative | Eigen Proportion | Cumulative
value % value %
1 3.215| 17.863 17.863 2.821 14.104 14.104
2 2.078 | 11.547 29.411 2.318 11.588 25.692
3 1.677 | 9.314 38.725 2.008 10.04 35.732
4 1.573 | 8.738 47.463 1.583 7.917 43.648
5 1.33 | 7.39 54.852 1.42 7.098 50.746
6 1.242 | 6.9 61.753 1.143 5.714 56.459
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Appendix B: Risk aversion questions

Suppose that your family income (cash and in-kititht you get from your

livelihood activities is guaranteed for every ydar life. An extension agent
comes and gives you an opportunity to adopt a eetwiology that would change
your income. There is a 50-50 chance that this tsmnology will double your

family income and a 50-50 chance that it will couy family income by a third.

Would you adopt this new technology, Yes or No?

If the answer is “no,” please answer the follogiquestionGamble 2):

Suppose the chances were 50-50 that the new tegwebould double your
family income and 50-50 chances that it would ¢uiyi 20 percent. Would you
adopt this new technology, Yes or No?

If the answer to the first question is “yes,” pe answer the following question
(Gamble 3):

Suppose the chances were 50-50 that the new tegyebould double your
family income and 50-50 that it would cut it by halvould you adopt this new
technology, Yes or No?

These three questions allow categorization of negeots into four groups.
Respondents who answered “no” to both questioesy strongly risk averse
Respondents who answered “yes” to both questiamskly risk averse

Respondents who answered “no” to the first questbut “yes” to the second:
strongly risk averse

Those who answered ‘“yes” to the first questiondamo” to the second:
moderately risk averse

162



