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Abstract

Homogenous Charge Compression Ignition (HCCI) is a promising technology

that offers high fuel economy and low oxides of nitrogen and particulate emission

for automotive and stationary engines. A significant challenge with HCCI is

the large number of partial burn/misfire cycles within the lean operation and

the control of the combustion phasing. A detailed experimental and modeling

investigation into the patterns of HCCI ignition timing and control based on

deterministic structure of data points in HCCI combustion to reduce the high

cyclic variations for operating conditions near misfire and to extend the HCCI

operating range is the focus of this thesis.

Nonlinear dynamics and chaos theory applied to a wide range of engine operat-

ing conditions show that unstable operation of HCCI with higher cyclic variations

with a non-Gaussian distribution is observed near the partial burn and misfire

region of the engine. In order to predict and control the ignition timing in the

partial burn region of HCCI, the temporal dynamics of cyclic variation in HCCI

engine near misfire is analyzed using chaotic theory methods. Closed loop igni-

tion timing control is used to reduce cyclic combustion variations for an unstable

operating range of the engine near misfire using fuel octane as the control input.
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soc start of combustion.

t total gas.

T downstream of exhaust valves.

u universal.

v (exhaust) valve.

w cylinder walls.



Chapter 1

Introduction

G
lobal warming, limited fossil fuels resources and local pollution problems

are three serious worldwide energy and environmental concerns of this

era [4]. Considering the large number of vehicles manufactured worldwide (esti-

mated 15-20 million road vehicles per year), automobiles are one of the largest

consumers of fossil fuels [5], and subsequently one of the largest producers of

carbon dioxide. A mid-term solution is to reduce fuel consumption and emissions

through the use of efficient and clean combustion in engines. HCCI (Homoge-

nous Charge Compression Ignition) is a promising technology offering high fuel

economy and low NOx emission [6, 7]. HCCI combustion has the potential to

have high thermodynamic efficiency and produce low emissions. HCCI can have

efficiencies as high as Compression Ignition (CI) engines, while producing low

NOx and PM emissions [8].

HCCI engine fundamentals, history, challenges and proposed solutions are

introduced in this chapter. The main HCCI problem is then identified for this

study and the research goals and the scope of this study are outlined. An overview

of the structure of this thesis concludes this chapter.
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1.1 BACKGROUND

1.1.1 HCCI Fundamentals

HCCI is considered as a high-efficiency alternative to Spark Ignited (SI) gasoline

operation and as a low-emissions alternative to traditional diesel compression ig-

nition (CI) combustion, particularly at part load and near the partial burn/misfire

limit. HCCI combustion has the potential for improved fuel economy, very low

oxides of nitrogen (NOx) and low particulate emissions [7]. HCCI is achieved by

uniform auto-ignition of a homogeneous mixture of combustion gases. This leads

to a low post-combustion temperature, which significantly reduces NOx emissions

[9].

HCCI combustion combines the best features of both Spark Ignition (SI) and

Compressed Ignition (CI) engines. Similar to an SI engine, the charge is well

mixed which minimizes the NOx and particulate matter emissions. Like a CI

engine, the combustion is compression ignited and has no throttling losses, which

leads to high efficiency [10, 11, 8]. A schematic of the three types of combustion

is shown in Figure 1.1.

Figure 1.1: HCCI Engine versus SI and CI Engines.[3]
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Unlike SI or diesel engines, where the combustion is initiated via spark and

fuel injection respectively, HCCI has no defined input that initiates combustion.

Therefore, ensuring that combustion occurs with acceptable timing, or at all, is

more complicated than in the case of either SI or CI combustion. Combustion

phasing in HCCI is dominated by chemical kinetics, which depend on the in-

cylinder concentrations of reactants and products, their temperature and the

amount of time that mixing takes place [12].

There are several methods used to initiate HCCI, such as heating or precom-

pressing the intake air [13], trapping exhaust gases from the previous cycle by

closing the exhaust valve early [14] and modulating intake and exhaust flows us-

ing variable valve actuation (VVA) to reinduct exhaust from the previous cycle

[15]. As in a SI engine, a homogeneous air/fuel mixture is drawn into the cylinder

and compressed. Ignition of the mixture does not depend on a spark but rather

on the compression of the mixture, through which the temperature and pressure

of the mixture are such that it will autoignite [16]. For HCCI engines which

employ trapped hot residual as means of initiating combustion, it is necessary to

operate the engine in SI mode first. Thus the HCCI mode is used at part and

medium loads and the SI mode is used at cold start and high loads. As such,

understanding the engine behavior in SI/HCCI mode transitions and the man-

agement of these transitions are critical to the successful implementation of HCCI

in these engines [17, 18, 19]. Burning of premixed lean mixtures and the absence

of diffusion-limited combustion remove the potential for soot formation in HCCI

engines [20, 21]. The combination of both high efficiency and ultra-low PM and

NOx emissions makes the HCCI engine an attractive alternative to traditional

engines.
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1.1.2 HCCI History

HCCI or controlled auto-ignition (CAI) combustion has been introduced as a

new combustion process in reciprocating internal combustion engines through

research papers over the last few decades. However, the age of this concept is

the same as spark ignition (SI) combustion in gasoline engine and compression

ignition (CI) combustion in diesel engines [22]. Diesel engines were developed

over 100 years ago. Kerosene was injected onto the surface of a heated chamber

in these engines partway early through compression stroke giving lots of time for

mixing and vaporization of fuel with air. During the start-up, a burner heats a

hot bulb on the outside. Vaporization of the injected fuel happens very quickly

as it comes in contact with the surface because of hot bulb. The auto-ignited

homogenous charge combustion was later found, when there were modifications

on the main chamber so that a homogenous charge could be formed [23]. The

Russian scientist Nikolai Semonov and his colleagues established the first theo-

retical and practical exploitation of chemical-kinetics controlled combustion for

diesel engines in the 1930s [24]. Later in the 1970s, Semonov and Gussak [25]

built the first CAI engine and controlled combustion by using active species which

are discharged from a partially burned mixture in a separate prechamber. The

original efforts on HCCI/CAI were done to control the combustion irregularities

caused by the auto-ignition of the cylinder charge to obtain stable combustion

in a conventional 2-stroke gasoline engine running lean [26, 27]. Subsequently,

mainly in the late 1980s, several attempts were made to explore the fundamental

principles of HCCI combustion. The first studies focused on the basic under-

standing of HCCI combustion and combustion mechanisms, chemical reactions,

and the effects of the main engine input parameters on HCCI combustion. At this

time, researchers found that HCCI combustion is influenced mainly by chemical

kinetics due to its type of combustion. It was observed that HCCI combustion
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produces almost no NOx, while the amounts of HC and CO are usually higher

than in conventional engines.

Consequently, Honda introduced their first production CAI automotive engine

which realized a fuel consumption reduction of up to 29% by utilizing the thermal

energy of residual gases [28]. The subsequent investigation into the application

of the new combustion process to a 4-stroke single cylinder engine employing the

potential of this type of combustion to reduce emissions and fuel consumption

was performed later [11, 8, 29]. Since the 1990s, the HCCI area has grown to

a large world wide research topic because of higher fuel prices and the need to

meet more stringent EU and US emission regulations [30, 31, 32, 33, 34]. Around

the year 2000, it was shown that the CAI combustion is achievable in 4-stroke

gasoline engines using early closure of exhaust valve or negative valve overlap [35,

36, 37, 14]. Trapping residual gas and exhaust gas rebreathing for initiating and

controlling CAI have been popular in the last few years because no changes to

vehicle are required [38]. HCCI technology has a high fuel flexibility ranging from

biofuels [39, 40] to hydrocarbon and reforming fuels [41, 42, 43, 44, 45]

1.1.3 HCCI Challenges & Proposed Solutions in Literature

The practical application of HCCI requires overcoming several technical hur-

dles. HCCI misfire or partial burn is undesirable because it results in increased

exhaust emissions and reduces engine power output [46], but it is desirable to

run the engine near this limit to maximize the high efficiency HCCI operating

range. Misfire and partial-burn criteria using crank angle based engine param-

eters are needed. The other main challenges of HCCI combustion are limited

power output, maintaining constant ignition timing despite no direct mechanism

to initiate combustion and to expand the part load region of HCCI near the mis-

fire limit [47, 48]. These challenges are directly linked to normal and partial burn
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region recognition, defining an accurate criteria of ignition timing, and cyclic

variation characterization in HCCI engines. Under certain operating conditions,

HCCI engines can exhibit large cyclic variations in ignition timing.

To increase the limited power output of HCCI engines, dual-mode combustion

between SI-HCCI [49, 50, 51] and Diesel-HCCI [52, 53] has been proposed. Super-

charging [54, 55, 56, 57] and turbocharging [56, 58, 59] have been used as tools to

boost the intake air flow leading to higher power outputs. To prepare the homoge-

nous mixture, early in-cylinder injection has been used for diesel fuels [60, 55].

Fuel injection in highly turbulent flow has been used for gaseous and volatile fu-

els [30, 61]. VVT and residual/gas trapping including exhaust gas trapping, mod-

ulating intake and exhaust flows have been used as actuators to affect the mixture

temperature and eventually control the combustion timing [62, 63, 64, 65, 66].

Variable coolant temperature, in-cylinder injection timing, water injection, vari-

able compression ratio (VCR) and variable EGR are among other existing meth-

ods to affect the control of combustion timing [67, 68, 69, 70, 71, 72, 64, 57, 73, 49].

Fuel additives, fuel reforming and modulating multiple fuels also affect combus-

tion timing via the mixture reactivity changes[74, 75, 76, 77, 78, 79].

At a fixed fuel octane and engine speed, HCCI operation is limited by partial

burn at low load, and knock at high load - both undesirable phenomena [80].

Methods to extend the HCCI operation range have been investigated [81]. Cycle-

by-cycle experimental observations of important engine parameters have shown

an inherent non-random structure inside a SI engine [82]. The presence of de-

terministic structures make it possible for real-time control methods to stabilize

these unstable operating regions of the engine [83].

A significant challenge with HCCI is the control of the combustion phasing,

which is necessary to obtain low fuel consumption and emissions [84]. HCCI lacks

a direct combustion trigger making control of combustion timing challenging [85].
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If the combustion event occurs too early, the hot combustion gases must be

compressed, decreasing the thermal efficiency of the engine, increasing the NOx

emissions, and potentially leading to knock. If the combustion event occurs

too late, not all of the fuel will react, decreasing the thermodynamic efficiency

of the engine and increasing the hydrocarbon and carbon monoxide emissions

[86, 87, 88]. Thus, developing stable and robust methods of ignition timing

control is paramount to achieving the potential of HCCI engines. There are engine

conditions under which HCCI is unstable, so to realize the full potential of HCCI

appropriate stabilizing strategies need to be developed to maximize the range of

HCCI operation. Several recent publications have begun to address the control

issues but have not focused on the fundamental nature of the transition dynamics

associated with different operating conditions of HCCI combustion [89, 90, 17, 91].

Non-random cyclic dispersion for unstable HCCI conditions are observed in [37].

The presence of structure in the variations indicates the feasibility for developing

real-time control methodologies to stabilize combustion at least in some regions

which are unstable.

For closed-loop control of the combustion phasing, a feedback signal is nec-

essary and pressure feedback is, perhaps, the most straightforward approach. In

practice, the crank angle of 50 percent burnt fuel (CA50) has proved to be a

reliable indicator of on-going combustion [92, 93, 84].

Controlling engine in-cylinder parameters to correspond to the engine oper-

ating conditions, results in the expected HCCI combustion phasing being ob-

tained. With the development of control technology for engines, many com-

bustion control approaches have been studied. Some approaches to actuate the

combustion phasing are: exhaust gas recirculation (EGR) [94], variable compres-

sion ratio (VCR) [95, 96], variable valve timing (VVT) [97, 14, 98], dual fuel

supply [99, 93], and thermal management [13]. Using these control methods,
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HCCI range, stability and efficiency improvements in HCCI combustion have

been achieved [15, 16, 17, 18, 19, 84].

In addition, different types of models have been used in modeling the com-

bustion timing of HCCI engines in literature. These models range from simple

control-oriented models [100, 101] to complex multi-zone models [102, 103] and

multi-dimensional CFD models [104, 105].

Developing new methods to control ignition timing and extend the limited

operating range of HCCI combustion requires an accurate comparison between

the performance of different ignition timing criteria and characterizing the cyclic

variation at various modes of operation. The accurate definition of ignition timing

criteria, partial burn characterization and cyclic variations using chaotic methods

are investigated in this thesis using collected experimental data at over 500 HCCI

steady state operating points each with at least 300 consecutive engine cycles.

This study, to the author’s knowledge, is the first detailed analysis of performance

of ignition timing at partial burn operation of HCCI engines.

1.2 Problem Identification and Research Scope

With lean combustion and exhaust gas recirculation to minimize NOx emis-

sions, engine combustion cyclic variability (CV), also known as cyclic disper-

sion, becomes important. Recent examples of this interest can be found in

[106, 107, 108, 109, 110]. Cyclic variations in HCCI combustion directly in-

fluence the operating range of HCCI. The operating range of HCCI is limited by

knock at high load and by misfire/instability at low load where cyclic variations

are unacceptably high [111]. High cyclic variations in HCCI engines makes the

control of ignition timing more difficult [9]. Hence, it is critical to understand the

cyclic variation characteristics and dynamics in order to find proper strategies

for ignition timing control and extending the limited operating range of HCCI
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engines.

One of the major constraints to practical lean operation has been the large

number of misfires and partial burns. A misfire event is capable of destroying

modern catalytic converters [112]. Misfires and partial burns are caused when

cyclic variations are large enough to push the local in-cylinder equivalence ratio

for a cycle very near to or less than the lean limit. Therefore, minimization

of cyclic variations is a key requirement for operating near to or extending the

effective lean limit [112].

The analysis of cyclic combustion variations is made difficult by the exis-

tence of interrelated contributing phenomena. Under idle conditions in which

the air-fuel mixture stoichiometry is lean, the combination of residual cylinder

gas and parametric variations (such as variations in fuel preparation) gives rise to

significant combustion instabilities that may lead to engine roughness and tran-

sient emissions spikes. Such combustion instabilities may preclude operation at

air-fuel ratios that would otherwise be advantageous for fuel economy and emis-

sions [113]. HCCI combustion lacks features for direct control of ignition timing

and it is mainly dependant on the charge properties which are influenced by the

temperature of residual gas from a previous cycles [114].

A good understanding of the dynamics of HCCI combustion can be used to

reduce the high cyclic variations under certain operating conditions and thus

extend the operating range. This understanding, embodied in a mathematical

model is used to recognize the deterministic structure inherent in the data points

and can then be used to predict the cycles ahead. This prediction model can

then be used to implement control applications on ignition timing of the HCCI

engine [115].

The main causes of engine cyclic variations are grouped in two categories: lin-

ear random flow processes and deterministic coupling between consecutive cycles



CHAPTER 1. INTRODUCTION 10

which has been mostly analyzed using nonlinear and chaotic theory [116], [109],

[82].

Cycle-by-cycle experimental observations of important engine parameters have

shown an inherent non-random structure inside the SI engine [82]. The presence

of deterministic structures suggests that techniques for real-time control to sta-

bilize the unstable operating regions of the engine can be implemented [83].

The transition between spark ignition and HCCI combustion has been found

to follow a relatively low-dimensional deterministic dynamics [83]. There the in-

ternal EGR (Exhaust Gas Recirculation) is varied by changing the timing and lift

of the intake and exhaust valve. In [117], the connection between past and future

combustion events are investigated using experimental nonlinear mapping func-

tions. Their results confirm that the deterministic component of lean combustion

variations can be approximated by fitting the data to a low-order nonlinear map.

Chaotic behavior in a production internal combustion engine has also been doc-

umented in [118]. Different patterns of cyclic variation of combustion patterns

have been observed in [119] including normal, periodic and cyclic variations with

weak/misfired ignitions.

In [112], the development of period-doubling and bifurcation in the experi-

mental measurements of spark ignition engine is investigated as the fuel is made

leaner. Transition from stochastic behavior to a relatively deterministic structure

has been recognized as λ is increased to very lean conditions. In [120], a method

is proposed based on symbolic approach to measure temporal irreversibility in

time series. In [121], a new method is introduced to detect and quantify the time

irreversibility. Recent developments for applying a time-series analysis technique

called symbolic time series analysis is summarized in [122]. In [123], the symbolic

method is analyzed in a different way. It is declared in their work that symboliza-

tion can directly enhance signal-to-noise ratio. Onset of combustion instabilities
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under lean fueling mixture condition was studied using symbolic methods for ob-

served in-cylinder pressure measurements in SI engine [124], [125] and [120]. In

[126], the observation of time irreversibility in cycle-resolved combustion mea-

surements of SI engines is discussed and the advantage of their model to those

linear gaussian random processes is expressed. The transition dynamics from con-

ventional SI engines to HCCI engines is described using nonlinear tools in [127].

In their work, the cyclic combustion oscillations occurring in transition between

the SI and HCCI engine as a sequence of bifurcations in a low-dimensional map

is described.

Control of ignition timing, has been recognized as the most challenging prob-

lem in HCCI engines [128, 129]. Since ignition timing is the main control param-

eter in HCCI engines, the quality of the system used to control ignition timing

affects the HCCI operation [130, 131]. The absence of a specific event to initi-

ate the combustion and high sensitivity of HCCI to the variations in the charge

properties are the reasons ignition timing control is so crucial [114].

The fuels that are used in this work include blends of n-Heptane and iso-

Octane. These two fuels (n-Heptane and iso-Octane) are Primary Reference

Fuels (PRFs) for octane rating in internal combustion engines, and have octane

number of 0 (100% n-Heptane) and 100 (100% iso-Octane), with cetane num-

ber of approximately 56 and 15, which is very similar to the cetane number of

conventional gasoline and diesel fuel, respectively.

The purpose of the work is to reduce cyclic variations of HCCI engine in order

to extend the lean limit operating range. The focus of this thesis is to perform

a detailed experimental and modeling investigation into the patterns of HCCI

ignition timing. This requires identifying patterns of cyclic variations in HCCI

ignition timing and determining different HCCI operating regions with determin-

istic cyclic variation characteristics. A chaotic predictive model is developed to
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predict cycle-to-cycle combustion timing for an HCCI engine. The goal is to have

a model that: can predict HCCI combustion timing one cycle ahead, has a good

accuracy and has one physical input that can be used as the feedback parameter

in the closed loop control of HCCI. The model predicted values will be used to

control and regulate the desired engine parameters. The main emphasis is to em-

ploy the model outputs in order to control cyclic combustion variations for very

unstable operating ranges of engine near misfire. One important feature of these

regions which are close to misfire limit is very high cyclic variations which results

in unstable operation. The model predicted cycle ahead ignition timing should

be accurate enough for use as a feedback parameter to design subsequent control

strategies in HCCI engines. Controlling and reducing high cyclic variations re-

sults in being able to extend the limited operating region of HCCI especially at

misfire limit.

1.3 THESIS ORGANIZATION

This thesis is organized into eight chapters as schematically depicted in Fig-

ure 1.2. Chapter 1 contains the introduction and background method. The

research target and scope of this work are described in this chapter. In chapter 2

the experimental setup used in this study is documented. The testing procedure

and operation limits are then described. In addition, ignition timing definitions

are also discussed in chapter 2, since ignition timing criteria will be used sev-

eral times throughout the thesis. Categories of cyclic variability in HCCI engine

ranging from stochastic to deterministic patterns are introduced in Chapter 3.

This chapter focuses on studying how nonlinear scattering patterns of ignition

timing cyclic variation develop in an HCCI engine. Several techniques applied in

nonlinear dynamics and chaos theory are used in this chapter to observe possible

deterministic structures inherent in the experimental data due to the experimen-
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Figure 1.2: Schematic of the thesis organization. (Numbers in brackets refer to
our work in conference and journal papers that is the basis for each chapter)

tal HCCI data ranges from the misfire limit to the knock limit varying intake

manifold temperature. Dominant deterministic patterns are observed in some

of the data near the misfire limit. The results show that unstable operation of

HCCI with higher cyclic variations in ignition timing is observed closer to the

misfire region of the engine. A wide range of engine operating conditions are also

analyzed in Chapter 3 using normal distribution variation statistical tests. These

results show that unstable operation of HCCI with higher cyclic variations of non-

gaussian distribution is observed closer to the partial burn and misfire region of
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the engine. Thus, partial burn/misfire region of HCCI will be the main focus of

interest in order to extend the HCCI limited operating range and controlling the

combustion instabilities for the following chapters. The results of this chapter

provide a basis for recognizing the engine operation near partial burn and misfire

in Chapter 4. They will also be used in Chapter 7 in order to extend the HCCI

limited operating range and controlling the combustion instabilities.

To predict and control the ignition timing in partial burn region of HCCI,

accurate offline and online estimates of ignition timing in that region of HCCI

are needed. Offline and online methods to recognize partial burn are developed

and discussed in Chapter 4. For offline operating condition ignition timing, a

new method is proposed which combines the Coefficient of Variation of Indicated

Mean Effective Pressure (COVImep) and percentage of cycles with less than 90

percent heat release of previous cycle. Particularly near the partial burn/misfire

limit, this method is more reliable than just COVImep. In addition, different

crankangle based methods for determining the start of combustion for each of

the two regions of normal and partial burn are compared in Chapter 4. The

different crank angle dependant methods used to characterize combustion timing

can exhibit inaccurate results near the partial burn region of HCCI. The start and

duration of combustion are compared for a wide range of operating conditions and

the relative merits of each method are discussed. Finally, an online ignition timing

estimate, defined as the ratio between peak of main stage of heat release and the

sum of peak of main stage and cool flame stage of heat release is introduced

in this chapter to more accurately identify the operating region of the engine.

Using this, normal and partial burn engine cycles can be determined in realtime

(engine cycle to cycle) for fuels exhibiting a cool flame. This criterion is used to

understand the performance of each of the crank angle based methods that are

analyzed. The performance of each method is investigated for both the low cyclic
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variation and the high cyclic variation (unstable) region of the engine.

Temporal dynamics of cyclic variation in HCCI engine near misfire is ana-

lyzed using chaotic theory methods in Chapter 5. The analysis of variation of

consecutive cycles of ignition timing is performed for a test point near the misfire

condition. A symbol-statistic approach is used to find the occurrence of possi-

ble probabilities of the data points under the same operating conditions. These

techniques are then used to predict ignition timing one cycle ahead. The pre-

dictive method for ignition timing cycles ahead prediction is also validated with

experimental engine data in Chapter 5.

The crank angle where the maximum pressure occurs ( θPmax) is proposed as

a robust criteria for distinguishing between normal and misfire HCCI combustion

modes in Chapter 6. Particularly near the partial burn/misfire limit, this method

is found to be more reliable than other existing methods. The performance of this

new criteria is then analyzed for different engine loads at both constant fueling

and constant equivalence ratio at 329 HCCI experimental operating points. The

results from Chapter 6 are used in Chapter 7 in a feedback control algorithm

that stabilizes ignition timing in these regions thus extending the useful oper-

ating range of HCCI. Variation of consecutive cycles of θPmax is analyzed near

misfire operation for five test points with similar conditions but different octane

numbers. Predicted θPmax has similar dynamical behavior to the experimental

measurements. Based on this cycle ahead prediction, and using fuel octane as

the input, feedback control is used to stabilize the instability of θPmax variations

at this engine condition near misfire. Finally, Chapter 8 summarizes the major

results from this thesis and provides recommendations for further research.

1.4 Thesis Contributions

The major thesis contributions are summarized below:
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• Characterized the cyclic variability of HCCI combustion using both chaotic

and statistical methods. Studied the development of nonlinear scattering

patterns of ignition timing cyclic variation in HCCI engine. Analyzed a

wide range of engine operating conditions to determine which conditions

have have a normal distribution for ignition timing [115].

• Defined two criteria (offline and online method) for partial burn opera-

tion using experimental data from HCCI engine collected at 115 oper-

ating points. Investigated and compared the performance of five meth-

ods for characterizing the combustion timing based on the two criteria

[132, 46, 133].

• Found a comprehensive ignition timing that works for both normal and

partial burn operating conditions [134].

• Captured the deterministic structure inherent in the data points. Performed

an analysis of variation of consecutive cycles of ignition timing for an n-

heptane fueled engine near the misfire condition in order to predict the

following cycles using the identified dynamics. Predicted the next cycle

ahead combustion timing [135, 136].

• Developed and implemented a feedback control scheme to stabilize the high

cyclic variations of ignition timing. Reduced combustion timing variations

resulting in a more stable engine operation with fewer misfire cycles [137].



Chapter 2

EXPERIMENTAL SETUP & DATA ANALYSIS

T
his chapter describes the experimental setup used in this study. The testing

procedure and operation limits are then described. In addition, definitions

of different ignition timing criteria are discussed and the chapter concludes with

a brief discussion of the setup. Two different engine experimental setups have

been used in this study for data acquisitions and each is described in detail.

2.1 EXPERIMENTAL SETUP

A single cylinder Ricardo Hydra Mark 3 engine fitted with a Rover K-7 head and

a single cylinder Ricardo Hydra Mark 3 block fitted with a VVT Mercedes E550

cylinder head are used to carry out HCCI experiments [1]. Table 2.1 lists the

geometrical specifications of both the Ricardo with Rover and Mercedes head en-

gines [2]. This engine represents a typical spark ignition engine, outfitted with a

piezo-electric pressure transducer mounted between an intake and exhaust valve.

A schematic of the test cell is shown in Figure 2.1. The Ricardo engine uses a

flat top cast aluminum piston and has a combustion chamber with pent-roof de-

sign with a centrally located spark plug. Two intake and two exhaust valves are

operated with dual camshafts located in the cylinder head. The fuel is injected

into the intake port, when the intake valves are closed, with 3 bar fuel pressure
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using a standard automotive fuel injector. In Figure 2.1, one fuel system is used

to inject n-Heptane and the other is used to inject iso-Octane. The separate flow

rate control of each of these two fuels allows any desired octane number to be ob-

tained. Both n-Heptane and iso-Octane injectors are aimed directly at the back

of the intake valves. The fuel injection is done with a dSpace-MicroAutobox ECU

(Engine Control Unit), which provides accurate control of the injection timing as

well as the duration. The ECU also controls the spark timing, which is used dur-

ing the engine warm-up in SI mode but is turned off for HCCI combustion. The

fresh intake air entering the engine is first passed through a laminar air-flow me-

ter for flow rate measurement. Then, the fresh charge is mixed with recirculated

hot exhaust gases (EGR) using an insulated return line controlled with a valve

from the exhaust to the intake before the supercharger. Next, a supercharger

driven by a variable speed electric motor adjusts the intake manifold pressure

and then a 600W electrical band-type heater sets the mixture temperature to a

desired value using a closed-loop controller. Finally the exhaust gases exiting the

cylinder are sampled for emission analysis. As shown in Figure 2.1, the emission

can be sampled from either the intake manifold or from the exhaust manifold.

The engine out Air Fuel Ratio (AFR) value is measured by ECM AFRecorder

1200 UEGO with measurement accuracy of 0.01-0.03. Intake temperature is mea-

sured with 2 ◦C resolution using a K-type thermocouple positioned in the intake

manifold before the charge entering into the cylinder. The EGR rate is deter-

mined by comparing the CO2 concentrations in the intake and exhaust manifolds,

and by assuming that all CO2 in the intake manifold is from the exhaust gases.

Measurement of the cylinder pressure is done using a Kistler water- cooled Ther-

moCOMP (model 6043A60) piezoelectric pressure sensor that is flush mounted in

the cylinder head. Crank angle measurement with 0.1 ◦ resolution is done using

a BEI optical encoder connected to the crankshaft on the front of the engine.
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An emissions test bench is used to collect emissions data. NOx is measured with

1 ppm resolution using Horiba CLA-510SS emission analyzer and Horiba FIZ-

510 emission analyzer is used to measure HC with 10 ppm resolution. CO is

measured with 0.01% resolution using Siemens ULTRAMAT6 emission analyzer.

There are uncertainties associated with measuring each input parameter. Based

on the procedure of sequential perturbations, the uncertainty analysis of the in-

puts necessary in calculating the result is performed to determine the effect of

each input error on the output [138]. Table 2.2 lists the estimated uncertainty

associated with measured parameters.

Table 2.1: Configuration of the Ricardo single-cylinder engine fitted with Rover
and Mercedes cylinder head.

Parameters Rover Mercedes

Bore × stroke [mm] 80 × 88.9 97 × 88.9
Compression Ratio 10 12

Connecting Rod Length [mm] 159 159
Displacement [L] 0.447 0.653
Number of Valves 4 4
IVO, IVC [aBDC] -175 ◦, 55 ◦ -
EVO, EVC [aBDC] -70 ◦, -175 ◦ -

Table 2.2: Estimated uncertainty in measured inputs for the Ricardo engine with
Rover head. [1]

Parameters Value Uncertainty (±)

B [m] 0.080 0.001
S [m] 0.089 0.001
L [m] 0.159 0.001

VTDC [m3] 4.98e-5 0.05e-5
Tman [ ◦C] 64 - 141 2

λ [] 1.8 - 3.5 1%
N [rpm] 800 - 1200 10

ṁair [g/sec] 3.1 - 4.2 5%
ṁfuel [g/sec] 0.054 - 0.134 3%
T [Nm] 5.2 - 16.9 0.1
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Figure 2.1: Schematic of the experimental setup

The cylinder head used in this study has built in camshaft phasers. In produc-

tion engine fitted with Mercedes E550 head these phasers are controlled by the

engines Electronic Control Unit (ECU) but for this research custom controllers

are designed and built. For this study phasers are controlled using the dSPACE

MicroAutoBox. The PI controller runs at a 1kHz sample rate and the gains are

manually tuned. The timing adjustment of 40 ◦can individually be set for both

the intake and exhaust valves. The timings used in this study can be seen in

Table 2.3. The change in valve timing is not instantaneous due to the mechanical

inertia of the system. This phaser dynamics is time based, so as the engine speed

is increased it will take more engine cycles to complete the same timing change.

Table 2.3: Timing of intake and exhaust valves using Mercedes E550 head. [2]

Parameters Timing Range

Intake 202-242 aTDC
Exhaust 13-53 bBDC
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N-heptane and iso-octane are individually port injected with the fuel schedul-

ing of the two injectors done using a dSpace-MicroAutobox ECU. Realtime com-

bustion analysis is done with A&D Baseline CAS. Using this degree based real

time processor the cylinder pressure was recorded 3600 times per crank revolu-

tion, this was then analyzed for the pertinent combustion metrics, such as IMEP

(Indicated Mean Effective Pressure), ignition timing such as θPmax, CA10, CA50,

and burn duration. All other parameters are logged on a time basis using the

test cell A&D Baseline DAC.

2.2 EXPERIMENTAL SETUP - TEST CONDITIONS

Tables 2.4 to 2.6 details all the experimental engine operating points used for

this study. The engines are run for five different PRF blend fuels (PRF0, PRF10,

PRF20, PRF30, PRF40)1. The relatively low compression ratio of the Ricardo

engine does not allow the operation of HCCI for high octane number fuels. The

maximum octane number in which the HCCI operation could be maintained is

PRF40 for the Ricardo engine.

Table 2.4 list the test operating conditions of 338 operating points with 300

consecutive cycles, of which 9 exclusively consist of 3000 consecutive cycles and

are used for the manifold temperature sweep and all are used for the normal

distribution analysis. All of the engine operating points are at steady-state oper-

ating conditions (inputs to engine and engine speed held constant). All of these

operating points are collected using the engine setup fitted with a Rover K7 head.

1PRF number is defined as the volume percentage of iso-Octane in the fuel mixture of
n-Heptane (PRF0) and iso-Octane (PRF100).
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Table 2.4: Ricardo engine operating conditions 1

Parameter Range
Manifold Pressure [kPa] 88-162

Manifold Temperature [ ◦C] 60-161
External EGR [%] 0-30

Fuel Octane Number [PRF] 0,10,20,40
Engine Speed [RPM] 760-1340
Equivalence Ratio [-] 0.29-0.95

Coolant Temperature [ ◦C] 25-84
Oil Temperature [ ◦C] 48-80

Table 2.5 lists the tests operating conditions of 59 operating points with 300

consecutive cycles of which 30 are found at partial burn region, 11 at misfire and

18 at normal operating conditions region. The operating points span the range

between normal operating condition to the misfire condition. All of the engine

operating points are at steady-state operating conditions (inputs to engine and

engine speed held constant). All of these operating points are collected using the

engine setup fitted with a Mercedes E550 cylinder head.

Table 2.5: Mercedes engine operating conditions 2

Parameter Range
Manifold Pressure [kPa] 90-120

Manifold Temperature [ ◦C] 85-102
External EGR [%] 0

Fuel Octane Number [PRF] 0,10,20,30,40
Engine Speed [RPM] 1024
Equivalence Ratio [-] 0.30-0.54

Table 2.6 lists the tests operating conditions of 115 operating points with

300 consecutive cycles. The operating points span the range between normal

operating condition to the misfire condition. All of the 115 engine operating

points are at steady-state operating conditions (inputs to engine and engine speed

held constant). All of these operating points are collected using the engine setup

fitted with a Mercedes E550 cylinder head.
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Table 2.6: Mercedes engine operating conditions 3

Parameter Range
Manifold Temperature [ ◦C] 85-97
Fuel Octane Number [PRF] 0,10,20,30,40
Manifold Pressure [kPa] 90-120
Equivalence Ratio [-] 0.29-0.55
External EGR [%] 0

Engine Speed [RPM] 1021-1074

2.3 IGNITION TIMING DEFINITION

HCCI combustion of the saturated hydrocarbon compounds known as alkanes

including paraffins such as n-Heptane and iso-Octane exhibit a two-stage auto-

ignition mechanism attributed to chain branching reactions via alkoxyperoxide

dissociation [139, 140]. The two combustion stages as shown for n-Heptane in

Figure 2.2 involve Low Temperature Reactions (LTR) for cool flame (1st stage)

and High Temperature Reactions (HTR) for the main (2nd stage) combustion.

Low Temperature Reactions (LTR), particularly reactions involving n-Heptane

control the first combustion stage. The second stage combustion is controlled

by High Temperature Reactions (HTR) that starts when the decomposition of

H2O2 becomes slower than its production at a temperature around 1000 ◦K [141].

Timing of the combustion process is important, and there are many different ways

that the timing of HCCI can be calculated [142]. The start of the main (2nd

stage) combustion, denoted here as SOC, is defined as being the point at which

the third derivative of the pressure trace with respect to the crank angle (θ) in

CAD (Crank Angle Degree) exceeds a heuristically determined limit [142, 16]:

dp3Lim =
d3P

dθ3
|ign=

d3P

dθ3
|lim [

kPa

CAD3
] (2.1)

where the dp3Lim value is determined from the available experimental data
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for each engine. More details about the method to determine SOC is found in

section 4.2.

The heat release method [143], that applies the first law analysis on the en-

gine charge assuming ideal gas properties, is used to determine net HRR (the

combustion energy release less heat lost to the walls). Fuel Mass Fraction Burnt

(MFB) is calculated using the Rassweiler method [144] so that crank angles of

the percentage of the fuel burnt can be determined. CA10, CA50, and CA90

are defined as the crank angles for 10%, 50%, and 90% MFB respectively. Burn

Duration (BD) is defined as the crank angle rotation between CA10 and CA90 as

indicated in Figure 2.2. Definitions of ignition timing are indicated in Figure 2.2

for a sample test point.
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Figure 2.2: Ignition timing definitions – using in-cylinder pressure trace and net
heat release rate for PRF10, N= 1000 rpm, Φ= 0.42, EGR= 0%, Tm= 112 oC,
Pm= 120 kPa
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θPmax is defined as the crank angle of the maximum in-cylinder pressure during

one engine cycle. With early or late combustion, θPmax is a representation of the

heat release phasing since it is closely coupled to the combustion volume. An

example of the location of θPmax for HCCI combustion is shown in Figure 2.3

where cylinder pressure is plotted versus crankangle.
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Figure 2.3: Sample operating point for HCCI combustion at point A. Conditions:
PRF 0, engine speed n = 800 rpm, Tman = 120 ◦C, Pman = 93 kPa, ϕ = 0.51,
EGR = 0%, Tcoolant = 75 ◦C, Toil = 66.5 ◦C
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In-cylinder pressure traces from 300 or 3000 consecutive engine cycles with

0.1 ◦resolution are recorded for each experimental point. The experimental pres-

sure signal is filtered with a second order Butterworth low pass filter with cutoff

frequency of fc = 0 : 556CAD−1 to remove high frequency noise so that nu-

merically differentiating the pressure trace to get SOC based on equation 2.1 is

viable. The pressure signal is filtered in the crank angle domain to avoid having

to change the cutoff frequency for different engine speeds and the filtering is done

in both forward and reverse directions to avoid any phase shift.

2.4 SUMMARY

The experimental setup used to collect the operating points has been detailed in

this chapter. The operating points cover the whole range between knock operat-

ing condition to the misfire condition. The combustion behavior characteristics

will be examined for these operating conditions in the following chapters in or-

der to detect the unstable region of operation. Then control will be applied in

the unstable region in order to stabilize the combustion and extend the HCCI

operation region.



Chapter 3

CYCLIC VARIATION CHARACTERIZTION

IN HCCI COMBUSTION USING CHAOTIC

AND STATISTICAL APPROACH1

U
nder certain operating conditions, HCCI engines can exhibit large cyclic

variations in ignition timing. Cyclic variability in an engine can be catego-

rized as ranging from stochastic to deterministic patterns. This chapter focuses

on studying how nonlinear scattering patterns of CA50 cyclic variation develop

in an HCCI engine.

The return map technique applied in nonlinear dynamics and chaos theory is

used in this chapter to observe possible deterministic structures inherent in the

experimental data. Transitions from the misfire to knock limit within the HCCI

mode are generated by varying intake manifold temperature. Using CA50 return

maps, a general trend is observed such that when intake manifold temperature

is reduced, the beginning and subsequent development of bifurcation emerges.

Dominant deterministic patterns are observed in some of the data which can be

caused by nonstationary or transient dynamics of the engine near misfire limit.

Return map results for CA50 near the knock limit show an unstructured cluster

1The results of this chapter are partially based on [115].
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of circular data gathered around a fixed point. The return maps of CA50 start

to scatter over the diagonal line as engine conditions are changed towards the

misfire limit and fixed points becomes destabilized leading to more structured

data points. The structured patterns seen in the data can be attributed to the

deterministic coupling between consecutive cycles. These results show that un-

stable operation of HCCI with higher cyclic variations is observed closer to the

misfire region of the engine. The results of this chapter will be used to extend

the HCCI limited operating range and controlling the combustion instabilities in

subsequent chapters.

3.1 INTRODUCTION

Cyclic variations in SI engines have been experimentally studied for decades [145,

146], but only some experimental studies [117, 83, 147, 148, 149, 150, 37, 151, 152,

127] in recent years partially investigate the cyclic variations in HCCI engines.

The transition between spark ignition and HCCI combustion which follows a rela-

tively low-dimensional deterministic dynamics has been documented in [83] where

the internal EGR (Exhaust Gas Recirculation) is varied by changing the timing

and lift of the intake and exhaust valve. In [117], the connection between past

and future combustion events are investigated using experimental nonlinear map-

ping functions. Their results confirm that the deterministic component of lean

combustion variations can be approximated by fitting the data to a low-order

nonlinear map. Chaotic behavior in a production internal combustion engine has

also been documented in [118]. Different patterns of cyclic variation of combus-

tion patterns have been observed in [119] including normal, periodic and cyclic

variations with weak/misfired ignitions. In [149], a single-cylinder engine fueled

with different PRF mixtures is run in HCCI mode to study cyclic variations of

HCCI combustion. The study shows that when the octane number is decreased
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the distribution of combustion parameters is more concentrated around mean

values and cyclic variations of performance parameters significantly decrease. In

[147], limits of HCCI combustion are investigated on a single-cylinder engine for

19 different gasoline-like fuels with octane numbers higher than 60. An octane

index to characterize high HCCI cyclic variation limit and a knock limit is de-

fined. They observe that acceptable HCCI cyclic variation occurs only within

a narrow range of ignition timing around TDC. In [37], the variations of cycle

resolved gas temperature and unburned hydrocarbons are discussed for a camless

gasoline HCCI engine. They find a strong correlation between the combustion

phasing and the gas temperature at the beginning of the compression stroke and

no correlation is found between the residual (exhaust) gas temperature at the

end of the expansion stroke and the combustion phasing of the next cycle. They

also report that a high level of hydrocarbons in the residuals is generated by

quenching that occurs for late combustion timing. These hydrocarbons auto-

ignite during the following gas exchange phase. Experimental results in [151]

for a lean burn engine fueled with n-pentane and n-Heptane indicate that HCCI

operating conditions are limited by the extent of non-homogeneity of the intake

charge – both in mixture quality and temperature. They observe lower HCCI

cyclic variations near to the knock limit and for higher compression ratios at

a constant equivalence ratio. Stability of late-cycle auto-ignition is studied in

[148, 152] for a single-cylinder diesel engine run in HCCI mode. They observe

that variations of IMEP increase rapidly after a certain combustion phasing or

late limit. Increasing the fueling rate retards the late limit of combustion phasing

before the onset of unstable HCCI combustion. This late limit is a function of

fuel as iso-Octane (PRF100) fuel tolerates less retarding of combustion phasing

compared to a lower PRF blend (i.e. PRF80). Results from [127, 83] on the

cyclic combustion variability of a spark-assisted gasoline engine during transition
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between SI mode and HCCI mode show that HCCI cyclic variation can follow a

repeatable pattern of complex combustion that is not a random process. More

deterministic structure is observed in cyclic variation of HCCI ignition timing

as the engine operating condition is changed from the knock limit to the misfire

limit [115].

Here, cyclic variation of ignition timing in an HCCI engine is investigated

using a range of experimental data collected from a single-cylinder Ricardo en-

gine. Two methods, the engine variation and bifurcation plot, to study patterns

of CA50 (Crank angle of 50% fuel burnt) cyclic variation is applied in an HCCI

engine. Nine points ranging from the misfire to the knock limit within the HCCI

mode are experimentally measured by varying the intake manifold temperature.

Return maps from chaotic theory are used to check the deterministic structure

inherent in the data points as intake manifold temperature decreases. Probability

distribution for cyclic combustion timing is the second approach examined. Ex-

perimental data of 338 different points over a wide range of operating conditions

are examined to find out the conditions where a normal distribution for CA50

is observed. Three common statistical testing methods are used to verify the

hypothesis of having a normal distribution for each data point.

The experimental engine setup is explained in Section 2.1 in which the engine

fitted with a Rover K-7 head are used for data collection. The tests operating

conditions are listed in Table 2.4 and 338 points are analyzed of which 9 are used

for the manifold temperature sweep and all are used for the normal distribution

analysis.



CHAPTER 3. CYCLIC VARIATION CHARACTERIZATION 31

3.2 TRANSITION ANALYSIS

3.2.1 Stability Analysis

An intake manifold temperature sweep from the knock limit to the misfire limit in

HCCI mode where the intake manifold temperature is varied while keeping all the

other parameters constant is performed for nine temperatures. The test operating

conditions are listed in Table 2.4 for the experimental setup fitted with a Rover

K-7 head described in section 2.1. The reason for varying the intake manifold

temperature is that HCCI combustion is sensitive to temperature [119]. For these

measurements each intake manifold temperature level 3000 consecutive cycles are

recorded. To characterize the cyclic HCCI combustion dynamic behavior, several

methods are used.

First, the engine stability in terms of Coefficient of Variation (COV) of Indi-

cated Mean Effective Pressure (IMEP) of HCCI combustion during the transition

from misfire to knock limit is examined in Figure 3.1. COV is defined as Stan-

dard Deviation (STD) divided by the mean value. In Figure 3.1, the point with

Tman = 80oC corresponds to the HCCI operation region near the misfire limit

where COV of IMEP is high. Near the knock limit region (Tman = 145oC), COV

of IMEP reaches its minimum value, which indicates the most stable mode of the

combustion (in terms of COV of CA50).

Since CA50 is a very good indicator of ignition timing in HCCI [92], it is used

here as is the cyclic variation of CA50 during HCCI operation. The Standard

Deviation of CA50, which is a good measure of how CA50 variation changes, is

shown in the Figure 3.2 for varying intake manifold temperature. Increasing the

intake manifold temperature from the misfire limit to the knock limit results in

CA50 variation decreasing as shown in Figure 3.2.

A bifurcation diagram is used to reflect the effect of each parameter on the
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whole time series [112] and is shown in Figure 3.3 where the variation of the grey

scale seen in the plot is indicative of variation in density of CA50 data points. The

concentration of data points around their mean point (darker area), increases near

the knock limit. In addition, increasing intake manifold temperature advances

CA50.
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Figure 3.3: CA50 bifurcation diagram for intake manifold temperature sweep

3.2.2 Return Maps

The return maps as a chaotic theory technique is often used to determine the

inherent deterministic structure of the data [83, 112, 121]. Return maps plot

pairs of successive time series values versus each other (here the CA50 value

for cycle i versus cycle i+1 are plotted in a return map). Using return map

plots, each cycle point relates to the next cycle through the general statistical

picture of the whole cycles interrelation [121] and these maps provide a qualitative

tool to check the deterministic structure inherent in the data points [126]. The

analysis of CA50 for a HCCI sweep from knock limit to misfire limit during HCCI
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combustion in terms of the CA50 return maps is illustrated in Figure 3.4 for the

range of intake manifold temperatures previously described. The dispersion of

these data points over the diagonal line seem to occur because of nonstationary

or transient dynamics of the engine near misfire limit, where oscillations between

early and late CA50 occur frequently. Return maps result for CA50 near the

knock limit show an unstructured cluster of circular data gathered around a fixed

point which indicates the HCCI combustion is getting more stable in the vicinity

of the knock limit. These data points start to scatter over the diagonal line as

they move towards the misfire limit and fixed points becomes destabilized leading

to more structured data points. The structured patterns seen in the data can be

attributed to the deterministic coupling between consecutive cycles. Overall, the

return maps exhibit more asymmetry as they approach the misfire limit.
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Figure 3.4: CA50 Return maps for HCCI combustion illustrating the transition
from (a) knock limit to (i) misfire limit reducing the intake manifold temperature
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3.3 NORMAL DISTRIBUTION ANALYSIS

An other common method for analyzing the cycle to cycle combustion timing

is using statistical methods. The population of consecutive ignitions at a con-

stant operating point can be used to form a probability distribution for cycle

to cycle combustion timing. Normal distribution is the most common probabil-

ity distribution used to characterize experimental data [153]. Experimental data

at 338 different points including the 9 points analyzed previously are analyzed

to determine which conditions have a normal distribution for CA50. Two com-

mon testing methods for normal distributions are used. The first method is the

Lilliefors test that evaluates the input data and returns the result of the hypoth-

esis test for the goodness of fit to the normal distribution [154]. The second

method is the Kolmogorov-Smirnov test that compares the values in the data

with a standard normal distribution and checks the hypothesis that the data has

a standard normal distribution [155, 156]. These two methods are applied on the

CA50 data sets from 338 points. Points that successfully pass these two tests

are then visually evaluated with normal probability plot. The normal probabil-

ity plot is a graphical tool to assess whether or not a data set follows a pattern

of a normal distribution [153]. Data from the experimental points are plotted

against a theoretical normal distribution and if data is normally distributed, it

forms an approximate straight line. The level of departures from normality is

judged by how far the points vary from the straight line. Figure 3.5 shows a

normal probability plot for a sample experimental point that exhibits a normal

distribution. CA50 data sets for all experimental points were processed using the

procedure mentioned above and 19 points out of 338 points are judged to have

a normal distribution. The range of ignition timing parameters for cases with

normal distribution are compared with those of the whole data set in Table 3.1.
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Figure 3.5: Sample normal probability plot for the test point (h) in Figure 3.4.

Table 3.1: Comparing the range of ignition timing parameters for cases with
normal distributions with those from the whole 338 HCCI experiments

Parameter SOC CA50 BD STDCA50

Whole Exp. Data -4.6 → 21.9 1.8 → 24.9 2.4 → 13.1 0.4 → 4.4
Normal distribution cases 0.8 → 7.7 4.5 → 11.5 2.5 → 4.3 0.5 → 1.4

Table 3.1 shows that normal distribution of CA50 is more likely to occur in

HCCI ignitions occurring for a window immediately after TDC (0.8 ≤ SOC ≤7.7

CAD aTDC). In those conditions, cyclic variations of CA50 is typically low (0.4

≤ STDCA50 ≤1.4 CAD) and the burn duration is short (2.5 ≤ BD ≤ 4.3 CAD).

A large deviation from the straight line is observed in normal probability plots

of the operating points which have mean CA50 occurring after 15 CAD aTDC.

Furthermore, all the 19 test points are for fully warmed up conditions and none

of the points which have low coolant temperature show a normal distribution

for CA50. No direct preference for normal distribution was seen in operating

conditions in terms of octane number, engine speed, equivalence ratio and intake



CHAPTER 3. CYCLIC VARIATION CHARACTERIZATION 38

conditions. However, since a combination of these conditions determine the lo-

cation of SOC, this is expected.

3.4 SUMMARY

Experimental characterization of cyclic variation of HCCI combustion using both

chaotic and statistical methods has been performed. The cyclic variations of

CA50 increases as manifold temperature decreases.

Using bifurcation diagrams and return maps more structure is observed as the

engine operating condition is changed from the knock limit to the misfire limit by

using 9 different intake manifold temperatures. This structure is indicative of a

coupling between successive CA50 (engine cycle timing) which has the expected

sequence of late and early combustion near the misfire limit. This is important

since a deterministic structure make prediction and eventual control possible.

A wide range of engine operating conditions (338 points) are analyzed using

normal distribution variation statistical tests. As expected, stable HCCI com-

bustion with combustion timing (CA50) near TDC is more likely to have normal

distributions since the combustion timing of successive cycles is independent.

These results show that unstable operation of HCCI with higher cyclic variations

is observed closer to the misfire region of the engine. Thus, misfire region of HCCI

will be the main focus of interest in order to extend the HCCI limited operating

range and controlling the combustion instabilities for the next chapters.



Chapter 4

RECOGNIZING PARTIAL BURN OPERATION

AND PARTIAL BURN CRANKANGLE LIMIT

CRITERIA COMPARISON ON AN

EXPERIMENTAL HCCI ENGINE 1

T
wo challenges of HCCI combustion are: maintaining constant ignition tim-

ing despite no direct mechanism to start combustion, and to expand the

part load region of HCCI near the misfire limit. In the following section, to ac-

complish these goals, the accurate on and offline estimates of ignition timing are

introduced to recognize a partial burn or misfire.

For offline operating condition ignition timing, a new method is proposed

which combines the Coefficient of Variation of Indicated Mean Effective Pressure

(COVImep) and percentage of cycles with less than 90 percent heat release of

previous cycle. Particularly near the partial burn/misfire limit, this method is

more reliable than just COVImep but is an offline method since the COVImep

requires all cycles to first be analyzed. For online ignition timing estimates, a

new method in which the ratio of the peak of main stage and cool flame stage of

heat release curve (HTR to HTRLTR Peak Ratio) is used for each cycle. Using

1The results of this chapter are partially based on [46, 133, 132].
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this, normal and partial burn engine cycles can be determined in realtime for

fuels exhibiting a cool flame.

These two methods are tested on 115 HCCI experimental operating points in

which 300 cycles of cylinder pressure data are collected and are found to be more

reliable then existing methods in the literature.

4.1 INTRODUCTION

A misfire event is a lack of combustion which results in a momentary lack of

torque. Misfire leads to a sudden engine speed decrease [157] and is undesirable

since it can lead to speed and torque fluctuations, increased exhaust emissions

[158], and unburned fuel in the exhaust that will eventually damage the catalytic

converter [159]. In particular, there is a high risk of misfire in HCCI operation,

which can have a much more destructive consequence on the engine’s performance

and emissions than SI combustion [22]. At a fixed fuel octane and engine speed,

HCCI operation is limited by two boundaries: partial burn/misfire and knock

limit [22]. To reduce HCCI engine knock at high loads, combustion-phasing retard

[148, 160] has been used. Combustion-phasing retard can help to reduce knock

since the autoignition occurs during the expansion stroke and the effect of the

naturally occurring thermal stratification produced by heat transfer are enhanced

prolonging the duration of the autoignition event which lowers the peak heat-

release rate [160, 161, 162]. To mitigate excessive pressure rise rate, precise control

of the combustion phasing is often required [46]. Beyond a certain combustion

phasing, if the combustion is retarded too much, CO and HC emissions increase

and combustion becomes unstable [163] resulting in partial-burn or misfire cycles.

This happens because the charge cooling effect due to piston expansion overcomes

the exothermic reactions of the combustion event preventing the charge from

undergoing strong combustion. These factors limit the extent of combustion-
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phasing retard to reduce the pressure-rise rates but the exact combustion-retard

limits and the behavior of the combustion for these conditions are not well known

[152].

The acceptable combustion phasing range decreases with increasing fueling.

At a sufficiently high fueling rate, the acceptable combustion phasing is highly

constrained by the knock and misfire limits, and this operating condition rep-

resents the highest possible engine power output for a given intake pressure

[164, 165]. On the other hand, as the cylinder charge is made leaner (with ex-

cess air) or more dilute (with a higher burned gas fraction from residual gases or

exhaust gas recycle) the cycle-by-cycle combustion variations increase until some

cycles have partial burning. Further leaning or more charge dilution results in

reaching the misfire limit as a portion of the cycles fail to ignite. Such operation

is undesirable from the point of efficiency, HC emissions, torque variations and

roughness [143].

Increasing dilution rates eventually leads to misfire. Results show that both

the start of combustion and burn duration are sensitive to mixture dilution (excess

air or EGR). However, only the start of combustion is affected by the fuel octane

number [166]. As fuel flow rate is decreased, the net heat release rate decreases

resulting in a decrease in the average combustion temperature which results in

more unburned products characterized by high CO and unburned HC emissions

and by increased cycle-to-cycle variations [22]. Results also show that the position

of SOC (Start of Combustion) plays an important role in cyclic variations of HCCI

combustion with less variation observed when SOC occurs immediately after top

dead centre (TDC) [114]. Higher levels of cyclic variations are observed in the

main (second) stage of HCCI combustion compared with that of the first stage

for the Primary Reference Fuel (PRF) fuels studied. Cyclic variation of SOC is a

function of charge properties and increases with an increase in the EGR rate, but
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decreases with an increase in equivalence ratio, intake temperature, and coolant

temperature [114].

The combustion phasing is a critical factor in HCCI combustion since it affects

the power, fuel combustion and exhaust emissions [167]. The combustion phasing

could be defined as when the SOC occurs [92]. Main factors that effect the

start of combustion for HCCI are investigated in [168]. In [169], the effect of

employing different SOC methods on the low temperature combustion (LTC)

phase is investigated. Autoignition timing of a mixture in HCCI is very dependant

and sensitive to the engine operating condition. To characterize combustion

timing, different crank angle dependant methods are used but these methods can

exhibit inaccurate results at some operating conditions.

It is difficult to describe the dynamics of HCCI near the misfire operating

region and thus to control HCCI effectively to avoid misfires [170]. The under-

standing of the HCCI engine behavior in case of misfire and delayed combustion

is an important first step to provide a control strategy to avoid misfire and ex-

pand HCCI operation as close as possible to this region. Some techniques for

partial burn recognition use: in-cylinder pressure [171], ionization current [172]

and crankshaft angular speed [173].Cost effective methods of misfire detection

use existing crankshaft sensors and are based on crankshaft speed fluctuation

[174, 175, 176, 177]. Here, equivalent methods to detect misfire in terms of

crank-angle based parameters and cylinder pressure are proposed.

4.2 RECOGNIZING PARTIAL BURN OPERATION IN AN HCCI

ENGINE

In this section, accurate online and offline estimates of ignition timing are de-

fined to expand the part load region of HCCI near the misfire limit. For offline

operating condition ignition timing calculation, a new method is proposed which
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combines the Coefficient of Variation of Indicated Mean Effective Pressure (COV-

Imep) and percentage of cycles with less than 90 percent heat release of previous

cycle. Particularly near the partial burn/misfire limit, this method is more reli-

able than just COVImep.

In the next following section, SOC (Start of Combustion) is characterized

using existing methods in both normal and partial burn regions and a new method

is introduced that shows better SOC determination for engine operation with high

cyclic variation in partial burn region; The methods for characterizing the start

of combustion are: CA50 based on the total heat release; the start of combustion

from the third derivative of the pressure trace with respect to crank angle; the

start of combustion from the third derivative of the pressure trace with respect

to crank angle with two limits; CA10 based on total heat release; CA10 based on

peak of main stage of combustion.

For online ignition timing estimates, a new criterion, defined as the ratio

between peak of main stage and the sum of peak of main stage and cool flame

stage of heat release, is introduced to more accurately identify the operating

region of the engine in realtime for fuels exhibiting a cool flame. This criterion is

used to understand the performance of each of those crank angle based methods.

The performance of each of those methods is investigated for both the low cyclic

variation and the high cyclic variation (unstable) region of the engine. Finally,

the analysis is extended to all operating points in order to check the performance

of the methods over a wide range of operating conditions. The primary aim of this

section is to investigate the effect of online method on location of ignition timing

for all operating points in order to find an accurate measurement method for

HCCI combustion timing that works for both normal and partial burn operating

conditions.

The experimental engine setup is explained in 2.1, in which the engine fitted
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with a Mercedes E550 cylinder head is used for data collection. The operating

points span the range between normal operating condition to the misfire condi-

tion. The tests operating conditions are listed in Table 2.6.

4.2.1 Offline method for partial burn region recognition

To recognize the misfire limit using a single parameter, several techniques using

IMEP (Indicated Mean Effective Pressure) have been used [22, 152, 2]. The coeffi-

cient of variation, is used to measure cyclic variability of engine parameters [114].

In [152] a standard deviation of IMEP more than 2% is deemed unacceptable as

this corresponds to the appearance of partial burn and misfire cycles. Applying

the same criteria to our 115 operating points, it is found later throughout this

section that, COVImep (Coefficient of variation of IMEP) is not a single reliable

parameter in recognizing high cyclic variation since there exist several operating

points having high COVImep but have few or zero partial burn cycles.

As shown in Appendix A, a PBurn (partial burn) cycle is defined as when the

total heat release is less than 90% of previous cycle. That is, a cycle with 10%

reduction in total heat release compared to its previous cycle is considered as a

partial burn cycle. An operating point is considered partial burn operating point

if it contains more than 15% partial burn cycles [46].

The average total heat release versus COVImep for all the 115 operating

points are shown in Figure 4.1. As seen from Figure 4.1, there are several op-

erating points with large COVImep values (0.05 < COVImep < 0.15) which

have high total heat release and therefore do not belong to partial burn operat-

ing region. The few operating points with (0.15 < COVImep) are very close to

complete misfire and therefore are excluded from partial burn operating region

category. Also seen in Figure 4.1 (below the lower line) there is a minimum COV-

Imep and there exists no points with low total heat release and low COVImep
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at the same time. On the other hand, above the higher line, no points with high

total heat release and high COVImep can be found in Figure 4.1. The operating

region is a diagonal band shape, which starts at minimum COVImep/maximum

total heat release and angles downward to maximum COVImep/minimum total

heat release. For each total heat release value, the COVImep can not be in-

creased above a threshold above the higher line since the operation would not be

maintained above the partial burn boundary line. As this threshold for COV-

Imep increases, the total heat release decreases. For each COVImep value, the

total heat release can not be decreased below a ceratin point lower than the lower

line since the operation moves towards knocking and the operating point would

not be maintained because of large level of heat losses and engine damage due

to knocking. Thus, the operating region is a balance of heat release between

total heat release and COVImep. The operating regions have similar operating

boundaries in [178, 179].
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Figure 4.1: Total Heat Release versus COVImep
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The total heat release of all operating points versus their number of partial

burn cycles is shown in Figure 4.2. The downward trend of heat release is visible

for an increase in the number of partial burn cycles in the operating points. Most

of the operating points to the right of the dashed line in Figure 4.2 (0.15 <

PBurnCycles) have their total heat release less than 300J; however, there are

two operating points marked with a circle with high total heat release in the

above-defined region. Observing all the operating points, all the operating points

with total heat release below 300J have been observed as operating points in

partial burn condition. Furthermore, based on the earlier definition of partial

burn criteria, all the operating points containing more than 15% partial burn

cycles are considered in the partial burn region (regions II and IV in Figure 4.2).

If partial burn is defined as points having a total heat release less than 300J and

more than 15% partial burn cycles (region IV) then the two points in region II

will not be identified as partial burn operating points.
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Figure 4.2: Total Heat Release versus Partial Burn Cycles
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COVImep versus percent of partial burn cycles for all 115 operating points is

shown in Figure 4.3.
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Figure 4.3: Percent of cycles with less than 90 percent of previous cycle versus
COVImep

Based on the definition of partial burn operating points having more than

15% partial burn cycles, then the partial burn operating points are specified as

the points inside region II and IV in Figure 4.3. The two points in the circle in

region II are the same points in region II of Figure 4.2 with conditions in normal

operating condition. Figure 4.3 show that the two points in the circle have their

COVImep less than 6%. Therefore all the operating points with COVImep higher

than 6% and more than 15% partial burn cycles are considered as the partial burn

operating points with no error.

4.2.2 Comparing SOC methods in normal and partial burn region

To compare and understand existing SOC (Start of Combustion) methods and

the new SOC method, two representative operating points from the 115 operating
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Figure 4.4: A⃝ - Normal Conditions, low cyclic variations: speed 1025 RPM, Trun-
ner 81 ◦C, Pman 115 kPa, ON 30, λ 2.28, Total HR 420J, COVImep 1.7percent,
Percentage of partial burn cycles 0

points have been selected. These points represent low (Point A⃝) and high (Point

B⃝) cyclic variations (partial burn region). Consecutive cycle total heat release

for these two operating points for the 300 engine cycles are shown in Figure 4.4

and Figure 4.5. The number of partial burn cycles are 0% for A⃝ in Figure 4.4

and 33% for B⃝ in Figure 4.5 respectively. In these figures the number of cycles

with reduction in total heat release is higher in B⃝ compared to the A⃝ resulting

in considerable reduction in total heat release in B⃝. In the next section, different

ignition timing methods applied are evaluated for these two cases. Then, methods

that work well for these two operating points are evaluated at all 115 operating

points.
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Figure 4.5: B⃝ - Partial Burn Conditions, high cyclic variations: speed 1025 RPM,
Trunner 80 ◦C, Pman 95 kPa, ON 0, λ 2.61, Total HR 232J, COVImep 28percent,
Percentage of partial burn cycles 33.18
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4.2.2.1 CA50

This method characterizes ignition timing using CA50 [92, 136, 180, 115]. It is

shown later that CA50 combines both the location and duration of combustion

making it unsuitable as a single measure of ignition timing. The calculation of

CA50 can only occur after the expansion stroke is finished leading to a delay

which could be a disadvantage in cycle-to-cycle control applications [180]. Since

this study focuses on a method to detect start of combustion, CA50 is excluded

as a SOC method to characterize ignition timing.

4.2.2.2 Pressure 3rd derivative

In the crank angle region near TDC during compression, the pressure trace history

has a negative concavity, which becomes positive during ignition (i.e. a positive

third derivative). This transition from negative to positive concavity is considered

as the point of ignition [142, 16]. SOC is defined as being the point at which the

third derivative of the pressure trace with respect to the crank angle, θ, exceeds

a heuristically determined limit:

d3P

dθ3
>

d3P

dθ3
|lim= 0.030[

kPa

CAD3
] (4.1)

The limit is selected such that the point of ignition represents the change in con-

cavity but is not affected by noise in the differential signal. Applying this method

to the normal operating point A⃝ SOC for all 300 cycles is shown in Figure 4.6.

This is typical behavior of SOC cyclic variation in most of the operating points

without too many partial burn cycles. However, if partial burn cycles appear

in the operating point, this criterion does not work, because the transition from

negative to positive concavity does not exist clearly anymore. This is shown in

Figure 4.7 for B⃝ where many cycles have weak combustion resulting in unde-
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tected SOC. This method identifies 100% SOC of A⃝ and 8.7% SOC of B⃝. Hence

this method for determining SOC does not perform well for operating points with

partial burn cycles.
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Figure 4.6: Cyclic variation trend of SOC for A⃝ with Normal Conditions: Same
conditions as in Figure 4.4
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Figure 4.7: Cyclic variation trend of SOC for B⃝ with Partial Burn Conditions:
Same conditions as in Figure 4.5
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Having no point (based on 2 rev crank angle data) above the determined limit

of Equation 4.1 or having several points above the above-mentioned limit with

the same magnitude is considered as the incorrectly detected SOC. To illustrate

this, the third derivative of pressure along with the pressure trace is shown in

Figure 4.8 for a cycle of normal sample point A⃝ and is shown in Figure 4.9 for a

cycle of partial burn sample point B⃝.

It can be seen in Figure 4.9, the choice of an acceptable heuristically determined

limit for point A⃝ is not able to detect any sharp rise in point B⃝. This undetected

SOC is considered as an erroneous SOC prediction.

Changing the choice of heuristically determined limit for another cycle of same

sample partial burn point B⃝ is shown in Figure 4.10. Although there are many

points detected above the limit, there is still no single clear spike in the 3rd

derivative of mean pressure regardless of the value of the limit. This is another

example of erroneous SOC detection.
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Figure 4.8: Third derivative of pressure with its pressure trace
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Figure 4.9: Third derivative of pressure with its pressure trace for a partial burn
point B for a cycle with undetected SOC
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Figure 4.10: Third derivative of pressure with its pressure trace for a partial burn
point B for a cycle with detected SOC but no sharp rise from limit
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4.2.2.3 Pressure 3rd derivative - 2 limits

In order to improve the performance of Pressure 3rd derivative method, two limits

in Equation 4.1 are determined for different loads of the engine. For operating

points with an average IMEP of less than 2.91 the third derivative of the pressure

trace with respect to the crank angle θ should exceed a heuristically determined

limit 0.020 and for the ones with average IMEP higher than 2.91 the limit would

be 0.030. Although these new limits increase the percentage of correct detected

SOC the lack of concavity for operating points with high number of partial burn

cycles still remains. This method correctly identifies 99% SOC of A⃝ and 50%

SOC of B⃝. In the case of having no point above the two determined limits for

this method or having several points above the above-mentioned limits with the

same magnitude, the detected angle is considered as incorrectly detected SOC.

Thus this method is not very useful in detecting SOC for engine operation with

some misfire cycles.

4.2.2.4 CA10 - total

CA10 is a parameter used in literature as start of combustion indicator. It is

defined as the crank angle where 10 percent of total heat release of combustion

has occurred. This criterion is widely [169] used but can fail (see next method)

for fuels with a low temperature reaction (LTR) and a subsequent poor main

stage high temperature reaction (HTR). This method correctly identifies 100%

SOC of A⃝ but only 53% SOC of B⃝. The detection of CA10 on the main stage

of combustion is regarded as the correctly detected SOC for the CA10 method.

Thus this method is not very useful in detecting SOC for engine operation with

some misfire cycles.
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4.2.2.5 CA10 - main stage

CA10-main is a new method defined as 10 percent of the maximum heat release of

only the main stage. This method does not have the disadvantages of CA10-total

since it does not jump back to cool flame stage of combustion for same operating

conditions.

The heat release percentage as a function of crank angle with their calculated

CA10-total and CA10-main are shown in Figure 4.11 and Figure 4.12 for A⃝

and B⃝ respectively. All of the calculated CA10-total are on the main stage of

combustion for A⃝ (normal condition) in Figure 4.11. However, for B⃝ (partial

burn case) as shown in Figure 4.12, 47 percent of cycles have CA10-total at the

low temperature region of combustion, which gives an erroneous SOC. However,

the CA10-main method correctly identifies 100% SOC of A⃝ and 100% SOC of B⃝

since it does not jump to the low temperature region. The detection of CA10 on

the main stage of combustion is regarded as the correctly detected SOC for the

CA10 methods. This method is useful in detecting SOC for engines exhibiting

some misfire cycles particularly with fuels that exhibit a cool flame.
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Figure 4.11: Heat Release A⃝ with Normal Conditions: Same conditions as in
Figure 4.4, CA10PercentageMainStage 100
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Figure 4.12: Heat Release B⃝ with Partial Burn Conditions: Same conditions as
in Figure A.3, CA10PercentageMainStage 100
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4.2.2.6 Summary for A⃝ and B⃝

Table 4.1 summarizes the performance of the five methods applied to A⃝ and

B⃝ showing what percentage of cycles SOC was correctly identified. This paper

focuses on steady-state operating points. The smaller the deviation of SOC would

be, the more consistent the ignition timing detection will be for a steady state

operating point with no change in operating conditions. Therefore, the smaller

the standard deviation of the SOC is, the more robust the method will be.

Table 4.1: Summary of standard deviation of SOC (σSOC) and percent of correctly
detected SOC for methods: 1⃝ Pressure 3rd derivative, 2⃝ Pressure 3rd derivative
with two limits, 3⃝ CA10-total and 4⃝ CA10-main

Methods SOC (Deg) σSOC (Deg) SOCCorrect−det

- A⃝ B⃝ A⃝ B⃝ A⃝ B⃝
1⃝ 8.4 28.3 5.4 5.8 100 8.7
2⃝ 5.5 17.3 4.4 13.5 98.7 49.6
3⃝ 5.7 -1.9 0.98 7.8 100 53
4⃝ 4.6 13.4 0.78 0.83 100 100

Table 4.2 rates the performance of all the methods for both A⃝ (normal) and B⃝

(partial burn) operating conditions based on the requirement to correctly detect

SOC for all cycles. The only method which satisfy this for both A⃝ and B⃝ is

CA10-main. Since CA50 combines combustion duration and SOC, CA10-main is

the best method for determining SOC for these two cases. Examining combustion

criteria in Appendix A, it is found that CA1 and CA50 are not effective metrics

for HCCI misfire recognition and thus are excluded from this study. Validating

these results on all 115 operating conditions is contained in the next section.
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Table 4.2: Method rating for A⃝ and B⃝ - (
√
) -acceptable, × -not acceptable)

Methods A⃝ B⃝
Pressure 3rd derivative

√
×

Pressure 3rd derivative - two limits
√

×
CA10-total

√
×

CA10-main
√ √

4.2.3 Online method for partial burn region recognition

Variation of LTR and HTR peak values is shown in Figure 4.13 for point B. The

variations of HTR is much higher compared to LTR peak which does not have

very high oscillations.
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Figure 4.13: HTR and LTR peak variations for point B

A new criterion, called HTR to HTR+LTR ratio, is defined to quantify the

improved performance of CA10-main method compared to CA10-total. This is

defined as RHLTR = HTRmax

HTRmax+LTRmax
the ratio of peak of main stage to total of



CHAPTER 4. RECOGNIZING PARTIAL BURN OPERATION 59

peak of main stage and cool flame stage of heat release rate curve. RHLTR can

be used as a real-time criterion to detect the partial burn region for cycle-to-cycle

control purposes. For two points A⃝ and B⃝ RHLTR is 0.91 and 0.73 respectively

as shown in Figure 4.14.
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The relation between RHLTR and the location of CA10 for all 300 cycles

of point B⃝, is shown in Figure 4.15. This figure reflects the effect of RHLTR

on the location of CA10. There is a clear boundary between CA10 on main

stage and cool flame stage of combustion according to the specific RHLTR of

the corresponding cycle. The taller (blue) bars correspond to the RHLTR where

CA10 occur on the main stage while the shorter (red) bars correspond to the

cool flame stage of combustion. Figure 4.15 shows that for RHLTR > 0.69, CA10

always occur on the main stage of combustion.
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Figure 4.15: Effect of HTR to HTRLTR peak ratio on location of CA10 for B⃝
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4.2.4 Results for all operating points

Lambda versus the IMEP, for all 115 operating points is shown in Figure 4.16 to

provide an overview of the conditions tested. The average values for the 300 cycles

for each operating point are plotted. The operating region is a diagonal band

shape, which start at minimum IMEP/maximum lambda and angles downward

to maximum IMEP/minimum lambda. For each IMEP value, the lambda can not

be increased above a threshold above the higher line since the operation would

not be maintained above partial burn boundary line. As this threshold for IMEP

increases, the lambda threshold decreases.
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Figure 4.16: Lambda versus engine load
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4.2.4.1 Discussion of SOC Methods

CA50 Method Figure 4.17 shows that there is no strong correlation between

CA50 and burn duration (CA10-CA90) for 115 operating points.
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Figure 4.17: Burn duration versus CA50

This is further illustrated in Figure 4.18 which shows how mean (of 300 cycles)

of CA50 change as a function of the mean of SOC (determined from 3rd derivative

of pressure excluding the cycles which have not been correctly determined). Two

different regions can be distinguished in Figure 4.18. An almost linear correlation

with deviations from linear trend between mean of CA50 as a function of SOC is

observed in region-I so CA50 could be approximately determined from SOC. In

region-II, no trend can be observed between CA50 and SOC implying that CA50

does not necessarily provide a good measure of SOC. Only the percentage of

correctly detected SOC cycles in each operating point excluding the cycles with

incorrect or undetected SOC, is shown in Figure 4.18 with the average value of

correctly determined SOC cycles shown on the x-axis.
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Figure 4.18: Mean of CA50 versus mean of SOC (Pressure 3rd derivative)

Third derivative method The performance of the pressure 3rd derivative

method when it is applied to all operating points by plotting the percentage

of correct detected SOC versus percentage of partial burn cycles is shown in

Figure 4.19. The figure shows that as the percentage of partial burn cycles

increases the percentage of correct detected SOC decreases, thus confirming that

the 3rd derivative method is not an accurate method for all operating points.
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Figure 4.19: Percentage of correctly detected SOC versus percentage of partial
burn cycles

Pressure 3rd derivative - 2 limits In Figure 4.20, percentage of correct

detected SOC with 2 limits versus RHLTR is shown for all 115 operating points.

The figure shows that for most of RHLTR values, there exist several points with

incorrect detected SOC with 2 limits that make this method not still precise for

all operating points.
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Figure 4.20: RHLTR versus percentage of correct detected SOC with two limits

4.2.4.2 Comparison on crank angle based parameters

To compare the performance of the four crank angle based methods covered in

this paper, the percentage of correctly detected cycles of ignition timing versus

cumulative percentage of all 115 operating points is shown in Figure 4.21. The

cumulative percentage of all operating points is plotted on the x-axis versus the

maximum or lower number of correctly detected ignition timing cycles on the

y-axis. For example, considering the SOC (red solid) curve, 13% of the operating

points have their SOC event correctly determined for 30 cycles or less out of 300.

The slope of the curve is relatively low indicating the slow growth of percentage

of cycles with correctly detected ignition timing. Thus the pressure 3rd derivative

curve is the worst performer when compared to the other methods. The method

CA10-main has the best performance (green dot-dashed curve) with a high slope

meaning that for almost all the operating points SOC is correctly determined for

all 300 out of 300 cycles.
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Figure 4.21: Cumulative percentage of operating points versus maximum or lower
number of cycles where ignition timing is correctly identified for four different
SOC methods based on the pressure 3rd derivative, pressure 3rd derivative - two
limits, CA10-total and CA10-main

For each of the 115 operating points SOC is calculated for the 300 cycles

(eliminating weak or misfire cycles) and the standard deviation is then calcu-

lated. The highest and lowest values of standard deviation for all 115 points is

found for four methods and is listed in Table 4.3. The maximum and minimum

standard deviation of SOC decreases down the table. The maximum standard

deviation of CA10-main is the smallest (1.1 CAD) showing that with this crite-

rion the variation of the location of ignition timing does not vary much at each

of the 115 operating points and as such it seems to be the most robust method

of determining SOC. Comparing the similar operating conditions, the lower stan-

dard deviation of ignition timing indicates the consistency of criteria. Standard

deviation of all 115 operating points calculated CA10 based on main stage for all

the operating points are shown in Figure 4.22.
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Table 4.3: Max/min standard deviation of SOC of 115 operating points by
method

Method Min (deg) Max (deg)

Pressure 3rd derivative 1.6 13.5
Pressure 3rd derivative-two limits 1.3 12.0

CA10-total 0.2 7.8
CA10-main 0.5 1.1
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Figure 4.22: RHLTR versus Standard deviation of CA10-main
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In Figure 4.23, RHLTR versus Partial Burn Cycles percentage is shown for

all 115 operating points with different symbols for different octane numbers. A

general trend in Figure 4.23 is that a higher percentage of partial burn cycles

in the operating point and hence higher cyclic variations corresponds to a lower

RHLTR. Also RHLTR is observed to be generally lower for fuels with lower octane

number. This is because the LTR stage has a larger percentage than HTR stage

for fuels with lower octane number.
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Figure 4.23: RHLTR versus partial burn cycles for all the data points
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The percentage of cycles with RHLTR < X for each operating point, repre-

senting the cycles with their CA10 occurred on LTR (Low Temperature Region),

versus percent of partial burn cycles for that operating point is shown in Fig-

ure 4.24. As expected, the value of X changes depending on the octane number

and is shown for different octane number values in Figure 4.24. The vertical line

at 15% in Figure 4.24 represents the line above which we define a partial burn

operating point. The diagonal dotted line indicates a perfect partial burn predic-

tion using RHLTR. For most of the operating points with high percent of partial

burn cycles, the percent of cycles with RHLTR < X increase which corresponds

to the cycles where the CA10 occur on LTR. This means that for those cycles

with RHLTR < X not all the CA10 fall near main stage of combustion which

could be problematic since it then does not reflect the start of combustion of the

main stage anymore. The closer the percentage of bulk of CA10 gets to the main

stage of combustion the higher ratio of RHLTR will be. This shows that as the

ratio of RHLTR decrease, tendency of calculated CA10 to move towards the early

stage of combustion increases. Also, Figure 4.24 shows that partial burn cycles

can be predicted online utilizing the percent of cycles with RHLTR < X, where

X is a tuned threshold for each octane number.
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4.3 SUMMARY

A partial burn cycle of the engine is identified when the heat release is 90% of the

previous cycle. The criterion for characterizing HCCI engine operation as partial

burn, when 15 percent of the 300 cycles are partial burn cycles and COVImep

higher than 6% are used. Based on this criterion, two operating points in the nor-

mal and partial burn region of the engine are examined and the performance of

five methods for characterizing the combustion timing are investigated and com-

pared. Examining combustion criteria it is found that the four existing methods

are not effective during partial burn operation, but a new criterion CA10 based

on the main stage of combustion is effective. The results for 115 operating points

over a wide range of operating conditions at a fixed engine speed demonstrate

that this new criterion is the most effective measure of combustion timing. Also,

a new online partial burn criteria RHLTR is defined and is found to achieve a

rough correlation with the number of partial burn cycles when the threshold is
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adjusted for each octane number. RHLTR threshold is mainly useful to control

CA10 as ignition timing criteria since it determines the location of occurrence of

CA10 on first or second stage of combustion. This is because RHLTR threshold

can determine the occurrence of CA10 on main stage or cool flame stage in the

way that if RHLTR drops lower than a threshold, CA10 jumps to cool flame stage

which is not necessarily indicative of partial burn cycle. In other words, there can

be normal combustion cycles including main stage of combustion while having

their CA10 on cool flame stage.



Chapter 5

HCCI ENGINE COMBUSTION PHASING

PREDICTION USING A

SYMBOLIC-STATISTICS APPROACH 1

T
emporal dynamics of cyclic variation in a Homogeneous Charge Compres-

sion Ignition (HCCI) engine near misfire are analyzed using chaotic theory

methods. The analysis of variation of consecutive cycles of CA50 (crank angle of

50% mass fraction fuel burnt) for an n-heptane fueled engine is performed for a

test point near the misfire condition. The return map of the time series of CA50

cycle values reveals the deterministic and random portions of dynamics near mis-

fire occurring in an HCCI engine. A symbol-statistic approach is also used to

find the occurrence of possible probabilities of the data points under the same

operating conditions. These techniques are then used to predict CA50 one cycle-

ahead. Simulated data points in phase space have similar dynamical structure

to the experimental measurements. CA50 is used in this chapter as an ignition

timing criteria in order to validate the predictive model that will be used later in

Chapter 7 to control the instabilities in partial burn region. The data that have

been recorded to be analyzed in this chapter did not contain CA10 and θPmax

1The results of this chapter are partially based on [135, 136].
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and just included of CA50 as the ignition timing, but since the functionality of

the predictive method is the purpose of this chapter, CA50 analysis is sufficient

as the ignition timing criteria.

5.1 INTRODUCTION

HCCI operating range is limited by the knock limit at high load and high cyclic

variation at low load [147, 119]. High cyclic variations are responsible for unstable

combustion and limited operating range of engine [111]. Reasons for cyclic varia-

tions are grouped in linear random, and deterministic coupling between consecu-

tive cycles both of which have been analyzed using nonlinear and chaotic theory

[116, 109, 82]. In this chapter the term deterministic is used when future states

for some horizon of the system can be calculated from the past values [181].

Understanding the dynamics of HCCI combustion during the high cyclic vari-

ation operating conditions can potentially be used to extend the operating range,

if there is deterministic structure inherent between engine cycles. This structure

can then be used to predict future cycles which can be incorporated in a control

algorithm to influence ignition timing of HCCI engines [126].

Cyclic variation of HCCI is highly dependent on the timing of start of com-

bustion [114]. Early combustion timing right after Top Dead Center (TDC)

tends to have low cyclic variations of Start of Combustion (SOC) while late

HCCI combustion tends to have high cyclic variations [114]. The development

of period-doubling and bifurcation in the experimental measurements of spark

ignition engines are investigated as the mixture is made leaner [112]. Their re-

sults indicate that there is a transition from stochastic behavior to a relatively

deterministic structure as λ increases to very lean conditions. This seems to

indicate that for a lean mixture conditions, cycles are related. In [120, 121],

a method is proposed based on a symbolic approach to measure temporal irre-
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versibility in time series and a new method is introduced to detect and quantify

the time irreversibility. In [123], the symbolic method is analyzed in such a way

that the symbolization is used to enhance the signal-to-noise ratio. Onset of

combustion instabilities under lean mixture conditions have been studied using

symbolic methods for observed in-cylinder pressure measurements in SI engines

[120, 124, 125]. In [122], the recent developments for applying a time-series analy-

sis technique called symbolic time series analysis is summarized. The observation

of time irreversibility in cycle-resolved combustion measurements of SI engines

is discussed in [126] and the advantage of their model compared to linear gaus-

sian random processes is presented. The sequential unstable cyclic combustion

measurements in the SI-HCCI transition are used to obtain the global kinetic

parameters [150]. This aids in discriminating between the multiple combustion

states and to provide qualitative insight into the SI-HCCI mode transition.

The main objective of this chapter is to investigate the cyclic variation of

CA50 near the misfire limit to predict the following cycles using the identified

dynamics. The results have specific implications for the control design used to

stabilizing unstable HCCI operation near the misfire condition. Since the pa-

rameter CA50 is a widely used indicator of ignition timing [92] it is used here.

Nonlinear and chaotic theory tools are used to identify the inherent determinis-

tic patterns of cyclic variation during HCCI combustion. The return maps are

a useful tool to recognize the dependency of the current combustion cycle on

previous ones. Then the deterministic structure inherent in the data points is

captured using a symbol-sequence approach. Joint probability distributions are

calculated using the frequency histograms obtained in previous sections. Finally,

those joint probability estimators are used to predict the next cycle ahead com-

bustion timings in the experimental data points. Adding appropriate noise to

the predicted values results in simulation results with similar statistics to the
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experimental data.

The experimental engine setup is explained in 2.1 in which the engine fitted

with a Rover K-7 head are used for data collection.

5.2 CYCLE-AHEAD PREDICTION

To predict CA50 one cycle ahead using past and present values of CA50 for the

engine operating near misfire is the goal. To do this a variety of techniques

are used. First a chaotic analysis is performed on a steady test point with the

( COVIMEP ) of 35% for 6000 consecutive engine cycles. Then, the first half of the

data (Cycles 1 to 3000) is analyzed to find the probabilistic histogram while the

second portion of data (Cycles 3001 to 6000) is kept for validation. The test point

is very close to complete misfire with many misfire combustion events and has

only slightly larger engine torque than the motoring condition. The severity of

misfire is recognized by looking at power or output torque which is too low (5Nm

in this case). A flowchart of cycle-ahead prediction based on chaotic analysis

results is illustrated in Figure 7.1. This figure outlines the analysis procedure in

the next part of the chapter.

5.2.1 Return Maps

A return map can be used to observe the structures inherent in a time series

[127]. Here they provide a tool to check the probable interaction between a cycle

parameter and its next consecutive cycle. For a random time series, consecu-

tive cycles are uncorrelated and the return map shows an unstructured cloud of

data points gathered around a fixed point. With deterministic coupling between

consecutive points the return map shows more structure such as dispersed data

points about a diagonal line [182]. In this chapter the analysis of HCCI engine

data at an engine speed of 1000 rpm, a manifold temperature of 44 ◦C and a
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Figure 5.1: Flowchart: Using chaotic tools for analysis and nonlinear prediction

manifold pressure of 94.5 kPa is performed. The return map of all 6000 points

of CA50 for this engine operating point is shown in Figure 5.2. A relationship of

combustion phasing between the current cycle and the next cycle is shown in Fig-

ure 5.2 as this return map appears to show a possible deterministic dependency

on previous cycles. Thus to predict future cycles (for some prediction horizon)

previous combustion cycles are needed. However, the detailed relationship be-

tween cycles is not apparent in the Figure 5.2 and it will be further discussed in
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Figure 5.2: CA50 Return map for HCCI combustion under these conditions:
engine speed 1000 rpm, Tman 44 ◦C, Pman 94.5kPa, λ 2.34

the following sections. To characterize the combustion dynamics behavior, the

following functional form for CA50 (at cycle i) using previous cycles is used:

CA50(i) = f(CA50(i− 1), CA50(i− 2), ..., CA50(i− L))

Chaotic tools such as return maps and symbol-sequence techniques are em-

ployed to find the approximate function f and value of L. Since a random time

series with an unstructured cluster of data points tends to produce a high dimen-

sional function f, the return map of Figure 5.2 shows a relative low value of L. It

can also be inferred from Figure 5.2 that the function f is a nonlinear function

[127].



CHAPTER 5. COMBUSTION PHASING PREDICTION 78

5.2.2 Symbol-sequence Analysis

In this section the symbol-sequence method is used to extract information from

the experimental measurements of CA50. This method is used to detect the

patterns occurring in the data points and is useful when dealing with data with

high measurement error or dynamic noise [112]. Using symbol-sequence statistics

requires converting the continuous phase space plots into discrete partitions [183].

Symbolization includes generating discretized symbols from raw experimental

analog signals. The symbolization method is based on partitioning the original

data points into finite discrete regions and each region is then attributed to a

particular symbolic value. The number of possible symbols is called symbol-set

size n [122, 183, 184]. After symbolization, each group of symbols forms a finite-

length template called the symbol sequence L. These symbol sequences consist of

consecutive symbols stepping through the whole data set point by point forming

a new sequence. The sequence of symbols carries some important information

about the experimental measurement dynamics [120]. The total possible number

of sequences N is a combination of symbol-set size n and symbol sequence length

L as follows: N = nL [120].

The symbol-sequence approach also has tools to find inherent structure in

experimental data points despite random-like appearance. This is performed by

observing if some patterns dominant the time series, since any Gaussian process,

on average, would result in a flat histogram of the N symbol-set [112].

For the HCCI data near misfire n=8, eight equidistant partitioning, are used

which transforms the CA50 data to symbol series from 0 to 7. The data points,

below the first bottom partition are assigned to symbol 0 and those higher than

first bottom partition are assigned to symbol 1 and so on. The relatively high

number of eight partitions selected is used to obtain detailed information out of

the original data set despite that the observed dynamics is obscured with noise
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[183, 185].

Using the symbol-sequence approach, much of the deterministic structure in-

herent in the data can be captured [184]. To determine L, a joint probability

distribution to predict the next cycle occurrence using previous cycles from in-

formation is useful. These frequency histograms give the maximum likelihood

probability of next cycle given the occurrence of previous cycles in the whole

time series. Then by comparing the one-cycle ahead predictions for different val-

ues of L, the optimal value of L can be determined. These histograms also give

the probabilistic function for different data series. For the engine test point with

return map of Figure 5.2, the optimal one-step ahead prediction is found using

three previous cycles ( L = 3).

Symbol-sequence histogram for the first 3000 consecutive cycles of CA50 data

of Figure 5.2 is shown in Figure 5.3. The vertical axis corresponds to normalized

frequency of occurrence of this symbol sequence; and the horizontal axis indicates

the symbol-sequence equivalent binary code. The symbol set size n = 8 and

sequence length L = 3, so there are 83 = 512 possible sequences.

A large normalized frequency peak accompanied by some smaller peaks in the

sequence code histogram is apparent in Figure 5.3, which indicates non-random

sequences. The large peak occurs at sequence 438 (symbol series 666) which is

three consecutive late timing of ignition. Pattern number 433 and 118, which

correspond to sequence 661 and 166 respectively, are two of main local peaks in

the diagram. These cases indicate that CA50 does not stay in the late regions

but oscillates between relatively early and late CA50 angle regions. In addition

sequence codes 661 and 166 are among the possible sequences that the dynamics

would pass through before entering or leaving three consecutive symbols of 6.

These local peaks indicate relative deterministic behavior of CA50 combustion

timing for the experimental case studied.
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Figure 5.3: CA50 Symbol sequence histogram with (n=8, L=3) for HCCI com-
bustion cycles 1 to 3000 (conditions as in Figure 5.2)

5.2.3 Nonlinear Prediction

Using the joint probability estimator for the first half of the CA50 data (Cycles

1 to 3000), the simulated behavior of consecutive cycles of CA50 is constructed

using the deterministic part of the data captured by the model. To obtain the

predicted return map, the two previous CA50 values are used to predict the CA50

of the following cycle. The predicted return map uses the validation data (CA50

Cycles 3001 to 6000) and the resulting prediction is shown as large round symbols

in Figure 5.4. The experimental CA50 data points are also plotted in Figure 5.4

using small dot symbols in order to compare the prediction to experiment. The

prediction seems to capture the nonlinear dynamics of the real data without the

random variation as shown in Figure 5.4.

To simulate CA50 with statistics similar to the measured CA50, a random
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Figure 5.4: Comparing predicted CA50 return map to experiment (for validation
data - cycles 3001 to 6000 for conditions as in Figure 5.2)

component is added to the simulated data points as:

CA50(i) = f(CA50(i− 1), CA50(i− 2), ..., CA50(i− k)) + rand(i) (5.1)

where rand(i) is a gaussian random variable with zero mean and a variance of

σ ∼= 4% of maximum function f. The experimental data for cycles 3001 to 6001

in Figure 5.5(a) is compared to the simulation with noise for the same cycles in

Figure 5.5(b).
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(a) Experimental Data Return Map
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(b) Simulated Data Return Map with Noise

Figure 5.5: Simulated CA50 return map including noise compared to experimen-
tal measurements for HCCI combustion cycles 3001 to 6000 - conditions as in
Figure 5.2

The simulated return map in Figure 5.5(b) has the general appearance of the

experimental data in Figure 5.5(a).
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5.2.4 Validation

An 800 point portion of the validation data is used to check the prediction quality.

The corresponding residuals and autocorrelation function are shown in Figure 5.6

and Figure 5.7 respectively.
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Figure 5.6: Prediction error between predicted CA50 values and experimental
measurements for HCCI combustion - conditions as in Figure 5.2

There is no obvious visible pattern in residuals error values in Figure 5.6. This

indicates no dependency between consecutive error values, thus the model used to

predict seems to capture the dynamics. To confirm that there is no dependency

between consecutive error values, the autocorrelation function for the residuals

(prediction errors) are computed and shown in Figure 5.7 for all the 3000 CA50

validation data points. The confidence interval for these functions is shown by

dashed lines. Ideally for an acceptable model the correlation curves should fall

between these lines [153] which is the case in Figure 5.7.
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Figure 5.7: Autocorrelation of residuals for predicted CA50 consecutive cycles
for HCCI combustion - conditions as in Figure 5.2

5.3 SUMMARY

Deterministic patterns in cyclic variation of ignition timing (CA50) at one op-

erating point near the misfire limit operation of an HCCI engine are observed.

The nonlinear cluster of consecutive CA50 values near the misfire limit is illus-

trated in the return map consisting of multiple different regions which indicates

non-constant combustion timing near the misfire limit. Considerable fluctuations

in late ignition timings (CA50) occur since prior cycles affect the current cycle.

Non-random patterns of cyclic variation of ignition timing under this specific

operating conditions emerge in symbol sequence analysis as large peaks in the

symbol-sequence histogram. A joint probability estimator to predict one cycle

ahead using two previous values is developed and on validation data predicts

combustion timing well. Adding random noise with the appropriate magnitude

results in a simulation that looks similar to experimental measurements on a

return map. An autocorrelation of predicted-actual CA50 residual shows un-
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correlated residuals (with 95% confidence) which indicates the joint probability

model is acceptable.



Chapter 6

IGNITION TIMING CRITERIA FOR

FEEDBACK CONTROL OF AN

EXPERIMENTAL HCCI ENGINE 1

U
nderstanding the variations of ignition timing with changing engine oper-

ating conditions is an essential step to be able to control HCCI engines

for achieving fuel consumption and vehicle’s emissions targets. The first step

is to come up with a comprehensive ignition timing which covers a wide range

of operating conditions particularly partial burn region of HCCI engines. The

crank angle where the maximum pressure occurs ( θPmax) is proposed as a robust

criterion for distinguishing between normal and misfire HCCI combustion modes.

Particularly near the partial burn/misfire limit, this method is found to be more

reliable than the existing methods of CA50 (Crank angle of 50 percent mass

fraction burned). Using θPmax, normal and partial burn engine cycles can be de-

termined cycle by cycle for fuels exhibiting a cool flame. The performance of this

new criterion is then analyzed for different engine loads at both constant fueling

and constant equivalence ratio at 329 HCCI experimental operating points, each

with 300 cycles of cylinder pressure data. For operating points with high cyclic

1The results of this chapter are partially based on [134].
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variation θPmax is found to be more reliable than CA50. Thus θPmax could be

used in feedback algorithms to help control to stabilize ignition timing in these

regions extending the useful operating range of HCCI.

6.1 INTRODUCTION

The primary aim of this section is to investigate the effect of online method on

location of ignition timing for all operating points in order to find an accurate

measurement method for HCCI combustion timing that works for both normal

and partial burn operating conditions. In the next section, the crank angle where

the maximum pressure occurs θPmax is proposed, as a new ignition timing crite-

ria. The performance of θPmax for a specific partial burn operating condition is

compared to CA50 (common ignition timing method) for this case. The perfor-

mance of θPmax is then analyzed for different engine loads at both constant fueling

and constant equivalence ratio at 329 HCCI experimental operating points, each

with 300 cycles of cylinder pressure data. For operating points with high cyclic

variation θPmax is found to be more reliable than CA50. The cyclic variation

correlation of θPmax with maximum cylinder pressure and CA50 is discussed and

the effect of θPmax on IMEP in two different scenarios in order to evaluate the

θPmax criteria as HCCI engine load changes is investigated for several operating

points. These two scenarios are: constant, and varying fueling rate. Thus, θPmax

is proposed as a robust criteria for distinguishing between normal and misfire

HCCI combustion modes. Particularly near the partial burn/misfire limit, this

method is found to be more reliable than the existing methods of CA50 (Crank

angle of 50 percent mass fraction burned). Using θPmax, normal and partial burn

engine cycles can be determined cycle by cycle for fuels exhibiting a cool flame.

The experimental engine setup is explained in 2.1 in which the engine fitted with

a Rover K-7 head are used for data collection. Out of 338 operating points de-
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tailed in Table 2.4 only 329 points with 300 consecutive cycles are considered for

this study.

6.2 RESULTS & DISCUSSION

6.2.1 Ignition Timing

θPmax is defined as the crank angle of the maximum in-cylinder pressure during

one engine cycle. θPmax is used as ignition timing parameter as it is simple and

requires minimum computational resources [186] and using heat release analysis

the cyclic variability in ignition timing, θPmax, compared to other common criteria

is found to be robust [143, 187, 132]. θPmax also depends predominantly on the

phasing of combustion and is independent of charge variations which makes it

a useful measure of variability in combustion phasing [187]. With early or late

combustion, θPmax is a representation of the heat release phasing since it is closely

coupled to the combustion volume. An example of the location of θPmax = 12.30

for HCCI combustion is shown in Figure 6.1 where cylinder pressure is plotted

versus crankangle. The location of CA50 = 8.9 is also shown in Figure 6.1 and,

in this case, closely matches θPmax.

6.2.2 Comparison of Ignition Timing Criteria

The cyclic variation of ignition timing for two criteria of θPmax and CA50 are

shown in Figure 6.2 for a portion of consecutive engine combustion cycles for an

operating point, denoted A, and shows that the cyclic variation of θPmax is higher

than CA50 indicating higher sensitivity of θPmax. In particular θPmax captures

the one cycle of early ignition timing when misfire occurs at cycle 44 while CA50

does not.

The pressure trace for the consecutive misfire and normal engine cycles for
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the operating point A is plotted in Figure 6.3. The upper plot has only one stage

of combustion representing a misfire cycle with θPmax = −0.1 [Deg ATDC] while

the second plot shows the next cycle indicating a normal cycle with θPmax = 16.8

[Deg ATDC]. The large difference of ∆θPmax = 16.9◦ values for normal and mis-

fire cycles can be used to distinguish between these different combustion modes

particularly near the partial burn and misfire region of the engine. Conversely,

CA50 (a common ignition timing criteria) differs by only ∆CA50 = 1.9◦ for these

two cycles making it difficult to detect the misfire cycle.
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Figure 6.3: Cylinder pressure trace of two consecutive cycles for HCCI combustion
at point A. Misfire (left) and normal combustion (right) (conditions as Figure 6.2)

Cyclic Variation of Ignition Timing

For all 329 operating points, 300 engine cycles are collected and the combus-

tion metrics of Pmax, θPmax and CA50 are calculated for each of the 300 cycles. A

measure of the cyclic variation of Pmax, θPmax and CA50 are determined by tak-
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ing the standard deviation of the 300 cycle values of each and are denoted σPmax,

σθPmax
and σCA50 respectively and used to represent combustion cyclic variabil-

ity at each operating point. Cyclic variations of Pmax (σPmax) as a function of

σθPmax
and σCA50 for each of the 329 operating points are shown in Figure 6.4.

In this plot, a correlation is observed between the σPmax with those of σθPmax

which makes this ignition timing criteria a predictor for the variation in strength

of combustion. However, for cases with high cyclic variations ( σCA50 > 2CAD),

this correlation is not apparent between σPmax and σCA50.
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Figure 6.4: Cyclic variations of Pmax versus cyclic variations of θPmax and CA50

The 300 cycle mean of the combustion metrics θPmax and CA50 for each of the

329 operating points is calculated and plotted in Figure 6.5(a). θPmax correlates

linearly with CA50 with an average error of 0.3, as shown in Figure 6.5(a).

The cyclic variations of σθPmax
correlate with σCA50 only when cyclic variations of

CA50 are low ( STDCA50 ≤ 2CAD), as shown in Figure 6.5(b). For the cases with
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high cyclic variations ( STDCA50 > 2CAD), different ranges of cyclic variations

for σθPmax
are visible forming various standard deviations of θPmax. This will then

correspond to different combustion modes of normal and misfire while having a

fixed same standard deviation for CA50. Thus θPmax is a better indicator for

distinguishing cyclic variation and thus the different regimes of misfire/normal in

those cases.
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Figure 6.5: θPmax versus location of CA50 and STD of θPmax versus STD of CA50

IMEP values for changing θPmax are plotted in Figure 6.6 for two different

scenarios: (a) constant fueling rate (variable λ) and (b) variable fueling rate

(constant λ). In Figure 6.6(a), combustion timing (θPmax) advances from 19.9

to 9.1 [Deg ATDC] by increasing the intake pressure from 96 to 138 kPa at a

constant fueling rate. Increasing the intake pressure results in a large air change
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in the cylinder, which due to constant injected fuel, causes a leaner mixture (ϕ

of 0.61 −→ 0.38). IMEP increases in Figure 6.6(a) as the combustion timing

advances towards TDC. By varying combustion timing in Figure 6.6(a) IMEP

changes about 0.5 bar or 10% change in the engine thermal efficiency at this base

condition of 5 bar IMEP. As expected the combustion timing directly influences

engine thermal efficiency. In Figure 6.6(b), an opposite trend to Figure 6.6(a) is

shown. Here IMEP decreases when advancing the combustion timing to TDC.

In Figure 6.6(b) θPmax advances from 15.9 to 8.3 [Deg ATDC] by increasing the

intake temperature from 73 to 112 ◦C and keeping (ϕ) constant by increasing

the fueling rate from 0.357 kg/h to 0.379 kg/h. IMEP in Figure 6.6(b) follows

the same trend as that of the fuel mass flowrate and increases when the fuel rate

is increased. A comparison between Figure 6.6(a) and (b) indicates that IMEP

is more strongly influenced by fueling rate rather than the ignition timing.

A linear normalized sensitivity function ( Sx = ∂θPmax

∂X
× X

θPmax
× 100) is used

to analyze the sensitivity of θPmax to the variations to each of two different

parameters (X). The two parameters are: ϕ and ṁfuel. Sensitivity analysis is

done around two operating points with conditions outlined in Table 6.1.

Table 6.1: Base conditions used for the sensitivity analysis

PRF N [rpm] Tman [ ◦C] Pman [kPa] ϕ EGR % Tcoolant [
◦C]

Fig. 6.6(a) 40 810 15 96.2 0.606 0 73
Fig. 6.6(b) 10 1000 81 119.7 0.42 0 74

The sensitivity of θPmax to ϕ at constant fueling (Figure 6.6(a)) is Sϕ = 144%

while the sensitivity of θPmax to ṁfuel at constant ϕ (Figure 6.6(b)) is Sṁfuel
=

828%. The sensitivity of HCCI combustion timing helps to understand how to

control HCCI timing effectively. For the controller of HCCI combustion timing,

it is essential to know the effect from which charge variables are more significant
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than the others and which charge variable is more dominant in a competition to

affect the combustion timing.

1 2 3 4 5 6 7 8
4.9

5

5.1

5.2

5.3

5.4

5.5
IM

E
P

 [b
ar

]

Test Point

(a)

1 2 3 4 5 6 7 8
8

10

12

14

16

18

20

θ P
m

ax
 [C

A
D

 a
T

D
C

]

1 2 3 4 5

6.1

6.2

6.3

6.4

6.5

IM
E

P
 [b

ar
]

Test Point

(b)

1 2 3 4 5
5

10

15

20

θ P
m

ax
 [C

A
D

 a
T

D
C

]

Figure 6.6: IMEP versus θPmax for (a) variable ϕ, constant fueling rate (0.31
± 0.003 kg/h), PRF40, N = 810r/min, EGR = 0 %, Tm = 15 ◦C; (b) variable
fueling rate and intake temperature, PRF10, ϕ = 0.42, N = 1000r/min, EGR =
0 %, Pm = 119.8 ± 0.2 kPa
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6.3 SUMMARY

Experimental data from HCCI engine collected at 329 operating points is used to

evaluate the performance of an ignition timing criteria θPmax over a wide range

of operating conditions. θPmax is better able to distinguish between the normal

and misfire combustion cycles than CA50, particularly near partial burn region.

Finally, the correlations between θPmax and Pmax, CA50 and IMEP are investi-

gated at different conditions in order to confirm the validity of this new ignition

timing criteria. Although several crank angle based parameters as indicators of

ignition timing have been studied, the θPmax is used as the final ignition timing

criteria for feedback control because of its characteristics in distinguishing the

different modes of combustion as well as its simplicity compared to other criteria.

One other reason to prefer θPmax for feedback control parameter versus other

ignition timing criteria such as CA10, which has been shown as a good criteria in

Chapter 4, is simplicity of its calculation compared to CA10 since its calculation

does not require heat release and mass fraction analysis. In addition, θPmax is

closely coupled to the volume of combustion as the early/late θPmax corresponds

to the normal and partial burn cycles while this distinction is not as clear using

CA10.



Chapter 7

CONTROLLING CYCLIC COMBUSTION

TIMING VARIATIONS USING A

SYMBOL-STATISTICS PREDICTIVE

APPROACH IN AN HCCI ENGINE 1

C
yclic variation of a HCCI engine near misfire is analyzed using chaotic the-

ory methods and feedback control is used to stabilize high cyclic variations.

Variation of consecutive cycles of θPmax for a primary reference fuel engine is

analyzed near misfire operation for five test points with similar conditions but

different octane numbers. The return map of the time series of θPmax at each

combustion cycle reveals the deterministic and random portions of the dynamics

near misfire for this HCCI engine. A symbol-statistic approach is used to predict

θPmax one cycle-ahead. Predicted θPmax has similar dynamical behavior to the

experimental measurements. Based on this cycle ahead prediction, and using fuel

octane as the input, feedback control is used to stabilize the instability of θPmax

variations at this engine condition near misfire.

1The results of this chapter are partially based on [137].
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7.1 INTRODUCTION

HCCI engines are of interest due to certain advantages over conventional Spark

Ignition (SI) and Compression Ignition (CI) engines. In particular, low emis-

sion levels in terms of NOx and particulate matter and high thermal efficiency

of these engines are beneficial [7, 188]. Two main concerns about this engine

technology are: limited operation range, and lack of any direct control on ig-

nition timing [17, 189, 81]. Typically the HCCI operating range is limited by

engine damaging knock at high load, and by undesirable high cyclic variation at

low load [147, 119]. This paper focuses on understanding how to extending the

low load range of HCCI where high cyclic variations are responsible for unstable

combustion which limits the operating range of the engine [114]. The combustion

stability of a SI engine has been investigated by means of both experimental tests

and numerical analysis [190]. Cyclic variations are classified as linear random or

having deterministic coupling between consecutive cycles, both of which have

been analyzed using nonlinear and chaotic theory [116, 109, 191, 82]. The term

deterministic is used when future states, for some horizon of the system, can be

calculated from the past values [181]. Temporal dynamics of the combustion pro-

cess in a lean-burn natural gas engine was studied by the analysis of time series

of consecutive experimental in-cylinder pressure data [192, 193]. This structure

is then used to predict future cycles and incorporated in a control algorithm to

influence the HCCI ignition timing [126, 194]. Thus, understanding the dynamics

of HCCI combustion during high cyclic variation operating conditions, could be

used to extend the operating range if there is deterministic structure inherent

between engine cycles. The combustion process in a SI engine is analyzed and

shows that the system can be driven to chaotic behavior [195]. Temporal dy-

namics of the variation of consecutive cycles of crank angle of 50% mass fraction



CHAPTER 7. CHAOTIC CONTROL 101

of fuel burnt (CA50) are analyzed using chaotic theory tools in [135]. CA50 is

predicted one cycle ahead using a symbol-statistics approach in [136].

The main objective of this chapter is to investigate and control the cyclic

variation of combustion timing near the misfire limit by using the identified dy-

namics to predict one cycle ahead and use this prediction in feedback control

to stabilize unstable HCCI operation near misfire. Nonlinear and chaotic theory

tools are used to identify the inherent deterministic patterns of cyclic variation

during HCCI combustion. The return maps are used to qualitatively observe

the dynamical patterns near engine misfire. The return maps are a useful tool

to recognize the dependency of the current combustion cycle on previous ones.

Then the deterministic structure inherent in the cyclic engine data at 5 octane

numbers is captured using a symbol-sequence approach. Joint probability distri-

butions are calculated from the frequency histograms. Then, a joint probability

estimator is used to predict combustion timing one cycle ahead for each octane

number. Finally, the cycle ahead prediction at all 5 octane numbers is combined

with feedback control that modulates the octane number to control ignition tim-

ing and extending the HCCI operating range of the engine.

The experimental engine setup is explained in 2.1 in which the engine fit-

ted with a Mercedes E550 cylinder head is used for data collection. Five engine

operating points are collected at steady-state operating conditions and 3000 en-

gine cycles of cylinder pressure data are recorded for each. Cylinder pressure

is recorded 3600 times per crank revolution and processed with an NI-Labview

and A&D Baseline CAS using a degree based real time processor. The operating

points span the range between stable operating condition to the unstable condi-

tion. The details of the base engine experimental conditions used in this chapter

are listed in Table 7.1.
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Table 7.1: Base test operating conditions4

Parameters Values

Engine Speed [RPM] 1000
Manifold Temperature [ ◦C] 38

Oil Temperature [ ◦C] 60
Manifold Pressure [kPa] 93-95

IVC [aBDC] 200
EVC [aBDC] -26

PRF 3, 4, 5, 6 , 7

7.2 CYCLE-AHEAD PREDICTION

θPmax is considered as the feedback parameter in this work as it is a simple igni-

tion timing parameter requiring minimum computational resources [186]. Using

heat release analysis the cyclic variability in ignition timing, θPmax, is found to be

a robust criteria of ignition timing [143, 187] since θPmax depends predominantly

on the timing of combustion and is independent of charge variations. This makes

it a useful measure of variability in combustion timing [187]. An example of the

location of θPmax for HCCI combustion is shown in Figure 2.3 in section 2.3

where cylinder pressure is plotted versus crankangle.

A one step ahead prediction of θPmax, using previous and current values of

θPmax is used in subsequent feedback control. To obtain an accurate prediction

several techniques are evaluated. First a chaotic analysis is performed on 5 test

points with 5 different octane numbers at steady-state for 3000 consecutive engine

cycles. Then the data is analyzed at each of these operating points to find the

probabilistic histogram. At those 5 operating points the data is used for analysis

while one operating point within the similar conditions is kept for validation.

A test point with varying octane number, close to misfire with many partial

burn combustion events and with engine torque only slightly above the motoring

condition, is used as a final validation and is not used to parameterize the model.
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This is also the condition where feedback control is used to stabilize ignition

timing. A flowchart of cycle-ahead prediction based on chaotic analysis results

is illustrated in Figure 7.1. This figure outlines the analysis procedure that is

described next.

Figure 7.1: Flowchart: Use of chaotic tools for nonlinear prediction
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7.2.1 Return Maps

A return map is used to observe the structure inherent in the time series. Here

they provide a tool to check the probable interaction between the combustion

timing at the current cycle ( θPmaxi
) with the next consecutive cycle ( θPmaxi+1

).

As previously mentioned, for a random time series, consecutive cycles are uncor-

related and the return map shows an unstructured cloud of data points gathered

around a fixed point. With deterministic coupling between consecutive points,

the return map shows more structure such as dispersed data points about a diag-

onal line [182]. In this chapter analysis of HCCI engine data at condition listed

in Table 7.1 is performed. The octane number is varied from 3 to 7 in steps

of 1 by changing the ratio of fuels injected by two fuel injectors and the return

maps of all 3000 engine cycles of θPmax for these 5 engine operating conditions

are shown in Figure 7.2. The combustion timing return map is a phase plane

and plots θPmax at cycle i + 1 on the y-axis and θPmax at cycle i on the x-axis

where i represents the engine cycle (time). The relationship between combustion

timing of the current cycle and the next cycle indicates that for some of the cases

shown in Figure 7.2 there is a deterministic dependency on previous cycles. In

these cases, predicting future cycles (for some prediction horizon) using previous

combustion cycles is possible. However, the detailed relationship between cycles

is not apparent in Figure 7.2 and further analysis is needed. To characterize the

combustion timing dynamics, the following functional form defined in the previ-

ous chapter but now with θPmax (at cycle i) using previous cycles is used:

θPmax(i) = f(θPmax(i− 1), θPmax(i− 2), ..., θPmax(i− (L− 1)))

Return maps and symbol-sequence techniques are used to find the approxi-

mate function f and value of L. The return maps of ON 5 through 7 in Figure 7.2
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Figure 7.2: Return map of combustion timing,θPmax, for 5 octane numbers.
conditions listed in Table 7.1

seem to indicate a relatively low value of L.
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7.2.2 Symbol-sequence Analysis

The symbol-sequence method is used to extract information from the experimen-

tal measurements of θPmax. This conversion has the practical effect of producing

low-resolution data from high resolution data and reducing the effect of dynamic

and measurement noise. In a practical sense for combustion timing prediction

and control purposes in this work, the more qualitative description such as early

or late combustion timing is desired.

For the HCCI combustion data near misfire, θPmax is partitioned equally in

eight partitions, n=8, in a symbol series from 0 to 7. The data points, below the

first bottom partition are assigned to symbol 0 and those between the first and

second partition are assigned to symbol 1 and so on. The relatively high number

of eight partitions is selected to extract detailed information from the original

data set despite that the observed dynamics are obscured with noise [183, 185].

A joint probability distribution to predict the next cycle occurrence using

previous cycle information is used to determine L. These joint probability his-

tograms give the maximum likelihood probability of next cycle given the occur-

rence of previous cycles in the whole time series. Then by comparing the one-cycle

ahead predictions for different values of L, an optimal value of L can be deter-

mined. These histograms also give the probabilistic function for different data

series. For the engine test points (with return maps in Figure 7.2), the optimal

one-step ahead prediction is found using two previous cycles ( L = 2 + 1 = 3).

Another important way to choose the optimum value of L is to employ Shan-

non entropy. Shannon entropy is a quantitative measure of nonrandom structure

in time series measurements based on information theory. Because Shannon en-

tropy provides an unambiguous indicator of temporal patterns, it is useful in

determining the optimum sequence length L [184]. Shannon entropy is defined

as:
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HS(L) = − 1
log(N)

∑
pLlog(pL)

where N is the total number of symbol sequences with nonzero frequency, pL

is the probability of observing a sequence L. For the defined quantity, a value

of one indicates the measured data are random, while a value of less than one

indicates the presence of temporal correlation [82]. In the current context, lower

HS implies more deterministic structure. The value of HS varies as the sequence

length L changes. In this work, it is found that HS typically reaches a minimum

value as L is increased from 1. This trend is shown in Figure 7.3 for the five

operating points listed in Table 7.1. The minimum HS occurs at a sequence

length of 3 which is optimal for these cases and also reflects the symbol-sequence

transformation which best distinguishes the data from a random sequence.
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Figure 7.3: Modified Shannon entropy vs. symbol sequence length for 5 octane
numbers. conditions listed in Table 7.1

The symbol-sequence histogram for consecutive cycles of θPmax corresponding

to the data in Figure 7.2 is shown in Figure 7.4. In Figure 7.4, the vertical axis

corresponds to the normalized frequency of occurrence of a symbol sequence and
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the horizontal axis is the symbol-sequence equivalent binary code. The symbol

set size is n = 8 and sequence length is L = 3, resulting in N = 83 = 512 possible

sequence codes.
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Figure 7.4: θPmax Symbol sequence histogram with (n=8, L=3) for HCCI com-
bustion cycles 1 to 3000 (conditions as in Figure 7.2)
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A large normalized frequency peak accompanied by some smaller peaks in the

sequence code histogram is apparent in the ON 7 plot of Figure 7.4 indicating

a non-random sequence. The large peak occurs at sequence 0 (symbol series

000) which is three consecutive early values of θPmax and physically corresponds

to a weak combustion (most probably not having a main stage of combustion).

Pattern number 438, which correspond to sequence 666, is also one of main local

peaks for plots with ON 6 and ON 7. In addition, sequence codes 007 and 700,

corresponding to pattern numbers 7 and 448 respectively, are among the possible

sequences that the dynamics would pass through before entering or leaving three

consecutive symbols of 0. For these cases, θPmax does not stay in the late

regions but oscillates between relatively early and late θPmax angles. These local

peaks indicate relative deterministic behavior of θPmax combustion timing for

the experimental cases with ON 6 and ON 7.
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7.2.3 Time-Irreversibility

The use of symbol-sequence histograms for determining the time irreversibility

is used since the relative frequencies will shift when they will be observed with

time reversed. It has been shown that one of most important features to discrim-

inate the gaussian random processes from deterministic prior-cycle effects is time

irreversibility [196]. Particularly, processes with non-random structure between

consecutive cycles show an arrow of time which increases as the nonlinear mem-

ory between cycles increase. On the other hand, processes with random inherent

structure are symmetric in time(i.e. the behavior of forward and reverse time

series are the same) [126].

Time irreversibility versus the five cases is plotted in Figure 7.5 and shows

that increasing the octane number results in higher time irreversibility. The de-

tails of time irreversibility for the operating points studied in this work are listed

in the Appendix. The higher time irreversibility close to the engine misfire region

at higher octane numbers is also an indication of having more deterministic pat-

terns in that region. These deterministic patterns can be captured in a chaotic

predictive model and is detailed next.

For the case when a process is time symmetric, there should not be a major

difference between forward and backward time histogram. The observed relative

frequency of the pattern numbers of a specific time series are compared with

their reverse counterparts and the comparison is quantified with the following

Euclidean-norm:

Tirr =
√∑

(Fi −Ri)2 (7.1)

where i is indexed over all possible sequence codes. F and R in the above
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Figure 7.5: Time irreversibility versus octane number (conditions as in Figure 7.2)

equation are the histogram frequencies for the forward and reverse-time. The

magnitude of Tirr is a quantitative measure of the level of time irreversibility.

Figure 7.6 illustrates symbol-sequence histograms for the forward and reverse

time of the HCCI θPmax data corresponding to Figure 7.2. Reverse time series of

the data points is generated by reversing the order of forward flow of data points.
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Figure 7.6: Forward and reverse θPmax Symbol sequence histogram with (n=8,
L=3) for HCCI combustion cycles 1 to 3000 (conditions as in Figure 7.2)

In Figure 7.6 for ON 7, there are large peaks at sequence codes 0 (symbol

sequence 000) and sequence code 438 (symbol sequence 666) for the forward di-

rection which are very different in the reverse time realizations. This is attributed
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to the nonstationary or transient dynamics of the engine near the misfire limit,

where the sequences of 0 or 6 occur often. The Euclidean-norm increases with

octane number indicating that time irreversibility increases with increasing oc-

tane number as the engine operation approaches the misfire limit. As the engine

is operated away from misfire (eventually knock could occur) the forward and

reverse time symbol sequence histograms appear more similar to each other im-

plying no major time irreversibility.

7.2.4 Chaotic Predictive Model with Added Fuel Octane Number Dy-

namics

HCCI combustion timing is not only dependant on the temperature and pressure

of the compression stroke, but also on the fuel chemistry and burnt gas resid-

ual from previous cycles [80]. The cycle-by-cycle combustion timing is strongly

dependant on the octane number [93] which can be changed cycle-by-cycle in

this experiment by injecting two fuels (n-heptane and iso-octane) using two fuel

injectors. The fuel octane number is then used to increase the load range of the

HCCI engine [166].

The range of HCCI combustion timing over 3000 cycles for each of the five

octane numbers is shown in Figure 7.7. All other inputs are kept constant but

the variation of θPmax increases with increasing octane number as the engine has

more misfire cycles. The combustion timing angle increases as expected with an

increase in fuel octane number for octane numbers ranging between 3 to 5. By

increasing the octane number further, the average θPmax advances primarily due

to θPmax occurring early due to partial burn or misfire. The variation of θPmax

also increases with octane number due to the combustion instability.
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Figure 7.7: Combustion timing range of engine for 5 octane numbers used for
HCCI combustion operating points near misfire (conditions as in Figure 7.2)

7.2.4.1 Nonlinear Prediction

A schematic of the real-time chaotic prediction for all five octane numbers is

shown in Figure 7.8. To predict θPmax with varying octane number, the interpo-

lated deterministic part of the data captured by each of the five models is used.

To obtain the predicted return map, the octane number and two previous θPmax

values are used to predict θPmax of the next cycle such that the pattern of two

previous inputs for each of the five octane numbers and the input octane number

determines the most probable one step ahead θPmax.

Using the joint probability estimator of θPmax for each of the five operating

points and the measured octane number in the test where the octane number

varies between 3 to 7, the simulated behavior of consecutive cycles of θPmax is

constructed. To predict θPmax, the following form is used:

θPmax(i) = f(ON(i), θPmax(i− 1), θPmax(i− 2), ..., θPmax(i− (L− 1))) (7.2)
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Figure 7.8: Schematic of the chaotic prediction used in Figure 7.12 for predic-
tion of θPmax for HCCI combustion operating points near misfire (conditions -
Figure 7.2)

The experimental data for θPmax in Figure 7.9(a) is compared to the predic-

tion for the same cycles in Figure 7.9(b). The direction of arrows in Figure 7.9(b)

illustrates transitions between different θPmax phase plane locations and gives an

indication of the complexity of the dynamics.
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(b) Predicted Return Map

Figure 7.9: Comparison of experiment and prediction of θPmax for HCCI com-
bustion with varying octane number and different Pman

The predicted return map in Figure 7.9(b) has the general appearance of the

experimental data in Figure 7.9(a).
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7.2.4.2 Prediction Validation

Cycles 900 to 1250, a 350 cycle portion of the test point with varying octane

number, is used to check the prediction quality. The residual ( ∆θPmax =

θPmax(pred) − θPmax(measured)) is shown in Figure 7.10 and autocorrelation

of the residual is shown Figure 7.11. No obvious visible pattern in the residual
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Figure 7.10: Prediction error (∆thetaPmax) between predicted values and exper-
imental measurements for HCCI combustion (same condition as in Figure 7.9)

error values in Figure 7.10 indicate, as a simple first check, that there is no de-

pendency between consecutive error values and the model seems to capture the

dynamics. The autocorrelation function for the residuals ( ∆θPmax) is shown in

Figure 7.11 for all the 3000 ∆θPmax residuals with the 99% confidence interval

is shown by dashed lines. The correlation curves indicating an acceptable model

fall between these lines [153].
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Figure 7.11: Autocorrelation of residuals ∆thetaPmax) for predicted consecutive
cycles for HCCI combustion (same condition as in Figure 7.9)

7.3 CONTROLLER

7.3.1 θPmax control based on a chaotic predictive model using fuel

octane changes

To control the unstable HCCI operating region, the fuel octane number is varied

using two injectors. Iso-octane is injected by one injector while n-heptane is

injected by the other and by varying the volumetric ratio the octane number in

the engine can be changed cycle by cycle.

A proportional-integral (PI) controller using combustion timing for the next

cycle as determined by the chaotic predictive model, regulates combustion timing

( θPmax) by varying the ratio of iso-octane and n-heptane. A block diagram of the

control system is shown in Figure 7.12. A single-input single-output controller is

used since other inputs are kept constant. Since the engine combustion timing

θPmax can have a chaotic pattern, i.e. for an early/late θPmax the next cycle
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could have late/early combustion timing, the chaotic predictive model described

previously, is used to predict the next cycle combustion timing. This prediction

is used as the feedback signal to stabilize the combustion timing.

Figure 7.12: Schematic of the Controller of HCCI combustion timing for θPmax

in unstable region using fuel octane

To implement the control in real time, θPmax is calculated (on the NI com-

puter) at each cycle using 0.1 degree cylinder pressure data. This value θPmax(i,

i-1) in Figure 7.12 is output to the MicroAutobox via an analog signal once per

engine cycle and well before the next combustion. The engine controller is com-

bustion event based with a sampling rate of once every two engine revolutions

and modulates the two fuels to command the injector pulse widths to set the fuel

octane (wall wetting is ignored) while maintaining a constant injected fuel energy

despite changing the octane number. A schematic of the control structure can

be seen in Figure 7.13.

To tune the controller the proportional gain is increased until unstable op-

eration of the engine. The proportional gain is then decreased to half and the

integral term is then increased until the desired behavior of the engine is ob-

served. The PI controller is tuned using simulation and then manually adjusted



CHAPTER 7. CHAOTIC CONTROL 120

injected energy

−C−

SaturationONReset

−C−

ProportionalON

0.000

On offset

−C−

IntegratorcON

K (z+1)

2(z−1)
FUEL

E

ON
fcnTask Transition

(double buffer read )
CAPmax error

1

Figure 7.13: Simulink diagram of the implemented controller for CAPmax using
fuel octane

on the real engine. The controller implementation is ui = kP ei + kI
∑

ej where

e = ∆θPmax is the difference between the desired and predicted θPmax, and u is

the controller output ∆ON as shown in Figure 7.12.

7.3.2 Experimental Results

With PI control, the fuel octane number (input) and θPmax (output) are recorded

and shown in Figure 7.14. For this case θPmax is about 10 ◦aTDC for normal

combustion and 0 ◦for misfire. Cycles 800 to 900 show uncontrolled engine oper-

ation with the controller off and the octane number manually set to 5. At cycle

901, the PI controller is activated and modulates the octane number to stabilize

θPmax to the desired value. As seen in Figure 7.14, the controller reduces θPmax

variation resulting in a more stable engine operation with fewer misfire cycles.

The average octane number is about 4 for the controlled portion of cycles 901

to 1260. The uncontrolled operation of the engine with the same conditions and

octane number 4 exhibits unstable operation with misfire cycles as shown in Fig-

ure 7.15. The minor change in operating conditions (specifically intake manifold

pressure) results in unstable operation of Figure 7.15 compared to conditions

of Figure 7.2. The standard deviation of θPmax decreases from 6.2 ◦(for cycles

800 to 900 without control) to 2.5 ◦ for the next 360 cycles with control. Most

θPmax values are within the normal operating condition of the engine after the
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controller is turned on although the control is not perfect with some cycles near

misfire. This can be quantified by counting the percentage of misfire cycles for

the region with the controller on (3%) versus percentage of misfire cycles for the

uncontrolled operation (79%).
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Figure 7.14: Combustion timing θPmax using fuel octane input. Controller is
turned on at cycle 901; kP = 1.7;kI = 0.1
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Operation

The pressure trace for the last two cycles of the uncontrolled operation (cycle

899 and 900) and the first two cycles of the controlled operation condition (cycle

901 and 902) of Figure 7.14 are shown in Figure 7.16. Cycle 899 and 900 have

the characteristics of misfire cycles while 901 and 902 have the characteristics of

HCCI combustion indicating that the controller is effective in this case.
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Figure 7.16: Cylinder pressure trace of cycles 899-902 of Figure 7.9

7.4 SUMMARY

Deterministic patterns in cyclic variation of ignition timing ( θPmax) at operating

points near the misfire limit of an HCCI engine are observed. Near the misfire

limit the return map of θPmax consists of multiple different regions, indicat-

ing non-constant nonlinear combustion timing. Non-random patterns of cyclic

variation of ignition timing θPmax under specific operating conditions emerge in

symbol sequence analysis as large peaks in the symbol-sequence histogram and

indicate a coupling between consecutive cycles. A joint probability estimator to

predict one cycle ahead using the two previous cycles is developed and is used to

predict combustion timing. An autocorrelation of predicted-actual θPmax resid-

ual shows uncorrelated residuals which indicates that the joint probability model
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is acceptable. For the one base engine operating condition tested, θPmax one

cycle prediction is used to command fuel octane number (and thus modify com-

bustion timing θPmax) and results in a significantly lower number of misfires.

The θPmax prediction is combined with feedback control and demonstrates lower

HCCI combustion variation and misfire rates in an experimental engine at one

operating point for the same average octane number. This indicates that this

method could potentially be used to extend into the misfire region of the HCCI

engine range.



Chapter 8

Summary and Conclusions

A
n experimental and simulation study has been conducted to characterize

HCCI operation in the normal and partial burn region. In addition, an

ignition timing criterion that is more robust than existing methods in the partial

burn region is used as the control input for unstable high cyclic variations engine

operation. A chaotic predictive model useful for control applications is also devel-

oped. Then, the cyclic combustion phasing variations is combined with varying

octane number control input and the chaotic predictive model to stabilize the

combustion. Major results and contributions from this thesis are summarized in

this chapter and recommendations for further work are outlined.

8.1 CONCLUSIONS

The analysis of the results in this study leads to the following findings and con-

clusions:

8.1.1 Experimental Study of HCCI

• Under certain operating conditions, HCCI engines can exhibit large cyclic

variations in ignition timing. Experimental characterization of cyclic vari-

ation of HCCI combustion using both chaotic and statistical methods has



CHAPTER 8. SUMMARY & CONCLUSIONS 126

been performed. Cyclic variability can be categorized ranging from stochas-

tic to deterministic patterns. The development of nonlinear scattering pat-

terns of CA50 cyclic variation in an HCCI engine is studied.

The return map techniques applied in nonlinear dynamics and chaos the-

ory are used to observe possible deterministic structures inherent in the

experimental data. Transitions from the misfire to knock limit within the

HCCI mode is done by varying intake manifold temperature. Using bifur-

cation diagrams and return maps more structure is observed as the engine

operating condition is changed from the knock limit to the misfire limit by

using 9 different intake manifold temperatures. This structure is indica-

tive of a coupling between successive CA50 (engine cycle timing) which has

the expected sequence of late and early combustion near the misfire limit.

Dominant deterministic patterns are observed in some of the data near

misfire limit. Return map results for CA50 near the knock limit show an

unstructured cluster of circular data gathered around a fixed point. These

data points start to scatter over the diagonal line as they move towards the

misfire limit and fixed points becomes destabilized leading to more struc-

tured data points. The structured patterns seen in the data is attributed

to the deterministic coupling between consecutive cycles. The results show

that unstable operation of HCCI with higher cyclic variations is observed

closer to the misfire region of the engine.

• A wide range of engine operating conditions (338 points) is analyzed to

determine which conditions have a normal distribution for ignition timing

(CA50). Two common testing methods for normal distributions are used.

These two methods are applied on the data sets from 338 points. Points that

successfully pass these two tests are then visually evaluated with normal
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probability plot. Ignition timing (CA50) data sets for all experimental

points were processed using the procedure mentioned above and 19 points

out of 338 points are judged to have a normal distribution. Results show

that normal distribution of ignition timing (CA50) is more likely to occur in

HCCI ignitions occurring for a window immediately after TDC (0.8 ≤ SOC

≤7.7 CAD aTDC). In those conditions, cyclic variations of ignition timing

(CA50) is typically low (0.4 ≤ STDCA50 ≤1.4 CAD) and the burn duration

is short (2.5 ≤ BD ≤ 4.3 CAD). A large deviation from the straight line

is observed in normal probability plots of the operating points which have

mean ignition timing (CA50) occurring after 15 CAD aTDC. Generally,

results show that unstable operation of HCCI with higher cyclic variations

is observed closer to the misfire region of the engine. Thus, misfire region

of HCCI will be the main focus of interest in order to extend the HCCI

limited operating range and controlling the combustion instabilities in this

work. No direct preference for normal distribution was seen in operating

conditions in terms of octane number, engine speed, equivalence ratio and

intake conditions. However, a combination of these conditions determine

the location of SOC.

• Experimental data from HCCI engine collected at 115 operating points are

used to define two criteria for partial burn operation, one used as offline

criteria after collecting all the cycles and one online method by comparing

the cyclic peak of main and cool flame stage of heat release curve. In

order to control the ignition timing in the partial burn region of the engine,

accurate offline and online estimates of ignition timing are introduced. For

offline operating condition ignition timing, a new method is proposed which

combines the Coefficient of Variation of Indicated Mean Effective Pressure

(COVImep) and percentage of cycles with less than 90 percent heat release



CHAPTER 8. SUMMARY & CONCLUSIONS 128

of previous cycle. Particularly near the partial burn/misfire limit, this

method is more reliable than just COVImep. For online ignition timing

estimates, a new method in which the ratio of the peak of main stage and

cool flame stage of heat release curve (HTR to HTRLTR Peak Ratio) is used

for each cycle. Using this, normal and partial burn engine cycles can be

determined in realtime for fuels exhibiting a cool flame. This ratio is found

to achieve a rough correlation with the number of partial burn cycles when

the threshold is adjusted for each octane number. This threshold is mainly

useful to control CA10 as ignition timing criteria since it determines the

location of occurrence of CA10 on first or second stage of combustion. The

effect of online method on location of ignition timing is investigated for all

operating points in order to find an accurate measurement method for HCCI

combustion timing that works for both normal and partial burn operating

conditions. Based on this criterion, the performance of five methods for

characterizing the combustion timing are investigated and compared. The

methods for characterizing the start of combustion are: CA50 based on the

total heat release; the start of combustion from the third derivative of the

pressure trace with respect to crank angle; the start of combustion from

the third derivative of the pressure trace with respect to crank angle with

two limits; CA10 based on total heat release; CA10 based on peak of main

stage of combustion. Examining combustion criterion it is found that the

four existing methods are not effective during partial burn operation but

a new criterion CA10 based on the main stage of combustion is effective.

CA10-main is a new method defined as 10 percent of the maximum heat

release of only the main stage.

A PBurn (partial burn) cycle is defined as when the total heat release is less

than 90% of previous cycle. That is, a cycle with 10% reduction in total
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heat release compared to its previous cycle is considered as a partial burn

cycle. An operating point is considered partial burn operating point if it

contains more than 15% partial burn cycles and COVImep higher than 6%.

• Understanding the variations of ignition timing with changing engine op-

erating conditions is an essential step to be able to control HCCI engines

for achieving fuel consumption and vehicle’s emissions targets. The effect

of online method on location of ignition timing is investigated for all op-

erating points in order to find an accurate measurement method for HCCI

combustion timing that works for both normal and partial burn operating

conditions. The first step is to come up with a comprehensive ignition tim-

ing which covers a wide range of operating conditions particularly partial

burn region of HCCI engines. The crank angle where the maximum pressure

occurs ( θPmax) is proposed as a robust criteria for distinguishing between

normal and misfire HCCI combustion modes. Particularly near the partial

burn/misfire limit, this method is found to be more reliable than the exist-

ing method of CA50 and is better able to distinguish between the normal

and misfire combustion cycles than CA50. Using ( θPmax), normal and par-

tial burn engine cycles can be determined cycle by cycle for fuels exhibiting

a cool flame. The performance of this new criteria is then analyzed for dif-

ferent engine loads at both constant fueling and constant equivalence ratio

at 329 HCCI experimental operating points. For operating points with high

cyclic variation θPmax is found to be more reliable than CA50. Thus θPmax

could be used in feedback algorithms to help control to stabilize ignition

timing in these regions extending the useful operating range of HCCI.

Although several crank angle based parameters as indicators of ignition

timing have been studied, the θPmax is used as the final ignition timing
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criteria for feedback control because of its characteristics in distinguishing

the different modes of combustion as well as its simplicity compared to other

criteria. One other reason to prefer θPmax for feedback control parameter

versus other ignition timing criteria such as CA10, which has already been

shown as a good criteria, is simplicity of its calculation compared to CA10

since its calculation does not require heat release and mass fraction analysis.

8.1.2 Chaotic Modeling and Control of HCCI Ignition Timing

• The analysis of variation of consecutive cycles of ignition timing (CA50) for

an n-heptane fueled engine is performed near the misfire condition in order

to predict the following cycles using the identified dynamics. The results

have specific implications for the control design used to stabilizing unstable

HCCI operation near the misfire condition. Nonlinear and chaotic theory

tools are used to identify the inherent deterministic patterns of cyclic vari-

ation during HCCI combustion. Then the deterministic structure inherent

in the data points is captured using a symbol-sequence approach. Joint

probability distributions are calculated using the frequency histograms ob-

tained in previous sections. Finally, those joint probability estimators are

used to predict the next cycle ahead combustion timings in the experimen-

tal data points. Adding appropriate noise to the predicted values results in

simulation results with similar statistics to the experimental data. These

techniques are then used to predict ignition timing (CA50) one cycle-ahead.

Simulated data points in phase space have similar dynamical structure to

the experimental measurements. An autocorrelation of predicted-actual ig-

nition timing residual shows uncorrelated residuals which indicates the joint

probability model is acceptable.

• Cyclic variation of a HCCI engine near misfire is analyzed using chaotic the-
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ory methods and a feedback control has been developed to stabilize high

cyclic variations. Variation of consecutive cycles of θPmax for a primary

reference fuel engine is analyzed near misfire operation for five test points

with similar conditions but different octane numbers. The return map of

the time series of θPmax at each combustion cycle reveals the deterministic

and random portions of the dynamics near misfire for this HCCI engine. A

symbol-statistic approach is used to predict θPmax one cycle-ahead. Based

on this cycle ahead prediction, and using fuel octane as the input, feedback

control is used to stabilize the instability of θPmax variations at this engine

condition near misfire. The cycle ahead prediction at all 5 octane numbers is

combined with feedback control that modulates the octane number to con-

trol ignition timing and extending the HCCI operating range of the engine.

A proportional-integral (PI) controller using combustion timing for the next

cycle as determined by the chaotic predictive model, regulates combustion

timing ( θPmax) by varying the ration of iso-octane and n-heptane. A single-

input single-output controller is used since other inputs are kept constant.

Since the engine combustion timing θPmax can have a chaotic pattern, i.e.

for an early/late θPmax the next cycle could have late/early combustion

timing, the chaotic predictive model described previously, is used to predict

the next cycle combustion timing. This prediction is used as the feedback

signal to stabilize the combustion timing. For the one base engine oper-

ating condition tested, θPmax one cycle prediction is used to command

fuel octane number (and thus modify combustion timing θPmax) and re-

sults in a significantly lower number of misfires. The θPmax prediction is

combined with feedback control and demonstrates lower HCCI combustion

variation and misfire rates in an experimental engine at one operating point

for the same average octane number. The controller reduces θPmax varia-
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tion resulting in a more stable engine operation with fewer misfire cycles.

The uncontrolled operation of the engine with the same conditions exhibits

unstable operation with misfire cycles. Implementing this control on the

engine, a single operating point near the misfire condition is controlled by

changing the octane number over a limited range.

8.2 MAJOR THESIS CONTRIBUTIONS

The major contributions of this thesis with published results referred are outlined

below:

• Investigated cyclic variation of HCCI combustion using both chaotic and

statistical methods such as return maps, bifurcation diagram; Categorized

range of cyclic variability from stochastic to deterministic patterns in engine

experimental data points.

• Determined conditions having a normal distribution for ignition timing in

a wide range of operating conditions (338 points) using common testing

methods; Observed unstable operation of HCCI with higher cyclic varia-

tions closer to the misfire region of the engine; Focused on the misfire as

the region of the interest in order to extend the HCCI limited operating

range and controlling the combustion instabilities.

• Defined two criteria for partial burn operation; used COVImep and percent

of partial burn cycles to define offline estimate of ignition timing; deter-

mined normal and partial burn engine cycles in realtime using online igni-

tion timing estimate for fuels exhibiting a cool flame; studied the effect of

online method on location of ignition timing for all operating points in or-

der to find an accurate measurement method for HCCI combustion timing
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that works for both normal and partial burn operating conditions; defined

partial burn cycle and partial burn operating point.

• Proposed a robust ignition timing criteria as the feedback control parame-

ter for distinguishing between normal and partial burn HCCI combustion

modes; Analyzed the performance of this criteria for different engine loads

at both constant fueling and constant equivalence ratio at 329 HCCI oper-

ating points.

• Performed an analysis of variation of consecutive cycles of ignition timing

for an n-heptane fueled engine near the misfire condition in order to predict

the following cycles using the identified dynamics; Captured the determinis-

tic structure inherent in the data points using a symbol-sequence approach;

Calculated joint probability distributions using the frequency histograms;

predicted ignition timing one cycle-ahead.

• Developed and validated a feedback control to stabilize high cyclic varia-

tions; regulated the combustion timing by varying the ration of iso-octane

and n-heptane using a proportional-integral (PI) controller for the next

cycle as determined by the chaotic predictive model; reduced combustion

timing variations resulting in a more stable engine operation with fewer

misfire cycles.

8.3 FUTURE WORK

The HCCI predictive model and feedback controller in this work are useful tools

to understand the combustion behavior near partial burn region of HCCI and its

control application. More experimental data and analysis are needed to extend

the predictive control to a wide range of engine operation that is near misfire.
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8.3.1 HCCI Control Using the Cycle ahead prediction

• The feedback control of HCCI ignition timing cyclic variation in this work

can be extended to use the variable valve timing instead of fuel type as the

control actuator for future HCCI control applications.

• The ignition timing criteria of CA10-main can be used as the control feed-

back parameter instead of θPmax used in this work. RHLTR can be also used

as a real-time criterion to detect the partial burn region for cycle-to-cycle

control purposes. Having RHLTR threshold for different octane numbers,

feedback control of CA10 will be possible in future.
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Appendix A

Partial Burn Crank Angle Limit Criteria

Comparison on an Experimental HCCI Engine

Here, misfire and partial-burn criteria are defined using crank angle based en-

gine parameters (such as CA1 (Crank angle at which 1 percent of fuel mass has

burned), CA10, CA50 and burn duration) and investigated on an experimental

HCCI single-cylinder engine at 59 operating conditions. The partial burn limit

for five different blends of isooctane and n-heptane fuels is presented. The effect

of different manifold pressures on the partial burn limit are investigated. Increas-

ing the manifold pressure at each specific fuel octane number results in a lower

equivalence ratio partial burn limit for the engine operating points tested. The

primary aim of this section is to provide detailed investigation of the crank angle

based parameters fluctuations for data points in three different regions of normal,

partial burn and misfire in order to choose the proper parameters to be used as

a feedback signal in future HCCI closed loop control.

The experimental engine setup is explained in 2.1 in which the engine fitted

with a Mercedes E550 cylinder head are used for data collection. The tests

operating conditions are listed in Table 2.5. 59 points are analyzed of which

30 are found at partial burn region, 11 at misfire and 18 at normal operating

conditions region.

160
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A.1 Determination of Partial Burn Limit Criteria

The tests operating conditions are listed in Table 2.5 which have been collected

using the experimental setup fitted with a Mercedes E550 cylinder head described

in section 2.1. A cycle is defined to be a partial burn cycle if its total heat release

is reduced by 10% or more compared to the previous cycle [152]. An experimental

operating point is considered a partial burn point if more than 15% of the cycles

are partial burn cycles. Operating points with more than 30% partial burn cycles

are considered to be misfire points. The process to identify partial or misfire

operating points is shown in Figure A.1.

Figure A.1: Flowchart: Procedure to determine the status of HCCI operating
condition

All operating points are partial burn, misfire or normal with none of the oper-
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Figure A.2: Partialburn Conditions: speed 1024 rpm, Tman 87 ◦C, Pman 105 kPa,
ON 0, λ 2.87, T 14.88 Nm

ating points used in this paper near the knock limit. Using the above criteria, 59

HCCI engine operating points are analyzed to categorize them into the different

combustion regions: 30 are found to be partial burn, 11 misfire and 18 points are

normal combustion.

Consecutive cycle total heat release for a partial burn and misfire operating

point are shown in Figure A.2 and Figure A.3 for two operating points. The

number of cycles with more than 10 percent reduction in total heat release com-

pared to the previous cycle are 21 and 38 percent for Figure A.2 and Figure A.3

respectively. In the misfire case, Figure A.3, the number of cycles with reduction

in total heat release is substantially higher compared to the partial burn point

case of Figure A.2, causing a torque reduction.

The partial burn and misfire criteria is used to test data on all 59 operating

points to classify their operating region. Figure A.4 compares the limits of partial
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Figure A.3: Misfire Conditions: speed 1024 rpm, Tman 95 ◦C, Pman 115 kPa, ON
20, λ 2.90, T 8.68 Nm

burn operating conditions for five various blends of primary reference fuels. The

manifold pressure ranges from 90 and 120 kPa and is plotted on the x-axis and λ

(ratio of actual air to fuel ratio to stoichiometric air to fuel ratio) on the y-axis.

For this engine, HCCI partial burn for each of the five octane numbers occurs

in Figure A.4 above the respective lines in the unstable operating condition of

engine. Partial burn boundary occurs because increasing the manifold pressure

leads to higher gas pressure in the compression stroke directly effecting the time

scales of the reactions leading to earlier autoignition [119] and cycle-to-cycle vari-

ation of the phasing of ignition increases with combustion-phasing retard for an

HCCI engine [152]. Increasing manifold pressure extends the partial burn limit

for leaner mixtures autoigniton inside the cylinder as seen in Figure A.4. In-

creasing the fuel octane number (higher amount of iso-octane in the mixture of

iso-octane and n-heptane fuel) reduce the partial burn limit (Figure A.4) due
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to the autoignition properties of the fuel [143]. This restricts the higher octane

number fuels for HCCI operation for this engine. Stable operation with octane

numbers 30 and 40 is not maintained at intake manifold pressures of 90 and 95

kPa.
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Figure A.4: HCCI partial burn boundaries as a function of λ and Pman for PRF0,
10, 20, 30 and 40
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A.2 Misfire limit for different fuels

To recognize the misfire limit using a single parameter, several techniques using

IMEP (Indicated Mean Effective Pressure) have been used [22, 152, 2]. In [152]

a standard deviation of IMEP more than 2% is deemed unacceptable as this

corresponds to the appearance of partial burn and misfire cycles. The coefficient

of variation, is used to measure cyclic variability of engine parameters [197].

COVImep (Coefficient of variation of IMEP) for determining cyclic variation of

IMEP have been calculated for all the operating points used in this study and

categorized using previously defined normal, partial burn or misfire operation.

The results are shown in Figure A.5 and

90 100 110 120

0.05

0.1

0.15

0.2

0.25

0.3

Pman (kPa)

C
O

V
IM

E
P

 

 

Partial−Burn
Normal
Misfire

Figure A.5: Trends of change in cyclic variation of Indicated Mean Effective
Pressure (IMEP) with manifold pressure

COVImep clearly distinguishes three different operating regions for the col-

lected data points. The operating points with 0.06 < CovImep < 0.18 are

partial burn region while operating points with CovImep > 0.18 are the misfire

region of this engine.
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Figure A.6: Trends of change in cyclic variation of CA1 with manifold pressure

To determine the best parameter and to identify misfire conditions using an

alternative to COVImep the crank-angle based parameters of CA1, CA10, CA50

and Burn Duration (BD) (Crank angle difference between CA10 and CA90) for

all 59 operating points are shown in Figures A.6 to A.9. In Figures A.6 and A.8,

no clear boundaries between the three regions of HCCI operating conditions are

evident in variations of CA1 and CA50. In contrast, in Figures A.7 and A.9 three

zones of normal, partial burn and misfire operations are clearly visible except that

a few partial burn data points are fairly close to the boundary between normal and

partial burn. In Figure A.7 all the data points with borders 1.3 < StdCA10 < 7.8

fall in the partial burn region while the ones with StdCA10 > 7.8 in the misfire

region. Figure A.9 shows clear boundaries between the three different operating

conditions of HCCI with the data points with 3.8 < StdBD < 9 in the partial

burn zone and data points with StdBD > 9 in the misfire zone. In Figure A.9,

StdBD has a partial burn point in the misfire region and so seems less reliable

indicator compared to StdCA10 in Figure A.7.
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Figure A.7: Trends of change in cyclic variation of CA10 with manifold pressure
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Figure A.8: Trends of change in cyclic variation of CA50 with manifold pressure
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Figure A.9: Trends of change in cyclic variation of Burn Duration (BD) with
manifold pressure
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A.3 Summary

Experimental data from HCCI engine collected at 59 operating points is used

to define a criteria for misfire limit points. The criteria for characterizing HCCI

engine operation as partial burn, when 15 percent of cycles are partial burn

cycles, and misfire, when more than 30 percent of the cycles are partial burn is

used. Then, cyclic variation of ignition timing in an HCCI engine is investigated.

Examining combustion criteria it is found that CA1 and CA50 are not effective

metrics for HCCI misfire recognition. However, variations of CA10 and BD are

effective measures of misfire recognition and could be used as alternatives for

COVImep to distinguish between normal, partial burn and misfire operation of

an HCCI engine.



Appendix B

Symbol Sequence Method

The principle idea of experimental data symbolization is to convert the time series

values into a few possible values. Depending on the value of a given data, it is

assigned to a symbolic value. The number of symbolic values is referred as the

symbol-set size, which indicates the number of symbols available to symbolize the

data; Figure B.1 shows a portion of time series of ignition timing for a sample

point with conditions of ON 3 in Table 7.1. To illustrate the process the symbol-

set size is selected as 2 and partition between symbols is located at the median

of the data points. The data above the median is symbolized as 1 and the ones

below the median as 0. The group of first consecutive three symbols, data points

1-3 form the symbol sequence 101, data points 2-4 form the sequence 011 and so

on.

170
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Figure B.1: Ignition timing for a sample point with conditions of ON 3 of
Table 7.1.

The symbol sequence histogram of Figure B.1 is shown in Figure B.2.



APPENDIX B. SYMBOL SEQUENCE METHOD 172

0 1 2 3 4 5 6 7
0

2

4

6

8

10

Sequence Code

F
re

qu
en

cy

 

 

000

010

011

100

101

110

111

001

Figure B.2: Ignition timing for a sample point with conditions of ON 3 of
Table 7.1.

After data symbolization, the joint probability is calculated by counting the

number of occurrence of each sequence. The resulting joint frequency histograms

can be used to approximate the mapping function by determining the maximum

likelihood estimate for the next cycle given the occurrence of a specific set of past

cycles. An example of probability of occurrence of consecutive symbols is shown

below:

The probability of occurrence of three consecutive cycles Pabc emerges in the

bottom level of the tree. The length of symbol sequence in this example is three

which consists of three consecutive symbols. The sequence code is formed from

converting the symbol sequences to their equivalent base-10 codes. For instance,

in case of binary symbols used in this work, the symbol sequence 000 is equal

to sequence code 0, 001 to 1, 010 to 2, 111 to 7 and so on. Symbol sequence
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histograms used in this paper are the representation of these symbol sequence

probabilistic with the sequence codes as the horizontal axis values. A completely

random time series results on average in equal frequencies for histogram with

equal number and equiprobable sequence codes. Deterministic data sets show

deviations from the equiprobability because of existing time correlations and

dependency of data points.



Appendix C

Program and Data File Summary

C.1 EXPERIMENTAL DATA AND POSTPROCESSING FILES

The following lists the script files used to study HCCI cyclic variation in Ricardo

engine.

174
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Table C.1: Postprocessing script files

File Name File Description

ExpDataStruc-Build.m Loading the values from excel spreadsheet and

put them in the experimental data file format

GetHeatRelease.m Calculating net and gross heat release using a single

zone model for the Ricardo engine fitted with Rover

head

GetHeatReleaseNewEngine.m Calculating net and gross heat release using a single

zone model for the Ricardo engine fitted with

Mercedes head

GetHeatReleaseNewEngine Modified

FindTotalHR.m Finding the cycle-by-cycle Total Heat Release

in addition to positive heat release until peak

cumulative heat release

Import to Excel Plot.m Read all the required variables from CAS,

ADAPT and DSpace and put their conditions in

the excel file and also include the commands

to plot the desired variables.

Cas2mat converter.m reads the outputs from the CAS ADAPT

software for matlab file and formats it into

a v4 .mat file. This requires changing the file

extension and modifying the binary variable name

such that it does not include any illegal characters.

DATAANALYSIS.m combines the data from the CAS, ADAPT and

dSPACE system and combines them into a single

.mat file. The program also computes some general

metrics such a efficiency and specific emissions and

combines these into an excel sheet for quick reference.

Combustion Analyzer exp batch.m Combines all the data from CAS, ADAPT and

Dspace, analyzes the data for individual cycles and

gives the performance specific parameters as output
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Table C.2: Postprocessing script files

File Name File Description

ExpMatFile Facilator.m Facilitates making a workspace including

the data from excel file

NIConvert.m converts NI data to Pressure

HCCICombAnalyzer.m Analyzes the main combustion metrics based on

experiment results and engine type

pMeanCalculator.m Calculates the average pressure signal for each cycle

pressFiltFilt.m filters the data (usually pressure data) so that it can be

more accurately differentiated to determine the ignition

timing.

LHV Finder.m Calculates the lower heating value of used fuels

makeKinTable Cond.m Populate a table with calculated numbers from

experimental data

ExpDataOrganizerOneFolder.m Makes an ExpData for desired params in one folder

FolderNameFacilator.m Selects the file directory and makes proper name for the

files

Main DataAnalyzer Updated.m Generates general ProcessedExpData files for processing

large size experimental data

PlottingCyclicVariations.m Plots the cyclic variations for different ignition cycle

parameters based on the experimental data file format



APPENDIX C. PROGRAM & DATA FILE SUMMARY 177

C.2 NORMAL DISTRIBUTION AND STATISTICAL ANALYSIS

FILES

The following lists the script files used to evaluate the fitted distribution of igni-

tion timing consecutive cycles as well as performing statistical tests for different

engine variables.

Table C.3: MATLAB script files

File Name File Description

AutoCorrelation.m Calculates autocorrelation of HCCI data series

DistTest.m Checking type of data series distribution

Fitting linear correlation to data.m Fitting linear correlation to data series

Good Fitness Params.m Statistical tests to validate the goodness of prediction

Distribution Generator.m Generating the desired distribution shapes

ProbabilityApproach.m Calculating the statistical parameters

of experimental data
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C.3 CHAOTIC ANALYSIS FILES

The following lists the script files required to perform different chaotic and non-

linear technique tools on experimental data points.

Table C.4: MATLAB script files

File Name File Description

Bifurcation Diagram.m Plots the bifurcation plot of experimental data series

BifurcationDiagramFunction.m Generates the structure ExpData file which includes

all the data files of corresponding determined directories

Lyapunov.m determining Lyapunov exponents

Lyap of TS.m creates a signal from non-uniformly sampled data

Fourier transform.m Taking the Fourier transform of data series

SOC Recursive.m Generating return maps for ignition timings
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C.4 SYMBOL-STATISTICS PREDICTIVE MODEL FILES

The following lists the MATLAB model and script files used to develop a chaotic

time series which predicts cycle-to-cycle HCCI combustion timing.

Table C.5: MATLAB script files

File Name File Description

Prediction.mdl (Simulink file) Real time prediction of the time series

with fixed symbol-set size and sequence

length

Data Symbol Nonlinear Pred

FixedSymbolSizeandSeqlength.m Predicting the time series with fixed

symbol-set size and sequence length

Data Symbol Nonlinear

Pred VarSymbolSizeandSeqlength Funcs.m Predicting the time series with variable

symbol-set size and sequence length

ChaoticPredictionRealTime.m Regenerating the chaotic

predictive models in real-time

Data Symbolization Primary Version.m Primary version of data symbolization

based on symbol-statistics approach

Data Symbolization Tirreversibility Calculation.m Calculation of time irreversibility of time

series based on symbol-statistics

approach

Data Symbolization Partition Variable.m Variable partitioning of data series

based on symbol-statistics approach

Complementary.m Calculates and plots the Shannon

entropy for different sequence lengths

within the fixed directory
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