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Abstract

This thesis delines o new protocol usine mnltiple tokens e a token rine net
work where tokens arve released cithor ar their sonvees oran thetr destination
noides. (lt‘]n'lnling ot bandwideh £l\“|i|£\l»§1il_\'. The new })l‘ul«n'ul i~ able 1o
leardle mnltiple prioriny bevels inorhe transmission of packets with rinial
added conpritation ar the node-o 4 he problemn or fairmess o tie Jdistribtion
of Dandwidth is also addiessed and a fairness mechanisto that can be dnple
mented at the expensc of sotae degradation in performance is introduced. A\
new foature is also proposed where the mumber of tokens can be chaneed dy
namically. This feature can be implemented on top of the priority handhing,
procedures with relative case and with proper detinition of the priovity Field
SeIanticos.

In 1oken ring networks. the reliabilite issne s i Hnportant one. simply
hecanse the topology of the network s vilnerable to single node faihires.
The main reliability issue diseussed b this paper is ervor detection and how

modifications to thi= protocol will fmprove the reliohility of the netwonk.



Fhen. oo stnabaeed model of the ;mmu'ul i« naed 1o studdy the petformance

of the protocol. Hhe protocol s own to ontperform several other popitay

wrotocols
| .
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Chapter 1

Introduction

1.1 Background

Comnnnication anone desices such ax computers, teriials, poeripheral de
vices oo has hecome o necessity that follows frotn i desire to stiare nfor
ation aid Fesoturces, Such devices are often referred 1o as nodes. stations.
conrees. ote, A connmnication network provides the facility 1o do =o by pro
viding an interconnection mechanism and a set of rades to be nsed for the
exchange of information over this mechanistin A Local Area Network (LN
is a special caxe of conumunication net works i which the network covers
limited geoeraphical avca ta span ol onlv several kilometresjo A Wide Aves
Network (WAN) s the othor extrenne Hetwork that covers amuch wider do

main of several thonsand Kilomerres, In between these two extrermes, there



is the Metropolitan Avea Network (MAN . which is basically an Hterconnec-
Lion of several LANs. For a further deseription of network classifications and
(heir characteristios. the reader is referred to [25].

LANs can be classificd according to their topology and their medinm ac-
v control techmique. The four hasie types of LAN topologies are: ring.
b, star and tree (Fienre 11, Conmunication in the ring topology is uni-
directionad and for the other three topologies it is u=uallv bidivectional., The
ring topology is one of the most popnlar topologies. The hree most commorn
medinm aceess technignes for ring networks are: token rine. stotted ving and
recister-insertion ring network protucols.

I the Token Rine protocol Tl aceess to the commutication medimmn s
controlled by a token. The token circudates in the rine and has a status bit
o indicare i s cinpis o fall
to the station that sets the token status from empty to full. At the end ofits
packet transmission or when the token returns after propagating one round
trip. whichever comes later. the station resets the token statns back to empty
andd passes the token on to the next station. The Token Ring is one of the
sitnplest aceess protocols to mplement. It has alse been chosen as the IEEE
025 standard for AN

i the slotted ving protocol (9], the commnication medium is divided
into multiple slots of fixed and equal lengths. Fach slet has a status bit

(o indicate i the slot is cimpty or fatl. To clanm an empty slot for packet

~



Fieure 1.1 The fonr hasic LAN topologies



fransiission. a station has to mark the slot status as il and insert its data
within the stot fength. When the sonne slot returs after one ronned trip.
the slot status is marked crpty again, Sinee the slots are of fixed leugths.
packets longer than the ot will have 1o be divided into smaller subpackets
to it into the slots,

In the register-insertion ring {71oa station can fransmit a packet as long as
e commumication medinm is free and the amonnt ol free hullfer space at the
station is ercater than or equal to the size ol the packet to be transmitted.
While a station is transmitting its packets any upstream traflic detecred on
(e medinm is stored fnthe station”s huffer. A\ the end of 100 awn packet
Cransinission. the station will proceed to transimit the data stored inits buller
and will cinpty the butfer upon its packet < return. Access control is therefore
asvichronous and distributed. An cxtension of this protocol that allows the
Lrffer 1o be emptied when idle hits are encountered has been introduced in

[221.

i

Recont developients in computer technology have resulted i very pows-
el microprocessors that can handle greater amonnts of storage and data
processing.  Fhe exchange of <iel Jaree amounts of data at such hieh pro-
cessing rates has motivated e nse ol iber-v i iechnology i AN i1l
place of the slower media snchas conxial cables and ravisted patr=. With

optical fibers. data transmission rates of several Inmdreds of miliions of bits

per second can be achieved compared to only tens of megabits per second for



coaxial cables and the few megabits per second for twisted pairs.

This has led to the eomereence of Hhigh Specd LANs (HSLAND Sueh FANS
cannot operate satisfactory using network protocols that were developed tor
slower LANs. Due to the high data transmission vates, packet transmission
delavs are compuratively much simaller than the ring propagation delavs.
Under sueh cirenmistances. the performance of the traditional 8025 Token
Ring protocol wonld he adversely atfected by the rine propacation delay
which results in rapid performance degradation as either the span of the
network or the transmisston rate mercases.

To benelit instead of beine hindered by this tremendons increase i data
rates, the Farly Token Release (FTR) mredinn acceess control technique was
proposed. The TR peotocol s Based ona token passing control technque
similar to the Token Ring. Lt instead of waiting for the header to vetum
hefore releasing the token (as in the Token Ring) 191R reteases the token
inediately after the end of packet transiission. Accordingly. alt hosgh oniy
one station is actively transiitting a packet at any one tine, there pay e
multiple packets propagating on the ring on their wayv to their destinations
at the sanme time, Phos chammel utitization is not limited by the network size
and a higher value can bhe achicved. The 8025 Token Ring protocol on the

other hand. has onlyv one “actied packet! utilizing the channel at any one
) | g |

“Hhe |):|t'i\'v'1 I |n|'«>[):|g;l’.i|1f_’, o the Fing o its wiy 1o it~ destination



a > 1 where

a = total ring delay
| = packet length

Fignre 1.2 High speed ring net work with a =1

Lirtie.

Consider a hieh speed rine network with N stations. o give an casy
representation of the total ring delayv in relation to the packet length., we
detine the novmalized total ving delave ol as.

total ring delay

o ==
|)2H'l<('l lengt h

the normalized packet lengthis theretore cqual to | {Figure 1.250 The Hnaxi-

i achicvable thronghput (771 of the TREEL S02.5 Token Ring is given by

= - = (1.1)

where @ = 1. Note from the equation that o varies inverseiy proportional
(o T The vatue of ¢ inereases as the network size or the data transimission
rate incrcases. For the ETR protocoll the maxinmum achicvable thronghpmt
is eiven bye
5 AS 1 _
[ = e = (1.2)
N 4 a I + =

for any value of «. Note that in this case the value of ¢ has a much lesser

fmpact on the maxinmm achicvable throughput.



However. in single token protocols. the network size still continues to [THIVS
an important intlience on the aceess delave With only one token operating,
in the rine. the average thne that a station fas to wait Tor the arrival ot
the token under very linhit load is approximately equal to hall the total v
delav. When the size of the ving s large. this waiting time also hecomes
significantly large. To rednec the inflnenee of the ring <ize on performance.
nmltiple-token ving protocol was proposed i [11]. The access control tech
nigre is similar to that of the T0HR ceept that now there are nmliple tokens
physically present in the vine, The waiting tie for a token to visit a station
i< obvionsle reduced, especially at el oadse However, e to the inercased
overhead of havine mmore tokens. the maxinmun achicvable thronehpnt can be
Sliehthe Tess than that of FTRO especially it a Tavee mnber of tokens s nsed.

The slotted and l'(",'isl(‘l'-.l‘..\'t‘l'iil)li Pty |H'|)\U('ni.\' can bhe seen as varial tons
to the nmltiple token ring protocol. bt cith differine aecess strategies. o
stotted vings (91 the mmbiiple access poimts are fonnd at fixed locations, henee
Citning at different stations have to b o s d Praenentotion e lotted
rines mayv ocenr sinee packets of varions leng! bty have to be transmitted
asine the fixed Tength slots. thns vesalting in partially filled slots T the
register-insertion vine (Thoa bhulferis requived a cachi station to hold ineomine
tradlic. O\ station can transmit as long - the bulfer space avialable s farge
enough to hold any incoming tratlic while its own packet is betng transiitted,

Henee the hutfer hasto e larae enoneh to Bold the tareest packer size allowed,



The token passine techuigque B heen proeferred over these two ring protocols
Lecanse the medinm access control can ensnre a bounded access delay. a
fair distribution of bandwidthoa simple Landling of priovities. the ability 1o
recover from sinele node Tailures rather casitv, and above all a reasonably
cood performance.

The protocols mentioned <o Tar ave all source release protocols. That i
the transntted data propagates onee around the ring bhefore itis retmoved by
(he sonree nod- There are several advantages associated with souree release

ToRken ting proiocols:

e e destination node is able 1o pigavback acknowledgements on the
veccved b et sinee the packet has to propagate bhack to the sonree

Il()(l!‘.

o Since o station has to refease all nsed tokens boefore transmitting the
nest packet. a tair distribution of handwidth among the stations 1s

cnsured. This also sets an upper hound on the aceess thne.

o Mo detavis required at the nodes 1o decide it is the intended vecipient
ol o packet becanse the information can be read from the token header

on the flv.

Fhe ondy disadvantage of souree release protocols is that even after a packet

hivs been received by the destination node. the packet continues to occupy



bhandwidth as it propasates hack to the sonree. [ the destination ol a packet

is uniformiv distributedthen on the averaee. Lottt of the total ring handwidth

is heing unneceessarilyv ocenpicd by mold and uscloss" information. Hence
a common method nsed o mprove channel atilization s 1o have packets
retmoved by thelr destl Wit destination releases the adbviomraees as
cociated with source release protocols no loneer hold.

Both the Picree 207 and the Ovaell T protocols crnplov the destinaion
release techmique i a slotted e nenworke Phe amonnd of in Line bdlerine
Jelav l'(‘qllin'(l at coach nodde i vqili\‘nlvlll to the Jeneth of the destination
addiess ficld, To sobve the problem of fairness in bhandwidih distribution. a
fairness mechanisim hos to be implemened into the protocol. This swill he

explained in detail i Chiaprer 201

A protocol proposed T (1210 also cmploys destination release ina slotted
rine bhut oulyv ina partial manners The st aned the Tast Slots ocenpied by a

packet mnst sl he released by thie sonree nodes T this protocol, ontv the

first slot nsed to transinit the packer contains the address fields, By allowing
the first <lot 1o be released by the sonrees the delavat cach node Tor reading
the detination address is therefore dispensables Tnstead i s replaced by a
2-bit (1('];1'\‘ 1o read the slot statas, | Lo reason tor llil\'-lll‘...” the Last shot refeased

by the sotrcee i~ twolold: divst to enabie the destination node to pigevhack
) jrige

its acknowledecinent bhack 1o the sonree, and cecand tointorn the rest of

the nodes of the termmination ol that cotnical lon ~o~~iot. The veader i



pefered to il'_’} for o detiiled 'll'\t'l‘ipl'lu:l ot the 1!1'«:10('()1.

One protocol that cmplovs deatination release in a Token Ring network
< the Concurrent Token Ring protocol proposed by (28] 1tis hased on
partial destination release i the sense that only the data ficld of the frame
(which includes the trailer that marks the end of the data) is removed at the
detitation. At the destination. the node changes the token to a Cut frame
Ly <etting a status hitoromoves the data dield and appends an empty coken
rieht after the Cuf fraane. The token eaders continne to propagate hack to
Lheir sonrces in the Torn of Cal frames 1o be removed. T s thns possible
to find ltiple Cat frames i tront of o token i the token has heen nsed
aned thers released more than once within one ronnd trips A node wishing to
transinit can do so i the destination of its packet is hefore the source of the
Girst Cud frame, This is becanse the sonree ol the first Cul frame might still
be in the process of o packet transmission. In other words. a station can only
Cransmit its packet within the nmsed portion ol the ring. Additional bufler
space is required at cach station to store Cul fratnes that mayv arrive while the
station i< <till transmittine. These Cuf fravaes will be stored in the station’s
Pndler vt the station s on i pachet Vioaasiiniasion bas been comnpleted. then
Hhe <tored Cul frames will he passed on to the next station. This method
does not require any added delayat adl 1o vead the address fields but the

problems of acknowledgnent and Tairness still remean,

10



1.2 Motivation and Contribution

With the issine of desionive efficicn HSEANs hecoming more important.
the need for protocols that can better ntilihize and benetit fram the hieh
data rates has hecome more evident. Various protocols with mnltiple aceess
points have heen proposed for liigh speed ring networks. Protocols ltke the
Cambridec Fast Rine 27]0 8]0 the Ovwell Ring, [ slorted ving protocols
by (170 [12) and D0t of cmploy the Jdotted vine niedinne aceess technigue.
However there are cortain problems assoctated awirh the Slotted e access

technigne that Tt its performance and capabilitios:

o The use ol variable tenath piackers may result in fraeinentation which
dircetly atfects the performance of the protocol. The severity ol Trag,
mentation is dependent on the relation hetween the Slot fenetly and the

packet length,

e The nuumber of slots in the ring is dependent on the toral rine, de
fav which makes it more dittientt to add/remaove nodes or dyviamiically

add/remove slot=. as compared to the token - passing techgne.
o The access delay is inbonnded.
e There is no cquitable distribution of bandwidth imony the stations.

o Svichronization is required at all the nodes,



e onbv mnitiple aecess pon protocol that emplovs the token-passine
: T N i ' ' . . o ? e
technique 1= the nltipie token ving protocol proposed by (11l It lias heen

Jiown to ontperform the ETR at disht and medinm loads, but is =slightly

&

vorse at heavy loads. The gu;xl of the new 1)!'()1(:(‘(;1 p:‘()l)u%(‘(l in thisx thesis i~
i, ectend and enhance the performance of the rultiple token ring protocol at
A lond levele, A hetter atilization of rine Bandwidth is achioved by adopting
the partial destination velonec technigque proposed in N THhe new protucol

e concent ol partial destination release. but with o dilferem
nnplementation. Phis chanee i hmpleimentaiion s peceessary hecanse the
new protocol as detined for high speed net works white thie Concnrrent Token
Rine (TR protocol by 2N s Je<ioned for the stower LAN< viz. the TEEFL
25 token Ringe.

Coteider oovine network with the normalized total ring delay equal 1o«
avd thie normadized packet Jeneth eguat to L Asstnining that the destination
of & packet is uniforildy dietribnted, the average e for a packet to reach
He destination is coqual 1o 20 Therefore i the CTR protocol. the average
~eTvVice titne Toas «"(;H.‘\I to - reenrdiess of the l)}\('i\‘(’l leneth, in ‘lli‘;;h .\'l)(‘(‘(l
Nnetworke. it is possibic o have o Lree value of o suchothat 5 2 1 Figure

L3 In osuch o sitoation. the service time is reduced i the token can he

Letenmed innmediately alter the cnd of packet transiission. Hence in the new

. . ) ) .
| ST FITEIR RN gt b b peleers G thie token.



2ome boawhiere

- = istanee hetween souree and destimation

| = im(‘l-;l'l leneth

i3 Hieh spocd vine network with 4 s

[)]'(;!U('ul. o 1(}}{1‘11 caiy be l'("n'#.u'wl "4\- ('i\'ln'[' 1\“‘ ~OUTUe o) \}u' 1la-~\il|;|1i.;|1 1|u.§1~

t]t‘l»i'llilil\‘_' ol the 51\';1'1!;11)1«‘ !»;Hul\\"‘nvﬂh. a=awaill be 1'_\‘])1.’1511:'&3 Jater.

Other than ~ofelyv ~trivine for hetter P"li“"{lll-‘l”! . !ll'n‘»l('lll\\ el as fiar
ness. priority handiine and vehabiline ave aleo addressed. The conritbution

o this thesis Is a= follows:

FooA new protocol s proposed tor hieh ~pecd token rine networke thar can

outperfortn the mltiple token rine protocol Lv L and adso some of the

1o Hll-‘li' lli".\‘.'u!'}\' GUCUS~ Ol aton \:'1‘ 'Al..h(' ‘H‘li‘\)l‘l)!dll\(‘ -1 »('l"!u'.'.ﬂ P u{- I]l!'
1 i ! .

e protocod b

qelieved over alipost the entire ranee of tradbi Toadds,

with vinving packet fenerhs od ditferem network spans. The new

|)i‘ulu¢‘ul .‘.\ ;1‘!\(: ial»l«- to g!n]u‘xl(' ‘)1'3(:!"11'\' Hitllkln‘)\\';ull« ut. ]);H";(‘i\ l;.‘r-('ll

on the <ane. <imiple procedire cnaplosdmthe P su2.0 Tokien Rine.

— A ill il“ ‘l('\”lli:l.l\'rll l‘t'ltulw- [:x'c.)hn'u]'\_ 1ln'1‘k' 1= lllll‘il‘)l’ (“\Hil»llli\;n of

Liondwidt ooy the crationes s the neaw Drotoenl. o overcome this

problem, a new and efficient fairness e Bani=tn that regnire- minimal

added overbicad and compatation is proposcd.



Performanee ol the new protocol will imiprove as the number of tokens

-~

i the network b= inereased, hut ondy up toa certain threshold. Bevonad
this threshold, further increases in the munber of tokens will result i
rapid degradation of the network performance. A procedure sdefined

1o estimate the value of this threshold.

LA new Teatire - proposcd that atlows the network o dvnamically
chanee the nimnher of 1okens i the rine bhasced on the current net work
parvaeters. This featnre can Le implemented in the new protocol by
Pcon poiatien it the ieing sriorite hamdline procedures with oniy

wosnall amonnt of added computation and overhicad,

1.3 Thes s Outline

In the nest chapter. a detailed deseription of the new protocol s given to-
scther with a disenssion and solution for fairness in bandwidth distribution.
Chapter 3 shows the stmlation reslts of o protocol compared to other
protocols. Phese include fizures for the bandwidth distribution when the
firness mechanison is implemented. The fourth chapter concentrates solely
on the handling of priovity transmissicns. .\ description of well known prior-
iy protocols is also provided. Asain, using our simulation model. we study
the amount of service provided to the differems fevels of priovity. Chapter D

i 0 proposal for an interesting feature to Le added to the new protocol: the



dvnamic changing of the number ol tokens in the ring.  The motivation fo

e feattre is based on sinmbation resnhis thar sbow that the hest perfor
mance of the protocol can be achicved by a number of tokens that changes
with changing network parameters and workioad conditions. The thesisis
then rounded up with a brief overview of the restlts and conclusions that
toscther with proposals for further investigations i aveas

we have obtained.

which can beimproved o extended,



Chapter 2

Description of
Partial-Destination-Release

Multi-token Protocol

2.1 Introduction

The objective of having multiple tokens circnlating in a riug is to 1mprove
Landwidth utilization by providing multiple access points to the ring medium.
However there are two main problems associated with multipie tokens circu-
lating in a ring.

The first problem is the prevention of collisions as more than one node

may be transmitting at the same time. Hence a transmitting node must
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know when the next token arrives so it can put its own data transinission on
hold to prevent a collision with the arriving npstream tratlic.

The second problem is the overhead involved when a packet needs to he
broken up into smaller sub-packets to fit into the available bandwidth, For
the destination node to receive and reassemble the packe s 1t needs to know
the source and destination addresses of every sub-packet transmitted.

To solve these two problenmi an approach similar to the mnltiple token
protocol deseribed in {31 s nsedd The motivation for the Partial-Destination
Release Multi-token (PDR) protocol is to improve on the perforimance of
the multiple token algorithm proposed in {1 1] by having tokens released at
their destinations instead of at their sources. The intent s also to extend
the protocol to handle priority transmissions and dyvnammic changing of the
number of tokens in the ring.

In this section. a detailed desceription of the access protocol will be given

which will include a discussion of overhead. fairness and reliabnhiny.

2.2 The PDR Protocol

To begin. it is assumed that there s a monitor station which will initialize
the ring and designate S (5 > 1) equally spaced empty tokens cirenlating
the ring.

Figure 2.1 shows the token format used to start a packet transmission



["Token Code ‘ Priority [ Status | Dest. l Source | Type l R(fsor\'at.ionJl

Figure 2.1: Token format for Start transmission

[ Token Code ‘ Priority LSLatus l Type l Reservation

Figure 2.2: Token format for all other states

and Figure 2.2 is the format used for all other cases. The only difference
between the two lies in the inchision of the source and destination adedresses

when starting a packet transnission.

e Token Code is a unique pattern of bits to let the nodes identify the

start ol a token.

e Status is a 3-bit field that contains information controlling access to
the ring. Table 2.1 gives the eight possible states of a token indicated
by the Status bits. Fach of the three bits indicates a particular state

of the tokens:

. T'he first bit is the Start/Continuation (S/C) bit and indicates
if the token holds the start of a packet transmission or the contin-
uation of a transmission (only a Start transmission contains the

source and destination addresses).

5 The second bit is the End/NotEnd (E/IN) bit and indicates if



the token holds the end of the packet transmission.

3. The third bit is the Source/Destination (S/D) bit and indi
cates whether the source or the destination node is responsible for

releasing the token.

e The 1-bit field Type is used to indicate if the token is o Cut token or
4 Normal token. A Normal token can he in two possible states: 1)
the tokeu is empty. or 2) the token has be nnsed bt not vet refeased!.
A Cut token is formed when a Normal token has heen used and
then released. 1t is set to Cut by the sonree node il there s suflicient
bandwidth for the source node to append an cmpty token ar the end
of its packet transmission. Otherwise the token is set 1o Cut by the

destination node upon reaching its destination.

e The ficids Priority (P) and Reservation (PR) arc used to imipicement
priority and fairness in the transmission of packets. The nse of these
ficlds in priority handling will he explained Tater i Chaoter 1and ther

use in implementing fairness will be desceribed in Chapter 2010,

Referring to Table 2.1, note that the Empty and Reserved states ave
special cases. A Reserved state means that the token is being used for a

continued transmission but there is no data attached to it A detailed expla-

ITo release a token is to insert an empty token into the ring.

19



"7 'Status bits

s/C N/E S/D | State of Token Abbrev.
0 0 ] Fanpty -
0 0 1 Start packet. NotEnd packet, Dest. rel. SND
0 i 0 Start packet, End packet, Source rel. SES
0 ! | Start packet, End packet, Dest. rel. SED
i 0 0 Cont. packet, Notkind packet, Source rel. | Reserved
] 0 1 Cont. packet, NotEnd packet, Dest. vel. CND
] 1 0 Cont. packet. End packet, Source rel. CES
1 1 1 Cont. packet. End packet. Dest. rel. CED

Table 2.1: The 8 different states of a token indicated by the status field

nation on the use of this Reserved state will be given in the description of
the Transimitter Process in Chapter 2.2.3. An Empty state simply indicates

an Empty token.

2.2.1 Node Table

Every node has a special table that is called the Node Table which is main-
tained in a distributed manner. Figure 2.3 shows the Node Table for node
i, Let N be the total nmmnber of nodes connected to the ring and let each
node be assigned an 1d (address) sequentially in the direction of data flow
aronnd the ring. The Node Table contains N entries where the first entry is
the node maintaining the table followed by the next downstream node and
<o on. 'The 1-bit Active/Inactive field indicates if the node is currently
transmitting a packet and the Destination ficld indicates the destination

address of the packet being transmitted. The last ficld Priority. is used in
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Active/Inactive | Node I} Deatination U Priority
i+ 1

|
\,
|
; |
\
|
|

N-1
| .
! -1 [

Fignre 2.3: Node Table
the implemientation of priority transmissions and will be explained Tater
Chapter 4. It is assumed that when the ring is initialized. all entries i the

Node Tablc will be set to Inactive.

222 Token Table

Every node is also equipped with & second table called the Tokew Tuble as
shown in Figure 2.4, Let S be the maximum number of tokens allowed 1o
circulate in the ring. The tokens arve numbered sequentially avonnd the ring
and the entries in the Token Table ave sorted by the Token Id. Note that the
numbering of the tokens is implicit since there is no tokon wamber field in

the token format and also the nodes do not number the tolens in the same

way.



TActive/Inactive | Token Id Release | Expected Location Priority |
-
0

5-1

Figure 2.4: Token Table

e The Active/Inactive field in this table indicates if the token is cur-
rently present in the ring. This s to faciiitate the changing of the
mnnber of tokens cireulating in the ring and is not needed if the token
number is fixed. The dynamic changing of token number will be dis-
cussed in Chapter 5 and the Active /Inactive field will be temporarily

ignored in this chapter as the protocol is described.
e The Release ficld stores the Id of the node that last releases the token.

e The Expected Location field gives the estimated location of the token
on the ring. Evervtime a token visits a node. this field is updated to
estimate the location of the token on its next visit. If the token status
is Emipty or Reserved. then the token is expected to return after one
round trip delay. 2. If the token is full. then it is expected to return

after time B+ { where [is the length of the token.



o ‘I'he last field in the table. Priority. contains a pointer toa stack which
keeps track of the priovity levels of the token. The use of this tield will

be discussed later in Chapter 1,

To transmit packets. receive packets and maintain the tables: cach node
requires the following three processes: the Transmitter process. the Receiver
process and the Table management process. Before describing the ditferent
node processes. we define the associated bandwidth of token 72 as the number
of bits that can be transmitted from the actual location ol token 7 1o the

expected location of the next token (not inclnding the nmmber of hits taken

up by token ¢ itsell).

2.2.3 Transmitter Process

Any node that wants to transmit. has to fivst capture an Empty token.
When an Empty ' benarrives, the node needs to know the associated hand:
width of the token (which can be read from the "Token Table) to decide it

can use the token and also which status aud type bits to set.

Setting the first status bit (S/C)

The setting of the S/C bit to Start scrves to inloriu all nodes than
a new packet transmission has begun and the entry corresponding 1o the
cource node in the Node Tuble is to be set to Active. To start & packet

transmission. there mast be cnough bandwidth 1o contain hoth the sonree



and destination addresses. 1 there is enough bBandwidth. then the 8/C hit
will be set 1o Start and transmission can begin. Since there is more than
one token in the ring. a second token might arrive hefore the packet is fully
transmitted. If so. the node will stop the transimission temporarily and look
for another empty token. The node must use the next empty token that
comes along regardless of the associated bandwidth. If the next empty token
has an associated bandwidth of ess than one token lengthe the token status
is marked as Reserved and no datais transimitted. Otherwise. the §/C bit
is marked as Continuation and the packet {ransmission is resumed.

Setting the second status bit (E/N)

The setting of the E/N bit to End is to inform all nodes that the packet
{ransimission has been completed and that the Node table is 1o he updated
accordinglyv. So if there is enough Dandwidth to complete the packet trans-
mission. the E/N bit is set to End. otherwise it is set to NotEnd.

Setting the third status bit (§/D)

The S/D bit is used to indicate whether the source or the destination
node is responsible for releasing the token so that the appropriate address
can be entered into the Release ficld of the Token Table. 1f theve is enough
associated bandwidth to complete the packed transmission and also append
an empty token then the S/D bitis set to Source and the token is released
right after the end of the packet transmission. Otherwise the responsibility

of releasing the empty token is passed on to the destination node. that is by



setting the S/D bit to Destination.

Setting the Reserved statce

If two tokens are travelling closely together sueh that the associated hand
width of the first token is less than one token fengthin then the first token
cannot be used for any data transmission becanse there is insntlicient space
to release the token. However in a continned transmission. the sonree node
is expected 1o use any empty token that arvives. Therelore.

the <sonrcee node

<till has to capture the token even il it has insutficient bandwidth and wark
it as Reserved. Otherwise the token might be used by the nex active node
downstream to continue its transmission and other nodes will incorrectly as
sume that the token is being nsed by the first active node. Heneet Lie prurpose
of the Reserved token is to maintain the correct sequence of nodes using
the token so that the tables at all nodes can he updated correctlv, The token
ctatus will he set back to Empty by the sonrce node after it has propagated

one complete round.

Setting the Type bit

The Type bit is used to indicate i a token has heen released. s set 1o
Cut by the source node only if there is cnough room for the sonree node to
release the 1oken at the end of its packet transmission. O berwise the Type
bit remains unchanged to indicate a Normal token. Vhe atgorivhin for the

ST

Transmitter Process is presented in Fignre 2.7

Removal of data and token headers




Stop 1. Wait for arrival of empty token

Step 2. I (Start of packet transmission) then begin
If (associated bandwidth can contain the address fields) then
sot S/C bit 1o Start
Ilse
soto Step 1
ond
Fi=e (Continuation of packet transinission) begin
If (associated bandwidth is dess than one token lengthy then begin
<ot token status to Reser‘ved
ooto Step |

end

Step 3. If {associated bandwidth can contain entire packet) then
set /N bit to End
Fise begiu
et I1/N bit 1o NotEnd
-t =/ bit 1o Destination
Cransmit data untl expected Ihcation of next 1token
cota Step |

end
Step 4 I (enongls bandwidth to transnit packet and release token ) then begin
set S/ bit to Source
sot Token Type to Cut
transmit entire packet
append cnpty token at the end of packet transimission
end

Flse hegin
~ot /D bit 1o Destination
Transmit entire packer

"!Hi

Step D Foad.

Figure 2.5 AMgorithm for Transmitter Process



When ¢ roken reachos s destination. the dJdata appended to the token
header will be removed by the destination nodes but the token header con
tinues to propagate arounsd the ring in the form of a Cut token. The Cat
token will then be removed by the source node o its retarn. I the S/ bin
is set to Destination. then the destination node is responsible for setting
the token tvpe to Cuat. otherwise the token type wonld have already heen
set 10 Cut by the source node. The only instance o Cut token = ot formed
i« when the token statu- .~ Reserved.

Far the Receiver Process to identifv the end ol The data streatu Pransinnl
ted. the Transmitter Process st append an ” Fond-Of-Data” t1OD) token.
For source released transmissions. the cmpty token released ar the endd of
a packet transmission antomaticallv hecomes the EOD toiken. However tor
destination released transmissions. there are two Ssitnations wherehy inserting
the FOD token is @ problem.

The first situation arises when the tokeis statins is SED o CEDL that v
the source node has enongh bandwidth to completeats packet tranmission bl
not enongh to append an empty token. Henee there is a small cap between
the end of trapsmission and the arrival of the next token, The tength of this
gap will be less than oue token length The solntion vo this problen is hased
on the method proposed by {';l where o token code cans be “retehied it o gs
of the form 0111 1110, he source node will have to <treteh thie feneth of

i it

the arriving token by mserting a zcio Flein aitor ats paches franetnieton b



completed. Then it will continue to insert a string of one’s until the next
token arrives. Hence the stretehed token code will be of the form O1li--- 1110,
At the destination node. the Receiver Process is able to set the token code
back 1o its original length sinee it knows the expected location of the token.

The second situation is illustrated with the following example. Cousider
4 network consisting of 12 nodes and 2 tokens with data flowing in a clock-
wise direction. The no Lo “HET indicates that token 1 s crpty and the

notation “21(1 — 2)7 indicates that token 2 is being used to tran=tt data

from node | to node 20 Let the total ring delay be egnal 1o 12 The <haded

arcas represent data heing, transmitted.

At tune ' =0:
[.-\}: L0 — 6. tvpe==Cut.
[i3]: 2L

Node 0 begins its packet L ra S ISSION.

At time 7' = lll?:

[A]): LF(0 — 6). type=Cnt.

(B3] 20°(9 — 3. tvpe=Normal.

(] LE.

Node 9 hegins its packet transimission.
Node 0 completes its transiission and
releases the token.




At time =1

[.“]: 1/7(0 — 6). type=Cit.
[13]: 24°(9 — 3). type=Normal.
(] 1E.

Node 6 begins data reception.
Node 9 is stilt transmitting,

&S
).

At thme 7= ?;'/u’:

LA LE{0 — Gl tvpes Cat,

'L.’)’]'. DG = 3 tvpe Ot

fel 1 h.

Node 9 stops transiission temporartdy.
Node 3 sets token [B] 1o Cat. Bewins data

reception and releases conpty token bebind [ 13].

At time 1=

“5’} DN — 3. l)’])(‘t:('llL
) L1 = 3 tvpes Nornal
(D) LI

Node O continmes 1t tran=ni=ion v=ing token (e

Token {ll was removed by the sonrce node vy

Notice the gap between the end of data transtiission and token 170 this
gap will be considered as part of the data by the destination node 3 hecanse
there is no EOD token. The solution to the problemn s as follows:

The Transmitter Process of the sonree node will be responsible for re



moving a returning Cut token only if it is not preceded by a data streani.
Otherwise the Cut token will continue to propagate and subscequently be
removed by the destination node of the token preceding it The Cut token
is ot removed by the source node so that it can be used as the (EOD) token
for ihe data stream before ii. The following diagram shows the result of this

change.

\I time 7' = [t

(4] 10 — 6). tvpe=Cnt.

[l 249 == 3. type=Cut,
(] 119 — 3. tvpe=Normal.
D

I LE.

' 1 . 4
FRENY A“ u( rennew “'] ]""' 'H' !u)(i(‘ .

destination of the preceding token.

2.2.4 Recelver Process

Fach node can fransmit vne packet to one destination node at a time. but
since more than one node is transmitting at the same time. a destination

node mav be receiving data that helong 1o different sources. To correctly

reassemble the packets, the destination hode needs 1o know the source of

ihe data. The guestion that each node should resolve is what the source
and destination addresses of a continuation transmission are. By allowing a
used token to propagate back to its source after arriving at its destination in

(he form of a Cut token. all nodes are informed of any packet transmission

30

Token [A] not removed by its source node t

]
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Step 1. If (source = () and {token statns = Reserved) then Lrepin
Set token status to Empty.
Goto step 3.

Eud
Step 2. If (destination = 1) and (1oken status # Reserved) then hewin
If (§/D bit = Source) then begin
Keceive data until a token is encountered.
Goto step 3.
End
Else If (/D bit = Destination) then begin
Set 1oken type to Cuat.
Append an Empty token teend of Cut token,
Roceive data until o token is enconntered.
Fond
Fnd

Step 3. End.

Fignre 2.6: Aldgoritiun lor Receiver Process

that has taken place. This enables the nodes to keep the inforimation in the
tables current . which is used to find the source and destination addresses ot a
continued packet transmission. The Table Manavement Process will compute
ihe addresses based on the information in the tablesothen piss then to the
Receiver Process.

In the algoritho shown in Figure 2,690 s assumed that when the Recever
Process for node i releases an empty tokeno the Tran-mitter Process at the
same node may choose to use the empty token il it has a packet to transmit,

A node. 7. upon receiving a token will perform the steps shown in Figure 2.6
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2.2.5 Table Management Process

Other thau transmitting and receiving data. cach node also needs to update
{he two tables evervtime a token passes by. The token can either be a Cut or
4 Normal token. However a Cut token shat is reccived before the expected
location of the current token? is ignored because it is being used to mark the
end of a data stream. Therefore. the Table Management Process will only
{ake into account tokens which are received at or after the expected location
of the current token. Note that a chritehed token * may arrive carly 18
completely received only at or after the expected location.

A Normal token may be preceded by soveral Cut tokens as a token can
he captured and released coveral times in one round trip. The same entry mn
the Token Tablcis updated as long as the token is a Cut token. A pointer is
used to access the entries in the Token Table and the pointer s incremented
1o access the next entry only after a Normal token arrives and updating
has been completed. Assuming that when the pointer reaches the entry for
token N — ©in the tabie. it ix reset to point to the entey for token 0. The
Node Table is updated only when the token status is SND, CES or CED.
Figinre 2.7 shows the algorithm for the Table Management Process which is

execnted every time a token arrives.

2I'he current token is the token whose entry in the ‘Token Fable is currently bemg
accessed by the table pointer.
SRefer to page 27 for definition of st retelied token.



Step i. If (S/C bit = Continuation) then hegin

Get previous node {PN) that released the token from
Release ficld in Token Table.

Start from entry in Node Table where Node 1d - PPN
Do a top-down search for first Active entry.

Got sonrce address from the tield Node 1d.

Got destination address from the field Destination.

Pass source and destination addresses to Recetver process.

If (12/N bit = End) then begin
Search Node Table for entry with Node Ld = sonree address,
Set Active/Inactive ficld to Inactive.

end

end

Flse (S/C bit = Start) begin
Read source and desiination addresses from 1oken header,
If (/N bit = NotEnd) then begin.
Search Node Table for entry where Node Id o sonree address.
Set Active/Inactive field 1o Active.
Wiite destination address 10 Pestination fie-ded.
end
ond

Step 2. I (S/D bit = Source) then
Write sourcoe address to Release field i Token Table,
Else (8/D bit = Destination)
Write destination address to Release field in [oken Fable.

Step 3. If (Token Type = Normal) then begin
Update Expected Location field in Token Table.
Increment Token Table pointer to access next Active entry.

end

Step 1. End.

Figure 2.7: Algorithuin for Table Management Process
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2.2.6 Example

To get a better picture ol how the PDR protacol works. the following example
illistrates the proceedings of the three processes from the point of view of
node 0. The network shown is operating with 12 nodes and 2 tokens. with
data propagating in a clockwise direction. The total ring delay is denoted by
12 and the token length is denoted by 7owhere ! is also equal to the distance
Letween consecutive nodes. therefore 8= 127. For the sake of illustration
only. it is also assumed that the packet lengths are in mnltiples of 1.

At time ' =0

There are 3 active entries in the Node Table and the Token Table pointer is
currently accessing the first entry. The state of the ring and the tables are
<hown on the next page. The shaded area in the ring diagram represents
data being, transmitied. the caricnd cntry in the Token Table and the nerd

active entryin the Node Table are indicated by bold prints.
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' |
\7\/1 \ Node Dest.

Ring State at 1" =0 Token Table ~ Node Table

Token | Rel. | Loc.
| 0
1 4 0
" 2 2
i \ 3 1 (}
A 4 0

[A]: 1/(2 — ). status=5kD. type=Cut 1 A K
(B]: 1F(1 — 0). status=Reserved. type=Normal
[C"]: 2F(3 — 10). status=CED. type=Cut I

e
. -~
e

Computations performed at node 0 on reception of token [AL

1. §/C bit=Start = Sonrce and destination addresses are vead Trom the

. ) ) ]
token header. source=2 ] destination— 1L

2. E/N bit=End = No nced to update Node Table sinee Lransinission

has started and completed.
3. S/ bit=Destination = Update Release field in Token Table to L

At time 1 =1

Compuiations performed at node 0 on reception of token (131

I. $/C bit=Continuation = The addresses are computed by the Ta

ble Management Process. Node 1 s the last node 1o release the 1o



ken(obtained from Release ficld in Token Table), the next active entry

in Node Table 1<t sonree=4. destination=0.

S/D bit=Source = Update Release ficld in Token Table to 1.
i

S

3. Type=Normal = Update expected location to f? 4+ [ and increment
Token Table pointer.
(Note that the status of token (B3] is the special case Reserved. there-

fore the new location is £ 4 { instead of 124 21.)

The state of the tables after the update is shown next.

Ring State at 1" =1 Token Table Node Table

| 1 ; | A/1| Node | Dest.
( Token | Rel. | Loc.
I 0 -
1 4 R+
2 2
2 11 2! A 3 10
A 4 0
[3]: (4 — 0). status=Rescerved. type=Normal \ 9 }
[C): 20°(3 — 10). status=CEHD. type=Cut
[D]: 2L L
(A HE(2 — 1. status=sStD. tyvpe=Cut
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At time 1= 2/

Computations performed at node 0 on reception of token [C:

1. S/C bit=Continuation = The addresses are computed by the Ta
ble Management Process. Node T is the last node Lo release the to
ken(obtained from Release field in Token Table). the next active entry

i Node Table is: source=3. destination=10.

¥

E/N bit=End = Set current entry in Node Table to Inactive.
3. S/ bit=Destination = Update Release licld in Token Table to 10,

Note that token [A] hias heen removed by its sonree node 2.
Ring State at ' = 2/ Token Table Node Table

-1

.\/l ‘ Naode | Dest.

Fl"ukvn Rel.

I
| | |
e

|
|
|
et
IR

[C): 2F(3 — 10). status=CED. tvpe=Cut
[D): 2F (11 — 2). status=Sks. type=Ct e
B): 1F(1 — 0). statis=Reserved. type=Normal

[ S



At time 1= 3/

Computations performed at node 0 on reception of token [D]:

. 5/C bit=Start == Source and destination addresses read from the

header are: source=11 and destination=:2.

2. I5/N bit=End = No need to update Node Table since transn

has started and completed.

token

Assion

3. S/l) bit=Source = [ pdate Release fickl in Token Table 1o 1.

Ring State Token Table Node Tahle

- T T o]
Token | Rel. ) Loc. A/ Node | Dest,
1 R ! 0 -
2 11 21
A f 0
|
| I
\ Ao |3
(D 21 — 2). status=SES. type=Cut \ \ . \
(8]: 1F(1 — 0). status=Reserved. type=Normal | ' ]

[C7]: 21°(3 — 10}, status=CED. type=Cit



At time 1= 1R

Computations performed at node 0 on reception of token TE):

. Token status=Empty = Update expected location to Ry LR and

increment Token Table pointer.

Note in the following diagram that token [C] has heen removed by its souree

node 3.

Ring State at 1 = _l_,/x’ Token Table Node Table
. ((
] S .-\/ll Node 'l Dest. 1
Token | Rell | Loe. i 7 l ' ;’ “ »
e ;

1 4 | R \\ | f\ o |
) ) T P \ \

- o *__:_/_*__j\ A | \ 0

'| .

i

LE1 2F
(13]: LF (1 — 0). status=CED. tvpe=Normal
[D}: 287(11 — 2. status=SEkES, type=Cut
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At time =1+ 1

Corapitations performed a node 0 on - tion of token [B]:
I. 5/C bit=Continuation = The addresses are computed by the Ta-
bHle Management Process. Node 1 is the last node to release the to-

ken(obtained from Release ficld in Token Table). the next active entry

‘0 Node Table s sonree=1. destination=10.
2. /N bit=End = Sect current entry in Node Table to Inactive.
3. S/ bit=Destination = Update Release field i Token Table to O

1. Tyvpe=Normal = Update expected focation to 200+ 2 ‘

S I
1 ML TRV ST l)\

1o Cut. append cmpoy token [/} aud incremen Token Table pointer,

Ring State at [ = R+ Token Table Node Table
A R R
- —————— ' .\v/ll ‘ Nocie Pest, |
[ 1 [ i S
lL Foken L}’.v . 1 L0 \‘ l! | .i 0 .‘ o
I lop w2t | 1 \
i : i — | ‘1 C §
i ' ) | ’ ! . ! !
IR 1A R S S I
R
o | |
AN Y | 3 [
I B
(3] LE(E— 0l statns=CED. tvpe=Normal —Cut ' l : ‘, ‘
[10: 2F (11 — 3). status=SES. type=Cut 1| 1 \ ﬂ
[#): 20705 — ). <tatns=SES. tvpe=Cut L,-_,\_._,_____________}

TRk 2F
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At time T = 2+ 1l

Note that token [D] vis not removed by its sonree node 11 hocanse 101 nsed

as an FEOD indicator and therefore arrives cavly at noac O Noade v expects

the next token 1o arrive at time 1= f#+ 4 K. hence token (D] s removed by

node 0 together with the data stream.

Ring State at 1= [t + 1 Token Table Node Table

e IR

! ° ! ! i '(lll" ‘ bt 1

i foken ‘ Rell s Lo, i N ‘ i Drest. i

R T N

R iz;,'q/z'_ L ;

o2 1l ks : |

. \ | 4 4

4 | ;

| |

| | | t

: ; i !

{1’)1: Removed by node 6. 3 i “ :
(f]: 2105 — 0). = atis=SES tvpe=0ha

(F: 2L

[B}: 11— 0. ctatus=CED. tvpe=0imn

;l(.l'}: :.l



2.3 Overhead

The overhead ineurred per token is three bits for the Status and one bit for
the Type. plus the length of the token code. For every packer =ent. there
i also the overhead for the sonrce and destination addresses. Compared to
the overhead ineurred i the IRER 8025 protocol [T0]. the new protocol only
requires an additional three bits of overhiead. not to mention the difference
Letween the total ring delav, £2and the frame length. [othat s incurred in
the HOERE 8025 when £is Tess than /2

The overhead per packet is dependent on how many tokens arve used to
transinit the packet. Havine more tokens cirenlating in the nne. results
in lesser bandwidth associated with each token and cubsequentiy o gher
number of tokens being required to trapsmit a packet. Thercfores given &
cestain load jevel. inereasing the number of tokens in the ring bevond a certain
thresholdd will canse the overhead inenrred to overwhelin any reduction in
access delav, I Chapter 30 a Sulated model of the protocol s used 10
examine this threshold.

I a ving network. a node receives data tratlic fron its npstream node theu
retransmits the tratlic 1o its downstream node. henee a minimun delay of
one bit is required at each node. Fora sonrce release token ring protocol like
FDIM 23] only a b-bit delay s neceded 1o check if the token is emptsor fuil,

For a destination release protocol Tike the Orwell ving (1] a delay equal to



the length of the destination address 1= required bhecanse the destination node
must be determined before a token can be released. In the new protocol. the
destination node only removes the data but not the token header. therefore
the delay at cach node is only three bits. which i= the thine needed 1o vead
and update the token statns

The highest amount of computation that needs to be done s when a
Continuation token is received. That s why the §/C hit has Brectn pliceed
as the first bit in the token status <o that computation ol the <sonvee aned
destination addresses can begin vight after reading the fir=t hit of the token

status.

In the Token Table. the locations of all tokens are recorded in the Kx-
pected Location ficld and @ token will arrive at or after t expected o
cation. A Cut token that artives before the expectos .o samply the
End-of-data Marker and is ignered. This approac s oeollisioas hat at
the expense of some bandwidth waste wheneve e arvives lates The
amount of wasted bandwidih depentds on

the nuinber of thimes o oken 1

captured and released within one vouttd trip delay.

2.4 Fairness

Fairness in a network is defined in [ as = The procision of approvimalcdy Hhe

saine possihiity of aceessto the medivm and the sauie feved of screec do all
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the stations . For sonrce release protocols, all nodes receive afaiv distribution
of the handwidth as tokens are released and passed sequentially around the
ring. For destination release protocols. this inherent fairness mechanism may

be nonexistent. The distribution of baudwidth now depends on a few factors:
o ‘Il distribution of the lengths of packets transmitted.

o ‘Il number of nudes hetween the souree and destination of the packets

transimittoed.

e The location of active source nodes with vespect to the nodes respon-

sible for token release.

Different mechanisims have been nsed 1o solve this fairness probicm in desti-

nation release protocs and the following is a survey ol these mechianisiis.

2.4.1 DSDR protocol

[n [t]. the DSDR (Destination-Stripping Dual Rine) proiocol was defined for
4 slotted medinm. dual ring network where slots are released by their desti-
nations. In a dual ring network. there are two rings with tratlic propagating
in opposite dircetions. The two rings are used symmetrically by cacli station
and the choice of which ring to send a packet on depends on the destination
address (the shorter of the two paths will be chosen). The rings operate

independently and the following deseriptions refer to onlv one of the rings.



The DSDR protocol uses a token to enforee fairness o the distribution of
bandwidtl. The meaning of the token hiere is ditferent from that i a token
ring protocol like FDDI. It s only tsed for the purpose of enforcing irness.
The node holding the token is respousible for cenerating o predeternmined
fixed number of slots. Let this number be Maro The node can I these stots
if it has packets to send or just leave them empty. When a slot is generated.
4 has 2 connter field which is initialized 1o o valne cagnal to the distance
(it nodes) between the current node to e next token holder tassnming the
token has already heen passed to some other node).

After generating the Mar nunber of slots, i1 then passes the token to the
next node (token passing can be either nnplicit or explicity, Tn this manner.
ithe node holdine the token receives top priority to o Mar nonber ol slots,
This is repeated with all nodes i a round roban Pashion. Nodes wihoud e
token can atzo transmit if they encomnter empty sots and i the nmber of
nodes between the sonrce and the destination s less than the value of the
slot counter (i.e.. the destination of the packet s before the node holding
the token).  The maxinnun mnmber of slots that cach node is permitted 1o
generate also sets an upper boun:t on the access delave The vadne of Ve can

thus be compnted to satisiv the requirved sappes Dronmnd.



2.4.2 Fairness mechanism in Counter Rotating Rings

In [5]. two types of fairness mechanisis were defined for a full-duplex? des-
vination release buffer insertion ring: the global fairness mechanism. and the
local fairness mechanism. Access control to a buffer insertion ring is dis-
tvibuted. That is. control information is not obtained from the ring: a node
can start transmission as long as its insertion buffer is cmpty. 1T data traffic
frorn npstrearn arrives during the transmission of a packet. this data trathe
is temporarily stored in the sertion buffer until the packet transmission i~

complete.

Global fairness mechanisin

The global fairness mechanism is nplemented sith the use ol control mes-
caoes called SATs which are passed around the ring ina direction opposite to
data flow. Fach node is allowed to transmit a maximum number of packets
Vr and a counter is nsed to keep track of the number of packets alveady
fransmitted. When a node receives the control message SATL it resets the
counter back to zero. Henee the vatue Maris the maximunm munnber of pack-
ets teansmitted by a node between two snccessively received SAT messages.
A node will hold the SAT message if it has packets to transmit and the

connter is less than Mee, Otherwise it will pass the SAT message upstrean.

TData can propagate in oppostie directions simultancously.

1



By holding the SAT message. a node s preventing the upstream node from
resetting its counter after it reaches Mo, hencee leaving the bandwidth tree
for the downstream node to transmit. When a SAT message arrives at o
node that is already holding another ST message. the two SAT messages
are merged into one. When a SAT message is lost. another is generated after
a time-out. The Mar nuimber of packets transiitted hetween ST messages
sets an upper bound on the aceess delay.

The global Tairness mechanism enforees fairness amone all nodes even
when starvation oceurs within a subset of nodes which communicate only
within the subset. 1t also operates at all times even when there arve no
darved nodes. The tollowine lairmess mechanism specifically addressses these

two problems.

Local fairness mechanism

The local fairness mechanism recognizes two aceess modes and s inple
mented by nsing two control messages. The two aceess modes are defined
as restricted and nnrestricted. A node in the unrestricted mode travsits
packets ax in the buffer-insertion protocol. while a node restricted mode is
allowed to transmit only one packet. The contrah nessaee R ~ct o node
into restricted niode and the message GN resets the node into nmestiicted

mode. The control messages are transmitted to the upstreans node in the

opposite direction of data trailic. Al nodes operate in the nnrestricted mode



antil some node is starved. The starved node will send the message REQ
essage upstream and set the upstream node into restricted mode. 1F the
upstreans uode has a full insertion buffer. it will i tarn - nother REQ
npstream. Thus a chain of nodes will be set into restricted mnode until a node
with an empty insertion buffer is reached. The node that initiated the chain
of REQ messages will be responsible for sending the GN'T control message
when it has transimitted is packets. Again this setsa cham of GNT messages
upstream until the nodes are Lack in the unrestricted mode. Theretore, the
local fairness mechanisim is activated only when starvation ocenrs and 1ts

operation is restricted to the subset of nodes involved.

2.4.3 Orwell protocol

[u [1]. the Orwell protocol and its fairness mechanism were deseribed for a
high-speed slotted ring medinnm. The protocol recognises two service classes:
1) class 1 for delay-sensitive data thiat requires guarantecd handwidth and
2) class 2 for delay-tolerant data. The fairness mechanism was deflined only
for lass 1 data. To implement the mechanism. each node has a connter that
keeps track of the number of packets transmitted. When the connter reaches

ocues into the Pauase

the maximum number (Mar) of packets allowed. the node g

state where it is temporarily inhibited from (ransmitting any packets until it

roceives thie control message RESET. Once the RESET message is received.



the counter is reset back to zero and the node wets ont of the Pause state.
While a node is in the Pause states it monitors activity on the ring by setting
the Trial bit of a passing empty slot to ONCH the enpty ~lot s useds thie
Trial bit is set OFF and the trial fails. The trial is swecesstul when the empty
slot returns unused. and then the node can send a RESET message alerting,
all nodes of the successful trial. Any node in the Pause state can start a trial
and sond the RESET message, Since cach node is permitt < 1o transmat

no more than Mar number of packets hetween RESTT miessanes. itosels an

upper bound on the access delay.

2.4.4 PDR protocol

After reviewine the varions fairmess mechanisis that hisve heen proposed. we
will proceed to define a fairness mechanisi for the PDR protocol. Fxeept
for the Orwell protocol fairness mechanism. the rest ol the mechanisms thin
we have reviewed are detined for duad connten Lot ating tine where controd
information is sent in a direction opposite to data fiow. Since the PHR
protocol is defined for a high-speed token ring network with data propagating
only in one direetion. a fairness miechanism similar to that nsed by the Orwell
protocol is immplemented. The only difference bhetseen the two mechannstis
lies in the method used for monitoring activity on the rine.

Eacl node will need & Connicrto keep track of the tarnhier of hits trans
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mitted. The munber of bits is used here instead of nuinber of packets because
in this protocol. the packet length is not fixed and thus counting the number
of bits is a more acenrate measure of bandwith utilization. Nodes having
transmitted more than a Mar number of bits will be temporarily disallowed
to capture the next empty token antil & RESET control message is detected.
The RESIT control message used here can simply be a special code in the
Reservation licld of the token header.

A node waiting for the RESET message will begin to monitor ring activity,
The Trial bit used in the Orwell protocol is not needed. Activity on the ring
is monitored simpiy by observing any passitg cmpty token wit h no ent tokens
5 helore it. I after propagating once aronnd the ring. the saie token is still
empty with no cut tokens preceding it this means the empty token was not
nsed by any nodes on the ring. The first node to observe this can reset
s Counteor. use the empty token and set the Reservation ficld to indicate
a RESET message,  This same node is also responsible for removing the
RESET message after it has made its ronnd. AN uther sodes detecting the
RESET message will also reset their connters.

In Chapter 3. this fairness mechanism will he implemented in the simu-

ated model to investigate its effectiveness,

54 cut token is formed when a token has Deen used and then released

A0



2.5 Reliability

In a ring network. all nodes are linked together forming a closed loop where
cach node is connected to its two neighbouring nodes. one apstream node
and one downstream node. Data is passed from one node to another un
il it reaches the destination node. 1 a single node in the ring fatls. the
communication chain is broken and the entire ring network fatls.

To overcome this reliability problen. variations to the ring, topology have
Leen defined. for example @ the starring topaloey (211 dual connter rotating
rings {23] and the chordal ring (2], These vaviations to the ving topoloey will
not be addressed in this section. Here the main reliability concern is rhe
detection of errors in data transinission and also the recovery ol sucle errors.

[t is assumed that a monitor station will e nsed to initiahize the rire.
to detect orrors and to recover from them. The saecessiul operation of the
PDR protocol depends heavily on the information bits in the token header
and the tables being error-free. Both the Normal and the Cat tokens play
an important role in cnsuring that the tables are correctiv npdared. N\ sinple
bit of ercor in the token status can tead toa breakdown of the protocol,

To check for errors in the token header. a frame check sequence (1°C'S)
can be added to the token format as shown in Fignre 28 With the FOS O the
monitor station can thus deteet most errors ocenving in the token headers,

Depending on the sevority of the ervor. the monitor station will decidenfthe



Token ( 7()(1(‘1 Priority

Status

Dest T Somree [ Tape | fow [TCS ]

Fieure 2.8: Token Format with IFC'S

ring needs to be reinitialized,

One way to improve the network reliability and also reduce the protocol
complesity is to inclide the sonree address 1o the token headers of contin-
nation transim’ —ion= The scarch procedure in =step one of the Table Man-
agement Process will not be required as the correct entry in the Node Tuble
can be accessed directiv nsing the souree address read from the ring. The
same search procedure can instead be used as an error chieck to confirm that
the information received is correct. Having the source address in all token
headoers also makes error detection and recovery casier as the protocol is now
mich less susceptible to failures due to single bit errors. However overhead
would be significantly inercased especially when a high number of tokens arve
nsed.

The tokens used for transmitting a packet are released helore the des-
tination node has corotately received the data. therefore it s not possitle
for the destination o - 1o send acknowledgements in the token headers to
indicate that the packet received is complete and correct. Oue solution to the
problent is to modify the protocol to let the last token used for transmitiing

the packet be released by the source node. after the token has propagated



once around the ring. The destination node will thus be able to preevhack an

acknowledgement onto the last token back to the souree nodes Phis method

will suffer a degradation in performance especially when the mean packet
length is less than the average associated Landwidth per token. Phe prote
reqguires only one

col wottld resemble a sonree release protocol il cacl packet

token to transmit it. Henee intuitively. this method shoudd be tmplemented

ith a laree mumber of tokens to achieve o better poerforinance.



Chapter 3

Study of New Protocol

through Simulation Model

3.1 Introduction

The PDR protocol proposed in this thesis can bhe modeled by aomultescreer
ullique e systern (NISNMQ where the servers in the systenn represent tokens
operating in the ring and customers nothe quenes represent packet arrivais al
! o v i . D st [0
cach node, A few recent analyses ol stich svstems can he founa i PN 2T
i R 1 1 . . . . .
(3] 18] and T16]. bur all o thenn are just approximate analytical models, The
VSMO svsten is alzo reforred 1o as a mullisereor volling moddd hecanse the
A f 4
quenes are served evelically by e servers which i an extensior of the <ingle

server polling svatenn. In the PR 1}1‘411("’«:',, tokens can Le releaser b ot h



the source and destination nodes. henee the guenes are ot se ved v chicaliy
by the servers. Therefore derving evenan approximate wodel of the DR
protocol will he exrrenely dithienit, Tnstead, we il siaan t
of the protocol through a simntation model, Tn the followine sectionso we

ll\t‘ll

deseribe i detail the alation model and the performance nieasae
to <tudy the protocol. Different smraber of tokens are nsed to exianine it
clivet un i)l'ulu«u‘. [n'l'!'ui'nl.xnu'. Fhe PR ;:!‘n‘.ul'w‘. - thien u»ln;mrl'll fes
Gthiey ]Jl'ulu«u!\ R l})i)] 1l ..);;'_.-::?i.,'.x:;'! Shorredh e |\":'}3'H aned the
conreerelonse tanlti token e protocol by ibh o Phe eliectivene - b the
fairniess niechanisnt proposcd in Chapter 200 and the cononint ol el Poritanee
deeradation inenreed by the impleimentation i~ dilso cvartnined throuet 1he
strnnlation model. N briel discus=ion 1= then |bll'\l'|l“"i TERR Y et Feontd-

b

on access delav awith the beplementation of the fanmess e bt

3.2 Simulation Model

To study the porforacce O b Dot Destination Reles-e Moy Token
II‘DH,’ [H'\ﬂu('ul. a .\illlHL:h)[‘ Vi Written 1o llilul"l thie ;»l-:‘«n ol Bov-od o ifie
following parameters and assimptions.

Parineters:

e The rine consists of 50 node- operatine atoa wpeed b 1o N



o The total viny delay 1= 1000 bits inelnding the 3 bhits of defay a cach

node, This is abont equivalent to a2 kilometre long rine.
e Pkt interarrival times are exponcenitially distributed.
e Packet lengths ave exponentially distributed with @ mean of 200 bits,

e Leneth of the token headeris 1 bits.

Overhead for the sonrce ond de<tination addresses i~ 12 Litr-.

Assunpt ITRH

o i tiodes are coqually spaced aronned the nng

o Ll o rination of ke s aniformty distribnred amone the nodes,

o lach node has an mbimte mnnber of ontpit butfers to store packets

awalting transiission,

e I-ach node’s receiver station has o nmber of it butfers equal to

N - |, where N ois the total nimber of nodes on the rine.

The last asstumption s required sinee multiple todes may be transinit-
ting packets to the same destination node simmlatanceonsiy. Phisoas possible
hocause i node may have started a packe? Pransinissicin bt s awaiting niore
empty tokens to complete the s ransiission. I the meantime, the destination
node must store the subpackets from the different sonrce nodes separately

antil the rest of the subpackets arvive.



.
3.3 Performance Measure
The sole performance measure used here will he the mean packet transter
delav which iz defined as the time starting front the arvival of o packet ata
node until the time the packet is completely received at ity destinaton node
The mean transfer delay can be broken down into three parts:

b Quentine delays time spent bv o packet avaiiine b giess Ve e
arrival vntil it reaches the head of the guene,

|

20 Accoss definv: e spent by the packet ar the neaded s opeie oty

for the arrival of an cinpry token,

) i l(li'(l‘;;y(t‘\‘ﬂln "A' :.1_\. 'E'.‘.x ‘(.‘f‘.’ VR ”".'"1‘?""'1_" DR TINEETEE BTR Y ‘\"‘ Jllll‘
Dropagitte Tooils doestinatton Hodde,
The mean propacation delov retnains constant -ince the destination ol o

packet is uniformdy distributed ared the packet deaeth oo ponentnti di

ributed with o mean of 200 bites The mean quenine el s cementialls

dependent on the mean access delays soonr ot cotreern will oo pediiee

the mcas access delay,
Fioure 3.1 =hows the performance o a rine TEYRISTE RETIRCS S B VN I TR PO

andd 16 1okens, A= the munber of tokeis operatine in the o "

e g rhiye ‘!la‘!J'.ld"lA
the performance of the protocol mproves, Dol the nean tran-ter delay e

decreased. However this periormance inproveinent dinindslicea- the e
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of tokens sets larger. At very light load. with tokens equally <paced on the

. Sl : ro . . o t ot
ring. the mean access defay will b close o 55 where fiis e Totar brom vt

and s the mnnber of tokens operating in the vine. A1 el load. the mean
access delay varies inversely proportional to the value of £0so havine ainore
tokens in the rine will reduce the aeeca e, However shen he valne oF
I is daree. adding more tokens 1o the vine will have a lesser mpact on the
rediction i access delav as can be seen from Fignrve 300

{1 he nunaher of tokens is increased bevond cortain thaesholdo the pers
formance of the protocol shows no stentficam fmprovemnent and stavts to
deprade ar oaehier tonds.  After this threshold. the areater the nnber of

tokens. the faster the performance deeradation axs the oad nereases. An



iHl])()NénH factor that aticcts the poerforiiance ol tThe Proton OF b= Lhie overiread
incurred which is dependent npon the number of tokens o the vine. The

presence of more tokens will introdiuee more overhead and will snbeeqennt s

increase delav i the following wayvs:

o [irst of all rhe averave Assoctated Dandwidth for cach tolen s redine ed
which rexults in packeis having 1o he hroken np o more sulpackets,
For every subpacket teansmitted. the node hies to vse one cmpty 1o
ken. Obvionslv havine more sahpachkers means hinine o st o none

crapty tokens and also incmmine pnore overhead,

. . -
® 1o start a )mt"x\'('l Tratisiti==i0t, a Bode oo to Laoi tor o ity to

ken with sutficient handwidih 1o hold horh vhe wonoe anddestinaimn
addresses. A crpty token with ansutlicient handwideh is denored,
When the averace handwidih associated with cach tolon s redineed,
the i)]'uln‘ll:i“!_\‘ of tindine an crpty token with cnoneh Pandwidi e 1on

the addresses i also reduced. thereby increasine the aecescdelas o T his

phenote o is more provonncest ar bean s Toad,

o With & luree wmmber of tokens in the rines there s el probabilin
of tokens clustering toecther, thevefore tnercasing the wartine tone.
Clustc ring oeenrs when 1wo o more tokens travel closelv toeetfien and
sracticallv hocotine i s | e For o PRTEC P A ol
practicallyv becotne a single token. Tor exatnple.an Two oo~ are Clrs

tered together such that the first token s anissociated bLandwidih



of less than one token Tength then the token cannot be n=ed to start a
~

transinission nor send data in a continned transmission. Su cffectively

oitly one tokeni is operating in the viee and the access defay s thevefore

increased.

o Finallv. the tokens themselves take wp Landwidth thus reducing the

total amonnt of handwidth avaitable vor data transtni=<ton,

The amonnt of overlicad incurred inercases rapidly with increasing the

Lmiber of tokens and increasing load. Thix explains why in Fienre 3.0 we
toid fncreases for the case when

see a rapid performance deeradation as the

16 tokens are uscd.,

3.4 Comparison to Gther Protocols

For a mnlti-token source release protocol (11l the maxitnum achiovable throneh-

put can be given by the formmnta

/[%‘ - /’ 1 .
P S S e [
14 I\‘ rrr A

where
e R = Tutal ring delay
e t = Length of token
e | = Number of tokens

60



e 11 = Mean packet length

e I == Packet overhie o

1 - . .
L ‘T( = Walk tiine or distauce between nodes
° % = Average bandwidth per token

based on the assimptions that (m+ Ly is o multiple of Eoand that the tokens

are equally spaced around the ving. The first part ol the Tormida represent -
the proportion of bandwidth that is available for data tran=mission ont of
the total available handwidth and the sceord part of the Tonmda represents
the proportion of actial data Cransiitted ont ol the total transmiited hits
which includes the packet overhead.

Based on the assumption that the destination ob o pa het 1= aniformh
distributed. on the average a packet will have to propagate Ladf wav aronnd
the ring to reach its destination. For a destination release protocol it s thas
possible to nse the remaining Balt of the handwidih 1o transmit more data,
If we assume that the PDR protocol is cntivels destination release, then the

maximum achicvable throughipnt can be defined as

Y12 " o
e rsen il s I A 4.2
I I? e+l ,

This value is not cqual 10 twice the achievable throvehipmt of the sonree
release protocol becanse only the data s Lernoved at i destination while

the token header continnes to propagate hack 1o s —onree. The Biear pan

G



g . Ce C .
of the cquation ==, represents e dirst hall of the Landwidih used for

data transmission.  The second part of the equation ﬂ—,‘%ﬂ represents the
remaining half of the handwidth available for transmission. which takes o
account the space occupiced by the token headers returning to their sonree
nodes. Note that in this cquation. the walk time is equal 1o zero since a
destination node canelease and use a token inmmediately.

The PDR protocol is only partially destination release. hhenee 1o compnte
the aximim achiovabic thronghput. we need to know the proportion of
tokens roleased at their destinations over the tot al nnber of tokens released.

I we let this valne be pothen the formmmla can be rewrinten as
/

”‘H__/j /))(/[%,-2/])“( 1 \ o
I { VAN " (-

v
A
——

Note that both Fquations 3.2 and 3.3 are just approximations.

Having computed the maxinm achievable throughput for hoth the souree
release protocol and vhe P proto e ool Fignee 3 2 sebieh conmipares
the performance of these 1wo protos ols with 2 and S tokens The PDR pro-
tocol outperforms the source release protocol in both cases. This gain in
performance scems to be more sienificant at higher loads and with a larger
nnmber of tokens. Another observation is that in the sonree relcase protocol.
the ring operating with 2 tokens beeins to outperforin that using S tokens

when the toad is high. However, this is not trae for the PDHR protocol,
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Frgnre 3.2: Sonree and Destination vedease proton ol

To understand this difference in behavionr, we refer to Bauation 3.3 e
fincd for the maxinaun achiovable thronehipnr of the PR protocol. N hieh
throughpnt can be achieved when the value of pis hieh which mneans that
more tokens are released at their destination nodes. A token s released at
its source node onhy it there is cnongh bhandwrdi e to Append an crnpiy foken
at the end of packet transinission. By inercasine the maber b tokens i the
ring. the associated bandwidth per token decreasen, therefore the proportion
ol tokens released by their destinations. oo o inereises.

The destination release feature of the PDR protocol provides o wain in
throughpnt that compensates the overhead resnltine from the nee ol more

tokens. This explacis the differenee i perfonance Dt o Lerocen the



PDOR and the sonree release protocols for rings operating with 2 and S tokens
at hieh loads. However. further inereases in the token munber, for example
(o 16 toxens as in Fignre 3000 will still resalt i a rapid performance degra-
dation with increasing load a= the overhiead inenrred overshadows the gain
in throughput.

Next we compare the performance of the PDR protocol with the conven-
tional slotted ring [9] and the Distribnted Quene Dual Bus (DQDBY [19].
The simulation is based on a network of 50 cqually spaced nodes with a total
ring delay (R) of 1060 bits (which incliudes the 3-bits delay at cach node for
the PDR protocol). I the data transmission rate is 100 megabits per second.
then the span of the ring is less than 3 Kilometres. The message lengths are
exponentially distribnted with a mean () of 500 Dits. The nmber of to-
kens/slots 1 all three protocolsis equal 10 2. Based on the standard DQDB
protocol. a slot length of 121 bits s nsed for hoth the slotted g and DQDB
protocols. Tor a fair comparison. an overhead of 72 bits per slot/token and
an overhead of 221 hits per message 15 nsed for all three protocols. by Fignre
43 we can scee that the PDR pretocol ontperforms the Jotted ring and the
DHQDB for the entire throughput range. and especiatly at high loads.

Fignre 3.1 shows the simulation results when the mean packet lengthois
inereased to 1000 bits and the total ring delay s increased to 5000 bits.
The span of the ving will be shightly less than 15 kilometres. With a larger

network. the performance of the DQDB s <ightly better than the PDR
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protocol nuder bt load. This is Lecanse the mean aceess delayv for DQDHB
is very close to zero at light loads. Haowever. the PDR protocol quickly
overtakes the DQDB as the load increases. The slotted ring on the other
hand. does not perform well at Al in a large network.

In Figure 3.5. the mean message length is 500 hits and the number of
nodes in the ving is increased from 50 to 100, For the previons (wo cases. the
3.hit <delay at the nodes for the POR protocol s Dsigiificant and therefore
not inchided in the total ring delay However in this cased the ninber of
nodes in the ring is doubled. therefore increasing the amounnt ol delay at
the nodes from 150 1o 300 bits. This extra delay of 300 bits for the PDR

protocol is taken into account for the simulation resilts shown in Figure 3.5.
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Seain the PR protocat caperforni the sfotted ving proto. 0 G Al o
and ontnerforms the DD Tor medinm to high loads.

The slotted ring protocol abwiess porfbmns hetter when the tnesaa o lenethes
are fixca and it into the slois withiont coausing fraginentation. e cormpared
to variable length messages. Hence in the following simudation. a constant
message leneth of 160 bits is used instead of oo cxponential disteibution.
Based on the standard LD protocol. o npessace that vequives only one
slot to transimit incirs a snessace overhiead of only 192 hins stead of 22
bits. Thercfore. the fixed messaee length of 160 hits was chosen so that e

message can be transmitted nsing one slot with no Fraeoientation.

The siimulation model for this caze is based on a network ol 100 nodes

4

with a total ring delay of 2000 hits (Toral rine delay Tor the PDR protocol
is 2300 bits). The nmmber of slots/tokens used s cqual o1 A< =hown
in Figure 3.6, the =lotted ring protocol ontperforms t PO protocal only
when the throughput is less than 0.1 A higher oad-rhe PDR protacol
still performs better with a maximum throughput hat i ol oSt Twiee that
of the slotted ring.

In our nexi simlation. we cotnpare he perfore. e Do PR peeraead
with DQDB.ina large network and with o fixed messaec tepeth The messaee
length used is TIST bits and veguives exactly 1alots to transimi ENERTITETRE
The ring consists of 50 nodes with a total ring delay of S000 Litsincluding the

3-bit delay at the nodes for the PDR protocol. The numiber of stots/tokens
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SIT control messives. therefore inercases the amonnt of inenrred overhead.
A can be observed fron Fignre 3.0 nsiug a s cahire of S0 bits resalts
A omean pachet transtor tinne that i worsc than i achievable when nsine
the hicher mar vadaes. However The reaction tone of e T o= nechantisin

faater which ineans that o stiaved pode hias 1o witit tor a ~horier perod
of e before it i< ervanted the rieht 1o fransmit. When v omrae value of
3000 is sed. the performance of the protocol i= ondy sFehtly allected at hngh
loads, This shows that the reaction time of the mechani=m is extremely slow
and it s hardly activated when the load s dow. Vo=t hnportantive the PDR

hl'nl\)i'«)i ol Ulllin‘!‘i'u!'ln\ the <onrce release ['I'(,'Ill('()!x viith A oy valnes of



Utidization thet s Uranesbor
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Table 3.1: Bandwidih Urilization and Maxinmn Pranster Dot
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puted. Tl avetave aned ~tandard deviation, valtres are cade

as onr measure of fairnes-. L he model itiadates o hiehis boa
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of the four values of smar hiee achieved fairness with o very low standard
devintion compared to the PDR protocol without fatrmess. The mnaxinmig
and miinino colnns are ased 1o show the actnal bandbwidih difference be
tween the node that ntilized the mnost Dandwidtl and the node that was most
ctarved. The st colnm in the table s the maxinmmm transfer time and s an

Dndication of the upper bonnd aetneved by Bplernenting the fairness tnech-

aniso Finallv, Fienve 3.9 shows the fnctuations in bandwidth dismribution
atmong the stations with and withom the mechanism, and it clearly proves

Chat fairness in the network s beers achioved with e nplementation of

the tairness mechanism.



3.6 Upper bounds

At very light load. assiwoine that the tobiens are cquially spaced aronmd the

i'illf,;. the mmeal access (](‘ih_\' 1= t‘(lu‘x‘k 1o 1,3, whore s 1\1(' total tine delan and

[ is the munber of tokens in the ring. Ina worst case Ssitnation where the

Tokens are all chistered tosether acting almost as a single token. then the

access delav will he approxinately i

At Vers ]1(';\\'.\' luét:L !‘.1" ~otifoe I'('l(*.t\(' l»l()lcn‘mi !l.l\ ati et l”lllll(l of
N — Ly = 12 on the menn aceess delas where Voo e poneher of tokens

i the vine. s the mean packet Tenrott and 72 0= the total tine delass bon

s

the PDR protocol. there s no el npper bomnds Dii worst case e
a node s captares all the 1okens ated tranainit = 1o the destination pode o\t
node j. o he tokens ore released and nsed Dt el to tran nnt packets to

o M L . . ! ! ol : . E R }
THOCIC 0 DI e e sy pvatin s IEETER I ‘..\;‘_‘_ l' . o ".'\" ! coed Ve eptrerte

ai other nodes becorme npstable.

This problem can bhe soived by i plementing the fatones- nechamsr

which guarantees an ipper Lonnid on e acces el I ihe fabrness nech

anisim is implemented with maximnm nmmber ol bits betecen RESETT anes

sages cqual 1o e then the aceess delivy npper bornd can bheoeiven by

(N = ynaae + I



3.7 Sumimary

1

he performance of the PDIU praotocol

[ this ehapter. we have shown that 1

inproves with increasing tnnber of takens but only ap 1o cortiadn thresd

oled. This is explained by the faa that as the naher of tokens T the e s

erensed. the rednetion inaceess delay s overtaken by the amonet of over-

H . 1 1
ofv o sje i alit s the o

Lol amenrred. TLis overhead hecores Pherei i

s increascd. The PR profocol Las heen shown to ourperiorm the DD

Jdotted rine. 2YOQDB and vhe conree release il token po Drotocob npder
aned Do adneost e cnsire thioeaslipnt vanee. ihe

varions rine condiiions,

[airness mechanisie proposed o Chapter 201 e hoeen prosen to be effective

i ensiriae o fair diseriburion of Landwids ] inone the stations and setting

an upper bound on the access deliay.



Chapter 4
Priority Handling

4.1 Introduction

In a cominunication network. 11 s very commnion to Piove difercm 1a proes on
classes of tradlic which reqgnive diferent transmission priovities, For evample.
the different tvpes of trathic canimclude datas voree. cideo and raee, Data
tratfic can be further distinenished into batcd aud real the. For tolken vine
networks. protocols which Hnplement transmission priovities caon be eligs e

into two main catcoories: 1) reservation hased prioriny protecols and 25t

hased priovity protocols. The following i< i desceription of e different tvpe

ol priority protocols which hiave hoo DU seh i severid papers,



4.2 IEEE 802.5 protocol

The TEFE R02.5 priority protocol {10] s & reservation Diased priority protocol
aned has heen defined for low speed token g networks. N\ node S TIAITIY
fransinit at a cortain priority level has to first camtnre an empty token. Fhe
node then transmits the packet and awaits the return of the token header
Lofore releasine the token. The token hieader has a ficld thi indicares the
priority level of the token and o node can oulv use an empty token it the
priority level of it packer s hicher thean or cqual 1o thit ol the token. 1
(oken format hias another behd which can be nsed by a node to make a priority
reservation ona passing token. The procedare <hown i Pienre L s 1isee
by o sonrce node 1o inerement the priovity fevel of o rola e oo thin
increased e priovity level of the token from 2o s responsible for redicing,
the priority back 1o 7 when the voken returms at priovity fevel 700 stack s
used to store the previons priority level s so that wnode nuay perform mnitipl

¢ !,”‘-,.! :ggn_,! 0]_-,. crearvvaagct y)l't,"\'.h;l!\' !)Y'inl'.!"\' I:‘\'l", RS "‘1‘ Tt
H N

O SRR A

e retrieved from the ok,

4.3 Timer-based Priority protocois

Releasing the token at the end of transmission is important m high speed

token setworks becanse the packet lengthis are signiaficantly shorter than the



I (token reservation j - token priority 7) then hegin
push (o) onto stack
=t token priority =
~01 token reservation == 0
roli nae toann
Flse

reloase token at the sane priority and reservation

Fionre 1o vieorith for Proonty Handbinme

ring propaeation delavs For esample, assime a token e Coaethe
total ring defay is equal to ffand the e packer Ten this oo choeve
i< B token is released tmmiedizrely alter o pa et tean-t. o then

the service time is only cqgual 1o g However ib the tolien v Peoesed aften
one round 1rip delave then the seece time will e equial to Iro e s cleandy o
mineh better ntilization of handwidth to release the token inedint el

The FDDI priovity potoccd 1281 i a timer Based priority protocol and T
heen defined for hieh specd token rine networks. Iy the FHDT prorocol an
cmpty token is released PO T LCTY A Ter LI Gl G i e el
waiting for the beader to retnrmn Not faving 16 warit Tor the header afso meais
tliat the node releases the token hefore receiving any prionty reserval fon. thins
a reservation based priovity svstenn s nor nsed. 1o Bnpletent priovity o the
FDDI protocol. cach node has a timer that keeps track of the thine between

- ve token arrivals (TR - Token Rotation Timners. Horhee T has i



low valie, it rneans that the token s totating Last amd s indicating thiat
e load is tow. [T he TR has a high value then it indicates that the load
s high.

Bascd on the timer values. a scale s constructed which indicates the
different levels of foad in the ring and subsequently also indicates the fevels
of priority. For example det facfyo [ f.._; be timings on the scale

such that £, <o dy =0 oo e el . -

, S where ¢ is the prioriy level A node
with tratlic of priority level 2 may transmit onhv it the PR hasaovalue £ 1
Therefore traflic with a priorit level of 1o can be transtoitted at all tines.

This timing scale is determined by some Hetwork managenent protocol based

on bhandwidth and delay requirements.

4.4 A Modified Reservation-based Priority
protocol

The priority protocol deserthed i [6] i5 a reservation hased priority jrotocol
that has been defined for a high spood token ving network. N token release
procedare similar to that used in the FDDI protocol is adopted. e the token
¢ released at the end of packet transimission. A\ node can make a priority

rescrvation b three wavs:



1. Wait for a packet header to pass by and make the priority reservation

(request) in the heander as in the TR S02.5 protocol,

(£

Create and transimit a short priority reservation reqiiest whenever the

ring is sensed idle.

3. 1f the node is in the process of transmitting a packet when o hieher pr
ority reservation request (with precinptive capability b arrives. preengpt

the enrrent transimission and transmit the priority reservation reguiest.

When o node want= to transtnit a piacket of priovity 2000 has 1o capture
an cmpty token of priovity ;= o 1 durine the transini=~ion. the node
receives several priority reservation regqiests (assuine pone B precinptive
capability). upon completing the transmission it relede the telen ot
the highest priority A chosen aniong the requests. Suain thio ~ame node 1
responsible for setting the priovity back 1o the previons valne jowhen the
empty token returns at priovity Ao The same stacking/uustackine techingie
as in the IEEE 8025 priovity protocol is nsed. Hno prioriy request < were
peceived. et Uhe token wint beocieasad o the e R PO R L S T L

|

node receives a priority regieest when it s not Botdine the token il ot

pass the reguest on to the pext node,



4.5 A Packet Preemption protocol

The priority jratocols disenascd 50 far are all qon-precmptables that s il a
high priovity paceet arrives after a lower priovity packet hias already captured
ihe token. the he higher priovity packet has 1o wait for the lower priority
packet to complete its fran<mission.  On the other hand. a proecinptable
priority protocol wili ferninate the transinission ol the lower priovity packet
(6 allow the higher ; viority packet to he transmitied first.

There is cuvrenthy no preemptable priority protocol existing in token rig
networks. so in [26]. a simulated preeniptable reservation based priority pro-
tocol was compared with a non-precmptable protocol (Hldn S02.5). The
paper shows that precinptable protocal provides berter service 1o high
priority packers in the seise that the delav for high priovitye packets i~ inde
pendent of the load. A non-preciptable protocol however takes into acconnt
Fairness to low priovity traflic and therefore service to high priority trathic

degrades as the load puereases.

1.6 Priorityv handling iz PDR protocol

>

In & multiple token ring network. there s difference betwee s dating the
nriority of a token and updating the priority of v oring. Updating the nng

priciity means that all tokens possess the same prioriny aud any apdath

19
1:")



chould alfeet all tokens at the sine thne. whevcas updating Dt the token
priority micans different tokens may Bave dilferent priovity tevel apdated ot
different times,

In the PHR protocol. 1t 1 not possil:dle to npdate the priority of all the
tokens at the same time The time i takes for the ring priovity to heinere
mented oappres natebs el to opee round trip delave 10 the hiel prioviey
packet has o o a1 packet Tensihe then i s nmehomore clficient to ap
date onlyv thy priotity hecanse it wounhi inos probably require only
one or two ! to transiit the packet. Hthe el peiority packet 5 oa
fong packe . oecmore tokens will have their priovities raised and eventually
will be t! e as havine the ving priovity vaiseds Pherefore the prionta
protocol to be defined will npaate the priority of the tokess not the ving,

A reservation-basced priovity schieme is prefered over the tine Dased pr

ority scheme in the PDR protocol hecause the prescnce ol mulople tokens i

the ring will present certain problems with o thnerbased priovity schene:

e Different TRTs must be nsed for the ditferent tokens 1o Leep track of

the token rotation thnes.

e The TRT= for the diffcrent tokens may have different valne-o A node
that his started a packet trausmission when thie TR value of the st
token is low. mayv not be able to continne s transins=ion i the TR

value of the next available token i bl



o The TRT for the same token mav hiave ditforent values at ditlerent
nodes hience the problom of identifvine vhoe adidean s oF 0 et .
transmission may be hard 160 resofve.

The operation of the PDR priority protocol to he detined 1= reservation
based and is similar 1o the priority protocol detined i THEF so205 [
Referring to the token format in Fienre 2.1, the Priority ficld <tores 1he
priovity level of the token and the Reservation ficld i e B the nodes
to make priovity reservations on the token, A node wichine 1o Thatmt o
packet of priority 7 fias 16 captiure an cinpty token of priorite o 0 Priorin
reservations can be made o the ieaders of all Normal tolen- preovided than
another higher priovity packet lias o already filled the Reservation fickl.
Reservations are not made in Cut tokens becanse they el e retnoned
from the ring before they reach a node that is releasine o 1oken. | e nrnhbey
of priority reservations made Ly the node is dependent onothe namiber of
iokens that is required to traasmit the packet.

When the souree node is responsible for e leasing the token, it will not
receive any priosity reservations helore the cid of it< traniarmiesion. hepee thie
toxen will e released ot 1he <o priovioy level iNOtc thit tohen e e
to Cut if t}l(“'\' are sonrce H"(‘;l.\('([L If the feneti of e ])Hl'li"!‘\ APt ey
short such that only cue token is regnired 1o Sransinit cach paciier. e
the [n'\';hzil)i“t_'\’ ol tokens ]n'm‘g‘ redeiesed ];.',' therr souree todos i Ve lxi‘.',h.

Stations wishing to send priovity reservidions will have to wait for o longer



period of time before a Normal token arrives, For this priority sehieine to be
cifcctive. tne munber of tokens used shionid be sutiicient v large <such that the
average length of the packersis longer thar the averaoe handwidth associated
with the tokens. Sabsequentls. the probability of tokeis being released by
their destination nodes will also be high and priority reservations can be sent
within a shorter period of time.

As explained in Chapter 2.2.30 4 node waiting 16 rosiune its packet trans-
mic ongis expected to use the next cmpty token that arvives, However if
the priority of the next empty token is highier than the packet s privority. then
the token cannot be used. I order for the Table Management Process to
correctlvidentifv the addresses of a continnation transnns<ion. the following

modifications to the protocol are required:

e T'he priotity of the packet that is transmitted st he stored in the

Priority neid ot the Node [ able tigure 2.3,

e The Table Management Process (Figure 2.7) must he moditiod to scarel
for the next Active node in the Node Tuble with the packet priority
greater than or equal to the priontye of the cnrrent 1oken, instead of

Just searching for the next Active node.

Since there ave mmbiple tokens in the rine. a node miay increase the

priotity of several tokens and several nodes mav increase the priority of the

same token. o the Token Tuble. the field Priority contains a pointer to

A
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a different stack for cach token. The nse of the stacks is similar 1o 1hat in
the TEEE S02.5 priority protocol and <o is the procedine for increasine and

decreasing the token priorities.

4.7 Performance Measure

A simulated model of the priovity protocol Tas heen used 1o exanine e
cffectiveness and performance of the priovity protocol. The token lenoth
used in the simnlation is inercased from 10 10 12 hits 1 accomodate the
extra priority fields while the packet overhiead rermains a1 £2 Lit~. | he total
ring defay is 1000 bits with 50 cqually spaced nodes conmnectod to e ringe.
The packet lengths are exponentially distribired with s mean of 200 bits
and packet interarvival thimes are also exponentially distribured. Using only
oo pricrity lovels of LOW i HIGH . shmuiation resitit= are obtared for
a network operating with 2 and R tokens. The offerod tratlic fond coneiat -
of approximately 5¢ percent LOW priority packets and 30 percent HEGH
priority packets. Figure £.2 chows the different service levels provided by e
protocol to packets at the two priovity levels, For lial priovity packets witly
cither 2 or S tokens, the mean transter delay inercases slowlv with inereasing
load. On the other hand. service 1o the Low PrOHty packets starts o desrade

rapidly even at medimm loads.

=
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Figure 1.2 Priority scheme with 2 prioviy levels using 2 and N iokens
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Figure -1.3: Precntable and non-preemtable priovity schemes with 2 and 8

tokens



The priority scheme that we have proposcd s non-precmprable!. o
evaluate the effect’cness of our priority protocol. we have to compare its
performance to that of a precinptable protocol, The preemptable protocol is
simuiated by completely eliminating the transniission of 1O priovity pack
ets. The composition of offered load renains 1he sime a1 50 percent LOAY
priority traffic and 30 percent HIGH peiority trattic, The stmmlation resnlt is
shown in Fignre 130 Ax the foad is inereased from low 1o medinim . the per
formance of the PDR protocol starts 16 degrade. relive 1o the preciptalile
protocol. However as the load continmes to inerease, e perforaane e of horl
protocols becomes comparable. This is hecanse at hiel lowd~, TG Priovity
tratfic in the PDR protocol has managed 1o shiut ont tost of e 1O prior
ity transmissions. We also observe that the PDR protocol operating witly S
tokens provides Lottan servive to dis high PIOTHN tratite than with 2 tokens,
This is 1o bhe exvected. as explained earlior. o farger mmber of toklens will

provide a faster response to PO FESCrvation regiest .

4.8 Summary

In this chapter. we bave reviewed several different priorvity schemes and a

reservation-based niti-level priority selieme has heen proposed for the PR

"Refer to Chapter 1.5 for definition of precoaptable saed non preciptabde prioriny
schemnes.,

NG



protocol. The proposed scheme can be casily impiemented by adding the
two fields Priority and Reservation in the token header (Figure 214, and
the cohumr Priority in botir the Token Fable (Figure 2.1) and Node Table
(Figure 2.3 he procedire involved in the implementation of the pricrits
schemeis simple and reguives minimal added computation at the nodes. The
results obtained from the simualation model have shown that the PDR prioriy
pl'()l()(‘()l 15 able to achieve is purpose of ])l'()\'i([illg Letter serviee to the llig])
priority packets. The priority scheme is most effective at hieh loads and with

alarpe number of tokens.



Chapter 5

Dynamic Changing of the
Number of Tokens

5.1 Introduction

In this section. we further examine the PDR protocol by explorine the of
fects of changing some of the parameters on the protocol pertormance. he
parameter that we are most interested in is e ninher Of tokerns opevatinge
i the ring that achicves the Lest performance, this muanber will be called
the optimal token number. Neain. the sole perfornance measure used il
be the mean transfer delay.

It is evident from the study in Chapter 3 that as the operatite condi

tions are changed. the optimal token nimber is also chimged. this motivates



cauipping the protocol with the capability of changing the munber of Sokens

in the ring dynamically. To this end. an algorithim that can compite the op-

titnal token number must be provided. However devising such an algorithm

i diffienlt as it involves finding the token nmumber changing points based on

continuonsly changing ring conditions, Identifving such points can bhe based

on a learning process and i bevond the scope of this thesis.

We shall derive an equation to find the mcean transter deday nnder very

light load based on the following assumnptions:

£

The tokens are eqnally spaced avonnd the ving. Tence. the menn access
delay s !,—; and the average handwidth associated with cach token. b is

equal to "'("’ where £2s the total ring delav, /s the number of tokens

and ¢ 1s the token length.

If & packet requives more than one token for transiission. then only
| | .
the first token hax a mean access delay of —l—: All sithsequent tokens

have a mean ac ess delayv of zero.
The guencing time! for cach packet is equal to zevo.

Since the destination of a packet is uniformly distributed. the mean

propagation delay is equal to !_,—‘

"The time from the arrival of 1he packet until the packet is at the head of the quene,

]9



Let the overhead associated with each packet he denoted by & and the mearn
packet length be denoted by e, The mean transter defay under very light

load can now he represented by the following cquation:

R +/+/l’ I e /:’+ | R iy oyl P
= —=+um e e A U L= e tie S FTIS S VAR SR S I (51
21 2 b 2/ 2 | It l
where [22 0 Lo approximate average munber of tokens vequired Tor the
transimission ob o packet. This ie oo 0 asstrnption that the tohen-

are equally spaced around the rine.

Using the above cquation. the mean translor defay s compred for i
creasing integer values of 1 startine from 7 = 1. As the valie ol L increases,
the value of y decreases antil it remclios o pniroenn vabue crhreshold ) aned
then starts 1o increase. This phenomena can he explained by the facs 1
the first term in g decreases with 7. while the las Perm e rease- with /. A1
the threshold. the corresponding value of 7 will he 1l optinad token normilee
under very light Joad. This compated token mmmber is aleo 1he Hpper bonnd
on the optimal number of tokens that shonld e operatine in the ring for
the different Toads. This is becanse as the load fiercmsee, e o detan
for subsequent tokens and the gquencing time for each peccket will no longer
be equal to zero. Therefore the optimal nmber of 1okens will e pronae with
mcreasing load.

The find the minimumm valne (thresholdy of o we differentiate Ienation
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.00 to obtain the following cxpression:

dy it (e + 1)

7S ot (It — t)?

Fo obtain the mininuan valiue for g, let w=0

-8R R+ ) -
0 TR T

The npper bound for the optimad nmber of tokens nnder Helit foad can then
bhe computed from the following equation:

, M (5.0
t= I 4 ta .

where o = \/;—%;%

Having computed the apper hbonnd. wewill nse the <imalator to obtain the
corresponding optinmal token wunbers for the different loads. The following
are four examples with slightly different paranicters nsed to show the resalts
of vur approach to finding the optimal token ninmbers,

Case 1

The parameters nsed are:

Nuniber of nodes. N = 50

Total ring delay. R = 1000 bits

Mean packet length. m o= 200 bits (exponential distribution)
Packet overhead. h = 12 bits

Token length, t = 10 bits

gl
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Figure 5.1: PDR protocel with 1ox0 13 and 16 tokens: B 1000, 0y 200 {exys)

From Equation 3.2 the optimal token vuwmber s eatipaned 1o e conal Lo

I3, This munber is the approxitate nupper honnd for the aptitnal nnber
of tokens. Figure 501 <howe simmdlation pe<iilis e oSO P e 16 tohen.
The graph shows that usitig 13 tokens in the ring resolts in the lowest mean
transfer delay from the thronghpnt value of 0.0 until abour 0.7 As the
load increases hevond 0.7, the network with s tokens hegins 1o ontperform
the rest and gencrates a maximmn thronehpur of almost 1.0 Note thin
when 16 tokens are used. 1he performance of e protocol does nor show any
imnprovement. Tustead. it shows rapid deoradation witl meveasing loqad, 1 his
corresponds to onr approximate upper hor ol valiue of 13 for optinral token

numbers.
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Fignre 520 PDR > tocol with 206, 10 and 1] tokens: R= 1006 m= 100 {exp)

rase 2

I the second casel the mean packet leneth i, i< inercased from 200 bit s
to 100 bits with an exponential distribution while the rest ol 1 e parameters
remain unchanged. Simitlar to the fivst case. the upper honnd on the token
mmbers can he obtained from Equation 5.2, The optimal token number at
hght load in this case is approximated to be cqital to 100 Fieure 3.2 shows
the results of onr simnlation using 2. 6. 10 and 11 tokens. From the figure.
the optimal token number at Hight load is equal to 19 which corresponds to
the computed upper bonnd. and remains at 10 for throughput values from

0.0 to 0.1 For thronghpat values greater than 0.1, ihe optimal token muanber

becomnes 6.
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Fignre 5.3: PDR protocol with 50 100 17 andd 20 1okeie: Roiooo. v fa

{exp)

Case 3

In case 3. the mean packet length . is decreased 1o 100 b < with the
other parameters remaining constant. 1he upper bound on The token unng
bers obtained from Equation 5.2 is estimated to be 17 Figitre 5.3 shows the
results of our simulation using 5. 100 17 and 20 iokens, Similor to (e pre
vious cases. the optimal token nuunber is 17 under Hght load and decreases
to 10 when the load exceeds 0.1, Again the computed upper bhound of 17
tokens is shown to be correet.

Case 4

In this last example, the nmunber of nodes N is inereased fron 50 10 100,
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Figure 500 PDR protocol with 100 150 26 and 30 tokens: R=2000. 111=200
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The distance between nodes remains unchanged hence the total ving delav f2
hecomes 2000 bits. The rest of the parameters are simitar 10 1hose for Case
Lo Vhe upper Bonad on the token nmbers obtained from Equation 5.2 is
approximately cqual to 260 Figure 500 shows the result< of o <imnlation
using 10015026 and 30 tokens. Again we observe an optimal token munber
of 26 at light load and a different optimal token munber of 15 at heavy load
when thronghput exceeds 0.1,

In the above examplos, the eraphs only show the peiformaonce resndts of

a few selected token number vahwes, henee the optimal token numbers ob-

tained are just approximations. The intension is to sbow that the optimal
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cage

token number does chanee with changine paratyeters. i e “oction
italizes on this feature by equipping the PDR protocol with the capability of

L 1 I T | . Lo N [ s
,‘.‘-:lfl._:t!{({“. B R e R T RS P T S SRR N O Y N S TN

3.2 Protocol Description

In the followine. we assime that there exist= o onitor station that. Do
on the network paratmerers, will compnte the optinel monher of tokens that
should be operating in the ving. ORI o tonitor ~taiion con init it e
removal and addition of tokens, The <chivmne can be inplennented with e
than one station acting as nmonitor stations. However it the tronitorn <ot jone
are not coordinated oscillations i the mmber of tokens i velop, In
addition. optitnal soltions mad ot be reached due to diflerent onor
stations having ccutradictory decisions.

The nmunber of coliens can bhe cliznzed dvnamicallv b nakine siae of 1 he
(‘}(isling ])I‘i\)]'il:\’ hnn(”ing g)l'u('l'(llll‘t‘.\ 1 the PDR j)!'nl«n'u?. We aleao as~uarme
that the ])I'i()l'ii}' scheme in the protocol uses o 361t cade 1o bndicate e
different priovity levels, The two hichest levels of prioriiy code awilb then e
reserved 1o represent the two control miessaces A3 qood REAOVEL With o
3-bit code. the toral number of prior ity fevels that he pivcRet~ coan have will
now be reduced from eieht 1o six levelss The vwo Lieliest Jos ol of priority

were chosen to represent the control ressaoes boorder 1 Prevesit Stat o
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fron asing the token while it s holding a control message. We now proceed
to deseribe the token removal and token addition procedures.

Token Removal

The monitor station can juitiate the removal of o 1oken by setiing the
priority reservation of the token to the control message RENMOVE. The
first node to use and release this token will update the priority ficld of the
token to REMONVE and apdate the priority stack in the smne manner as
imcrementing a normal priority level?,

As the token propagates around the ring. all nodes detecting the Rl-
MOVE control messape will set the token entres in 1o Tolon Tuble 16 Inac-
tive. When the token returns 1o the nocde which npdated the token priority.
the token entry in the Token Table will e sei 10 Inactive and (8 token will
be removed from the ring.

Once the entry in the Token Table has been set to Inactive. the Token

1 1 . ! N ..
GOV dnt THC DIUTUt O eacoution Cali

Manaoement Prgecce will

proceed normally.

Token Addition

Three conditions st Le satisficd Lefore o token can be added 1o the

ring:

I. the token must have been removed previously,

“Refer to Chapter 1 for a detailed deseription of prioriy handling,
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2. the token before it must be present in the “ing and

3. there must be sutficient bandwidth for the token to be added.

There is a maximum number of tokens that are allowed Lo operate o the riay,
and the number of entries in the Toien Tuble st be cqual to this maximnm

number. Hen~e the monitor station can add a token if and onlv it

L. there exists an Inactive entry in the Tolon Tabl

2. there exists an Active eutry hefore the Inactive one aned

the assoctated Liadwidih of the Active entry is orcater thish one token

feugth.

The process can be initiated by the monitor station by setting the pri-
ority reservation iicld of the Active token to the control essage A1),

The firet node 1o rologee thi tod !

', i
it Gta

\‘:_';’! !vv”’:v'w 1 ’/.’}," '
o ' I8 (SN

ken priority to ADD using the saiie procedinre ax npedatine o prioity Jever.
Then two empty tokens are released with the first token hoddine the control
message.

All nodes detecting the ADD control miessace will <ct the nest cutry in
the Token Tuble to Active and will also update the ficlds of this new Active

entry. After propagating a cor slete ronnd hack to the firet node, the A

message 1s removed by setting the woken priority back to zoro.

B



Step 1. I { token Reservation = REMOVE ) then
push (O.REAMOVE) onto stack
set token Priority = REMOVE
set token Reservation = 0
release token

end
Step 2. I ( token Reservation = ADD ) then

push (/. ADD) onto stack ( where i=token priority )
set token Priority = ADD
set token Reservation = 0
reloase token
append empty token with Priority = ¢

ond

Figure 5.5 Algorithmn for addition/removal of tokens in Receiver DIOCEesS

This scheme of rvemoving and adding tokens can bhe inplement od by simply
adding the procedures shown in Fignres 5.5 and 5.6 10 the Receiver and
Table Management processes respectively. The Transmitier Process remaitns
unchanged.

The reaction time. or the time taken for a token 1o be added or removed
siice the control moessage was first initiated by the monitor station depends
on two factors. the total ring delay and the rine utilization.

Note that the monitor station can send a cont rol message in the Reser-
vation ficld of two tivpes of tokens: an Empty token and a used Normal
token. I it is sent in a used token. then the token will be released with the

control message in its Priority ticld in less than one round trip delas After
& o “
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Step 1. I ( token Priority = REMOVE ) then

set entry in Token Tuble 1o Inactive
retrieve values (7, ) from stack
il { j = REMOVE ) then
remove token from ring
end
Step 2. If { token Priority = ADD ) then
set next entry in Token Tuble 1o Active
update ficlds of next entey
retrieve values (4075 trom stack
H(j=ADD ) then

sct 1token Priority = 0
end

Figure 5.6: Algorithm for addition/removal of tokens in Table Managernen
process

its release. it will take ainother ronnd trip debas to inform all nodes of the
change. Hence the veaction time is less than 240 where 12 s the 1o1al rine,
delay.

However if the control message is sent in an Empty token. then there is
no upper bound on the reaction time. Under heavy Toad. the probability of
an Empty tokeu being captured by a bhusy node is higher hence the reaction
time will be shorter. while under lieht load the reaction time will be longer.
To set an upper bound on the reaction time. the monitor <tation will scn
the control message in the Reservation ficld of 1he Empty token and se

the token status to SED with both the source and destination addiesses

equal to the monitor station. When the token returns, the monitor =tation
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will release the token with the control messave in its Priority ficld. The
reaction time in this case is exactly equal 1o 2/2.

The overhead incurred everytime a token is added or removed is cqual to
the bandwidth associated with the token holding the control message. This
is hecause whenever a token is holding a control message. it cannot he used
by any of the nodes and the control message is held for a length of time equal

to fr.

5.3 Simulation Results

A stmulator was written to examine the effectiveness of the dvnaniic token
addition/removal procedure implemented in the PDR protocol. Ovlv the
throughput will bhe changed during cach simulation vun. while th. - Howing

paraimciers retaln constant.

Number of nodes = 50

Total ring delay = {1000 bits
Packet overhead = 12 hits
Token length =10t

Mean packet length 100 bits (expenential dioribnion

For throughput values of less than 0.3, the number of tokens nsed will be 20,
for throughput values between 6.3 and 6.6, 15 tokens will be nsed and for

throughput values greater than 0.6, 10 tokens will he nsed. Station munber

101



O is assigned as the tuonor station and 1t s responsible for the addition
and removal of tokens. 1t is assnnied that the monitor station i« capable of
estimating the throughpnt by Mouitoring ring activity over a4 cortain pertod
of time. This period of time will be called the window.

It is obvious that the size of this window affects the responsiviencss of
the token addition and removal procedures. Choosing a <uitable window Sz

depends on factors like:

» the reaction time *.

the type of traflic sencrated., oo bhursty or continons,

e the amount of overlap between consecutive windows and

the frequency of token addine and reniovine.
l . il b

If the window size is too stnadl, fhictuations in thronghput trivecrs the o
neceessary addition and removal of tokens which results o a degradation of
performance. If it is too large. then the chiange in the number of tokens el
be too slow to have any positive effeet on the performrance,

The pertormance of the protocol will be cxannined asine o window size of

50 together with the following settings:

o The packet interarrival time js exponcntially distribited.

FTime taken from the sending of the contral tiessage 1o the actnal adidition or reriovil
of token.

12



o The throughput is changed every 100042 where £2 i< the total ring delay,
this will be called a cvele. If the ring is operating at a speed of 100

megabits per second. then the length of the eveleis about 0.01 sccond.

e The throughput for cach cyele will be randomly generated at the be-

ginning of cach cvele.

o At the end of the exveles the mean throughpuet and mcan transtor delay

will he compnted.

e There will be an overlap in successive windows equal to half a4 window

VAN

From Figure 5.7 the PDR protocol implemented with dyvnaniic changing
of number of tokens (PDR-DC proiocol) comes very close to the perforiance
of the protocols with fixed token numbers of 100 15 and 20, The ideal case
15 to have the PDR-DC protocol achieve a performance lovel that is the
best among the protocols with fixed token numbers over the entire ranee of
throughpit valies.

Next. we increase the window size from 3042 10 20007 1o observe the offect
of the window size on the performance of the PDR-DC protocol. Ifrom the
results shown in Figure 550 the performance of the network scems to degrade
slightly. This phenomenon may be explained by the fact that the window size

used in this case is too large. With a large window. the reaction o changing
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Figure 5.7 PDR-DC protocol with window size - 50/¢

ring conditions is slow and therefore has resulted in o worse performatice s
compared to the previous case,

Based on the results we have seen so tar. the overhend thenrred i the
addition and removal of 1okens hias cansed only a shicht overall perfonnance
degradation. The PDR-DC protocol with its car oDl to masintain an opti
mal number of tokens in the riug at all times. has bheen shown to achieve an
overall performance that is hetter than using a ixed mumiber of tokens, fn a
practical implementation ol the PDR-DC protocol. o procedure s reguired
to give an accurate estimate of the current ring paritneters ad the choice

of window size depends on several factors which was discrisacd carlicr,
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Figure 5.3: PDR-DC protocol with window size = 20042

5.4 Summary

In this chapter. we have devived an cquation {Fquation 5.2 that can he
used to determine the upper hound for the optimal number of 1okens. given
the network parameters. Simulation results were then used to check 1he
correctness of this computed upper bonnd and also estimate the optimal
number of tokens for the different load levels. The simlation results also
motivated the introduction ol a new feature that enabies the PDR protocol to
dynamically change the number of tokens operating in the ring bhased on the
current network conditions. This feature can he casilv implememed on top

of the priority scheme presented in Chapter 1. Again the simmlation model
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was used to cheek the effectiveness of this new featire, e perfornance of

the protocol with its dyvnamic token addition/removial capabilitios was <liown

to come very close to the ideal case when the correct window e is el
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Chapter 6

Conclusions

By combining the features of the multiple-token ring protocol by [11] with the
destination release technique by [28]0 a new protocol has been defined that
allows a token to be released by the source node if there is cnough room to
release the token. or by the destination node otherwise. The aim of this ap-
proach is to utilize the chiannel capacity to its fullest by releasing a used token
as soon as possible. A detailed deseription of the new Partial-Destination-
Release Multi-token (PDR) ring protocol was presented in Chapter 2 which
inchudes a deseription of the fairness mechanism that has been proposed to
overcome the problen of unfair bandwidth distribution among the stations.
Chapters 1 and 5 then proceed 10 deseribe how the PDR protocol can be
cquipped with the capability to handle multiple levels of Priority transmis-

ston and the unique capability to dyvnamically change the mnmber of tokens
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in the ring.

[t has been shown from the simulation results in Chapter 3 that the PDR
protocol with its partial destination release feature vutperformes the somce
release multiple-token protocol proposed in [L1] as well as other popnlar
network protocols like FDDI. the conventional stotted-ring and DQDB. The
improvement in performance is seen over the low. medium and hieh tradlic
levels. The presence of mult iple tokens in the ving results in a more sientficant
performance improvement as the proportion of the packet leneth to the total
ring delay becomes simaller, This is particularly important i hieh specd
networks as this proportion decreases with increasing specds in networks.

However the complexity of the protocol has compronnscd the overall re
Hability of the network as the occurrence of errors in the token headers or
the tables may prove to be irrecoverable. The protocol requires o lot more
storage space and computations performed at cach station than the normal
single token riug but is still comparable to that of the sonree release ol iple
token protocol. The amount of computation required s also dependent on
the size of the network. as networks with large numbers of stations will have
larger tables which take more time to process.

The issue of fairness in a destination relcase protocol Lias heen addressed
in Chapter 2 and a fairness mechanisin similar 1o that npiemented i the
Orwell protocol can bhe casily implemented in the PR protocol. Another

important and common requirement in networks today is the abilite to ac
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comodate different tvnes of traflic he having difforens traneniecion DO
fevels. By adding two more fields 1n the token header and a <t ack asscoiated
with cacli token. the PDR protocol is thus able 1o provide multiple levels of
Priovity transmission.

Based on the implementation of priority handline in the protocol. an
mteresting feature can be easily added. viz.. the dynamic changing of the

he amonnt of extra compntation reqgnired

number of tokens in the rine,
to add and remove tokens i~ insigaificant. but the aleorithin used to deter-
mine the optitnal nimnber of tokens that <hould e in the vine i difficul
to dertves Tustead. we nsed simulation results obtained from Chapter 3 for
afew specilic cases and based on those vresults, the adaptive token nnmber
scheme was imiplemented in our simulation model. The ideal case would be
to achieve the lowest mean transter delayv over the entire thronghpat range
compared to protocols with fixes number of tokens. The result we obtained
from the simulation is very close to the ideal case and the extra computation
required to implement this feature is insienificant. Further invess ieations can
be done for several more cases. using different approachios 1o computing the

current rine

& parameters and perhaps an approximate solntion to computing
the optimal number of tokens.

Several maodifications or extensions 1o the PDR protocol are possible. for

exanple:

e T'he inclusion of sonrce or destination address in e tolken heador,
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This wonld reduee the (‘Unlpl(':\'il_\.' of the profocol and ot the simne
time increase the relinbility of the network. Of conrse 1he overhend

associated with cach token will be incerciascd

i.

e Modifyving the protocol 1o allow the fast 1oken nsed in packet trans
Mis»ivi Lo propagaie once aroad 1he ring hetfore 1 s relemsed by the
sonurce node,

This would enable the destinations 1o pieevhack acknowledeerments

onto the last tokens back to the sonrce node. The moditication e

quired to accomodate this chanee is relativeiv <ivnple and orlv involves
)

setting the appropriate siatns and 1ope L of the it tobon 1o bnedicat -

an End of packet transniission and o Source releascd Noemal tohen,

o Adapting the protocol 1o a dual counter-rotaiine taken rine networl
Having two rings instead of one will definitely inprove the vetinbilite of
the network especially in the case of sinele node failnres, | Lirouelhiput

P N YT UTON Y . 1 e . . Sty | -
may be increased twolold. aceess delavs and menn Dropraeation delavs
can be rednced, Howeror, tlie ulli‘;m!;xliulx ob destimation addicses fon
continmation transmissions mav prove to be <ionilicantle o cornples

since packets can now be transmitted in two directions.

For a practical implementation of the PDR protocol. o modieation of
the protocol to include ihe sonree address wonld <cenn roore fensible ae it

reduces the complexity and tinproves the reliabilisv, Modizeine the prrotocol

1o



to allow the acknowledgements of packets is also recommended especially

when a large number of tokens is used.

1
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