
 

 

 

 

Generation of Supersaturated Total Dissolved Gas at Submerged Hydropower Low-level Outlets 

 

by 

 

Pengcheng Li 

  

  

 

 

 

 

A thesis submitted in partial fulfillment of the requirements for the degree of 

 

 

Doctor of Philosophy 

 

in 

 

Water Resources Engineering 

 

 

 

 

 

Department of Civil and Environmental Engineering 

University of Alberta 

 

 

 

 

 

 

 

  

 

 

© Pengcheng Li, 2021 



ii 
 

Abstract 

Supersaturation of total dissolved gasses (TDG) downstream of hydropower dams and their 

consequences for fish have been identified as one of the key potential impacts of hydropower 

operations on fish biodiversity and fishery productivity. It has been recorded that fish exposed to 

high TDG levels may suffer gas-bubble disease. The generation of high level TDG has been mostly 

studied downstream of spillways with very little attention to its generation related to low-level 

outlets, which is typically considered to be free from air entrainment and TDG issues. This research 

aims at developing prediction models that can have a full understanding of the processes of TDG 

generation at low-level outlets, including the mass transfer of rising bubbles, air demand of a 

hydraulic jump in a closed conduit with a submerged outlet, and the TDG generation of low-level 

outlets and its influencing factors. 

Dissolution of gases from air bubbles to water (mass transfer from air bubbles to water) directly 

leads to the generation of TDG. To have a good understanding of bubble-water mass transfer, a 

model for bubble–water mass transfer was established and validated using the experimental 

measurements from rising carbon dioxide bubbles. The effects of bubble horizontal velocity, 

bubble release depth, initial bubble size, background dissolved gas concentration in the water, and 

bubble swarms on the bubble–water mass transfer were examined. The bubble size changed along 

the rising path in response to both the mass transfer and the local hydrostatic pressure, whereas 

their relative importance varied under different conditions. Compared with previous models, the 

proposed model improved the prediction accuracy by including the influence of changing 

dissolved gas concentration in the water and mass transfer across the water surface.  

Air demand of a hydraulic jump in a closed conduit is the source of the dissolved gas and TDG 
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generation at low-level outlets. Physical experiments were conducted to study flow regimes and 

the air demand of a hydraulic jump in a closed conduit with various submerged outlet depths. Flow 

regimes with a submerged outlet were defined following previous studies based on the outlet depth. 

In a closed conduit, free surface supercritical flow without a hydraulic jump can induce a relative 

air demand (air flow rate to water flow rate) of about 36 - 90% when the Froude number is between 

4 and 10, which decreases to about 3 - 14% for a free surface flow with a hydraulic jump. If the 

hydraulic jump is followed by pressurized pipe flow, the air demand decreases with the increasing 

submerged outlet depth. If the hydraulic jump is partially submerged, the relative air demand is 

significantly reduced to less than 1%. Field measurements of the air demand were consistent with 

the experimental measurements when the hydraulic jump was partially submerged. When the air 

supply was constrained by a nozzle of various sizes placed on the top of the air vent, the air pressure 

in the closed conduit deceased and the hydraulic jump moved upstream.  

Supersaturated TDG was observed and evaluated through field measurements at Hugh 

Keenleyside Dam, B.C, Canada focusing on two groups of the low-level outlets (south and north 

low-level outlets). With an air entrainment amount of as small as 1%, a TDG level as high as 130% 

could be generated in the south low-level outlets. Numerical modelling was also adopted to obtain 

turbulence and flow field details downstream of the low-level outlets. Good agreement between 

model results and field data is found in the tailrace of the low-level outlet.  

Stronger turbulence in the stilling basin can result in larger mass transfer coefficient across bubbles 

and produce smaller bubbles, which will substantially enhance gas transfer and TDG generation. 

Due to the shallower water depth, the south low-level outlet can generate stronger turbulence flow, 

with more efficient gas transfer and TDG generation compared with the deeper north low-level 

outlet (110% TDG).  
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Preface 

This thesis is an original work by Pengcheng Li under the supervision from Dr. David Z. Zhu. This 

study is a part of a collaborative research project by Natural Sciences and Engineering Research 

Council of Canada (NSERC) and BC Hydro involving Carleton University, the University of 

Alberta, the University of Waterloo and the University of British Columbia. It is presented in a 

paper format and consists of six chapters. 

Chapter 1 is a general introduction on the background, scope, and objectives of this study. 

Chapter 2 is the literature review with special focuses on the fundamentals of the air entrainment 

and total dissolved gas generation. 

Chapter 3 to 5 are the main contents of this thesis. 

Chapter 3 was published as: Li, P., Ma, Y., and Zhu, D. Z. (2020). “Mass Transfer of Gas Bubble 

Rising in Stagnant Water.” ASCE Journal of Environmental Engineering, 146(8), 

10.1061/(ASCE)EE.1943-7870.0001760. 

Chapter 4 has been submitted as a journal manuscript: Li, P., Zhu, D. Z., Xu, T., and Zhang, J. 

(2021). “Air Demand of a Hydraulic Jump in a Closed Conduit.” ASCE Journal of Hydraulic 

Engineering, under review.   

Chapter 5 is currently being prepared as a journal manuscript. 

Chapter 6 contains the general conclusions of this thesis, and suggestions for the future research 

on total dissolved gas generation. 
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1. General Introduction 

1.1.  Research Background 

In Canada, approximately 60% of electricity generation is from hydroelectric sources. As such, 

this renewable energy source is incredibly important to all Canadians. In the meantime, the 

development of hydropower facilities greatly affects the morphology of regional water resources. 

Supersaturated total dissolved gasses (TDG) have been identified as one of the key potential 

impacts of hydropower operations on the biodiversity of fish. It has been recorded that fish exposed 

to supersaturated TDG may suffer gas-bubble disease (Ebel 1969; Beiningen et al. 1970; Dawley 

and Ebel 1975; Arntzen et al. 2009). The tolerance of supersaturated TDG for fish is relevant with 

water TDG saturation concentration, depth, exposure duration, water temperature and species of 

fish (Colt 1984; Weitkamp 2008; Smiley et al. 2011). Recognizing the harm to fish, the US 

Environmental Protection Agency (EPA) established a TDG criterion of 110 percent (USEPA 

1986), but saturation percentage could reach as much as 140 percent downstream of many dams 

(Weitkamp and Katz 1980). The assessment and prediction of TDG at a plunge pool or stilling 

basin is an important issue for hydropower industry, as environmental regulations and approval 

requirements are becoming more stringent. 

When flows pass through spillways, a large amount of atmospheric gases can be forced to be 

dissolved in the plunge pool and stilling basin as shown in Figure 1-1. In this case, air entrainment 

in water is an important factor for the generation of TDGs. If the partial pressure of these gases in 

water exceeds their atmospheric pressure, water becomes supersaturated with more than 100 

percent of the atmospheric pressure saturation, which would cause gas bubble disease to fish 

(Figure 1-2). In a deeper region, the solubility increases and the air is transferred from bubbles into 
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water. The mass transfer rate from bubbles to ambient water is determined by bubble sizes, 

turbulent intensity, local pressure, etc. All these parameters depend on the operation conditions of 

hydraulics facilities and geometry of stilling basins. Therefore, understanding the process of TDG 

generation, including rising bubble mass transfer and air entrainment, is crucial for hydro-

environmental perspective and habitat protection.  

Mass transfer from gas bubbles to water is a key process in TDG generation, as well as in nature 

and industrial applications. For instance, artificial aeration is commonly used for water and 

wastewater treatment, as well as water quality improvement in lakes and reservoirs, by introducing 

air/oxygen bubbles into water using devices like a bubble-plume diffuser (McGinnis and Little 

1998). Mass transfer from methane or carbon dioxide bubbles to water is also related to the amount 

of these greenhouse gases emitted from lakes, reservoirs, tailings ponds, etc., which has received 

increasing attention due to their significant contribution to global warming (St. Louis et al. 2000). 

Therefore, a good understanding of bubble-water mass transfer is important in a wide range of 

environmental issues and engineering applications.  

Air demand of a hydraulic jump inside a closed conduit of a dam low-level outlet is the main 

source of air-bubble mass transfer and TDG generation in a stilling basin. Negative pressure, 

blowback, and other problems can be caused by entrained air in pipes or closed conduits in 

hydropower facilities. Air entrainment and transport are also important in municipal engineering 

applications as in ventilation and sewer odor related issues (Edwini-Bonsu and Steffler, 2004; Qian 

et al. 2021). Thus, it is crucial to predict the air demand in a closed conduit under different outlet 

conditions to ensure proper design and operations of these hydraulic structures. 

The generation of high level TDG has been mostly studied downstream of spillways with very 
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little attention given to its generation related to submerged low-level outlets, which are typically 

considered to be free from air entrainment and TDG issues. In this study, supersaturated TDG was 

observed at Hugh Keenleyside Dam, B.C, Canada focusing on two groups of low-level outlets. 

Typically, deeper bubbles in a stilling basin experience higher hydrostatic pressure and thus more 

air is forced into solution. However, the dam frequently generates higher TDG in the shallower 

low-level outlets than that generated in the deeper low-level outlets (Kamal et al. 2019). Previous 

studies lack the understanding and prediction of such phenomenon, which has been investigated 

in this research.  

1.2.  Thesis Outline 

The structure of this thesis is organized as follows: 

Chapter 2 is a comprehensive literature review on the physical mechanisms of bubble movement 

and mass transfer, air demand and entrainment of a hydraulic jump, and TDG prediction at 

hydropower facilities. The knowledge gaps are identified. 

Chapter 3 presents an analytical and experimental study on mass transfer from a single bubble 

rising in stagnant water and its size variation, including the effects of bubble horizontal velocity, 

bubble release depth, initial bubble size, background dissolved gas concentration in the water, and 

bubble swarms on the bubble-water mass transfer. 

Chapter 4 investigates flow regimes and air demand of a hydraulic jump in a closed conduit with 

various submerged outlet depths. The dynamics of the air pocket upstream of the hydraulic jump 

and characteristics of the hydraulic jump with limited air supply under a submerged outlet are also 

studied. 
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Chapter 5 proposes a physically based model for TDG generation at submerged low-level outlets, 

which is calibrated and validated with a series of field measurements, to investigate various 

influencing factors. The mechanisms of TDG generation at low-level outlets, and the source and 

amount of the air entrainment in the low-level outlet are also investigated. 

Chapter 7 concludes the thesis and discusses the future directions of this research. 
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Figure 1-1 Gas transfer process downstream of a spillway  

(from http://www.iihr.uiowa.edu/totaldissolvedgas/) 
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Figure 1-2 Bulging eyes due to bubble formation caused by supersaturation 

(https://pentairaes.com/media/docs/Point-Four-Tracker-PortableTGP-Meter-Manual) 
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2. Literature Review 

During spillway discharge events, a large amount of atmospheric gases can be entrained and 

dissolved in the plunge pools and stilling basins. The generated TDG level is therefore determined 

by the amount of entrained air, and the efficiency of air-bubble dissolution (e.g. bubble size, 

residence time, water depth, etc.). Air can also be entrained into flowing water through turbulent 

shear layers generated by hydraulic jumps at the air-water interface, which may impact gas transfer 

(Hager 2010, Colt 2012). The process of air-water mass transfer is that air molecules diffuse to 

water driven by a concentration difference. As water depth increases, air solubility increases due 

to the higher ambient pressure, and more air bubbles are dissolved into water. The mass transfer 

rate from bubble to water is affected by bubble size, turbulent intensity, pressure, etc. (Politano et 

al. 2009). All of these parameters are influenced by the operating conditions of hydropower 

facilities and geometry of stilling basins. This chapter provides a comprehensive review on TDG 

generation process, including the physical process of air entrainment, air demand in a closed 

conduit, mass transfer and movement of air bubbles, and TDG predictions.  

2.1.  Gas Dissolution and Mass Transfer of Air Bubbles  

The sources of dissolved gases are from the atmosphere which involves oxygen, nitrogen, argon, 

and carbon dioxide, and total dissolved gases (TDG) in water represents the summation of these 

different gas components dissolved in water. Typically, TDG concentration is represented by the 

ratio of total gas pressure (TGP) to the local barometric pressure (BP). TGP is the absolute pressure 

of the sum of the partial pressures plus water vapor. TDG can be calculated in a percent of local 

barometric pressure: 
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𝑇𝐷𝐺(%) =
𝑇𝐺𝑃

𝐵𝑃
× 100%      (2 − 1) 

Three conditions could occur for TDG (%) concentration: when TDG (%) is less than 100%, the 

water is undersaturated; when TDG (%) is 100%, the TDG in water is equilibrium; when TDG 

(%) is larger than 100%, the water is supersaturated (Colt 2012). Additionally, the percentage of 

TDG can also be calculated as an absolute concentration (mg/L): 

𝑇𝐷𝐺(%) =
𝐶

𝐶𝑠
× 100%      (2 − 2) 

where C = dissolved gas concentration(mg/L) in water, and Cs = liquid-phase equilibrium 

concentration (mg/L) of the air at the local atmospheric pressure (air saturation concentration), 

which can be calculated by Henry’s law (Gulliver et al. 1997). When TDG concentration (C) is 

more than Cs, the water is supersaturated.  

Mass transfer between air bubbles and water is typically characterized by a first-order process 

where its rate is determined by the bubble-water interfacial area, bubble residence time, mass 

transfer coefficient, and the difference between the local concentration of the gas and its effective 

saturation concentration (Gulliver et al. 1997). The rate of mass transfer can be written as 

 𝑑𝐶/𝑑𝑡 = −𝐾𝐿𝑎(𝐶𝑠𝑒 − 𝐶)       (2 − 3) 

where t = the time over which mass transfer takes place (s), 𝐾𝐿 = mass transfer coefficient (m/s), 

a = the specific bubble-water interfacial area and Cse is the effective saturation concentration 

(mg/L). The concentration difference between bubbles (Cse) and water (C) drives mass transfer 

across bubble-water interface. According to Henry’s law, the effective saturation concentration 

(Cse) of the air in water is directly proportional to the partial pressure of air. Thus, Cse increases 
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with water depth, and the mass transfer flux is larger in deeper water. 

Gulliver et al. (1990) proposed a method for estimating the effective depth (Heff), which is the 

depth in stilling basin/plunge pool that the hydrostatic pressure acting on bubbles can bring them 

into equilibrium with the saturation concentration. In the continuous study, Gulliver et al. (1997) 

found that the effective saturation concentration increases with bubble penetration depth and they 

developed an equation for determining Cse: 

𝐶𝑠𝑒 = 𝐶𝑠 (1 +
𝐻𝑒𝑓𝑓𝛾

𝑃𝑎𝑡𝑚
)      (2 − 4) 

where Patm is the local atmospheric pressure (Pa). Based on field measurements, the approximation 

of the effective depth Heff is estimated to be 2/3 of the bubble penetration depth by assuming a 

triangular-shaped bubble swarm (Johnson and King 1975). An empirical equation for the bubble 

penetration depth was developed by Hibbs and Gulliver (1997): 

1

(
𝐻𝑒𝑓𝑓
𝐻 )

=
1

𝛼1 (
𝐻𝑝
𝐻 )

+
1

(
𝐻𝑒𝑓𝑓
𝐻 )

𝑚𝑎𝑥

       (2 − 5) 

where (Heff/H)max = 2/3, Hp is the maximum bubble penetration depth, and α1 is the fraction of the 

distance from the water surface to the centroid of the bubble swarm and is approximately 0.32 

based on an empirical fit of field observations. When the value for the maximum plunging depth 

of a bubble is greater than the stilling basin depth the effective depth approaches 2/3 of the water 

depth. 

The impact of temperature on mass transfer is nonlinear and quite gas specific, especially for noble 

gases (Colt 2012). The air solubility decreases with increasing water temperature when pressure is 
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constant. In this case, the TDG would be supersaturated when water temperature increased due to 

the decreasing solubility. In addition to the pressure and temperature in stilling basin, some other 

factors would also influent gas supersaturation such as initial air saturation concentration, 

residence time, and air entrainment concentration, etc. Qu et al. (2011) did some experiments with 

a water column and found that pressure (water depth), aeration intensity, and bubble dissolution 

time are important factors that would affect the supersaturated TDG generation.  

2.2.  Physical Process of Air Entrainment  

As pointed out by Ervine et al. (1980), air entrainment would happen if the turbulence level can 

overcome surface tension and buoyancy effects. The significant turbulent level can cause free-

surface aeration downstream of the inception point (the location where turbulent boundary layer 

reaches the free surface), where the white water occurs and just downstream of the smooth free 

surface (Chanson 1995; Wood 1997). The physical process of free surface aeration along the 

spillway and entrained air bubble transportation are shown in Figure 2-1.  

The air entrainment process along a spillway could be divided into three parts based on the 

mechanism or process: pre-entrainment, air boundary layer entrainment, and trumpet suction 

(Huang 2002). Typically, the free surface of the upstream in the spill flow appears smooth. 

However, the boundary layer grows thicker along the spillway, and air entrainment happens when 

the inception point occurs where the boundary layer reaches the free surface. This is a non-aerated 

developing flow region or pre-entrainment region. Downstream of the inception point or pre-

entrainment region, the turbulence is larger enough to induce free-surface aeration. Along the spill 

flow surface, the contacted air can be dragged into movement, which composes an air boundary 

layer. Some of the air will eventually be released along the surface, whereas the rest will be trapped 
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into the water in the stilling basin. This is air boundary layer entrainment or self-aerated air 

entrainment. 

Chanson (1993a, 1995, 2007) measured the entrained air concentration distribution, air bubble size 

and distribution, water velocity profile, fluctuation characteristics of the free surface, turbulent 

characteristic length and time along with self-aerated open channel flow with a small slope, and 

proposed an equation for entrained air concentration distribution. Additionally, Chanson (1993b, 

2003) studied the effects of flow velocity, energy dissipation rate and channel roughness on air 

concentration along stepped spillways, and analyzed the characteristics of flow turbulence and free 

surface fluctuation. When the spill jet plunges into the stilling basin, the air entrainment will be 

caused by the backflow waves and the upcoming high speed spill flow, which is called trumped 

suction. The whole process of air entrainment in spillway or free surface flows can also be 

classified into two basic types, one is local or singular aeration and the other is interfacial aeration 

as shown in Figure 2-2 (Chanson 2004).  

Along the spillway, the strong shear force will reduce or break the entrained bubbles into smaller 

sizes, which is the turbulent shear region (Rajaratnam 1976). Due to the high buoyancy force, these 

entrained small air bubbles will rise upward and merge into larger size bubbles. In the meantime, 

strong backflows and turbulent eddies occur. This region is called boiling region. Around the 

surface of stilling basin, amounts of air bubbles form a foam region, where some entrained air 

bubbles and dissolved gas escape into the atmosphere (Chanson and Cummings 1992). In this case, 

mass transfer from air bubbles into water mainly occurs in the lower part of boiling region and 

turbulent shear region. And the air volume fraction will be smaller around the water surface than 

deeper part of the water. Orlins and Gulliver (2000) demonstrated that the probability of entrained 

air bubbles can be approximated by an exponential equation, and the probability of bubble could 
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be regarded as air volume fraction in a specific position. 

Sene (1988) and Geldert et al. (1998) made an assumption that there is no air entrainment on the 

spillway face and suggested a simple relation for the specific air discharge (𝑞𝑎 = 𝑉𝑗𝜆 ), and 

entrained air concentration or initial air volume fraction(𝛼𝑎) could be estimated as: 

𝛼𝑎 =
𝑞𝑎

𝑞𝑎 + 𝑞
=

𝑉𝑗𝜆

𝑉𝑗𝜆 + 𝑞
     (2 − 6) 

where 𝑞𝑎 and 𝑞 are the specific air discharge and water discharge respectively; 𝑉𝑗 is the velocity 

of the jet; 𝜆 is an air layer thickness, which can be determined by fitting of predicted and measured 

TDG value downstream. Note that the pre-aeration (air entrainment on spillway face) typically 

occurred in spill event, which cannot be neglected in some cases. Therefore, Eq. (2-6) might 

underestimate the entrained air volume fraction. As Chanson et al. (2004) proposed that scale issue 

has obvious effects on air entrainment and bubble dispersion, the previous measurement data could 

not be directly used in other studies with different scales. In the last decade, TDG was predicted 

by applying numerical model, the air demand and bubble sizes were calculated as a fitting number 

through the measured data (Dvorak 2013; Politano et al. 2008, 2009, 2011, 2014). Due to the 

complexity of air-water flow along spillway and plunging point, measurements and estimation of 

gas volume fraction and bubble size in a spillway of a dam at a prototype scale are very difficult. 

Chanson (1996) found that the interaction between air bubbles and turbulent shear layers has little 

influence on mean velocity distribution, and he proposed that air and water flow is a homogeneous 

bubbly flow mixture. This provides an important conception for the numerical model, in other 

words, the continuity, momentum, and energy equations could be applied as the homogenous 

mixture for a control volume. 
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2.3.  Air Demand in a Closed Conduit 

Air can be entrained into flowing water by a hydraulic jump in a closed conduit. Hydraulic jumps 

have different flow regimes in a closed conduit or pipe. Sharma (1976) identified six types of flow 

regimes in the low-level outlet (spray flow, free flow, foamy flow, hydraulic jump followed by 

free-surface flow or pressurized flow, and fully pressurized flow) as a function of the inlet and the 

downstream boundary conditions, which are shown in Figure 2-3. Stahl and Hager (1999) 

identified four different types of hydraulic jumps (undular hydraulic jump, direct hydraulic jump, 

hydraulic jump with a flow recirculation, and hydraulic jump with a transition to pressurized pipe 

flow) based on the approach Froude number and gate opening. However, hydraulic jump followed 

by pressurized pipe flow was not studied. Hager (2010) also distinguished six regimes for 

horizontal gas-liquid flow without a hydraulic jump, such as slug flow, bubbly flow, etc. The flow 

conditions and hydraulic jump types have been widely discussed in a closed conduit or pipe, 

limited attention has been devoted to flow regimes of a hydraulic jump in a closed conduit with 

various submerged outlet depths.  

Modeling the airflow induced by subcritical flows in a single pipe has been extensively studied for 

the past 40 years (Pescod and Price, 1982; Park and Ryan 2001; Bentzen et al. 2016;  Qian et al. 

2020). Air entrainment in a closed conduit with supercritical flow with or without a hydraulic jump 

has also been widely investigated. Wunderlich (1963) proposed air demand from the air velocity 

profile above the mixture surface in a free-surface flow. The US Army Corps of Engineers (1964) 

proposed an equation for calculating air demand for supercritical free surface flow based on 

prototypes from several dams. Wisner (1967) and Sharma (1976) proposed prediction equations 

of air demand for supercritical free-surface flow through experimental measurements and they 
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found that air demand was dependent on the Froude number.  

Kalinske and Robertson (1943) conducted some very first experiments of air entrainment of 

hydraulic jumps and showed that regardless of pipe length and slope, air demand was only 

determined by the Froude number upstream of the jump. Rajaratnam (1967) proposed that the air 

entrainment of the hydraulic jump was mainly from the drag of the surface of the supercritical flow 

and turbulent mixing generated by the hydraulic jump. Sharma (1976), Wisner et al. (1975) and 

Rabben et al. (1983) also developed air demand relationships for hydraulic jumps in different 

cross-sectional geometries, which suggested that air demand in rectangular and circular pipes was 

quite different. There were some large differences between various experiments as outlined by 

Escarameia (2007), who indicated different cross-sections and the downstream outlet conditions 

can substantially affect air demand, but the detailed analysis was not conducted. Tullis and Lachar 

(2011) and Wright and Tullis (2014) extensively studied the air demand of low-level outlets for 

small- to medium-sized dams. However, the effects of the outlet conditions on air demand were 

not systematically assessed. Mortensen et al. (2012) investigated the influence of hydraulic jump 

location within closed conduits on air demand. It was found that the air demand would increase 

when the roller length of the hydraulic jump was truncated. Recently, Hohermuth et al. (2020) 

proposed that the air vent characteristic, such as the air vent loss coefficient and diameter, can 

influence the air demand in the closed conduit with a free surface outlet.  

Though hydraulic jump characteristics and air entrainment prediction within closed conduits have 

been studied in the literature (Falvey 1980; Chanson 1996; Unsal et al. 2008; Vos 2011; Ozkan et 

al. 2014), no specific attention has been paid to the effects of flow regimes with a submerged 

outlet. Therefore, the submergence influences on hydraulic jump characteristics and air 

entrainment need to be investigated.  
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2.4.  Total Dissolved Gas Prediction 

In order to protect water environment, it is necessary to calculate or predict TDG value downstream 

of dams under different operational conditions. According to previous studies, air bubbles are 

responsible for more than 95% of the mass transfer (Nakasone 1987; Gulliver et al. 1997). The 

coalescence, breakup, and rise of bubbles in turbulent flow would make it difficult to forecast the 

size and flow pattern of entrained bubbles, which would also affect the accuracy of predicting the 

mass transfer rate between air bubbles and water.  

At present, there are two main models for predicting TDG downstream of dams. One approach to 

predicting TDG was based on laboratory/field works and data fitting (Klohn-Crippen Integ 1994; 

Bruce and Plate 2013). Although these models are reasonably effective, the physical process and 

mechanism of TDG generation are not analyzed. Additionally, laboratory models could not 

reproduce turbulence, temperature, and TDG due to much smaller model scale. Overall, this 

approach neither reflects the mechanism of TDG generation nor provides a quantifiable prediction.  

The other model is based on mechanism and physical process of TDG generation, it physically 

describes gas transfer downstream of the spillway and has been developed to quantitatively predict 

TDG. Roesner and Norton (1971) proposed an early analytical model for predicting TDG, the 

equation is: 

𝐶𝑑 = 𝐶𝑠𝑒 − (𝐶𝑠𝑒 − 𝐶𝑢) exp(−𝐾𝐿𝑡)     (2 − 7) 

where 𝐶𝑑, 𝐶𝑢, and 𝐶𝑠𝑒  are downstream TDG concentration, upstream TDG concentration, 𝐾𝐿 is 

mass transfer coefficient, t is bubble residence time in the stilling basin. However, this model 

highly relied on the field data and could not reflect the influence of flow conditions. Roesner and 
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Norton defined 2/3 of tailwater depth as effective depth to calculate effective saturation 

concentration. Johnson and King (1975) improved 𝐾𝐿 and t based on field data. 

Typically, air bubble mass transfer is the predominant process of TDG generation in a stilling 

basin, which can be illustrated in the predictive equations as (KLa)bubble. However, bubbles that 

remain in water can rise to the free surface where most of the mass transfer takes place across the 

water surface (mass of dissolved gases in water is transferred to the atmosphere). This gives rise 

to the importance of free surface mass transfer (KLa)surface. In this case, Geldert et al. (1998) and 

Orlins and Gulliver (2000) made an important improvement on Roesner and Norton’s model by 

incorporating the mass transfer in both gas bubbles and water free surface, the predicting equation 

is shown below: 

𝑑𝐶

𝑑𝑡
= (𝐾𝐿𝑎)𝑏𝑢𝑏𝑏𝑙𝑒(𝐶𝑠𝑒 − 𝐶) + (𝐾𝐿𝑎)𝑠𝑢𝑟𝑓𝑎𝑐𝑒(𝐶𝑠 − 𝐶)      (2 − 8) 

where (𝐾𝐿𝑎)𝑏𝑢𝑏𝑏𝑙𝑒 is the transfer rate coefficient (𝑡−1) across the bubble interface; (𝐾𝐿𝑎)𝑠𝑢𝑟𝑓𝑎𝑐𝑒 

is the transfer rate coefficient (𝑡−1) across the water surface, 𝐾 and 𝑎 are calculated separately in 

later studies (Ma et al. 2016; Politano et al. 2009); Roesner and Norton (1971) and later models 

defined effective depth as two-thirds of the tailwater depth. This value is based on the triangular 

geometry formed by the bubble distribution in a stilling basin, which was assumed that the jet 

penetrated to the bottom of stilling basin and spread to the whole basin before the tail end of the 

basin. The centroid of this triangular was regarded as the effective depth. However, this model can 

only be used on some specific spillways and highly depended on field data.  

US Army Corps of Engineers proposed the TDG mechanistic models based on the physical process 

of spilling water and dissolving TDG in the tailrace (Anderson et al. 2000). The mechanistic model 
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with TDG concentration is: 

𝐺𝑠𝑏 = 𝐺𝑒𝑞 ∙ �̅� − (𝐺𝑒𝑞 ∙ �̅� − 𝐺𝑓𝑏) ∙ exp (−
𝐾𝑒
𝑄𝑠
𝑊𝐿∆)     (2 − 9) 

where 𝑄𝑠 = spill flow in kcfs; 𝐺𝑠𝑏 = TDG concentration exiting the stilling basin in mg/l; 𝐺𝑓𝑏 = 

TDG concentration in the forebay in mg/l; 𝐺𝑒𝑞 = TDG equilibrium concentration as a function of 

temperature at one atmosphere of pressure; �̅� = average hydrostatic pressure in the stilling basin; 

𝐾𝑒  = bubble entrainment coefficient; 𝑊  = spillway width; 𝐿  = length of stilling basin; ∆  = 

differential pressure factor. However, this model relies on temperature for calculating TDG 

equilibrium concentration and does not show good prediction in other facilities (Kamal et al. 2017).  

Li et al. (2009) proposed a prediction model for supersaturated total dissolved gas in high dams 

based on the USACE’s model. They developed two TDG prediction models for the scour hole and 

the plunge pool with the method of theoretical analysis and field observation. The model is similar 

to that of USACE but with the unit of percentage rather than concentration of TDG. Following Li 

et al. (2009), Qu et al. (2011) and Ma et al. (2016) simulated supersaturated TDG in plunge pools 

of high dams with a consideration of different bubble size distributions. However, these models 

require the correction factor which will be variant with different hydraulic facilities.  

Except for TDG generation, degasification in a ski-jump spillway was also observed by Kamal et 

al. (2020). In their study, gas transfer in the spillway face, free jet, and plunge pool were tested 

separately through a simplified mathematical formulation. Additionally, it has been found that the 

dissipation rate of TDG is very small and can be neglected in predicting TDG generation (Kamal 

et al. 2019; Wang et al. 2019). As the development of computational fluid mechanics (CFD) model, 

TDG prediction model developed by using numerical method was then widely applied. There are 
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two basic classifications of numerical approach on air bubbles dynamic studies, they are 

microscopic and macroscopic models (Harlow 1985). The microscopic approach is modeling 

detailed interaction between air bubbles and water, and interface tracking of different fluids. The 

macroscopic approach simulates the average properties and regards air bubbles and water as a 

mixture, which is a simplified and computational low-cost model compared to microscopic model, 

but does not calculate specific information of individual air bubbles. Macroscopic model has the 

robust ability for predicting TDG since the detailed information of individual bubbles is not 

important and it is not time-consuming for numerical calculation (Deen et al. 2004). Orlins and 

Gulliver (2000) developed a forecasting model to estimate depth-averaged TDG generation and 

transport downstream Wanapum Dam in the Columbia River based on hydrodynamic data and air 

bubble distribution from the physical model. This model is based on a two-dimensional, laterally 

averaged mass transport equation, which accounts for convection, turbulent diffusion, and mass 

transfer across interfaces. However, the reduced-scale physical model cannot simulate air 

entrainment and mass transfer, and it is a limitation to rely on physical model and field data. 

Weber et al. (2004) improved the model into three-dimensional and predict TDG generation and 

transport downstream of the spillway. They applied two-equation k-ε turbulence model to predict 

hydrodynamics, which could decrease the reliance on experimental/field data. Convection-

diffusion transport equation was applied in the model, and the source term considered the mass 

transfer between bubble-water and atmosphere-water. Additionally, the TDG production 

parameter and the surface exchange parameter were calibrated and fitted measurements. Results 

showed good prediction downstream of Wanapum Dam and Hell’s Canyon Dam. 

Urban et al. (2008) developed a more robust TDG prediction model and specified three flow 

regions downstream a spillway: the plunging and expanding jet region, return roller region, and 
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tailwater region. Different governing equations were applied to these regions to calculate turbulent 

kinetic energy, water velocity, air volume fraction, air bubble size and velocity. Therefore, 

effective saturation concentration and mass transfer coefficient could be calculated and the TDG 

in each region would also be predicted, the results showed good agreement with field data.  

However, bubble distribution was still based on empirical correlation, the authors noted that TDG 

downstream spillway is minimally dependent on entrained air on the spillway face. 

In order to predict hydrodynamics and TDG distribution in tailrace and stilling basins, Politano et 

al. (2007) developed a 2D modified two-phase k- turbulence model to predict TDG concentration 

downstream a spillway with a bubble/liquid mass transfer equation involving the gas volume 

fraction and bubble size. The authors used bubble number density transport equation to predict 

bubble size variation due to mass transfer and pressure change. They also divided bubbles into 

different groups according to their diameter, and the mass transfer was calculated in each group 

separately. This model has shown good agreement with field data for TDG concentration measured 

downstream Wanapum Dam on Columbia River. However, the effects of bubbles on the flow field 

(one-way coupling), such as bubble breakup and coalescence, were neglected. 

The limitation of the above model was discussed in Politano et al. (2009). They build a two-phase 

two-way coupling TDG prediction model assuming the entrainment air volume fraction and bubble 

size distribution are known before running the model. This model focused on air-water mass 

transfer and transport process in the stilling basin/tailrace considering bubble size change based 

on bubble number density equation proposed in their study. In their study, a rigid lid approach 

enforcing zero normal fluctuation is implemented in the water free surface. Although this method 

has proved to be good in predicting TDG distribution in engineering applications, it only could be 

applicable for the moderate or mild free surface. Typically, the free surface downstream of a 
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spillway is complex and unsteady, and the tailrace flow field is highly dynamic and turbulent. 

Despite the disadvantages, the model provides a good base for TDG generation and transportation 

simulation, such as optimizing operational strategies to minimize TDG (Politano et al. 2012) and 

designing spillway deflectors (Politano et al. 2014). The deflector would force the spillway jet 

horizontally which would change the plunging flow into a skimming flow, preventing spillway 

flow from plunging deep into the stilling basin and reduce supersaturated TDG generation (Nielsen 

et al. 2000; USACE 2005). 

2.5.  Knowledge Gaps 

In general, knowledge gaps about a rising bubble mass transfer, air demand in a closed conduit, 

and TDG generations of low-level outlets were identified as follows: 

1). Bubble size variation along a bubble rising trajectory was seldom discussed in the previous 

studies, which can significantly affect the bubble-water mass transfer process; mass transfer from 

dissolved nitrogen and dissolved oxygen to the gas bubble along its rising trajectory needs to be 

considered;  

2). While the characteristics of a hydraulic jump and the air entrainment prediction within closed 

conduits or sewer systems have been studied, the knowledge on air flow demand under various 

submerged outlet depths is still limited; 

3). TDG generation from the submerged low-level gate or close conduit has rarely been studied; 

field measurements need to be conducted downstream of low-level outlets for model development 

and calibration; previous studies lack the understanding of higher level TDG is generated with 

shallower water depth in the low-level outlets; impacts of turbulence on bubble size and TDG 
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generation need to be investigated. 
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Figure 2-1 Air entrainment along a spillway and stilling basin (Huang 2002) 
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Figure 2-2 Sketch of basic free-surface aeration processes (Chanson 2004) 
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Figure 2-3 Type of flow regimes in gated conduits (Sharma 1976) 
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3. Mass Transfer of Gas Bubbles Rising in Stagnant Water* 

3.1.  Introduction 

Mass transfer from gas bubbles to a liquid is an important process in nature and industrial 

applications. For instance, artificial aeration is commonly used for water and wastewater treatment, 

as well as water quality improvement in lakes and reservoirs, by introducing air/oxygen bubbles 

into water using devices like bubble-plume diffuser, the Speece Cone, etc. (McGinnis and Little 

1998, Huang et al. 2009). In this case, mass transfer during the aeration process improves the 

dissolved oxygen level and the water quality (Khan et al. 2011, Tzvi and Paz 2019). Mass transfer 

from methane or carbon dioxide bubbles to water is also related to the amount of these greenhouse 

gases emitted from lakes, reservoirs, tailings pond, etc., which has received increasing attention 

due to their significant contribution to global warming (St. Louis et al. 2000). Additionally, mass 

transfer from air bubbles entrained by spilled water at hydroelectric projects can lead to high-level 

total dissolved gas concentration, and cause gas bubble disease in fish (Weitkamp and Katz 1980). 

Therefore, a good understanding of bubble-water mass transfer is important in a wide range of 

environmental issues and engineering applications.  

It is commonly recognized that the mass transfer between a bubble and water is determined by the 

bubble-water interfacial area, bubble residence time, mass transfer coefficient and gas 

concentration difference. The rate of mass transfer can be written as 𝑑𝑀/𝑑𝑡 = −𝐾𝐿𝐴(𝐶𝑠 − 𝐶),  

* The content of this chapter has been published as: Li, P., Ma, Y., and Zhu, D. Z. (2020). “Mass Transfer of Gas 

Bubble Rising in Stagnant Water.” Journal of Environmental Engineering (ASCE), 146(8). 10.1061/(ASCE)EE.1943-

7870.0001760. 
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where M = mass of the gas inside the bubble; t = time, 𝐾𝐿 = mass transfer coefficient, A = bubble-

water interfacial area, C = dissolved gas concentration in water, and Cs = liquid-phase equilibrium 

concentration under the local partial pressure of the gas, which can be calculated by Henry’s law 

(Gulliver et al. 1997). The mass transfer rate of a rising bubble in water varies with bubble size 

and rising velocity, which was observed from experimental measurements (Schulze and Schlünder 

1985). The bubble terminal velocity is determined by the balance of buoyancy force and drag 

force, and usually calculated using drag equation (Maneri and Vassallo 2000). Bubble size is 

another important parameter in the mass transfer process, because it determines the bubble-water 

interfacial area, mass transfer coefficient and bubble rising velocity (Alves et al. 2005). Mass 

transfer rate, in turn, can also affect bubble sizes. Therefore, the two-way coupled interaction 

between bubble size and mass transfer needs to be considered in predicting mass transfer across 

the bubble-water interface.  

Extensive experimental studies have been conducted on mass transfer of a single bubble rising in 

water columns, including those for carbon dioxide bubbles (Takemura and Yabe 1999; Hanyu and 

Saito 2010) and oxygen bubbles (Francois et al. 2011; Jimenez et al. 2014), with the bubble 

diameter ranging from 0.1 to 10 mm. Following early work of Epstein and Plesset (1950), a number 

of studies improved the prediction model of mass transfer from bubbles to water (Takemura and 

Yabe, 1999; McGinnis et al. 2002; Singleton et al. 2007). The main differences among these 

models are the methods for calculating mass transfer coefficient, bubble velocity, diffusivity, etc. 

However, these models were only applicable for a single bubble rising in the water with a constant 

background dissolved gas concentration, which are not suitable for predicting continuous bubble 

dissolution with changing dissolved gas concentration in the water. Furthermore, bubble size 

variation along a bubble rising trajectory was seldom discussed in the previous studies, which can 
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significantly affect the bubble-water mass transfer process (Nock et al. 2016; Wang et al. 2019). 

Additionally, although the mass transfer at the water free-surface can change the background 

dissolved gas concentration, it has been typically ignored in the previous studies, e.g. McGinnis 

and Little (2002). Schierholz et al. (2006) developed two empirical characterization equations for 

bubble and surface volumetric mass transfer coefficient. However, the method was applied to 

bubble plumes without considering the mass transfer coefficient and bubble-water interfacial area 

of the single bubble. 

In this paper, a model for mass transfer from a single bubble rising in stagnant water was 

established which includes the effects of changing bubble size and background dissolved gas 

concentration, mass transfer from dissolved nitrogen and oxygen in the water, and mass transfer 

at the water surface. Experimental measurements from a rising carbon dioxide gas bubble were 

conducted to validate the model predictions. Bubble size variation and mass transfer efficiency 

along the bubble rising path were investigated with the model under different conditions of bubble 

release depth, initial bubble diameter and dissolved gas concentration in the water. The 

applicability of the model for predicting the mass transfer of continuously injected bubble swarms 

in deep water, as well as bubble dissolution, were also verified. The effect of air bubble flow rate, 

water depth and bubble size on the mass transfer from continuously injected bubbles to the water 

was then analyzed.  

3.2.  Experimental Program 

The experiments of bubble movement and mass transfer with injected CO2 bubbles were conducted 

in the T. Blench Hydraulic Lab at the University of Alberta. The experimental setup consisted of 

a Perspex square tank of 0.4 m × 0.4 m × 0.4 m, a gas cylinder filled with pure carbon dioxide, 
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and a pressure regulator, as shown in Figure 3-1. The tank was covered at the top and filled with 

untreated tap water with gas bubbles released from the bottom of the tank. To obtain an evident 

size change of the rising bubble in such a small-scale setup, pure carbon dioxide gas was used for 

the experiments. The pressurized pure CO2 was stored in a gas cylinder and adjusted by a pressure 

regulator and a valve. During the experiments, the pressure regulator was always kept at 25 kPa, 

and the bubble injection frequency was controlled by adjusting the valve. Nozzles of 0.90 mm and 

2.55 mm diameter were used to produce different bubble sizes. Bubbles were injected continuously 

from the nozzle located 3 cm above the base of the tank, which had a bubble release depth of 0.3 

- 0.35 m.   

The pH of the untreated tap water used in the experiments was around 7.4. The concentration of 

the total dissolved gases (TDG) of the water was measured before the experiments by PT4 Smart 

TGP probe (Pentair Aquatic Eco-System, Apopka, Florida). It was 100% - 101%, which indicated 

that the water was fully saturated with air. The water temperature was kept about 22 ℃ during the 

experiments. The CO2 gas was injected at a bubble number flux F = 28 - 105 per minute, with the 

initial diameter ranging between 3.0 and 3.8 mm. The corresponding gas flow rate was 0.396 - 

3.017 mL/min. The injected CO2 gas bubbles rose through the water column and eventually 

released into the tank headspace, which was filled with the ambient air initially with a CO2 

concentration of 0.95 – 1.09 mg/L. The intial gas in the tank headspace was sampled with a syringe 

and the CO2 concentration was measured using Gas Chromatograph (GC-TCD/ECD, Agilent 

Technologies 7890B GC System). Note that the unit of gas concentration used in this study is 

mg/L, which can be converted to ppm (parts per million) using the relationship: 1 ppm = ρg/1000 

(mg/L), where the unit of ρg is in kg/m3. 

   A vent tube was placed on the top of the tank to equalize the air pressure, which could lead to a 
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small amount of gas exchange and dilute the concentration of CO2 in the tank headspace. The 

chamber and measurement method used in this study were similar to those in Longdoz et al. (2000) 

and, where the error due to CO2 leakage was reported to be less than 3% of the mean flux. 

Therefore, the CO2 leakage was neglected here.  

The motion and size change of the rising bubble were recorded by a high-speed camera (Phantom 

v211, Vision Research, Wayne, New Jersey) at a speed of 200 frames per second and a resolution 

of 1280 × 800 pixels. Images were then extracted and analyzed using MATLAB image analysis 

toolbox. Firstly, the background of the image was subtracted by the image without bubble 

injection. After that, the processed image was converted from grayscale to black-and-white. The 

edge of the bubble was detected and the interior gaps inside the edge were filled. The bubble in 

the image was then fitted with an ellipse. The bubble shape was considered to be ellipsoidal, of 

which the major axis (a) in the horizontal direction and minor axis (b) in the vertical direction can 

be measured directly from the image (Figure 3-2). The third axis perpendicular to the image plane 

(also in the horizontal direction) was assumed to equal the major axis (a), as the difference between 

the two horizontal axes is less than 10% (Liu et al. 2015). The bubble equivalent diameter was 

defined as the diameter of a sphere volume-equivalent to such a spheroid: 𝐷 = √𝑎2𝑏
3

. Note that 

using the equivalent diameter D would underestimate the surface area of an ellipsoidal bubble. 

This estimation for the bubble equivalent diameter based on two-dimensional images was widely 

used in previous studies (Sam et al. 1996; Botello-Álvarez et al. 2011). This method was validated 

using two glass beads with diameters of 3 mm and 15.85 mm falling in the water tank. The 

predicted diameters of small and large glass beads were 3.15 mm and 16.16, showing a decent 

agreement with their actual sizes. 
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3.3.  Mathematical Formulation 

An analytical model for the mass transfer of a single bubble rising in stagnant water is developed 

here. The bubble release depth (defined as the distance from where the bubble is released to the 

water surface) is H, the bubble diameter is D and its rising velocity is U, as illustrated in Figure 3-

1. Although the bubble rising path can be oscillatory for relatively large bubbles, it is simplified 

to be a straight line in the model. The rising bubble is also assumed to have a spherical shape. The 

water temperature is considered constant. After a rising distance of dz (z is the vertical distance 

from the release point, as illustrated in Figure 3-1), the mass transferred from the bubble to the 

water is: 

𝑑𝑀 = −∑𝐾𝐿𝑗𝜋𝐷
2 (𝐶𝑠𝑗 − 𝐶𝑗)

𝑑𝑧

𝑈
𝑋𝑗

𝑁

𝑗=1

(kg)      (3 − 1) 

where 𝑋𝑗 = molar fraction of a specific gas in the bubble (𝑋𝑗 = 100% when there is only a single 

component of gas in the bubble, e.g. pure CO2 bubble), subscript j = the specific gas species, and 

N = number of gas species, including nitrogen, oxygen, and other important gases (N ≥ 2). The 

equilibrium concentration of a specific gas (𝐶𝑠𝑗) in the bubble is  

𝐶𝑠𝑗 =
𝑃𝑋𝑗

𝐻𝑒𝑗
 (kg m−3)      (3 − 2) 

where 𝐻𝑒 is Henry’s law constant of the specific gas, and P is the pressure inside the bubble. 

   For dissolved gas saturation concentration at the atmospheric pressure in the water (Ceqj), it can 

be calculated as Ceqj = Patm𝑋𝑗/Hej, Patm is the atmospheric pressure. In tap water, the dissolved 

nitrogen and dissolved oxygen are the main components of the total dissolved gas in water. The 
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mass transfer of the dissolved nitrogen and oxygen can be important to bubble size and thus, it is 

included in the model. The molar fraction of dissolved nitrogen and oxygen in water with saturated 

dissolved air are assumed to be 78% and 21%, respectively.  

Takemura and Yabe (1998) developed an empirical equation for the mass transfer coefficient of a 

gas bubble at Reynolds number below 100 (or bubble diameter less than 0.8 mm), and Lochiel and 

Calderbank (1964) proposed an equation for bubble Reynolds number more than 100. Both 

equations show that the mass transfer coefficient is affected by the molecular diffusivity (𝐷𝑚), 

bubble Peclet number (𝑃𝑒 = 𝑈𝐷/𝐷𝑚 ), bubble diameter, and bubble Reynolds number (𝑅𝑒 =

𝜌𝑤𝐷𝑈/𝜇𝑤, 𝜇𝑤 = water dynamic viscosity):    

𝐾𝐿 =

{
 
 

 
 
2𝐷𝑚

𝐷√𝜋
[1 −

2

3

1

(1 + 0.09𝑅𝑒2/3)3/4
] 𝑃𝑒1/2 (m s−1)     for 𝐷 ≤ 0.8𝑚𝑚 

1.13𝐷𝑚
𝐷

√(1 −
2.96

𝑅𝑒1/2
)𝑃𝑒1/2 (m s−1)                         for 𝐷 > 0.8𝑚𝑚

      (3 − 3) 

The mass transfer coefficients used in this study have been proved to be able to accurately predict 

the bubble-water mass transfer (Politano et al. 2009; Nock et al. 2016). However, these mass 

transfer coefficients can only be applied for bubbles under conditions where the Reynolds number 

is less than 100.  

Untreated tap water used in the experiments was likely to contain some surfactants, which could 

affect the bubble rising velocity (Haberman and Morton 1953). Surfactants in water could increase 

the drag force and therefore decrease the bubble rise velocity. Fan and Tsuchiya (1990) reported 

that the bubble rising velocity in distilled water was higher than that in tap water, especially when 

the bubble diameter was 1 – 3 mm. Huang and Saito (2017) also found that the surfactants (500 
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ppm 1-pentanol) reduced the bubble rising velocity by about 15% with the bubble diameter of 2.9 

mm. In this study, bubble rising velocities were measured in the de-ironized water and the 

untreated tap water. Only 1% difference of the bubble rising velocities was observed, which 

indicated a minor influence of the surfactants in the untreated tap water in this study.     

In the current study, the bubble rising velocity was assumed to be its terminal velocity,  since that 

a bubble accelerates from zero velocity to the terminal velocity in about 0.2 second (Sam et al. 

1996). The terminal velocity can be calculated based on the balance of forces acting on the bubble:  

(𝜌𝑤 − 𝜌𝑔)𝑔𝑉 = 𝜋 
𝐷2

4

𝜌𝑤𝑈
2

2
𝐶𝐷   (3 − 4) 

where 𝑉 = 𝜋𝐷3/6 is the bubble volume,  𝜌𝑔  is the gas density, and 𝐶𝐷 is the drag coefficient. 

Neglecting the gas density, the bubble terminal velocity can be written as: 

𝑈2 =
4

3

𝑔𝐷

𝐶𝐷 
     (3 − 5) 

In tap water, for bubbles with a diameter smaller than 2.6 mm and bubble Reynolds number less 

than 650, the drag coefficient can be estimated as (McGinnis and Little 2002):  

𝐶𝐷 =
24

𝑅𝑒
+

3

√𝑅𝑒
+ 0.34      (3 − 6) 

This method has also been used in predicting rising velocity of carbon dioxide bubbles in water 

(Nock et al. 2016). The bubble rising velocity then can be solved from Equations (3-5) and (3-6). 

For bubbles larger than 2.6 mm, the rising velocity in tap water can be calculated as (Jamialahmadi 

et al. 1994): 
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𝑈 = √
2𝜎

𝐷(𝜌𝑤 + 𝜌𝑔)
+
𝑔𝐷

2 
 (m s−1)    (3 − 7) 

where 𝜎 is the surface tension.  

The gas inside the bubble is assumed to follow the ideal gas law: 

𝑃𝑉 = 𝑃𝜋𝐷3/6 = 𝑛𝑅𝑇      (3 − 8) 

where 𝑛 is the number of moles, 𝑅 is the gas constant, and 𝑇 is the temperature. From Equation 

(3-8), the bubble volume changes with both hydrostatic pressure and mass transfer. The amount of 

gas transferred from the bubble to the water is: 

𝑑𝑛 = −𝑑𝑀/𝑀𝑚 (mol)    (3 − 9) 

where 𝑀𝑚 is the molar mass of the gas. Combining Equations (3-1) to (3-9), the bubble-water 

mass transfer along dz can be calculated. The mass transfer efficiency 𝐸 is defined as the ratio of 

the total gas mass transferred from the bubble to the initial mass (M0): 

𝐸 =
𝑀0 −𝑀

𝑀0
   (3 − 10) 

Equations (3-1) to (3-10) were solved with MATLAB code using upwind scheme, where dz was 

set to be 0.005 m to obtain a good accuracy for this model. The temperature was set to be 20 ℃ 

for all the model predictions in this study. Note that the model is generally applicable for a single 

bubble of any gas species. 

3.4.  Results and Discussion 
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The proposed model was first validated using the current experimental measurements of the bubble 

size variation along the rising path, as shown in Figure 3-3(a-d). Bubble diameter decreases during 

the rising under all the test conditions due to the mass transfer from the bubble to the water. 

Significant scatterness in the experimental data and large differences between measured bubble 

sizes and predicted bubble sizes were observed. The main reason was that bubbles were only 

filmed on a single plane, leading to the overestimation or underestimation of the bubble size. 

Additionally, resolutions of bubbles in the photos were between 9 and 16 pixels, thus the 

measurement error could also contribute to the scatterness in the measured bubble sizes. Overall, 

the model predictions compare well with the mean measured bubble sizes, indicating the reliability 

of the model. The model prediction was also compared with the experiments reported by Nock 

(2015). The predictions for the bubble diameter and the amount of gas in the bubble are plotted 

along with the experimental data in Figure 3-3(e-f). The current model reduces the deviation 

between the experimental data and predictions from about 19% to 4% compared with Nock’s 

model. The difference of the two models mainly lies in the selections of equations for mass transfer 

coefficient and drag coefficient.  

   The mass transfer of dissolved nitrogen and oxygen in the water to the rising bubble can be 

important to bubble size variation. This was tested by running the model both with and without 

considering the dissolved gas mass transfer, for a pure CO2 bubble with an initial diameter of D0 

= 3 mm released at a water depth of 0.6 m. The final bubble size, i.e., the size when the bubble 

reaches the water surface, is 23.1% larger after including the mass transfer from dissolved nitrogen 

and oxygen. However, the dissolved nitrogen and oxygen have little influence on the mass transfer 

efficiency of CO2 along the rising trajectory, with no more than 3% difference for CO2 bubble 

released at a water depth of 0.6 m. When the dissolved nitrogen and oxygen is transferred into the 



35 
 

bubble along its rising path, the bubble-water interfacial area increases while in the meantime, the 

molar fraction and the partial pressure of the CO2 in the bubble decreases. These two factors tend 

to neutralize their net effect on CO2 mass transfer.  

   By adjusting the gas physical properties, the model developed in this study was used to evaluate 

the bubble-water mass transfer for different gases. The diameter and mass transfer efficiency of 

air, oxygen, carbon dioxide and methane bubbles with D0 = 3 mm were predicted, as illustrated in 

Figure 3-4. The mass transfer efficiency of the pure CO2 bubble reaches 100% in about 0.75 m, 

but the bubble does not disappear due to the mass transfer of the dissolved nitrogen and oxygen 

into the bubble. The terminal mass transfer efficiencies 𝐸𝑡 (the mass transfer efficiency when a 

bubble reaches the water surface) of the methane and oxygen bubbles are similar, which are about 

4 times that of the air bubble. In the following sections, the effects of bubble horizontal velocity, 

bubble release depth, initial bubble size, and dissolved gas concentration in water on bubble mass 

transfer are evaluated using the current model.  

3.4.1. Effects of Bubble Horizontal Velocity 

   It was observed from the experiments that bubbles rose in an oscillating path, similar to the 

zigzag trajectory of rising bubbles reported in Tsuge and Hibino (1971) and Tripathi et al. (2015). 

The horizontal velocity of the bubble was induced by bubble surface oscillation and wake vortices 

(Shew and Pinton 2006). Although the types of bubble oscillating paths (e.g. zigzag and helical) 

have been widely discussed, no theoretical method for predicting the oscillating path or bubble 

horizontal velocity has been established (Aybers and Tapucu 1969; Clift et al. 1978; Tripathi et al. 

2015).  

   For the current experiments, the bubble velocities in vertical and horizontal directions were 
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measured from the images taken by the high-speed camera, as plotted in Figure 3-5. The bubble 

horizontal velocity was approximately in a harmonic mode with an amplitude of about 60% of the 

bubble vertical velocity for CO2 bubbles of D0 = 3 mm. Due to the limitation of the two-

dimensional image, the velocity component perpendicular to the image plane was assumed to be 

the same as the horizontal velocity measured from the image. The resultant bubble velocity was 

then calculated based on the velocities in these three directions, which was then used to compute 

the bubble Reynolds number and mass transfer coefficient in Equation (3-3). In the previous 

studies, the bubble horizontal velocity was typically ignored when estimating the mass transfer 

coefficient (Lochiel and Calderbank, 1964; Takemura and Yabe, 1998). The effect of bubble 

horizontal velocity on the bubble-water mass transfer was analyzed based on the predictions with 

the proposed model.  

    For a single CO2 bubble of D0 = 3 mm rising through a 0.3 m water column with fully saturated 

air, the predicted mass transfer efficiency was increased from 61.9% to 64.7% when including the 

horizontal velocity. Additionally, Ellingsen and Risso (2001) reported that the horizontal velocity 

of an air bubble (D0 = 2.5 mm) was about 55% of the vertical velocity. If this air bubble was 

released at a water depth of 20 m, the inclusion of the horizontal velocity only increased the mass 

transfer efficiency by 2.9%, when the water is fully saturated with air. The inclusion of horizontal 

velocity increases the mass transfer coefficient and thus promotes the mass transfer rate. Note that 

the bubble size becomes smaller when including the horizontal velocity, the mass transfer rate 

would be constrained due to the less bubble-water interfacial area though it has a higher mass 

transfer coefficient. This indicates the influence of horizontal velocity on mass transfer efficiency 

is not expected to significantly increase with bubble release depth. The results show that the bubble 

horizontal velocity has a limited effect on the bubble-water mass transfer and thus, it is not 
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considered in the subsequent model predictions. 

3.4.2. Effects of Bubble Release Depth 

   The influence of bubble release depth on bubble-water mass transfer was also examined with the 

proposed model. In the model, the target gas was set to be pure oxygen. The oxygen bubble had 

an initial diameter of 3 mm and the water was saturated with dissolved air under atmospheric 

pressure, i.e., the background DO concentration in water was the dissolved oxygen saturation 

concentration at the atmospheric pressure with a molar fraction of 21% (CeqO2). The model 

predictions for the bubble size and mass transfer efficiency along the rising path with different 

bubble release depths are presented in Figure 3-6(a, b). From Figure 3-6(a), the bubble size at the 

water surface decreases with the release depth, which indicates a higher mass transfer rate in deeper 

water. The sizes of bubbles released from different water depths all keep decreasing until reaching 

the depth of 6 m. Above this depth, the bubbles expand along the rising path. A critical depth (the 

distance from the free surface) then can be defined for measuring the bubble size change as bubble 

rising. The variation of the bubble volume along the rising trajectory is: 

𝑉𝑖+1
𝑉𝑖

=
𝑛𝑖+1𝑃𝑖
𝑛𝑖𝑃𝑖+1

=
𝑛𝑖𝑃𝑖 − 𝑃𝑖

𝑑𝑀𝑖

𝑀𝑚

𝑛𝑖𝑃𝑖 − 𝑛𝑖𝜌𝑤𝑔𝑑𝑧
   (3 − 11) 

where the subscripts i and i + 1 represent sequent time steps.  

The critical depth ℎ𝑐  occurs when 𝑉𝑖+1/𝑉𝑖 = 1,  i.e., 𝑃𝑖
𝑑𝑀𝑖

𝑀𝑚
= 𝑛𝑖𝜌𝑤𝑔𝑑𝑧. Substituting Equations 

(3-1) into this equation, the critical depth can be expressed with  

ℎ𝑐 =
𝑈𝑖𝐷𝑖𝜌𝑔𝑖

6𝐾𝐿𝑖(𝐶𝑠𝑖 − 𝐶)
−
𝑃𝑎𝑡𝑚
𝜌𝑤𝑔

 (m) (3 − 12) 
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For a bubble of a specific gas, the values of 𝐶𝑠𝑖, 𝜌𝑔𝑖, and 𝑃𝑖 are only dependent on its vertical 

location in the water. The term 𝑈𝑖𝐷𝑖/𝐾𝐿𝑖 monotonously increases with the bubble diameter based 

on the model calculation, as shown in Figure 3-7, which also compares well with the experimental 

data from Motarjemi and Jameson (1978). From Figure 3-6(b), the mass transfer efficiency 

increases as the bubble rises. For the bubbles of D0 = 3 mm in Figure 3-6(b), only 42% of oxygen 

dissolves in the water column of 6 m deep while 68% in that of 12 m deep, which shows that the 

terminal mass transfer efficiency increases with the bubble release depth owing to the longer 

bubble residence time and larger concentration difference (Csi – C) in deeper water. 

3.4.3. Effects of Bubble Diameter and Background Dissolved Oxygen Level  

   For the oxygen bubbles with different initial diameters of D0 = 1, 2, 3, and 4 mm, their diameter 

change and mass transfer efficiency along the rising path were predicted with the model, as shown 

in Figure 3-6(c, d). The water was set to be fully saturated with dissolved air under atmospheric 

pressure. From Figure 3-6(c), the bubble with a small initial diameter of 𝐷0  = 1 mm keeps 

shrinking during its rising, and the diameter is reduced by about 40% when it reaches the water 

surface. The bubble with a larger initial diameter of 𝐷0= 4 mm, on the other hand, inflates along 

the rising trajectory. This shows that for the larger bubble, the hydrostatic pressure plays a more 

important role in bubble size than the mass transfer. According to Equation (3-12) and the variation 

of the term 𝑈𝑖𝐷𝑖/𝐾𝐿𝑖 with bubble diameter in Figure 3-7, when the bubble release depth is the 

same, smaller bubbles always have a smaller ℎ𝑐, which explains the bubble size change in Figure 

3-6(c). From Figure 3-6(d), the bubble of 𝐷0 = 1 mm performs the highest terminal mass transfer 

efficiency of 96%, whereas that for the bubble of 𝐷0 = 4 mm is only 38%. Oxygen bubbles with a 

smaller diameter have a larger specific surface area, which leads to a more significant bubble-
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water mass transfer.  

   The effect of dissolved oxygen concentration in water on bubble-water mass transfer was also 

analyzed with the model. The bubble size and mass transfer efficiency along the bubble rising 

trajectory predicted with different background DO levels are presented in Figure 3-6(e, f). From 

Figure 3-6(e), when the conditions of initial bubble size, water temperature, gas species, and 

bubble release depth are the same, a lower background DO level in the water leads to a smaller 

bubble size, i.e., more oxygen is dissolved in the water from the bubble. Correspondingly, a higher 

mass transfer efficiency is achieved with a lower background DO level, as shown in Figure 3-6(f).  

3.4.4. Mass Transfer Model for Bubble Swarms 

Different from a single rising bubble, bubble dynamics and mass transfer rate are affected by 

bubble interactions in a bubble swarm. Wakes will be generated behind rising bubbles greater than 

approximately 0.5 mm. Nock (2015) found that for bubbles with a diameter of about 2 mm, the 

average rising velocity within a bubble swarm was about 10% higher than that of a single bubble. 

Tomiyama (1998) proposed an equation for the average drag coefficient of bubbles within a bubble 

swarm in tap water (D0 ≤ 10 mm): 

𝐶𝐷 = max[min [
16

𝑅𝑒
(1 + 0.15𝑅𝑒0.687),

48

𝑅𝑒
] ,
8

3

𝐸𝑂
𝐸𝑂 + 4

]     (3 − 13) 

where 𝐸𝑂 =
𝑔(𝜌𝑤−𝜌𝑔)𝐷

2

𝜎
 is the Eotvos number. Higbie (1935) and Calderbank and Moo-Young 

(1961) proposed equations for estimating the mass transfer coefficient in a bubble swarm, which 

are applicable for bubbles of various sizes: 
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𝐾𝐿 =

{
 
 

 
 
1.13√

𝑈

𝐷
√𝐷𝑚                                                  for 𝐷 ≤ 3𝑚𝑚 

0.42 [
(𝜌𝑤 − 𝜌𝑔)𝜇𝑤𝑔

𝜌𝑤2
]

1/3

(
𝜇𝑤
𝜌𝑤𝐷𝑚

)
−1/2

     for 𝐷 > 3𝑚𝑚

      (3 − 14) 

   Applying Equations (3-13) and (3-14) to the model, the model was run for the experiments in 

Nock (2015). The average bubble diameters along the rising path within a bubble swarm with 50% 

and 100% CO2 input concentration were predicted in the water with fully saturated air. The model 

predictions were plotted in Figure 3-8, together with the measured data reported by Nock (2015). 

3.4.5. Prediction of Dissolved Gas Concentration in Water 

   For continuously injected bubble swarms, the wake vortex generated by the preceding bubbles 

leads to an acceleration of those that follow (Koynov et al. 2005). Applying the bubble swarms 

model, the mass transfer efficiency of an air bubble within a bubble swarm with various initial 

diameters are computed, as shown in Figure 3-9, together with that of a single air bubble for 

comparison. The mass transfer efficiencies of the two types of bubbles are close, with a difference 

up to 1.5% under all the test conditions. The small difference is due to the lower residence time 

and larger mass transfer coefficient for the bubble in a bubble swarm compared to a single bubble. 

This indicates the mass transfer of continuously injected bubble swarms may also be predicted by 

the single bubble model. 

Under the condition of continuous bubble injection, the mass transfer across the water surface can 

be important and in this case, the background dissolved gas concentration with bubbles released 

in dt varies as: 

𝐶𝑖+1 =
𝐶𝑖𝑉𝑤 +𝑀0𝐸𝑡𝐹𝑑𝑡 − 𝐾𝑆𝐴𝑤(𝐶𝑖 − 𝐶𝑒𝑞)𝑑𝑡

𝑉𝑤
       (3 − 15) 
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where 𝐾𝑆 is the mass transfer coefficient for a specific gas across the water surface; dt = 1 s; Ceq = 

gas saturation concentration at the atmospheric pressure; 𝑉𝑤 = 𝐴𝑤𝐻 is the volume of water body, 

and 𝐴𝑤 = the water surface area for mass transfer. In the current experiments, the bubble plume 

can induce circulation in the waterbody and promote the mixing of the dissolved gas. For 

simplification, it is assumed that the dissolved gas in the water is fully mixed and 𝐴𝑤 equals the 

entire water surface area in the tank. Note that the mass transfer at the water surface can be either 

from the atmosphere to the water or in the opposite direction if the water is supersaturated 

(DeMoyer et al. 2003). 

   The model including the surface mass transfer was validated with the air-bubble dissolution in a 

14-m-deep tank filled with tap water, as reported in McGinnis and Little (2002). In the 

experiments, the dissolved oxygen was measured under the number flux of bubble F = 57560 - 

91030 per hour through a 1.5-m length diffuser with 6.4-mm diameter porous hoses, which was 

located at 0.6 m above the tank bottom. Wilhelms and Martin (1992) determined a surface mass 

transfer coefficient value of 0.00011 m/s in a similar experiment, which was used in the model. 

The predictions by the proposed model including the mass transfer across the water surface and 

those by the model in McGinnis and Little (2002) are both plotted in Figure 3-10, together with 

the experimental data for comparison. The predicted DO by the proposed model shows a better 

agreement with the measured data, which reduces the deviation from about 15% to 4%.  

   The proposed model can be applied to a wide range of engineering applications. Its application 

in water aeration systems is presented in the following. The variations of DO level under different 

conditions of bubble sizes, air flow rate, and bubble release depths were calculated with the model. 

In the model, the total air-bubble injection duration was 180 minutes. The water was 

undersaturated with an initial DO concentration of 2 mg/L. The bubble injection density was 
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uniformly distributed and set to be 1100 nozzles per square meter. The generated DO was assumed 

to be fully mixed in a short time, and the temperature was kept 20 ℃. The model predictions are 

shown in Figure 3-11. From Figure 3-11(a), with the same bubble release depth, the DO 

concentration generally increases with the initial bubble diameter and the number flux of bubbles. 

When the air bubble flow rate is constant, the effect of bubble release depth on the DO 

concentration is less substantial, especially when the initial bubble diameter is less than 3 mm, as 

shown in Figure 3-11(b). Based on the model predictions, the design and operation of water 

aeration system can be optimized for a desired aeration efficiency with a reduced cost.   

3.5.  Conclusions 

The mass transfer and size change of a single bubble rising in stagnant water was investigated with 

an analytical model, along with experimental measurements for model validation. A good 

agreement was achieved between the model predictions and the experimental data. The bubble 

size change and mass transfer efficiency along the bubble rising trajectory under different 

conditions were calculated. Based on the model predictions, the bubble horizontal velocity had a 

limited effect on the bubble-water mass transfer. The terminal mass transfer efficiency increased 

with the bubble release depth, which was due to the longer bubble residence time and the larger 

gas concentration gradient between inside and outside of the bubble. The critical depth was 

proposed to measure the bubble size change as rising. The bubble size kept decreasing when it was 

beneath the critical depth, where the effect of the mass transfer on the bubble size was more 

significant than the hydrostatic pressure. Additionally, the mass transfer efficiency decreased with 

the initial bubble size. A high dissolved gas concentration in water constrained the bubble-water 

mass transfer. The mass transfer of a bubble within bubble swarms was similar to a single bubble.  
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   The model established in the current study is generally applicable for different gases. It reduces 

the deviation between the experimental data and predictions from about 15% to 4% by including 

the influence of changing dissolved concentration and mass transfer across the water surface, in 

comparison with previous model predictions. The model is meaningful in a wide range of 

engineering applications, one of which is to be used in water aeration systems to optimize the 

device operation and its design for a desired aeration efficiency with a reduced cost. Although the 

developed model is only applicable to laminar flow, it can be applied in turbulent flow if mass 

transfer coefficients are changed correspondingly. In the future study, bubble imaged can be filmed 

on two planes to obtain more accurate bubble size along the rising trajectory.     

Notation 

The following symbols are used in this paper: 

a = major axis of the bubble, mm; 

b = minor axis of the bubble, mm; 

A = bubble-water interfacial area, m2;  

Aw = specific water surface area, m2;  

C = dissolved gas concentration, kg m-3;  

CD = drag coefficient, dimensionless;  

Ceq = gas saturation concentration at atmospheric pressure, kg m-3; 

Cs = liquid-phase equilibrium concentration under the local partial pressure, kg m-3;  
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D = bubble diameter, mm, m;  

D0 = initial bubble diameter, mm, m;  

Dm = molecular diffusivity of a specific gas in water, m2 s-1;  

E = mass transfer efficiency, dimensionless;  

Et = terminal mass transfer efficiency, dimensionless; 

F = number flux of bubble entering water, min-1;  

𝑔 = gravity acceleration m s-2;  

H = total bubble release depth, m;  

Hc = critical depth, m;  

He = Henry’s law constant, m3 Pa kg-1;  

KL = mass transfer coefficient across the bubble interface in stagnant water, m s-1;  

KS = mass transfer coefficient across water surface, m s-1;  

M0 = initial gas-bubble mass at the bottom of the water column, kg;  

M = local mass of the gas inside the bubble, kg;  

Mm = molar mass of the gas, kg mol-1;  

Ms = gas mass transferred through water surface, kg;  

n = mole number of the gas, mol;  
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N = number of gas species, dimensionless;  

P = total pressure of the gas, Pa;  

Patm = atmospheric pressure, Pa; 

Pe = bubble Peclet number, dimensionless;  

R = gas constant, m3 Pa K-1 mol-1;  

Re = bubble Reynolds number, dimensionless;  

T = temperature, K;  

t = time, s;  

U = bubble rising velocity, m s-1;  

V = bubble volume, m3;  

Vw = the specific volume of water column, m3;  

X = mole fraction of a specific gas, dimensionless;  

Greek letters 

ρg = gas density, kg m-3;  

ρw = water density, kg m-3;  

μw = dynamic viscosity of water, Pa s;  



46 
 

𝜎 = surface tension, N m-1;  

Superscripts and subscripts 

i = local time step;  

j = gas species index;  
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Figure 3-1 Schematic of the experimental setup.  
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Figure 3-2 Major axis (a) and minor axis (b) of a bubble with an equivalent diameter of 3.1 mm.  
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Figure 3-3 Predicted and measured CO2 bubble diameter along the rising trajectory: (a) F = 28 

min-1, (b) F = 105 min-1 and (c) F = 44 min-1 released from the 0.9 mm diameter orifice; (d) F = 

46 min-1 released from the 2.5 mm diameter orifice; predicted and measured (e) bubble diameter 

and (f) amount of CO2 in the bubble in the case reported by Nock (2015).  

(a) (b) 

(c) (d) 

(e) (f) 
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Figure 3-4 Variation of (a) bubble diameter and (b) mass transfer efficiency along the rising 

trajectory for the bubbles of air, oxygen, carbon dioxide, and methane with an initial diameter 

of D0 = 3 mm. 
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Figure 3-5 Predicted and measured bubble velocity in the 0.3-m-deep water tank (CO2 bubble was 

released from the 0.9 mm diameter orifice).  
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Figure 3-6 Oxygen bubble diameter change (left) and mass transfer efficiency (right) along the 

rising trajectory with: (a) bubble release depths of H = 6, 8, 10 and 12 m (𝐷0 = 3 mm, DO = 

100% CeqO2); (b) 𝐷0 = 1, 2, 3 and 4 mm (H = 8 m, DO = 100% CeqO2); (c) DO = 20%, 60%, 100% 

and 140% CeqO2 (H = 8 m, 𝐷0 = 3 mm). The critical depth is marked with ‘○’. 

(a) 

(b) 

(c) 
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Figure 3-7 Variation of UiDi/KLi with the bubble diameter. 
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Figure 3-8 Change in average bubble diameter within bubble swarms with (a) 50% CO2 input 

concentration and (b) 100% CO2 input concentration (water is assumed to be fully saturated with 

air under atmospheric pressure). 

  

(b) (a) 
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Figure 3-9 Variation of mass transfer efficiency along the bubble rising trajectory for a single 

bubble and bubble swarms with various initial diameters of D0 = 2 mm (red lines), 3 mm (blue 

lines) and 4 mm (yellow lines).  
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Figure 3-10 Predictions for the DO concentrations with the proposed model and the model in 

McGinnis and Little (2002), under the condition of (a) F = 57560 h-1 and (b) F = 91030 h-1 

(experimental data was from McGinnis and Little 2002). 

  

(a) 

(b) 



57 
 

 

 
 

Figure 3-11 Variation of DO level with various (a) air bubble injection frequencies (H = 2 m) 

and (b) release depths (air flow rate is 0.38 m3/h), after a bubble injection duration of 180 

minutes. 
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4. Air Demand of a Hydraulic Jump in a Closed Conduit * 

4.1.  Introduction 

Air can be entrained into flowing water by a hydraulic jump. Understanding the air demand and 

proper ventilation of a hydraulic jump inside a closed conduit are important in hydropower 

operations and urban sewer designs. For instance, negative pressure, blowback, and other problems 

can be caused by entrained air in pipes or closed conduits in hydropower facilities (Bosman et al. 

2016). Air entrainment and transport are also important in municipal engineering applications as 

in ventilation and sewer odor related issues (Edwini-Bonsu and Steffler, 2004; Qian et al. 2017). 

Additionally, the entrained air bubbles can be dissolved into water in the tailrace of hydropower 

plants and cause gas bubble disease to fish due to supersaturated total dissolved gases or dissolved 

oxygen (Weitkamp and Katz 1980; Chapman 1986; Stefan and Fang 1994). Thus it is crucial to 

predict the air demand in a closed conduit under different outlet conditions to ensure proper design 

and operations of these hydraulic structures. 

Flow in closed conduits can have different flow patterns and flow regimes, some of which involve 

hydraulic jumps in different forms. Hewitt and Hall-Taylor (1970) distinguished six regimes for 

horizontal gas-liquid flow without a hydraulic jump, such as slug flow, bubbly flow, etc. Sharma 

(1976) classified six types in the study of air entrainment downstream of a sluice gate in a low-

level outlet for various gate openings and the downstream submergence. Stahl and Hager (1999) 

identified four different types of hydraulic jumps, from undular hydraulic jump to hydraulic jump  

* The content of this chapter has been submitted as a journal manuscript: Li, P., Zhu, D. Z., Xu, T., and Zhang, J. 

(2021). “Air Demand of a Hydraulic Jump in a Closed Conduit.” Journal of Hydraulic Engineering, ASCE, 

Manuscript ID HYENG-12849, under review   
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with a near full pipe flow, based on the approach flow Froude number and the gate opening. 

    The characteristics of a hydraulic jump and its return roller have been systematically 

investigated by Rajaratnam (1967) and Long et al. (1991), and the air entrainment and transport 

are affected by the hydraulic jump (Chanson 1996; Mortensen et al. 2012; Takahashi and Ohtsu 

2017). Additionally, airflow induced by flowing water in pipes has received significant attention 

in the past several decades (e.g., Qian et al. 2021). Air entrainment in a closed conduit with 

supercritical flow with or without a hydraulic jump has also been widely investigated. Kalinske 

and Robertson (1943) conducted the very first experiments on air entrainment of hydraulic jumps 

within circular pipes. The measured air entrainment rate was correlated to the Froude number 

upstream of the jump and found to be independent of pipe length and slope. Rajaratnam (1967) 

proposed that the air entrainment of a hydraulic jump originates mainly from the drag of the surface 

of the supercritical flow and the turbulent mixing generated by the hydraulic jump. Wisner (1967) 

correlated the air demand induced by supercritical free-surface flow to the Froude number based 

on experimental measurements. Sharma (1976) conducted a series of experiments in a rectangular 

conduit with a vertical gate to investigate the air demand for free surface flow with a hydraulic 

jump. Wisner et al. (1975) and Rabben et al. (1983) also developed air demand relations for 

hydraulic jumps in different cross-sections, which suggested that air demand in rectangular and 

circular pipes was quite different. Escarameia (2007) compared these existing data and indicated 

the downstream outlet conditions can substantially affect the air demand, but no detailed analysis 

was conducted, i.e. the effects of the outlet conditions on air demand were not systematically 

assessed. Even though the flow conditions and hydraulic jump types have been widely discussed 

in closed conduit flow, our knowledge on air flow demand under various submerged outlet depths 

is still limited. 
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Air vents allow air to enter a structure to ensure proper air supply and prevent structural damages 

or cavitation. Thus, the size of air vents must be sufficient to meet the air demand. The air vent 

design, such as its size and the loss coefficient, can influence the air demand in the closed conduit 

(Hohermuth et al. 2020). Currently, literature studies are limited regarding the relation between 

the size of air vent, the air demand, and the hydraulic jump behaviors (Falvey 1980; Tullis and 

Larchar 2011; Hohermuth et al. 2020). Hohermuth et al. (2020) also found that air demand 

increased with pipe length and decreased with pipe slope. Additionally, while the characteristics 

of a hydraulic jump and the air entrainment prediction within closed conduits or sewer systems 

have been studied (Chanson 1996; Unsal et al. 2008; Vos 2011; Ozkan et al. 2014), no specific 

attention has been paid to the effects of a submerged outlet. In this study, the influences of the 

submergence on the hydraulic jump characteristics and the air demand are investigated. 

Additionally, the characteristics of the hydraulic jump with limited air supply under a submerged 

outlet is also studied. This study will aid to predict the air demand and ensure the proper operation 

of hydraulic structures with a hydraulic jump in a closed conduit under various outlet conditions. 

4.2.  Experimental Program 

Experiments of a hydraulic jump in a closed conduit with various outlet submergence levels were 

conducted in the T. Blench Hydraulics Lab at the University of Alberta. The experimental setup 

consisted of a 2 m long (L) horizontal perspex pipe with a diameter (D) of 0.20 m, a rectangular 

control gate with adjustable linear travel distance (a), and a water tank downstream of the pipe 

with an adjustable gate to control the outlet depth (H), as shown in Figure 4-1. To vary the Froude 

number, the size of the control gate opening (a/D) was varied. Note that the percentage of gate 

opening is the percent of gate linear travel distance rather than percentage of flow area. A gradually 
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varied flow profile of increasing flow depth downstream of the control gate was formed from the 

vena contracta (h0) to the toe before the hydraulic jump (h1). The hydraulic jump was recorded by 

a video camera at a speed of 30 frames per second and a resolution of 1920 × 1080 pixels for 30 s 

to determine the average distance from the jump toe to the pipe outlet (Lp) using an image 

processing tool as described below. A visual measurement using a tapeline from outside of the 

pipe was also made to validate Lj.  

A vertical air vent of a diameter (d0) of 50 mm was placed downstream of the control gate. 

Different sizes of nozzles were placed on the top of the air vent (d = 7 – 25 mm) to study the 

influence of constrained air supply on the characteristics of the hydraulic jump. Experiments were 

first conducted without a nozzle under 30% or 40% gate openings (Exp. A and Exp. B, 

respectively). Then various nozzle sizes (d) were placed on the top of the air vent with 30% gate 

opening (Exp. C). Details of these experiments are shown in Table 4-1.  

Water was supplied by a pump, and flow rate (Qw) was controlled by a gate valve and measured by 

a magnetic flow transmitter (Foxboro, I/A series, Schneider Electric Systems, France) with an 

accuracy of ±0.5% of the full scale. The air velocity was measured on the top of the air vent using 

a hotwire air velocity transmitter (Omega, FMA 1000 series). Two points were selected when 

measuring the air velocity, one at the center, and the other at the half radius away from the center. 

Air velocities were recorded at a frequency of 2 Hz for more than 180 seconds. The air pressure 

inside the air vent was measured using a pressure transducer (Model 264 Differential Pressure 

Transducer, Setra Systems, Massachusetts) at the top, center, and bottom of the air vent (see Figure 

4-1) at a frequency of 4 Hz for more than 300 seconds. The air pressure was then used to calculate 

the mean air velocity Uavg and the air flow rate using the energy equation. The point air velocity 

measurements were used to compare with Uavg.  
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If a hydraulic jump was partially submerged and the air entrainment rate was low, a high-speed 

camera (Phantom v211, Vision Research, Wayne, New Jersey) was placed near the downstream 

end of the pipe to record the bubble movement and bubble size distribution for calculating the air 

demand. High-speed videos were taken at a speed of 200 frames per second for approximately 5 s 

with a resolution of 1280 × 800 pixels. Because it was difficult to directly capture every single 

bubble due to its overlap using the image processing tool, some bubbles were traced manually in 

Fiji (Fiji Is Just ImageJ, https://imagej.net/Fiji), which is a Java-based open source image 

processing program. The bubble shape was considered to be ellipsoidal, of which the major axis 

in the horizontal direction and minor axis in the vertical direction were measured directly from the 

image. The third axis perpendicular to the image plane (also in the horizontal direction) was 

assumed to equal the major axis, because the difference between the two horizontal axes is less 

than 10% (Liu et al. 2015). 

4.3.  Results and Discussions  

4.3.1. Hydraulic Jumps in Circular Conduits 

Five flow regimes can be defined following the classification proposed by Sharma (1976) as 

illustrated in Figure 4-2. In Regime 1, the flow downstream of the control gate is free surface flow 

and no hydraulic jump is formed when the outlet depth H (water depth above the invert of the pipe 

outlet) is sufficiently small. In Regime 2, a hydraulic jump is formed and followed by free surface 

flow with H no more than 1D. Under this flow regime, the jump is similar to a classical hydraulic 

jump with a surface roller and a bottom forward flow axially concentrated as a surface jet (Hager 

1992). As H increases, the hydraulic jump with a flow recirculation is followed by pressurized 

full-pipe flow, under which the downstream end of the roller is not confined within a closed 
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conduit (Regime 3a) or the roller is completely confined within a closed conduit (Regime 3b). In 

Regime 4, the hydraulic jump is partially submerged when the conjugate depth is larger than the 

pipe diameter. The flow characteristics and air demand of Regimes 3 and 4 need further 

investigation since they have not been fully investigated. When the hydraulic jump is fully 

submerged, the water level rises into the air vent pipe, and the flow in Regime 5 has no air 

entrainment.  

The effects of the outlet depth (H) on the flow regime for Exp. A with a/D = 30% are shown in 

Figure 4-3(a). The Froude number of the flow is calculated at the vena contracta with F0 = 8.5, 

where F0 = V0/(gh0e)
0.5, h0e = hydraulic depth at the vena contracta which is the division of the 

cross-sectional flow area by the water surface width, and V0 = average water velocity at the vena 

contracta. When H/D = 0.8, a hydraulic jump was observed but the flow remained free surface 

within the pipe, indicating Regime 2 flow. When H/D increased to between 1.0 and 1.75, a 

hydraulic jump was followed by pressurized flow in the pipe (Regime 3). In Regime 3a, under 

which H/D = 1.0 and 1.25, the downstream end of the return roller was not observed within the 

conduit as shown in Figure 4-3(b). When the distance from the toe of the hydraulic jump to the 

pipe outlet (Lj) increased and was longer than the roller length (Lr in Figure 4-3b), a full turbulent 

roller was developed inside the pipe (Regime 3b), with H/D = 1.5 and 1.75. The measurements of 

Lr were in the range of 4-4.5D, which were close to those of Mortensen et al. (2012) with a similar 

Froude number. Additionally, Lr could also be reasonably predicted by the method of Stahl and 

Hager (1999) using the approach flow Froude number. When H/D was 2.0 and 2.25, hydraulic 

jumps were partially submerged (Regime 4). The hydraulic jump is fully submerged without air 

entrainment for H/D≥ 2.5. Note that Lj and Lr are not only influenced by the pipe length, but also 

by the outlet depth, and the Froude number. 
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Downstream of the control gate, the water depth increased towards the hydraulic jump as a 

gradually varied flow. With increasing outlet depth H, the hydraulic jump was pushed towards the 

control gate, thus the depth at the toe of the hydraulic jump h1 (see Figure 4-1) would increase. 

When h1 equaled the depth at the vena contracta h0, the jump was no longer a free jump (i.e., the 

flow regime was transferred from Regime 3b to Regime 4). The mean air pressure P1 at the bottom 

of the air vent could drop below atmospheric pressure.  

The depth at the toe of the hydraulic jump (h1) in a circular horizontal closed conduit can be 

calculated by applying the momentum equation across the hydraulic jump when the downstream 

outlet is submerged for Regimes 3 and 4, the friction is assumed to be negligible compared to other 

terms in the equation (Chow, 1959):  

𝜌𝑔𝐴1ℎ̅1 + 𝜌
𝑄𝑤
𝐴1
𝑄𝑤 = 𝜌𝑔𝐴2ℎ̅2 + 𝜌

𝑄𝑤
𝐴2
𝑄𝑤 − 𝑃1𝐴2      (4 − 1) 

where A1 is the cross-sectional flow area at the toe of the jump; 𝐴2 =  𝜋𝐷2/4 is the flow area at 

the downstream end of the pipe; ℎ̅1 and ℎ̅2 are the distance from the water surface to the centroid 

of the up- and downstream sections of the hydraulic jump, respectively with ℎ̅2 = 𝐻 − 𝐷/2.  

When h1 = h0, the critical Froude number at the vena contracta (F0c) can be used to determine 

whether the hydraulic jump is partially submerged using Eq. (4-1) by dividing with ghe0: 

F0𝑐
2 = [𝐴0ℎ̅0 − 𝐴2 (ℎ̅2 −

𝑃1
𝜌𝑔
)] / [(

𝐴0
2

𝐴2
− 𝐴0)ℎ𝑒0]     (4 − 2) 

Under a specific outlet depth, the hydraulic jump will be partially submerged (Regime 4) if F0 is 

less than the critical value F0c as shown in Figure 4-4(a, c). Otherwise, the hydraulic jump is not 
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submerged. The calculated F0c along with various outlet depths has a good agreement with the 

experimental data, as shown in Figure 4-4(a, c). Note that F0c increases with H, indicating that a 

hydraulic jump with a higher outlet depth needs a larger flow rate to remain unsubmerged.  

Furthermore, a fully submerged hydraulic jump in a circular pipe can also be determined by 

applying the momentum equation (Eq. 4-1) between the control gate and the downstream end of 

the pipe. For a fully submerged hydraulic jump in a circular pipe, the hydrostatic pressure at the 

control gate can be calculated using the full-pipe flow depth D. The critical Froude number at the 

control gate Fac, and the corresponding critical outlet depth, above which the hydraulic jump would 

be fully submerged, have a good agreement with the measurements as shown in Figure 4-4 (b, d). 

Therefore, the flow regimes can be determined using the momentum equation along with Figure 

4-4.  

4.3.2. Air Demand of Different Flow Regimes  

The air demand was determined by the vent pipe area and the mean air velocity, Uavg, which was 

calculated from the air pressure measured inside the air vent (d0 = 50 mm) using the energy 

equation. The instantaneous air velocity (Ua) was calculated using the energy equation between 

the atmosphere and the point inside the air vent: −Pi = ½ (1+K) ρaUa
2, where Pi is the instantaneous 

air pressure at the top of the air vent, ρa is the air density, and K = 1 is the local loss coefficient of 

the inward-projecting (re-entrant) entrance (Mott, 1994). The mean air velocity was calculated 

from 𝑈𝑎𝑣𝑔 = (∫ 𝑈𝑎𝑑𝑡
𝑇

0
)/𝑇, where T = 300 s is the total measuring duration, and dt is the time 

interval. A number of measurement duration T were examined and the influence of T on Uavg can 

be neglected when T > 240 s. From the measurement of hotwire air velocity transmitter, the air 

velocity at the center of the air vent was about 3% - 22% higher than that at the half radius away 
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from the center, and the average velocity of these two points was about 7% - 14% less than Uavg. 

Overall, the mean air velocity Uavg calculated from the air pressure is considered reasonable. Thus 

it was subsequently used to calculate the air flow rate (Qa) and the relative air demand (β = Qa/Qw) 

in this study.  

The air pressure behaviors were different at different locations in the air vent, as shown in Figure 

4-5. When the Froude number at the vena contracta F0 = 8.5 with H/D = 1.5, the mean air pressure 

was between -4.2 Pa and -3.8 Pa at different locations. However, the pressure transducer had an 

accuracy of ±0.6 Pa. The measured mean air pressure was similar at different locations, whereas 

the pressure fluctuation at the bottom of the air vent was much larger than that at the top. For 

instance, when the Froude number at the vena contracta F0 = 8.5 with H/D = 1.5, the mean air 

pressure was between -4.2 Pa and -3.8 Pa at different locations, but the root mean square (RMS) 

of the air pressure was 6.8 Pa, 12.4 Pa, and 20.5 Pa at the top, center and bottom of the air vent, 

respectively. To exam the air pressure fluctuation difference on the top and bottom of the air vent, 

a CFD model was developed using a commercial code ANSYS CFX to solve the Reynolds-

averaged Navier-Stokes (RANS) equations closed with standard k-ε turbulence model. The size of 

the air vent in the computational domain was identical to that in the lab. At the inlet boundary 

(Figure 4-6a), the air pressure was specified as sinusoidal with a 50 Pa amplitude and a 2 Hz 

frequency. A box was added on the top of the air vent so that the atmospheric pressure specified 

on the box was far from the air inlet. Boundaries on the box were defined as opening at atmospheric 

pressure where air can move into or out of the domain. Other boundaries of the pipes and box were 

set as no-slip walls. The element size and node number were determined by mesh sensitivity that 

adapts and refined the meshes until no significant changes in the air velocity profile. The final 

number of the node used in the model simulation was 255 thousand. In the CFD model, the 

https://www.youdao.com/w/sinusoidal/#keyfrom=E2Ctranslation
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pressure in the air vent was driven by the pressure fluctuation at the bottom with an amplitude of 

50 Pa and a mean pressure of 0 Pa. Similar to the experimental measurements, the modeled air 

pressure on the bottom of the air vent has a much greater amplitude than that in the top (Figure 4-

6b). The amplitude of the air pressure was damped to about 8% on the top of the air vent compared 

to that on the bottom. Similarly, the measured maximum positive pressure at the bottom of the air 

vent decreased from about 80 Pa to 9 Pa at the top (Figure 4-5). Thus, air pressure fluctuation at 

the bottom of the air vent was damped towards the top of the air vent, and the influence of air 

pressure fluctuation caused by the hydraulic jump can be neglected on the top of the air vent.  

  The measured air pressure was sometimes positive, as shown in Figure 4-5, indicating flow out 

to the atmosphere. A few tufts were placed on the top of the air vent during the experiment to 

indicate that the flow direction of the air was upward or downward. For instance, the direction of 

tuft became upward about every 2.2 s and stayed about 0.2 s before it changed downwards for H 

= 1.5D with F0 = 8.5, which was close to the cycle time (about 1.9 s) of air pressure changed from 

negative to positive (Figure 4-5). Note that the value of the upward air velocity was about 45% of 

the downward velocity, and the duration of the outward air flow was short (Figure 4-5). Overall, 

the measurements of pressure fluctuation compared reasonably with the tuft movement.  

From the measurements with the air vent size d0 = 50 mm, the relative air demand β was found to 

be influenced by the outlet depth as well as the flow regime in the pipe, as shown in Figure 4-7. 

Note that for Regime 4, the air flow rate is small and individual air bubbles in the submerged pipe 

can be measured. Calculated from the bubble sizes and movements, the relative air demand was 

between 0.03% and 0.63%, which was in the similar range (β = 0.03-0.72%) with that obtained 

from the air velocity (Uavg) and the vent tube area. Thus, the measurement of air demand is reliable. 

Air demands in the experiments at various Froude number and outlet depths were compared with 
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the previous air demand prediction models in the literature, as shown in Figure 4-7(a). Previous 

models could only predict the air demand for free surface flow with or without hydraulic jump 

(e.g. Kalinske and Robertson, 1943; Sharma, 1976; and Hohermuth et al., 2020), but these 

equations could not reasonably predict the air demand at different outlet depths under the same F0 

(e.g., Regimes 3 and 4). Figure 4-7(b) indicates that for a low-level outlet the air demand in a free 

surface flow is higher than that of a submerged outlet at the same F0. Clearly, F0 is not the only 

governing parameter influencing the air demand in a closed conduit with a submerged outlet 

(Figure 4-7b). Therefore, it is necessary to improve the existing air demand prediction under 

various flow regimes. 

In Regime 1 (supercritical free surface flow without a hydraulic jump), the free surface produces 

a drag force on the air mass above the water surface (Valero and Bung 2016). Because of the drag 

force on the air, the water velocity has a significant influence on the air velocity (Campbell and 

Guyton 1953). Although the air demand in Regime 1 was not measured in this study, Sharma 

(1976) proposed a linear curve to predict its relative air demand in Regime 1 ( β = 0.09F0) based 

on the Froude number at the vena contracta. Hohermuth et al. (2020) also proposed an equation 

for estimating the air demand in Regime 1 (β1) incorporating effects of tunnel length and air vent 

loss coefficient: 

𝛽1 = 0.037F0
1.3 (

𝐴𝑑
𝐴𝐷(𝜁 + 1)0.5

)
0.8

(
𝐿

𝐷
)
0.25

      (4 − 3) 

where Ad = cross-section area of the air vent, and AD = cross-section of the pipe, ζ is air vent loss 

coefficient. Figure 4-8(a) compares the air demand for Regimes 1 and 2 with the existing equation 

proposed by Sharma (1976), Hohermuth et al. (2020), and Kalinske and Robertson (1943). Note 
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that the significantly larger air demand in Regime 1 calculated from Sharma (1976) is likely due 

to its larger air vent and longer tunnel.  

In Regime 2, there is a hydraulic jump followed by free surface flow, and the relative air demand 

𝛽2 can be well predicted by the equation proposed by Kalinske and Robertson (1943), as shown in 

Figure 4-8(a).  

𝛽2 = 0.0066(F0 − 1)
1.4      (4 − 4) 

However, Eq. (4-4) only applies in predicting the relative air demand in a closed conduit with a 

free surface outlet (H < D). The relative air demand in a free surface low-level outlet (Regime 2) 

is higher than that of a submerged outlet (Regime 3 and 4), as illustrated in Figure 4-7(b).  

When the outlet depth H is greater than 1D (Regime 3), the hydraulic jump is followed by 

pressurized pipe flow (H > D and F0 > F0c). It is found that the relative air demand in Regime 3a 

𝛽3 starts decreasing from H = D until the flow becomes Regime 3b, under which the air demand 

is independent of the outlet depth. Therefore, the relative air demand in Regime 3a can be 

calculated from Eq. (4-4) by adding a new term determined by F0 and H/D: 

𝛽3 = 𝛽2 −
𝐾1 (

𝐻
𝐷 − 1)

F0 − 1
     (4 − 5) 

where K1 is the dimensionless coefficient for Regime 3a. If Lr < Lj, the flow is in Regime 3b, and 

the relative air demand is not changed by H. At K1 = 0.294, the calculated relative air demands 

have a good agreement with the experimental data of Regime 3, as shown in Figure 4-8(b). The 

physics of the air demand will be discussed later in this section. 
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For Regime 4 where the hydraulic jump is partially submerged (H > D and Fac < F0 < F0c), air 

bubbles are mainly entrained by the breaking of the surface roller instead of by the advective 

diffusion region (Rajaratnam 1967; Takahashi and Ohtsu 2017). Therefore, the relative air demand 

is significantly decreased compared with the other two regimes, as shown in Figure 4-7(b). In this 

case, a correction factor 𝐾2/(F0 − 1)
2 was added to develop the prediction equation. Therefore, 

the prediction equation for the relative air demand in Regime 4 𝛽4 can be written as:  

𝛽4 =
𝐾2𝛽3

(F0 − 1)2
     (4 − 6) 

where K2 = 4 is model coefficient fitted from the experimental data. Figure 4-8(c) compares the 

predicted and measured air flow rates in Regime 4. Note that the relative air demand in Regime 4 

was very low, which can be neglected in many predictions and applications. However, even a small 

amount of relative air demand can lead to a severe air supersaturation and fish kills as discussed 

in Li et al. (2020), where about 0.4% relative air demand generates harmfully high air 

supersaturation in the water downstream of a low-level outlet. Therefore, the relative air demand 

prediction in Regime 4 is still important even at a small value of less than 1%.  

The physics of the air entrainment and bubble transport in various flow regimes are discussed here. 

From experimental measurements, Lj and Lr are strongly affected by the outlet depth (H). When 

air is entrained in the jump, it is subsequently either transported downstream or detrained in the 

roller, as shown in Figure 4-9. As suggested by Takahashi and Ohtsu (2017), the air concentration 

distribution in the return roller is nearly independent of the hydraulic jump location if the jump is 

unsubmerged. When the outlet depth is relatively low (e.g., H = 1.25D and F0 = 8.5, Regime 3a), 

the downstream roller end is not within the conduit as illustrated in Figure 4-9a, indicating that the 

roller is not fully developed in the pipe. Entrained air bubbles that typically recirculate within the 
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roller are released immediately at the pipe outlet to the water tank rather than being detrained to 

the upstream air pocket. As the outlet depth increases, the jump moves upstream. The length of 

the roller in the pipe also increases, causing more entrained air bubbles to recirculate within the 

roller rather than being released downstream. Bubbles recirculated in the roller would eventually 

be released upstream through the roller front (Skartlien et al. 2012). Therefore, more entrained air 

is detrained as the outlet depth increases.  

When the outlet depth increases, e.g., to H = 1.75D, Lj is sufficiently long for a fully developed 

roller to form, as shown in Figure 4-9(b). For flow conditions in Regime 3b, the whole return roller 

is formed within the pipe and Lr barely changes, the same phenomenon is also observed by 

Mortensen et al. (2012). Thus, there is no major difference in the amount of entrained air 

transported upstream and terminated with detrainment under Regime 3b with various H (Figure 4-

7b). Additionally, flow with a high Froude number entrains more air, and creates smaller bubbles 

due to more energetic rollers, results in reduced air detrainment (Schulz et al. 2020). Flow 

characteristics and hydraulic jump locations are influenced by the pipe diameter, length, and slope, 

which suggests the measured air demand and proposed prediction equation are likely specific to 

the geometry used in this study. Scale effects will be discussed in later section. Overall, increasing 

the high outlet depth leads to the increase of the length of both Lj and Lr, which would enhance the 

air detrainment and lead to a smaller β.  

4.3.3. Hydraulic Jump with Limited Air Supply 

Sufficient air supply through air vents is needed to maintain the air pressure and to reduce potential 

structural damage or operational issues. To investigate the effects of constrained air inflow on the 

characteristic of a hydraulic jump in the submerged conduit, a nozzle of various sizes was placed 
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on the top of the air vent (d = 7, 10, 15, 20, and 25 mm) in the experiments to control the air supply. 

The submerged outlet depth was H = 1.5D and F0 = 8.5 with a gate opening a/D of 30% (Exp. C 

in Table 4-1). Figure 4-10 illustrates the hydraulic jump under a different amount of air supply. 

The hydraulic jump characteristics appeared to be identical when d/d0 was larger than 0.3, below 

which the jump moved upstream. Due to the reduced sub-atmospheric air pressure P1 as shown in 

Fig 4-11(a), the jump was pushed upstream. From Eq. (4-1), a negative P1 can be regarded as an 

increase in the outlet depth H. The effect of P1 can be accommodated by adjusting ℎ̅2 (the distance 

from the water surface to the centroid of the water flow cross-section at the pipe outlet, defined in 

Eq. 4-1) by an amount of −P1/(ρg) in the tailrace: ℎ̅2
′
 = ℎ̅2 − P1/(ρg). Note that -P1/(ρg) increases 

with decreasing d0, as shown in Figure 4-11 (a). The roller length with limited air supply (d/d0 = 

0.2, Lr = 4.9D) was longer than that with unconstrained air supply (Lr = 4.0D). As d/d0 was reduced 

to 0.14, the bubbly flow became more transparent compared to that with unconstrained air supply 

as shown in Figure 4-10(d), indicating that the quantity of bubbles in the water was reduced.  

Similarly, the relative air demand decreased dramatically when d/d0 was less than 0.3 as illustrated 

in Figure 4-11(b). This is because the air supply was restricted by the high air vent loss and a small 

air vent opening. When the air supply was limited, the magnitude of the negative air pressure P1 

further increased and the hydraulic jump was pushed upstream or became partially submerged, 

which was similar to that of increasing outlet depth. β can be predicted using the developed 

equation in this study using the modified outlet depth (ℎ̅2
′
). Figure 4-11(b) illustrates that the 

measured and predicted β have a good agreement at different d/d0, which indicates modified outlet 

depth ℎ̅2
′
 can be used to predict β when the air supply is constrained.  

Air removed by the hydraulic jump results in a sub-atmospheric pressure in the air pocket upstream 
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of the jump, and the air demand through the air vent. The air pressure inside the pipe can be 

assessed based on the air demand, air vent diameter and loss coefficient. Air vent loss coefficient 

ζ (based on the air velocity at the nozzle) for various relative nozzle size d/d0 is shown in Figure 

4-11(c). Note that the loss coefficient for an orifice plate is determined by the orifice opening size, 

which can reach about 20 when the orifice opening is 30% of the pipe size (Potter and Wiggert 

2016; Hohermuth et al. 2020). In this study, a nozzle of different sizes was placed on the top of 

the air vent. The energy loss was mainly caused by the re-entrant loss and the sudden expansion 

loss following the nozzle. When there was no nozzle placed on the top of the air vent (d/d0 = 1), 

the air vent loss coefficient is 1.0, reflecting only re-entrant loss as reported in Mott (1994). With 

a nozzle, the flow at the nozzle expands into the air vent pipe (d0), leading to an additional sudden 

expansion loss. The pipe sudden expansion loss can be estimated analytically as (1-d2/d0
2)2. Thus 

there is no expansion loss when d/d0 = 1, and it increases to 1.0 when d/d0 = 0. The air vent loss 

coefficient ζ (based on the air velocity at the nozzle), which can be considered as the summation 

of the re-entrant loss and the sudden expansion loss, increased from 1.0 to about 2.0 when d/d0 

decreased from 1 to 0.14 (Figure 4-11c). The above estimate of the loss coefficient is used to 

calculate the air velocity at the nozzle. The calculated air velocity has a good agreement with the 

anemometer measurements (Figure 4-11c), indicating the reliable prediction of the loss coefficient.      

The air velocity at the nozzle also changes with decreasing nozzle size, and eventually became 

stable around 25 m/s for d/d0 = 0.14, as shown in Figure 4-11(c). In this study, whistling started 

when the air velocity exceeded 25 m/s (d ≤ 1 cm). Note that the nozzle and its expansion is likely 

one of the reasons enhanced the whistling. Falvey (1980) proposed that the whistling sound occurs 

when air velocity exceeds 30 m/s. Thus it is recommended that special attention should be paid to 

whistling noise when the air velocity in an air vent is larger than 25 m/s. Note that an air velocity 
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higher than the recommended limit without whistling noise has been reported in prototypes and 

larger models. Associated with a high air velocity, one should also pay attention to possible sub-

atmospheric pressure, significant compressibility effects or damage of hydraulic structures.  

The characteristics of the hydraulic jump and air pressure inside the pipe was also monitored when 

the air vent was suddenly sealed (d/d0 = 0). When the air vent was fully sealed at t = 10 s, the air 

pressure oscillated and decreased from about zero to about -1400 Pa (Figure 4-12a), which caused 

the hydraulic jump to move upstream. The mass of the air pocket at different times was estimated 

from the images of the air pocket size and the measured pressure assuming the ideal gas law. After 

the air vent was sealed, β is calculated from the estimated decrease of the mass of the air pocket as 

shown in Figure 4-12(b). β kept between 5% to 8% in the first 10 s after sealing the air vent (t = 

10 - 20 s), and then decreased significantly to about 0.1%. After the air vent was sealed, the 

reduction of β from normal to about zero would take about 20 s (Figure 4-12b). The hydraulic 

jump flow regimes at different times after sealing the air vent are illustrated in Figure 4-12(c). Due 

to the closed air vent, air mass in the air pocket was entrained into the hydraulic jump and 

transported downstream, contributing to the decreased air mass in the air pocket. The air pocket 

volume and pressure kept falling until t = 31s, as shown in Figure 4-12(a). Later, the white water 

in the pipe became relatively clear (t = 150 s), suggesting that less air was transported downstream.  

Although the air vent was sealed, some air bubbles were observed to be continuously transported 

downstream, and the flow did not transit to a completely drowned hydraulic jump even after the 

experiment ran 20 minutes, as shown in Figure 4-12(c). One possible reason for the source of this 

small amount of air is that the low air pressure results in the decreased dissolved gas concentration 

from 100% saturation to about 98% with some air bubbles released into water. Using the air-water 

mass transfer model (Li et al. 2020) and assuming the mass of dissolved air could be fully 
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transferred to the gas phase due to the decreased solubility, the calculated air void ratio (0.042%) 

was close to the measurement data (0.063%).   

4.3.4. Prototype Application and Scale Effects 

It was reported that the low-level outlets at the Hugh L. Keenleyside Dam (HLK), British 

Columbia, Canada, can cause supersaturation of total dissolved gases (TDG). To investigate its 

reason and evaluate the generation of TDG from the operation of the rectangular low-level outlet 

gates, fieldwork was carried out from July 13 – 16, 2020. The length of the closed conduit is 17.1 

m with a width of 6.1 m and a height of 8.0 m. The slope of the closed conduit is 14.8º. The air 

entrainment into the low-level outlet mainly comes from the gate hoist room, which is connected 

with the atmosphere through windows as shown in Figure 4-13(a). Spot measurements of air 

velocity were taken on the top of the gate well using a hotwire velocity meter (TSI Alnor 9535-A) 

in the low-level machinery room during the fieldwork. The size of the gate well is 5.9 m × 2.7 m, 

and a platform equipped with ropes for lifting the gate was placed on the edge of the top of the 

gate well. Spot measurements of air velocity were taken at four different points. The air velocity 

was recorded for one minute with a one-second interval at each measurement point. Additionally, 

five SmartReaders (Plus 4, 2-channel pressure and temperature data logger, ACR Systems) were 

used to continuously measure the differential pressure between the top of the gate well and inside 

at different depths (2 m, 4 m, 6 m, 8 m, and 10 m) in the low level machinery room. However, the 

pressure difference was too small to be accurately measured.   

In the low-level outlet of the HLK dam, the flow is in Regime 4 and β can be calculated using the 

developed Eq. (4-6) based on lab measurements. Overall, the predicted β has a similar trend as the 

field measurements, and both give relative low air demands (β < 1%) as illustrated in Figure 4-
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13(b). The difference between the prediction and the measurement is noticeable at small gate 

openings. This is likely caused by the measurement uncertainties due to the low velocity in Regime 

4 in both the lab and the field measurements. Additionally, there could be scale effects, but likely 

not significant. In general, the air demand prediction using Eq. (4-6) in Regime 4 can provide a 

reasonable estimate for the air demand in the prototype.  

Sakhuja et al. (1984) and Hohermuth et al. (2020) studied scale effects for a model with a scale of 

5-20 of a prototype low-level outlet and reported an underestimation of 4-19% for the relative air 

demand in free-surface flows (Regime 1). In Regime 2 (free surface flow with a hydraulic jump), 

Chanson and Gualtieri (2008) reported that the relative air demand in a small-scale model (1:2) 

was underestimated by about 45-60%. When a hydraulic jump is completely confined within a 

closed conduit (Regime 3b), Mortensen et al. (2011) found that the air demand is independent of 

the pipe size. Note that the pipe diameter used in their study was between 76 and 591 mm, whereas 

the pipe diameter in this study is 200 mm. Additionally, our air demand in Regime 3a-b (β = 2 - 

14%) is similar to that measured in Mortensen et al. (2012) with β = 0 - 20%. Thus, air demand is 

not sensitive to the pipe sizes in Regime 3 for the tested size range. From the comparison between 

the field measurement at the HLK Dam and model prediction of the air demand in Regime 4 

(Figure 4-13b), the air demand model prediction appears to provide a good estimate for the 

prototype.  

In Regime 1, the air demand is directly affected by the surface turbulence of the water flow, which 

likely has scale effects. The relative air demand in Regime 2 is influence by both the water surface 

turbulence and turbulent shear layer generated by the hydraulic jump at the air-water interface. 

When the outlet of the conduit is submerged and the hydraulic jump is fully developed, the relative 

air demand is not sensitive to the water surface turbulence. The turbulence will be damped when 
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the hydraulic jump is submerged, leading to the relative insignificant scale effects on the relative 

air demand. Therefore, the scale effects appear to exist in Regimes 1 and 2, likely not sensitive to 

the pipe sizes in Regime 3 in the test range. From field measurement, the scale effect appears to 

be unimportant in Regime 4. 

4.4.  Conclusions 

Regimes of supercritical flow with and without a hydraulic jump in a closed conduit were 

investigated in order to predict air demand for different outlet depths. Regime 1 is the free surface 

flow without a hydraulic jump, in which the relative air demand (β = Qa/Qw) was estimated to be 

β = 36 - 90% with Froude number upstream of the jump F0 = 4 – 10. Regime 2 represents a 

hydraulic jump followed by free surface flow, for which the relative air demand depends only on 

Froude number F0. Regime 3 describes the hydraulic jump followed by pressurized pipe flow with 

an undeveloped or fully-developed return roller. The relative air demand is between 3% and 14%, 

and decreases with increasing roller length until the return roller is fully developed in the pipe. 

Regime 4 gives an air demand significantly smaller than 1% due to the partially submerged 

hydraulic jump. The air demand was also measured in a prototype low-level outlet of a dam with 

a partially submerged hydraulic jump, which was consistent with the developed prediction 

equation based on experimental measurements. 

 It was found that the mean air pressure was similar at different locations in the air vent, but the 

pressure fluctuation at the bottom of the air vent was much larger than that at the top. Additionally, 

various sizes of nozzles on the top of the air vent were tested to investigate the influence of air 

demand on the hydraulic jump. Limited air supply caused a negative air pressure, and the 

magnitude of the sub-atmospheric pressure significantly increased after sealing the air vent. The 
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hydraulic jump was pushed upstream with decreasing air demand due to the reduced air pressure 

in the closed conduit. Furthermore, the air vent loss coefficient increased with the decreasing 

nozzle size, and can be simplified as the addition of the re-entrant loss and the sudden expansion 

loss when the relative nozzle size d/d0 is less than 1. The scale effects appear to exist in Regimes 

1 and 2 due to the surface turbulence of the water flow. From laboratory and field measurement, 

the scale effect appears to be unimportant in Regime3 and 4. This study improves the general 

understanding of the air demand of a hydraulic jump with a submerged outlet to ensure the proper 

design and operations of urban sewer system and hydropower facilities. In the future study, the 

influence of pipe diameter, length, and slope on flow characteristics and air demand in a submerged 

closed conduit will be investigated.  

Notation  

The following symbols are used in this paper: 

A1 = cross-sectional flow area at the toe of the jump; 

A2 = cross-sectional flow area at the downstream end of the pipe 

a = gate opening (linear travel distance); 

D = pipe diameter; 

d = nozzle diameter; 

d0 = air vent diameter; 

F0 = Froude number at the vena contracta; 
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F0c = critical Froude number at the vena contracta; 

Fac = critical Froude number at the control gate; 

𝑔 = gravity acceleration 

H = water depth above the invert of the pipe outlet; 

h0 = water depth of the vena contracta; 

h1 = water depth of the toe before the hydraulic jump; 

h0e = hydraulic depth at the vena contracta; 

K = local loss coefficient of the re-entrant entrance; 

K1, 2, 3 = dimensionless coefficient;  

L = pipe length; 

Lj = distance from the jump toe to the pipe outlet; 

Lr = roller length; 

Pi = instantaneous air pressure; 

P1 = mean air pressure at the bottom of the air vent; 

Qa = air flow rate; 

Qw = water flow rate; 
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T = total measuring duration; 

Ua = instantaneous air velocity; 

Uavg = mean air velocity; 

V0 = average water velocity; 

β = relative air demand Qa/Qw; 

ζ = Air vent loss coefficient; 

ρa = air density 
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Table 4-1 List of experiments of the hydraulic jump in the pipe.  

Experiments D (m) d (mm) a/D Qw (L/s) F0 H/D 

A 0.2 50 30% 15 - 30 5.1 - 10.2 0.6 - 3.0 

B 0.2 50 40% 15 - 30 2.9 - 5.8 0.7 - 2.25 

C 0.2 0 - 50 30% 25 8.5 1.5 

 

  



82 
 

 
 

Figure 4-1 Schematic of the experimental setup. 
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Figure 4-2 Different flow regimes in the pipe.  
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Figure 4-3 (a) Hydraulic jumps with various tailwater depths with F0 = 8.5 and a/D = 30%; (b) 

photos of Regime 2 and Regime 3. 

  

(a) 

(b) 
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Figure 4-4 Froude number under a specific submerged water depth in a circular closed conduit 

with (a, b) a/D = 30%, and (c, d) a/D = 40% (assuming P1 is neglected). 

  

(a/D = 30%) (a/D = 30%) 

(a/D = 40%) (a/D = 40%) 

(a) (b) 

(c) (d) 



86 
 

  

Figure 4-5 Measured air pressure at different locations of the air vent with F0 = 8.5 under H/D = 

1.5.  

  

Top Center Bottom 
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A        

Figure 4-6 (a) CFD model setup for the air vent; and (b) modeled air pressure at different locations 

of the air vent. 

  

(a) (b) 
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Figure 4-7 (a) Comparison of the measured air demand β for Regimes 2-4 as a function of Froude 

number with previous prediction equations; and (b) effects of tailwater depth on β with 30% gate 

opening (circle) and 40% gate opening (square) for Regimes 2-4 (Regime 5 has no air demand).  

  

(a) 

(b) 
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Figure 4-8 Relative air demand under (a) Regime 1 and 2; (b) Regime 3; and (c) Regime 4.  

  

(a) 

(b) 

(c) 
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Figure 4-9 Entrained air bubble transport with (a) H = 1.25D; and (b) H = 1.75D. Data for F0 = 8.5 

and a/D = 30%. 

 

  

(a) 

(b) 
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Figure 4-10 Hydraulic jumps with different air supply: (a) β = 8.7% (d /d0 = 0.5); and (b) β = 8.2% 

(d /d0 = 0.3); (c) β = 5.9% (d /d0 = 0.2); and (d) β = 2.1% (d /d0 = 0.14). Data for F0 = 8.5, a/D = 

30%, and H = 1.5D.  

  

(c) (d) 

(a) (b) 
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Figure 4-11 (a) air pressure; (b) relative air demand β; and (c) air vent loss coefficient ζ with 

various nozzle sizes. Data for F0 = 8.5, a/D = 30%, and H = 1.5D. 

  

(a) 

(b) 

(c) 
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Figure 4-12 (a) Air pressure; (b) air demand; and (c) hydraulic jump patterns after sealing the air 

vent. Data for F0 = 8.5, a/D = 30%, and H = 1.5D. 

  

t = 10 s t = 12 s 

t = 14 s t = 16 s 

t = 18 s t = 20 s 

t = 22 s t ≥ 150 s 
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Figure 4-13 (a) Cross-section of the low-level outlet in Hugh Keenleyside Dam; (b) relative air 

demand β under fieldwork conditions. 

(a) 

(b) 
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5. Generation of Supersaturated Total Dissolved Gases of Low-level Outlets* 

5.1.  Introduction 

Supersaturation of total dissolved gases (TDG) can be generated during hydropower spills 

primarily by the entrainment of air in the form of bubbles by the spill water plunging into deep 

stilling basins. The supersaturated TDG water downstream of hydropower facilities can be harmful 

to fish. Gas supersaturation may result in a disease called gas bubble disease, which results from 

the formation of gas bubbles in the blood and tissues of aquatic animals (Weitkamp and Katz 

1980). The US Environmental Protection Agency (EPA) established a TDG criterion for allowable 

water quality standard of 110% to prevent fish mortality (USEPA 1986), but spill operations in 

hydraulic facilities often exceed this criterion (Weitkamp and Katz 1980). The prediction of TDG 

generation at plunge pools or stilling basins is an important issue for hydropower utilities and 

environmental regulators.  

During spill events, bubbles can be entrained into deep zones in the stilling basin where pressure 

is high and the gases within these bubbles are forced into solution. As water depth increases, the 

gas solubility increases with a higher ambient pressure, and more air can be dissolved from bubbles 

into water. The mass transfer rate from bubble to ambient water is affected by the bubble size, 

turbulent intensity, pressure, etc. (Li et al. 2020). TDG generation is therefore determined by the 

operation conditions of hydropower facilities and the geometry of the stilling basins.  

To protect the aquatic habitat and optimize operational conditions, it is necessary to predict TDG 

under different operational conditions. The relationship among mass transfer coefficient, bubble  

* The content of this chapter is being prepared and will be submitted as a journal manuscript. 
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size distribution, flow pattern, and effective saturation concentration are the basics to build the 

TDG prediction model. Roesner and Norton (1971) proposed an early analytical model for 

predicting TDG generation where TDG downstream of hydraulic facilities is related to upstream 

TDG, effective saturation concentration, mass transfer coefficient, and bubble residence time in 

water. Johnson and King (1975) improved mass transfer coefficient and bubble residence time 

based on field data. Another important improvement to the TDG prediction model was made by 

Geldert et al. (1998), taking mass transfer across the bubble-water interface and at the free surface 

into account. However, these models can only be used on some specific spillways and highly 

dependent on field data since the mass transfer coefficient is calibrated with field data and varies 

with dam geometry and operational conditions.  

With the development of numerical modelling, computational fluid dynamics (CFD) models have 

been widely applied to predict TDG generation to reduce the reliance on experimental or field 

measurement of hydrodynamics data (Orlins and Gulliver 2000; Weber et al. 2004). In recent 

years, CFD models have been improved by including bubble number density and transport to 

predict bubble and TDG distribution in the tailrace (Schierholz et al. 2006; Urban et al. 2008; 

Politano et al. 2009; Wang et al. 2019). These models provide a good basis for TDG generation 

and transportation simulation, which can be applied in optimizing operational strategies to 

minimize TDG (Politano et al. 2012) and designing spillway deflectors (Politano et al. 2014). All 

of these CFD models assumed a known entrained air volume fraction and bubble size to calibrate 

the measured TDG level.  

Most of the studies on the process and mechanism of TDG generation are from surface jet (Gulliver 

et al. 1997; Wilhelms et al. 2005; Li et al. 2009; Politano et al. 2007) and plunging jet (Ma et al. 

2016; Lu et al. 2019; Kamal et al. 2020). This study investigated TDG generation at submerged 
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low-level outlets (LLO) at Hugh Keenleyside Dam (HLK), British Columbia, Canada. It has been 

observed that the LLO could generate higher than 130% TDG. The stilling basin bottom elevation 

at the north LLO is about 8 m deeper than that in the south LLO. Typically, gas transfer is increased 

by the hydrostatic pressure of the water column in the stilling basin. However, the dam frequently 

generates higher TDG in the south LLO than that generated in the north LLO (Kamal et al. 2018), 

which provides a unique opportunity to study TDG generation downstream of low-level outlets 

with various geometries. Previous studies lack the understanding of such phenomenon, and were 

not able to predict TDG generation of the low-level outlets. 

The objective of this study is to understand the mechanisms of TDG generation at LLOs as 

traditionally these facilities are believed to be immune from air entrainment and supersaturated 

TDG generation. An analytical model was developed to predict TDG generation at LLOs to 

investigate the influencing factors such as the turbulence level and bubble size distribution in the 

stilling basin. This study also investigates the mechanisms and predicts the amount of air 

entrainment at LLOs. The models were then validated using the predicted air demand and TDG 

levels and comparing them against field data for the LLOs in Hugh Keenleyside Dam under 

various operational conditions. 

5.2.  Methodology 

5.2.1. Field Measurement 

The Hugh Keenleyside Dam (HLK) is a 52 m high storage facility constructed under the Columbia 

River Treaty located on the Columbia River approximately 60 km upstream from the BC-

Washington border (Bruce and Plate 2013). There are two styles of outlet gates at HLK: four radial 

spill gates in between two sets of four low-level outlet gates (LLOs) as shown in Figure 5-1(a). 
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Note that all LLOs are fully submerged as shown in Figure 5-1(b). All the gates have a total 

discharge capacity of 10,500 m3/s. These flows are passed in accordance with the Columbia River 

Treaty between Canada and the United States. These two sets of LLOs are identified by their 

location relative to the spillways: the north LLOs (N-LLOs) and the south LLOs (S-LLOs). Most 

of the characteristics of LLOs between south and north are the same, except the two main 

differences shown in Figure 5-1(b) and Table 5-1: (1) the bottom elevation of the south stilling 

basin is 399.9 m, which is about 8.2 m higher than that of the north stilling basin at 391.7 m; (2) 

the end sills in the south basins have an elevation of 413 m, which is 11.9 meters higher than the 

north sills. A variety of combinations of LLOs can be operated at any time.  

The fieldwork was conducted during July 26-30, 2016, July 14-16, and November 5-6, 2020. In 

2016, the fieldwork was carried out for different combinations of operations of the south and north 

LLOs to investigate the potential of TDG generation for different LLOs. A total of 4 scenarios 

with the operation of LLOs were observed during the period of the fieldwork. Out of the 4 

scenarios, 2 scenarios were conducted with 3 north or south LLOs, and the other 2 scenarios were 

conducted with the combination of south and north LLOs. In July 2020, the fieldwork was carried 

out for different gate openings for a single north LLO or a south LLO. The radial gate spillway 

was also operated during the fieldwork to keep the same total flow rate. A single south or north 

LLO was operated with various gate openings and flow rates in November 2020. During the 

monitoring period of these field measurements, the tailrace elevation was between 420.0 m and 

421.5 m, and the height of water intake (Hf) was between 21.8 and 28.0 m. Details about the 

operational conditions are shown in Table 5-2. 

During the survey, stationary continuous monitoring using fixed platforms was adopted to collect 

the measurements of TDG. Total gas pressure (TGP), barometric pressure (BP), and water 
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temperature were measured by Lumi4 DO-TGP and PT4 Smart TGP probes (manufactured by 

Pentair Aquatic Eco-Systems, Apopka, Florida). These probes measure the gas pressure using 

membrane diffusion technique and are capable of recording TGP and BP with an accuracy of ±2 

mmHg. The accuracy of temperature measurement was 0.2 ºC. Prior to the fieldwork the probes 

were calibrated in the air locally. During the field observation, one monitoring station was installed 

about 250 meters downstream of LLO at the end of a rock berm and held probes submerged about 

1 meter below the surface (Figures 5-2a, 5-2b). In 2016, TDG was also measured by taking spot 

measurements from a boat across the river at 550 m downstream of the dam (Figure 5-2a), which 

is the closest transect with boat access. The collection of spot measurements was conducted by 

maintaining at a single position in the river by anchoring. The probe was lowered approximately 

1 – 1.5 m into the water for a period of about 10 – 20 minutes which allowed to stabilize the TDG 

reading. Approximately five measurements were taken at one transect. A handheld GPS device 

was used to record the location of the measurement.  

Upstream reservoir TDG levels were collected at approximately 1.6 km upstream of the dam in 

2016. Three measurements were taken from the forebay and ranged from 108% to 111% 

supersaturation. These measurements were taken 1–1.5 m below the surface, one other 

measurement was taken at a depth of 15 m and resulted in 107% TDG. These differences in 

measurements within the forebay were small and an average constant value of 109% was adopted 

for later analysis. In July and November 2020, TDG was monitored continuously in the forebay 

(about 150 m upstream of the dam) on the floating platforms as shown in Figure 5-2(a).  

The air was entrained into the LLOs flows through the gate hoist room which was connected with 

the atmosphere through windows as shown in Figure 5-1. Spot measurements of air velocity were 

taken on the top of the gate well in the low-level machinery room during the fieldwork from July 
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14 – 16, 2020. A hotwire velocity meter (TSI Alnor 9535-A) was used to measure the air velocity 

on the top of the gate well (Figure 5-2c). The size of the gate well is 5.9 m × 2.7 m, and a platform 

equipped with ropes for lifting the gate was placed on the edge of the top of the gate well. Spot 

measurements of air velocity were taken at four different points. The air velocity was recorded for 

one minute with a one-second interval at each measurement point. 

The spill flow from the low-level outlets will mix with the flow from the generating station (Figure 

5-2a) approximately 300 m downstream of the dam, and it has been observed that TDG in the spill 

flow is not diluted with the generation flow until far downstream of the confluence (Kamal et al. 

2019). To obtain a detailed description of gas transfer in the dam, additional TDG data were 

collected for spill events in 1992-1994. All the operational conditions are shown in Table 5-2.  

5.2.2. Analytical Modeling of TDG Generation 

Downstream of the south LLOs, water depth in the stilling basin is about 11 m deeper than that 

downstream of the end sill, and thus the flow field and turbulence level are significantly different 

in these two regions. In this case, the flow is divided into two different regions: the stilling basin 

(Region I) and tailwater downstream of the end sill (Region II) as illustrated in Figure 5-1 (b). In 

a stilling basin, there are two types of interfaces for gas transfer: the air-bubble interface, and air-

water free surface. The entrained air bubbles in a stilling basin are forced to dissolved into water 

due to the acted hydrostatic pressure, and the gas transfer occurs across the air-water interface of 

these bubbles. Gas transfer can also occur across the air-water interface of the free water surface. 

In each region, the change in concentration of TDG (C) due to the flux across bubble-water 

interface and river free surface can be written as:  

𝑑𝐶 = 𝐾𝑏𝑎𝑏(𝐶𝑠𝑒 − 𝐶)𝑑𝑡𝑏 + 𝐾𝑠𝑎𝑠(𝐶𝑠 − 𝐶)𝑑𝑡𝑏     (5 − 1) 
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where Kb and Ks are the mass transfer coefficient at the bubble-water interface and free surface, 

respectively, ab and as are the specific area of bubble-water interface and free surface, respectively, 

tb is the time over which bubble mass-transfer takes place (seconds), Cse is the effective saturation 

concentration (mg/L) within the region, and Cs is the air saturation concentration (mg/L) at 

atmospheric pressure. The effective saturation concentration Cse can be estimated as (Hibbs and 

Gulliver, 1997):  

𝐶𝑠𝑒 = 𝐶𝑠 (1 +
𝐻𝑒𝑓𝑓𝛾

𝑃𝑎𝑡𝑚
)      (5 − 2) 

where 𝐶𝑠 is the air saturation concentration at atmospheric pressure (mg/L), which is a function of 

pressure and temperature, Patm is the local atmospheric pressure (Pa), and Heff is an effective depth 

that bubbles experience. An equation for the bubble penetration depth was derived by Hibbs and 

Gulliver (1997): 

1

(
𝑑𝑒𝑓𝑓
𝐻 )

=
1

𝛼1 (
𝐻𝑝
𝐻 )

+
1

(
𝐻𝑒𝑓𝑓
𝐻 )

𝑚𝑎𝑥

      (5 − 3) 

where (Heff/H)max = 2/3, Hp is the maximum bubble penetration depth given by Eq. 5-4, and α1 is 

the fraction of the distance from the water surface to the centroid of the bubble swarm and is 

approximately 0.32 based on an empirical fit of field observations (Hibbs and Gulliver, 1997).  

𝐻𝑝

𝑑𝑗
= (

𝑣𝑗

𝑣𝑏
+√(

𝑣𝑗

𝑣𝑏
)
2

−
41.73𝑡𝑎𝑛𝛼2
𝑠𝑖𝑛2𝜃

)

2

/ (
6.46𝑡𝑎𝑛𝛼2
𝑠𝑖𝑛1.5𝜃

)
2

      (5 − 4) 

Here, dj and vj are the jet thickness and velocity at the basin plunge point respectively, vb is the 

bubble rise velocity (~0.25 m/s), and α2 is the angle of outer jet spread, which is about 14˚ (Ervine 
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et al. 1997). Solving Eq. 5-3, allows the penetration depth of bubbles to be estimated under both 

low and high discharge conditions, which is always significantly greater than the stilling basin 

depth at the HLK dam. From Eq. 5-4, the larger penetration depth, the closer the effective depth 

approaches 2/3 of the water depth. Thus, in this study, the effective depth is assumed to be 2/3 of 

the tailwater depth (𝐻𝑒𝑓𝑓 = 
2

3
𝐻). In turbulent flow, the mass transfer coefficient at the interface 

of bubble-water can be calculated using the equation proposed by Lamont and Scott (1970): 

𝐾𝑏 = 0.4(𝑣/𝐷𝑚)
−1/2(𝑣𝜀)1/4      (5 − 5) 

where 𝑣 is the kinetic viscosity of the air-water mixture, Dm is the molecular diffusivity, and 𝜀 is 

the turbulent kinetic energy dissipation rate. Although Eq. (5-5) may might not able to accurately 

predict the mas transfer coefficient in different stilling basins with various geometry, it can reflect 

the influence of turbulence level and has been commonly used in predicting TDG generation 

downstream of spillways (Urban et al. 2008; Politano et al. 2009; Wang et al. 2019). The key part 

of the model development is to calculate the turbulence. The turbulent dissipation rate can be 

determined by following Launder and Spalding (1974): 𝜀 = 𝐶𝜇
3/4𝑘3/2/𝑙, where 𝐶𝜇 is an empirical 

constant specified in the turbulence model; 𝑘 is the turbulence kinetic energy (TKE); and 𝑙 is the 

turbulence length scale. Nezu and Nakagawa (1993) proposed that the macroscale eddy can be 

determined by the curve for the wall region and free surface region. The average macroscale 

turbulence length for the entire depth can be calculated by integrating over depth in both regions 

(Urban et al. 2008): 𝑙 = 0.62𝐻, where H is the water depth in Region 1 (HI) or Region 2 (HII). The 

turbulence length increases as water depth grows. The turbulence kinetic energy can be represented 

by velocity and turbulence intensity: 𝑘 = 1.5(𝑈𝐼)2, where 𝑈 is the water velocity; and 𝐼 is the 

turbulence intensity. Experiments have been conducted on the open channel flow to investigate 
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the estimation of turbulence intensity (Nezu and Nakagawa 1993):  

𝐼 =
2.3𝑒−𝑦/𝐻

𝜅−1 ln (
𝑦
𝐻) + 𝑤 (

𝑦
𝐻) + (−𝜅

−1 ln (
𝑘𝑠
𝐻) + 𝐴𝑟)

      (5 − 6) 

where 𝜅 is von Karman constant; 𝑦 is vertical position; 𝑘𝑠 is the sand roughness height; and 𝐴𝑟 is 

constant of integration, here 𝐴𝑟 = 8.5. The turbulence intensity was found relatively independent 

with Reynolds number if 𝑦/ℎ > 0.1. In this study, the turbulence intensity will be obtained from 

the average value of turbulence intensity at 𝑦/ℎ = 0.2 and 0.8. Note that Eq. (5-6) was obtained 

from the measurements in open channel flow and would have some difference with that in the 

stilling basin. In this case, the calculated turbulence kinetic energy will be compared with the that 

obtained from CFD model. The mass transfer coefficient at the free surface Ks represents the air 

flux across the free surface to the atmosphere, which was measured to be 0.001 m/s for tanks and 

bubble columns in a lab scale (DeMoyer et al. 2003). In this study, the mass transfer coefficient at 

the free surface is  obtained from the method used in a field scale proposed by Geldert et al. (1998) 

and Ma et al. (2016) : 

𝐾𝑠 = 0.00243𝑈𝑠
−5/3𝑘4/3      (5 − 7) 

where Us is the water surface velocity.  

Bubble-water interfacial area is determined by the amount of entrained air void ratio and bubble 

size. The bubble size changes with different flow patterns, and greatly affects bubble-water 

interfacial area and TDG generation. Hinze (1955) and Gulliver et al. (1990) found that the bubble 

size that exists in the flow is relevant with surface tension and shear forces, and can be represented 

as: 
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𝐷𝑖𝑛 = (
𝜎

𝜌
)
3/5

(
𝑘3/2

𝑙
)−2/5      (5 − 8) 

where Din is the bubble size in the closed conduit; 𝜎 is the surface tension; and 𝜌 is the water 

density. k and l are the turbulence kinetic energy and turbulence length in the closed conduit. Note 

that the bubble size estimation was based on the experimental study in rotating concentric cylinders 

rather than the field measurements. Further bubble size measurements are expected in the field 

condition to validate the estimation of bubble sizes. The bubble number per unit volume 𝑁0 

(bubble number density) at the inlet can be calculated by the entrained air void ratio β divided by 

the single bubble volume, which is: 

𝑁0 =
6𝛽

𝜋𝐷𝑖𝑛
3       (5 − 9) 

Bubble size changes with different turbulence conditions, therefore the bubble number also varies 

due to bubble breakup and coalescence. However, bubble breakup is neglected in previous studies 

(Politano et al. 2017; Wang et al. 2019), which would be acceptable in a relatively mild tailrace. 

In this study, the outlet flow in the south LLO was observed to be extremely turbulent due to 

shallower water depth and high water flow rate, higher TDG was also measured in the south LLO. 

Therefore, the bubble breakup should not be neglected. Chen et al. (2005) proposed that the bubble 

breakup rate in bubble column flow is determined by turbulent dissipation rate, air-bubble size, 

eddy size, air volume fraction, bubble number density, etc. Following Chen et al. (2005), the 

bubble breakup rate is influenced by the bubble size and turbulence level:  

𝑆𝑁 = 𝜂𝑁0(
𝜀

𝐷𝑖𝑛
2)
1/3      (5 − 10) 
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where SN is the bubble breakup rate (s-1), η is a dimensionless constant. Similar to the estimation 

of bubble sizes, the bubble breakup calculation proposed by Chen et al. (2005) was obtained from 

the study in a lab scale, but it can still reflect the effects of turbulence level. Bubble coalescence 

also contributes the bubble size distribution in the stilling basin, which needs to be investigated in 

the future study. The new bubble number density is then written as: 

𝑁 = 𝑁0 + 𝑆𝑁𝑡𝑏      (5 − 11) 

The mean bubble diameter then becomes D = √6β/(π𝑁)
3

. Therefore, the interfacial area between 

air bubbles and water is:  

𝑎𝑏 = 𝑁𝜋𝐷
2      (5 − 12) 

Bubble residence time in the stilling basin is determined by bubble rise velocity, as well as flow 

velocity. The estimation of bubble residence time is difficult because bubbles may stay in the 

stilling basin for a long time if trapped in a return roller. Even the bubbles are transported 

downstream, they are unlikely to move in a simple horizontal or vertical trajectory. In this study, 

the entrained air bubbles are assumed to move linearly in the upward and forward directions. The 

bubble residence time with the effects of buoyancy can be: tr = H/vr, where H is the water depth in 

the stilling basin (HI) or tailrace (HII), vr is bubble rise velocity, which is determined by bubble 

size and drag coefficient (Gulliver et al. 1990; McGinnis and Little 2002; Li et al. 2020). The 

bubble residence time also depends on the geometry of stilling basin and flow velocity: ts = L/U, 

where 𝐿 is the length of stilling basin or the tailwater. The bubble residence time in the stilling 

basin is then obtained from the smaller one from these two different residence times. 

5.2.3. Numerical Modeling  
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ANSYS CFX 16.2 was employed for the numerical simulation to obtain turbulence and flow field 

downstream of the LLOs. In the computational domain, TDG is calculated depends on bubble size 

distribution. The presence of bubbles in the stilling basin would affect the properties of the flow 

field and liquid properties, such as the density, viscosity, and velocity of bubble-water mixture 

flow. The buoyancy and slip velocity of air bubbles also generate the force on the liquid phase. 

Simulating individual bubbles in a prototypical scale model is beyond the most powerful 

computers available so far. To overcome this issue, an Algebraic Slip Model (Manninen et al. 

1996) is applied to calculate air-bubble volume fraction and bubble velocity. This method is a 

simplified true multiphase model that assumes the dispersed phase is fairly diluted.  

The two-fluid model is applied which calculates the continuity and momentum equations for the 

mixture phase by adding the continuity and momentum equations for gas and liquid phases (Drew 

and Passman 1999): 

𝜕𝜌𝑚
𝜕𝑡

+ ∇ ∙ (𝜌𝑚�⃗⃗� 𝑚) = 0      (5 − 13) 

𝜕(𝜌𝑚�⃗⃗� 𝑚)

𝜕𝑡
+ ∇ ∙ (𝜌𝑚�⃗⃗� 𝑚�⃗⃗� 𝑚) = −∇𝑃 + ∇ ∙ (𝜏𝑚 + 𝜏𝐷) + 𝜌𝑚𝑔       (5 − 14) 

where 𝜌𝑚�⃗⃗� 𝑚 = ∑ 𝛽𝑘𝜌𝑘𝑘=𝑔,𝑙 �⃗⃗� 𝑘 , with 𝛽𝑘 , 𝜌𝑘 ,  �⃗� 𝑘  the volume fraction, density and velocity for 

phase k. Subscripts g, l, and m indicate gas, liquid and mixture phase, respectively. Here, bubble 

density 𝜌𝑔 calculated with the ideal gas law: 𝜌𝑔 =
𝑀𝑃

𝑅𝑇
,  where M is the average molar mass of air, 

and T is the temperature. 𝜏𝑚 = ∑ 𝛽𝑘𝜏𝑘𝑘=𝑔,𝑙  is the molecular shear stress, and 𝜏𝐷 =

−∑ 𝛽𝑘𝜌𝑘(�⃗⃗� 𝑘 − �⃗⃗� 𝑚)�⃗⃗� 𝑘𝑘=𝑔,𝑙 . Here �⃗� 𝑘 − �⃗� 𝑚 defined as the drift velocity. P is the pressure, and 𝑔  

is the gravity acceleration.  
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The air-bubbles are dissolved into water during the process of TDG generation, and therefore some 

mass of air bubbles is transferred to water body. Therefore, there is a source term for gas phase 

continuity equation to present the mass transfer between air bubbles and water: 

𝜕𝛽𝜌𝑔

𝜕𝑡
+ ∇ ∙ (𝛽𝜌𝑔�⃗⃗� 𝑔) = −𝑆      (5 − 15) 

where �⃗� 𝑔 is the bubble velocity vector, S represents the mass transfer source term. 

The momentum equation for the gas phase can be simplified since the inertia and viscous shear 

stress are relatively much smaller compared to body forces and pressure (Hibiki and Ishii 2003; 

Manninen et al. 1996): 

0 = −𝛽∇P + 𝛽𝜌𝑔𝑔 +𝑀𝑔      (5 − 16) 

where 𝑀𝑔 is the interfacial momentum transfer between air bubbles and water. In this study, the 

interphase momentum transfer is only depended on drag. Additionally, air bubbles in the stilling 

basin are assumed to be spherical. The momentum transfer vector between air-bubbles and water 

is then write as: 

𝑀𝑔 = −
3

4

𝛽𝜌𝑔

𝐷
𝐶𝐷|�⃗⃗� 𝑟|�⃗⃗� 𝑟      (5 − 17) 

where �⃗⃗� 𝑟 is the air-bubble slip velocity defined as the bubble velocity relative to the water velocity. 

The drag coefficient 𝐶𝐷 is determined by the bubble Reynolds number 𝑅𝑒𝑏, which is written as 

(Ishii and Zuber 1979): 
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𝐶𝐷 =

{
 
 

 
 24(1 + 0.15𝑅𝑒𝑏

0.687)

𝑅𝑏
……  𝐷 ≥ 2 × 10−4 m 

24

𝑅𝑒𝑏
……  𝐷 < 2 × 10−4 m

      (5 − 18) 

The interfacial momentum transfer is derivative from combining the gas momentum equation and 

bulk momentum equation to eliminate the pressure gradient term (Ishii 1977). The air bubble is 

assumed to reach its terminal velocity instantaneously, which means that the transient term of the 

drift velocity is neglected. The viscous stress and apparent diffusion stresses are also neglected. 

Thus the closed relationship for the slip velocity can be presented as: 

|�⃗⃗� 𝑟|�⃗⃗� 𝑟 = −
4

3

𝐷

𝜌𝑙
(𝜌𝑔 − 𝜌𝑚) [

𝜕�⃗⃗� 𝑚
𝜕𝑡

+ (�⃗⃗� ∇)�⃗⃗� 𝑚 − 𝑔 ]     (5 − 19) 

The TDG concentration is calculated from the transport equation as shown below: 

𝜕𝐶

𝜕𝑡
+ 𝛻 ∙ (�⃗⃗� 𝑚𝐶) = 𝛻 ∙ [(𝑣 +

𝑣𝑡
𝑆𝑐
)𝛻𝐶] + 𝑆      (5 − 20) 

where 𝑣  is the molecular kinetic viscosity of the water-air mixture, 𝑣𝑡  is the turbulent eddy 

viscosity; 𝑆𝑐  is the turbulent Schmidt number. The mass transfer rate between air-bubbles and 

water can be written as (Politano et al. 2009): 

𝑆 = 𝜋𝐷2𝑁𝐾𝐿(𝐶𝑠𝑒 − 𝐶)       (5 − 21) 

Bubble number density source term is added in the transport equation to express the bubble 

breakup and it will have some influence on TDG generation. Bubbles coalescence is neglected in 

this simulation, which will be investigated in future study. The new transport equation for bubble 

number density is then: 
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𝜕𝑁

𝜕𝑡
+ ∇ ∙ (�⃗⃗� 𝑔𝑁) = 𝑆𝑁      (5 − 22) 

where 𝑆𝑁 is the source term for bubble breakup.  

The submerged outlet in the LLO discharge the spill flow into the bottom of stilling basin, and the 

free water surface is relatively flat on the stilling basin. In this study, a rigid lid approach enforcing 

zero normal fluctuation is implemented in the water free surface. Reynolds-averaged Navier-

Stokes models (RANS) are commonly used in hydraulic simulation, the standard 𝑘-𝜀 model is 

chosen for turbulent closure in the numerical simulation. 

In this study, only part of the LLOs is simulated to minimize the computational resources. It has 

been found that the dissipation rate of TDG and mixing rate from lateral flow near tailrace is very 

small and will not change the maximum TDG generated from the LLOs (Kamal et al. 2019; Wang 

et al. 2019). The computational domain is selected 700 meters downstream of the HLK dam, 

including both south and north LLOs. Engineering drawings of LLOs, baffles, end sills and 

bathymetry data are collected from BC Hydro and applied in this study. Structured mesh is 

generated in the computational domain. After mesh sensitivity analysis, the computational domain 

of south LLO containing about 1.1 million nodes, and 1.3million nodes is generated for north 

LLOs. 

Two sets of scenarios operated in November 2020 were simulated in both south and north LLOs. 

Boundary conditions applied in the numerical model are shown in Figure 5-3. Flow discharges 

were set to be 150 and 350 m3/s in the inlet of the single gate in the south or north LLO, in which 

the gate openings were 2.0 and 4.6 m, respectively. TDG concentration in the inlet was set to the 

same level as in the forebay. The implicit assumption is that the mass of air bubbles is replaced by 
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an equal mass of water. Additionally, the mass transfer coefficient (Ks) across the free surface is 

set as 0.0001 m/s at the top of the computational domain, which was measured by DeMoyer et al. 

(2003) for bubble columns and also applied in other TDG prediction models (Politano et al. 2009). 

In most cases, the contribution of the free surface mass transfer is small, which is about between 

0.00007 and 0.0006 time of the mass transfer in the bubble-water interface (Kamal et al. 2020). A 

no-slip condition and zero flux for all other variables are used at the river bed and walls. Following 

Meselhe and Odgaard (1998) and Wang et al. (2019), the effect of roughness is neglected in this 

numerical model. Symmetry conditions with zero stress and zero flux for all variables are applied 

on the lateral sides of the computational domain. Hydrostatic pressure is used at the outlet based 

on the measured tailwater depth, other variables are set with zero gradient. Pressure in the 

computational domain was set to be the hydrostatic pressure which is the same as the 

corresponding tailrace water depth. Entrained air volume fraction and bubble size were obtained 

from the analytical calculation as discussed in the previous section. 

5.3.  Results and Discussions 

Under a similar operational condition, the south LLO always generated higher TDG than that in 

the north. For instance, the spot measurements in 2016 showed that the south LLO can generate 

about 123% TDG, whereas at the same discharge the north LLO can only generate about 112% 

TDG with a much deeper stilling basin. Marked differences in concentrations were observed 

between the spill and generation flows, with spill releases containing about 123% TDG near the 

south bank (Figure 5-4a). TDGs near the north bank (corresponding to generation flow) were in 

the range 108%–110%. Figure 5-4(b) illustrates the continuous TDG level downstream of LLOs 

with the combined operation of the south/north LLO and the radial gate spillway. Note that the 
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operated spill gate was close to the south LLO, continuous station could only record the TDG level 

of mixed water from the south LLO and spill gate. The TDG generated from the spill gate could 

be estimated using the empirical equation proposed by Bruce and Plate (2013), and then the TDG 

generated from LLO can be estimated, which also showed that the south LLO generated higher 

TDG (115 – 120%) than that generated in the north LLO (110 - 113%). In the fieldwork conducted 

in November 2020, TDG generated in the S-LLO was about 7-11% higher than that generated in 

the N-LLO, as illustrated in Figure 5-4(c). To have a better understanding of the TDG generation 

in different LLOs with various tailrace conditions, it is necessary to develop a general TDG 

generation prediction model for LLOs.  

5.3.1. Flow Field in the Tailrace 

The geometry of stilling basin in HLK is complicated and not a typical forced hydraulic jump-type 

basin. The different elevations of stilling basin floors and end sills are a result of the dam being 

built to conform to the bedrock foundation. Thus, the basin geometry between the north and south 

low-level outlets is significantly different as discussed above. With a shallower and more closed-

off stilling basin, the south low-level outlets may produce much more turbulent flow conditions, 

and thus break up the entrained air bubbles into smaller sizes, increasing the interfacial area 

available for gas transfer to occur. It is believed that the water level and the turbulence in the 

stilling basin have a significant influence on the TDG generation.  

Applying the rigid lid approach, the suppression of the actual surface deformation may lead an 

error in the continuity equation, but the influence can be neglected if the surface deviation is less 

than 10% of the local water depth (Ramos et al. 2019). From the free surface simulation (VOF 

method), the maximum surface deviation is about 7% compared with the local water depth. 
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Additionally, the rigid lid simulation computes similar turbulence kinetic energy (TKE) compared 

with the free surface simulation, suggesting the influence of the suppression of the actual surface 

deformation in rigid lid simulation is small. 

Figure 5-5(a) shows the simulated flow field and turbulence kinetic energy (TKE) distribution in 

both the south and north LLOs with 350 m3/s water discharge. The return roller in the south stilling 

basin is relatively stronger than the north, which indicates the stronger turbulence and bubble 

would stay a longer time in the stilling basin. In the north stilling basin, the flow jet is deflected 

upward by the end sills at the end of the stilling basin and most of the flow is remaining around 

the water surface. Even though the water depth in the north tailrace is much deeper than the south, 

most of the water with entrained air bubbles will not flow downward after passing through the 

north end sills. In this case, high-level TDG is not expected to be generated despite a larger water 

depth in the north tailrace. Note that the mean TKE in the stilling basin (Region I) simulated by 

the CFD model has a good agreement with that calculated using the method proposed by Nezu and 

Nakagawa (1993) as shown in Figure 5-5(b), indicating the turbulence intensity calculated in the 

analytical model is reasonable. The calculated TKE is also in the range of that in the plunge pool 

downstream of a plunging jet (about 1 – 8 m2/s2) as reported by Xu et al. (2002).  Under the same 

operation condition, both CFD and analytical models showed the TKE in the stilling basin of south 

LLO is larger than that in the north.  

The turbulence dissipation rate in the south LLO is significantly higher than that in the north LLO 

as shown in Figure 5-6(a-b). In Region I, the generated TDG increased with turbulence dissipation 

rate, which suggests the turbulence dissipation rate plays an important role in TDG generation. In 

the tailrace downstream of the end sill (Region II), the water depth in the N-LLO is about 3 times 

that in the S-LLO, the turbulence dissipation rate of N-LLO was no more than 0.005 m2s-3, which 
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was significantly less than that in the S-LLO (between 0.01 and 0.5 m2s-3). Due to the energy 

dissipation, the turbulence dissipation rate in Region II was smaller than that in Region I. 

The mass transfer coefficient across bubble-water interface Kb is influenced by the turbulence 

dissipation rate as shown in Eq. (5-5). In both Regions I and II, Kb of south LLO was larger than 

that of north LLO (Figure 5-6c-d). Due to the larger turbulence dissipation rate in Region I, Kb in 

Region II was less than that in Region I for both S-LLO and N-LLO. Although the mass transfer 

coefficient in Region II was smaller than that in Region I, TDG could still be generated in Region 

II. The mass transfer coefficient Kb is between 2×10-5 and 5×10-4 m/s, which is higher than that in 

a flume with a lab scale (1 – 2×10-5 m/s) reported by Li et al. (2002). Below prototype spillway 

plunge pools in the Columbia and Snake rivers, the mass transfer coefficient Kbabtb was between 

0.03 and 1.04 (Geldert et al. 1998), which was a little larger than that downstream of LLOs in HLK 

dam (0.006 – 0.11). Thus the mass transfer coefficient used in this study is in an acceptable range 

compared with previous studies. 

5.3.2. Air Demand Prediction 

The air entrainment into the LLOs flows is mainly comes from the gate hoist room which is 

connected with the atmosphere through windows as shown in Figure 5-1. Although some empirical 

equations have been developed to predict air entrainment in closed conduits, these equations are 

not applicable in submerged outlets (Falvey 1980; Hohermuth et al. 2020). Li et al. (2021) 

developed a model for predicting air demand in a submerged closed conduit and found that the air 

demand is significantly influenced by the flow regime downstream of the control gate and outlet 

condition. They proposed prediction models for various outlet conditions and flow regimes 

downstream of the control gate. During the field measurement, the hydraulic jump was partially 
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submerged in the low-level outlet of the HLK dam. Air bubbles are mainly entrained by the 

breaking of the surface roller instead by the advective diffusion region. Therefore, the relative air 

demand was significantly smaller than that of an unsubmerged hydraulic jump. In such flow 

condition, the relative air demand could be estimated using the developed equation proposed by 

Li et al (2021):  

𝛽 =
4

(F− 1)2
(𝛽𝐾 − 0.294

𝐻𝑜/𝐷 − 1

F − 1
)     (5 − 23) 

where F is the Froude number at vena contracta of the operating gate, Ho is the water depth above 

the invert of the closed conduit outlet (Figure 5-1), and 𝛽𝐾 = 0.0066(F− 1)
1.4 is the air demand 

in a closed conduit with a free surface outlet proposed by Kalinske and Robertson (1943).  

Overall, the predicted β has a similar trend as the field measurements conducted in July 2020, and 

both give relatively low air demands (β < 1%) as shown in Figure 5-7(a). The difference between 

the prediction and the measurement is noticeable at small gate openings. This is likely caused by 

the measurement uncertainties due to the low air velocity in the field measurements. Additionally, 

there could be scale effects, but likely not significant. In general, the air demand prediction using 

Eq. (5-23) can provide a reasonable estimate for the relative air demand. Note that the engineering 

design and outlet depth (H0) of south and north LLOs are similar, so that very close air demands 

were observed in the field measurement (Figure 5-7a). In this study, the air demand in south and 

north LLOs were regarded as identical under the same operational conditions.  

5.3.3. TDG Prediction 

The only adjustable coefficient in the TDG prediction model is η in Eq. (5-10), which influences 

the bubble breakup in the stilling basin. Calibrated with the field data in 1993, η is 0.17. After that, 
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the model was validated with the field data measured in 2016 and 2020, which has a good 

agreement with the prediction with 3% error, as shown in Figure 5-7(b). From the field 

measurements, as well as the predictions, the TDG generated in the south low-level outlets was 

mostly between 110 - 120%, which was larger than that in the north low-level outlets (100 - 112%).  

Figure 5-8 illustrates the TDG distribution along the stilling basin in the south and north LLOs 

with the discharge of 350 m3/s simulated by the CFD model. The percentage of TDG is calculated 

by the simulated TDG divided by the equilibrium TDG concentration at atmospheric pressure. The 

mean TDG level in the south stilling basin is about 10% higher than that in the north due to the 

stronger turbulence as discussed above. When the flow passes over the end sills of the south LLOs, 

TDG levels around the tailrace bottom are increasing with streamwise direction, which indicates 

that the TDG keeps being generated downstream of the stilling basin. However, no more TDG was 

generated downstream of the end sills of the north LLOs.  

Figure 5-9 illustrates the TDG difference between stilling basin and tailrace, which shows that 

about 1 - 7 % more TDG could be generated in the tailrace under various flow conditions. Under 

the same unit discharge, more TDG will be generated in Region II of south LLO than that in the 

north. Therefore, Region II also contributes TDG generation in south LLO. Due to the shallower 

water depth, the return roller in the south stilling basin is relatively stronger than the north, which 

explains stronger turbulence and greater TDG in the stilling basin. In this case, even though water 

depth is large in the north tailrace, high-level TDG is not expected to be generated. Another reason 

for this could be the smaller bubble generated in the south tailrace which will be analyzed in the 

next section. 

5.3.4. Bubble Size Effects 
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Previous studies of predicting TDG generation always neglect bubble breakup or coalescence. 

These prediction models fail to predict high level TDG in shallower stilling basins of LLOs. One 

of the main reasons is that the bubble breakup was neglected in the previous study, which will be 

included in this study. In this study, two different types of LLOs are investigated with varying 

depths and end sills. 

Figure 5-10 (a) shows smaller bubbles have more mass transfer and generates higher TDG in the 

stilling basin of south and north LLOs. Due to the stronger turbulence in the stilling basin, more 

bubbles in the S-LLO were potentially broken up. Thus, the south LLO generated smaller size 

bubbles (1.1-2.2 mm) with a higher TDG level compared with that of north LLO (1.6-4.3 mm). 

With the same upstream and downstream water elevation and temperature (operational condition 

in November 2020), the predicted bubbles in Regions I and II of the south LLO were all smaller 

than that in the north LLO with a similar unit discharge as shown in Figure 5-10 (b). Smaller 

bubble sizes indicate that the total bubble-water interface area is larger and more air will be 

dissolved into the water given the same air demand and mass transfer coefficient. CFD model also 

shows a smaller bubble size in the south LLO with the same flow discharge and air demand (Figure 

5-10c). When the water discharges into the stilling basin (Region I), the bubble diameter in south 

LLO (0.8-1.8 mm) becomes significantly smaller than that in the north LLO (1.8-3.2 mm), which 

indicates more bubbles are broke up in the south LLO. In previous studies, Politano et al. (2009) 

reported that the bubble diameter was between 0.12 mm and 0.8 mm in their CFD model of the 

tailrace of Wanapum Dam, USA with the operation of spill gates. Wang et al. (2019) simulated a 

similar bubble diameter range (0.6 – 0.8 mm) downstream of McNary Dam, USA. Ma et al. (2016) 

proposed a relatively larger mean bubble diameter in the plunge pool of a high dam, which was 

about 4 mm. Overall, the bubble sizes calculated in this study were in a reasonable range compared 
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with the previous studies. 

The calculated bubble sizes are obtained from empirical equations for turbulence level and bubble 

breakup rate, uncertainties in these equations would cause differences between the actual and 

predicted bubble sizes. Additionally, measurements of bubble size distribution in the stilling basin 

or tailrace have been rarely reported in previous studies due to high turbulent flow conditions. To 

validate the predicted bubble size distribution and to provide referable data to the relevant studies, 

the bubble size distribution downstream of the low-level outlet will be measured in the future 

study. For instance, a drone carried with a camera can be controlled to take photos of water free 

surface downstream of the low-level outlets. A GoPro can also be placed underwater to capture 

the bubble size distribution. Additionally, microbubbles and nanobubbles are likely to be generated 

in the tailrace due to the high turbulent condition, and these bubbles can make a great contribution 

to the mass transfer between bubbles and water (Alheshibri et al. 2016). In the future study, the 

effects of nanobubbles and microbubbles will be discussed. 

Since the air demand and air volume fraction in stilling basins does not have an obvious difference, 

one of the main reasons for bubble size difference is the air-bubble number density in the stilling 

basins. Bubbles in the south stilling basin are easy to be broken up due to their high velocity and 

turbulence. Turbulence difference enhances the bubble breakup and TDG generation. 

Additionally, the mass transfer coefficient between air bubbles and water is also higher in the south 

stilling basin due to the high turbulence. Both bubble diameter and mass transfer coefficient make 

the larger TDG generation. With a smaller size and larger breakup rate, the whole bubble-water 

interface area in the south tailrace is supposed to be greater than that in the north, and the south 

tailrace can generate more TDG downstream of the stilling basin.  
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5.3.5. Discussion of Air Dissolution 

To investigate the dissolution of the entrained air, mass transfer efficiency (E) is defined:  

𝐸 =
𝐶𝑑 − 𝐶𝑢
𝛽𝜌𝑔

      (5 − 24) 

where ρg is the density of air in the atmospheric pressure, Cu is the TDG concentration in the 

forebay, and Cd is the concentration of the TDG generated in Region I or Region II. Figure 5-11 

illustrated the mass transfer efficiency in both North and South LLOs in the field measurement in 

November 2020. In the south LLO, mass transfer efficiency increased significantly from 41 – 60% 

to 56 – 87% after the water in Region I flowed to Region II. However, the mass transfer efficiency 

was hardly growing in the north LLO, and kept around 25 – 45 % in both Regions I and II. Thus, 

much more air was dissolved into water and more TDG was generated in Region I of south LLO. 

Region II in the south LLO also plays an important role in the TDG generation, whereas the tailrace 

in the north LLO rarely contributes to the increase of TDG. 

With the same upstream and downstream flow conditions, the mass transfer efficiency in the south 

LLO is significantly larger than that in the north LLO, which also explained the high TDG 

generated in the south LLO. In this case, higher turbulence and mass transfer efficiency, as well 

as smaller bubble size contributed to the significantly high mass transfer efficiency. Additionally, 

Ma et al. (2016) and Wang et al. (2019) showed that up to 46.1% and 67.6% of the entrained air 

were dissolved downstream of the plunging jet or surface jet in their TDG study, respectively, 

which were in the range of this study. Overall, the mass transfer efficiency of the submerged low-

level outlet (HLK Dam) was consistent with that of a surface jet or plunging jet.  

5.4.  Conclusions 
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Traditionally, low-level outlets are designed to avoid air entrainment and TDG issues. However, 

field measurements in Hugh Keenleyside Dam in British Columbia, Canada observed more than 

130% supersaturated TDG with the operations of low-level outlets. Less than 1% volume fraction 

air was entrained into the low-level outlets flows through the gate hoist room which connected 

with the atmosphere. Significant TDG difference between south and north low-level outlets was 

detected, where the depth in the south stilling basin is about 8.2 m shallower and the top of end 

sill height is 11.2 m higher than the north. Deeper water typically generate more TDG since it has 

higher hydrostatic pressure enforcing air dissolved into water with longer residence time. 

However, field measurements show that there is greater potential for the south low-level outlets to 

generate TDG.  

In this study, a mechanistic model was developed to predict air demand and TDG generation of 

the low-level outlets. Model results had a good agreement with the air demand and TDG data 

collected in the field measurement. The inflow and tailrace conditions of the low-level outlets 

played a crucial role in the air demand. TDG generation downstream of low-level outlets was 

evaluated by analytical and numerical modeling including turbulence and bubble breakup effects. 

The bubble breakup is relevant to the turbulent eddy dissipation, which is quite different between 

south and north low-level outlets. Because of the shallower depth in the south stilling basin and 

tailrace, there is strong turbulence downstream of south low-level outlets with a similar flow rate 

as north. Therefore, the bubble breakup rate is much larger in the south part of HLK Dam. In this 

case, the bubble size of 1.1-2.2 mm is generated in the south low-level outlet, which is smaller 

than that in the north low-level outlet with 1.6-4.3 mm. Smaller bubble size indicates a larger 

bubble-water interfacial area under the same amount of air entrainment, and will enhance the TDG 

generation in south low-level outlets. The high turbulence in south low-level outlets also 
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contributes to the high mass transfer coefficient, which is about 1.5-4.2 times that in the north low-

level outlets. Thus, the stronger turbulence in the south stilling basin can substantially and 

efficiently enhance gas transfer with larger bubble-water interfacial area and mass transfer 

coefficient, even though the shallower water has less potential to generate high-level TDG. 

Overall, the developed model was able to predict air demand and TDG generation with different 

stilling basin designs in the low-level outlets, which contributes a good understanding to the TDG 

generation of different types of hydraulic facilities. 
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Table 5-1 Geometry of the northern and southern low-level outlet and stilling basin. 

  

Inlet Crest 

(m) 

Conduit 

Slope (˚) 

Basin Floor 

(m) 

Top of End 

Sill (m) 

End Sill 

Height (m) 

NLLO 411.5 19.61 391.7 401.1 9.4 

SLLO 411.5 14.76 399.9 413 13.1 

 

 



 

Table 5-2 Conditions of the HLK low-level outlets field tests of TDG studies 

Date Operated LLO* No. of cases Tailwater 

elevation (m) 

Hf 

(m) 

Q (m3/s) Cu (%) Cd (%) 

November 29, 1992 – 

June 3, 1994 

N 22 418.1-421.3 11.9-22.4 188.8-545.6 97.0-110.6 100.4-110.9 

April 4 – May 12, 1994 S 8 418.0-419.0 11.6-16.1 141.7-283.2 107.0-110.9 112.3-122.4 

July 26 – 29, 2016 N or S 2 421.6 21.8-22.1 186.1-650.0 109.0 111.8-112.7 

July 27 – 28, 2016 N and S 2 421.6 21.8-22.0 277.4-311.6 109.0 115.8-122.1 

July 14 – 15, 2020 S 5 421.5 28.0 84.1-800.3 107.0-107.9 111.0-118.5 

July 14 – 16, 2020 N 3 421.5 28.0 228.2-813.9 109.2 110.4-113.1 

November 5, 2020 N 5 420.0 23.7 72.8-339.2 98.9-100 101.5-103.6 

November 6, 2020 S 3 420.0 23.7 48.4-351.2 98.8-99.5 106.6-115.1 

Note: * N = north LLO; S = south LLO. 
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Figure 5-1 (a) Site layout of Hugh L. Keenleyside Dam (Image by James Crossman); and (b) cross-

section of north low-level outlet and south low-level outlet. 

  

(a) 

(b) 
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Figure 5-2 (a) Installed fixed monitoring platforms at HLK tailrace and forebay (adapted from map 

data, Google 2021); (b) installed fixed monitoring platforms at HLK tailrace in 2016; (c) air 

velocity measurement at the top of the gate well of the LLO. 

  

(a) 

(b) (c) 
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Figure 5-3 Computational domain and boundary conditions in CFD model. 
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Figure 5-4 TDG measurements downstream of LLOs in (a) July, 2016; (b) July, 2020; and (c) 

November, 2020.  

(a) 

(b) 

(c) 
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Figure 5-5 (a) Simulated TKE downstream of the south and north LLO with Q = 350 m3/s; (b) 

comparison of the mean turbulence kinetic energy (TKE) between the analytical model and CFD 

in the stilling basin.  

(a) 

(b) 
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Figure 5-6 Turbulence dissipation rate in (a) Region I; and (b) Region II; mass transfer coefficient 

in (c) Region I; and (d) Region II. 

  

(a) (b) 

(c) (d) 
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Figure 5-7 Comparison between the measured and predicted (a) air void ratio and (b) TDG at the 

tailrace of the HLK dam. 

  

(a) 

(b) 
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Figure 5-8 TDG distribution downstream of south and north LLOs with water discharge of 350 

m3/s. 
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Figure 5-9 Change in TDG level between Region I and II based on model results. 
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Figure 5-10 Bubble diameter for (a) all operational conditions in stilling basin; (b) operational 

conditions in November 2020; and (c) bubble diameter distribution with water discharge of 350 

m3/s.  

(a) 

(b) 

(c) 
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Figure 5-11 Transfer efficiency of LLOs in Region I and II in the field condition of November 

2020. 
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6. Conclusions and Recommendations 

6.1.  Conclusions 

In this thesis, the process of total dissolved gas (TDG) generation at low-level outlets has been 

studied: (1) the mass transfer of rising bubbles in water; (2) the air demand of a hydraulic jump in 

a closed conduit with a submerged outlet; and (3) the generation of supersaturated total dissolved 

gases of low-level outlets. Some general conclusions are listed below: 

1. The mass transfer from a single bubble rising in stagnant water and its size variation could 

be successfully modeled by an analytical model. The bubble size changed along the rising 

path in response to both the mass transfer and the local hydrostatic pressure, whereas their 

relative importance varied under different conditions. The critical depth was proposed to 

measure the bubble size change as rising. The bubble size kept decreasing when it was 

beneath the critical depth, where the effect of the mass transfer on the bubble size was more 

significant than the hydrostatic pressure. Additionally, the mass transfer efficiency 

decreased with the initial bubble size and background dissolved gas concentration. The 

developed model was able to predict the mass transfer of different gases and mass transfer 

of a bubble within bubble swarms, which can be applied in aeration system management, 

TDG prediction, and other engineering applications. 

2. Physical experiments are described to study flow regimes and the air demand of a hydraulic 

jump in a closed conduit with various submerged outlet depths. Flow characteristics and 

air demand are influenced by outlet depths. Specifically, free surface supercritical flow 

without a hydraulic jump can induce a relative air demand (air flow rate to water flow rate) 

of about 36 - 90% when the Froude number is between 4 and 10, which decreases to about 
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3 - 14% for a free surface flow with a hydraulic jump. If the hydraulic jump is followed by 

pressurized pipe flow, the air demand decreases with increasing outlet depth until the return 

roller is fully developed in the pipe. If the hydraulic jump is partially submerged, the 

relative air demand is significantly reduced to less than 1%. The air demand was also 

measured in a prototype low-level outlet of a dam with a partially submerged hydraulic 

jump, which was consistent with the developed prediction equation based on experimental 

measurements. Additionally, it was found that the pressure fluctuation at the bottom of the 

air vent is much larger than that at the top. Limited air supply caused a sub-atmospheric 

pressure, and the magnitude of the sub-atmospheric pressure significantly increased after 

sealing the air vent. 

3. Supersaturated TDG was observed through field measurements at low-level outlets of a 

dam, which are typically considered to be free from air entrainment and TDG issues. 

However, from the field observation, air entrained through the gate well of low-level 

outlets can potentially induce supersaturated TDG generation. Despite being 8 m deeper, 

significantly lower TDG levels were measured in the stilling basin of the north LLO’s (≤ 

110%) compared to the south LLO’s (up to 130%). Stronger turbulence in the stilling basin 

can generate smaller bubbles and increase the mass transfer coefficient across bubbles, 

which will substantially enhance gas transfer and TDG generation. Deeper tailrace water 

depth with high pressure typically enforces more air dissolved into water and could 

promote TDG generation. Thus, higher level TDG generated in shallower water was 

attributed to its stronger turbulence flow, with more efficient gas transfer and TDG 

generation compared with the deeper low-level outlets. 

6.2.  Recommendations 
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This research covers the process of total dissolved gas generation and a wide range of hydraulic 

engineering topics including the bubble movement and mass transfer in water, air entrainment of 

a hydraulic jump, and total dissolved gas generation in the stilling basin. However, some aspects 

still exist for further studies. Some recommendations on further studies are listed below: 

1. The movement and mass transfer model of the rising bubbles can be tested in the turbulent 

flow, which typically occurs in engineering applications. Experimental measurements on the 

rising bubble sizes and mass transfer in turbulent water could be used to validate the model by 

using the mass transfer coefficient in turbulent flow condition. 

2. Spectral analysis of the air pressure fluctuation needs to be investigated in further study and 

compared with the previous studies about hydraulic jump fluctuation frequency. The air 

pressure fluctuation was likely induced by the turbulent oscillations of the hydraulic jump. The 

measurement frequency of the pressure transducer was not high enough to measure the 

frequency of air pressure fluctuations in current study.   

3. The actual bubble size distribution in the stilling basin or tailrace could be investigated through 

field measurement or lab experiments with similar flow conditions in the field. Because the 

bubble size in the field has not been measured. Understanding the actual bubble size 

distribution would be helpful to improve studies on total dissolved gases generation. 

Additionally, the contributions of microbubbles and nanobubbles on TDG generation will 

likely be of interest for future studies. 
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