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ABSTRACT

Previous methods of determining the wellbore
temperature distribution have involved a compromise between
accuracy, and the time required to obtain the information.

To overcome this problem, a computer model has been
developed which utilizes a direct solution technigque to
solve the finite difference equations describing the
transient heat transfer mechanisms in a wellbore during
dril]in@\opérations. The method involves representing this
system o%‘equations by a heptadiagonal., asymme " ic band
matrix, and solving this matrix by means of a band
algorithm,

A significant improvement in the solution time is
achieved, thus allowing the model to be used at the wellsite
Ao provide dynamic wellbore temperature distributions.

The results of a parametric sensitivity analysis
carried out using the mocdel indicate that a number of
assumptions made in previous models are invalid, and that
certain factors ignored in previous models, have a

significant effect on the wellbore temperature distribution.
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formation

radial and vertical elements, respeqtively
maximum vertical element

outer annular wall

drill pipe

drill pipe wall



e

1. INTRODUCTION

Today the drilling of a well to depths approaching
30,000 feet on land, and of fshore in water depths of several
thousands of feet, is becoming increasingly commonplace.
This, céupled with the fact that the search for oil is beipg
concentrated in the hostile environments of such areas as f
the North Sea and the High Arctic, has made the drilling ﬁf
a well a highly complicated and expensive operation.

With such enormous costs and the highly advanced
technology involved, it is necessary that the most efficient
means possible be employed in the drilling of oil wells.
Hence, accurate procedures for estimating the numerous
variables involved are becoming essentia],‘both at the
design stage and at the wellsite, even though the
complicated nature of.some of these variables would mean the
development of intricate models.

Although various models have been formulated to enable
cgrtain parameters to be estimated, most have been
bversimp]ified SO as to_enable their use at the wellsite in
the form of simple equations, solvable by a sliderule,
nomographs or plots. As a result the practical application
of the relevant theory is minimal. In the present era of
powerful minicomputer systems, this can no longer'be
justified and it is becoming increasingly more feasible to
utilize the complicated theory that exists in the

literature, at the wellsite. Models developed from such



theory, with subsequent improvements in accuracy, are

probably most useful at the well planning and design stage

in view of the fact that large powerful computers are
available with viEtua]]y no limitations on solution time or
storage space, for all practical purposes.

One of the parameters, of which a thorough knowledge

. would be very helpful, is temperature. In the past it has

been convenient to ignore the temperature distribution in a

well and to assume an isothermal system, primarily because

no practical means existed for determining the wellbore
temperature profile. An accurate means of estimating the
temperature distribution, and its variation with time, would
have a variety of applications as follows: -

1. Enable the dynamic temperature profile and bottomhole
temperature to be determined rather than the static
temperatures presently available from electric logging
tools.

2. Improve cementing programme design, particularly with
regard to the amount of retarder required, and the
setting time.

3. Improve drilling fluid design by providing information
on the actual circulating temperatures so as to enable
high temper-“*ure modifications to be made to the
drilling fluid programme.

4. Enable casing thermal stresses to be determined.

5. Provide improved well design in permafrost regions.

6. Improve injection and production operations.



At the present time the only temperature information
available at the wellsite is the inlet and outlet fluid
temperatures and the static bottomhole temperature obtained
from a logging tool. The purpose of this dissertation is to
employ the existing theory in the literature on transient
heat flow in a wellbore to develop a computer model to
estimate the temperature distribution and its variation with
circulating' time. Unlike previous models, it will be
feasible to use this model at a remote wellsite without a
significant loss of accuracy. Furthermore this mode 1
incorporates a number of improvements over previous models
in terms of both accuracy and applicability.

A further aim of this study was to use the computer
model to simulate wellbore temperature distributions so that
a complete parametric sensitivity analysis could be carried
out to indicate which parameters have the moét significant

effect on the temperature. \L\



2. REVIEW OF THE AVATI.ABLE MODELS

Temperature distribution in a wellbore is a
complicated function of a large number of variables, many of
which are not known with any degree of certainty. For this
reason, any mathematical model must contain simplifying
assumptions to enable a solution to be obtained. The more
complicated the model, the more data are required. In view
of the fact that any model! can only be as accurate as the
data that it uses, the intricacy of the model is not in
jtself a sufficient criterion for accuracy.

A number of models exist for’ estimating bottomhole
temperatures and wellbore temperature distributions in the
literature. Some of these have been designed for practical
application, and each includes a variety of simplifying
assumptions. The earlier, hand-solved methods tend to be the
most simplified and inaccurate. |

The bottomhéie temperature charts developed by Farris
(1941) were based solely bn measurements of the circulating
temperatures in five shallow Gulf Coast wells. Despite'the
obvious inaccuracies and ovetsimplifications involved in the
usé of the Farris charts, and their restrictive application,
the API recommendé them for determining setting schedules
for cement slurries. The severe shortcomings of these charts

prompted research into a more accurate, mathematical method

for estimating circulating temperatures.



Edwardson et al. (1962) solved the differential heat
conduction equations to estimate the formation temperature
distribution before and after circulation. However, this
work was more concerned with temperature distribution in the
formation as a result of drilling fluid circulation, and
does not allow the direct calculation of the wellbore
temperature distribution. Moreover, assumed formation
temperatu}e profiles were used at the end of circulation.

Tragesser et al.,(196§) expanded Edwardson’ s method so
as to allow for such variables as depth, pump rate, ho]é
size and so forth, but their method involved the same
limiting assumptions.

Holmes and Swift (13970) assumed steady state conditions
in the wellbore and surrounding formation, and solved the
relevant heat transfer equations analytically, using this
assumption. This method has the advantage of being simple
and more accurate than previous methods, but the assumption
of steady state heat flow is a critica’ one which is only
satisfied after impractically long circulation times.

In terms of the theoretical development of thevheat
transfer relationships for a wellbore. the work of Raymond
(1969) is the most comprehensive. It is this work that has
served as a basis for all the recent research on the
subject. He advoca%ed the use of the principle of
superposition and the Hurst and van Everdingen functions to
solve numerically for unsteady state conditions. However, he

contended that the pseudo-steady state condition was



accurate enough for all practical purposes and described an
analytical means of solving for this condition.’ |
Most recent research has dealt with means «.f solving
the unsteady state equations formulated by Raymond, or
variations on these, using finite difference techniques,
e.g. Sullivan (1970), Keller et al. (1973), Sump and
Williams (1973) and Oster (1876). The approach of Keller et
al. is the most comprehensive of these methods. As well as
solving the finite difference equations, variations in the
wellbore geometry were includéd. A further refinement was
the allowance for heat generation within the fluid column
due to friction forces and the rotational energy.
is the work of Keller et al., which itself is an
.er~ion of Raymond’'s work, that is the basis of this

resezich

P
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3. STATEMENT OF THE PROBLEM [

A review of the literature on detefmining static and
dynamic wellbore temperature distributions suggests that a
compromise must be made between accuracy and time required
to obtain the temperature distribution. The early methods
are inaccurate but the temperature data is readilybécquired;
the more recent ones are quite accurate but Nnecessitate
impractically long periods of time to obtain solutioﬁg.

A need exists for a method that is both accurate and

~fast thué enabling it to be used at thé wellsite where it
would be of greatest value. Such an application is not
p0551BTe with any of the existing means of obtaining dynam1c
temperature data, w1thout sacrificing accuracy.

This dissertation utilizes the existing theory on the
subject of wellbore transient heat. transfer to develop a
computer model that is both accurate, and by means'of a
direct solution technique, much faster than previous
mathematical methods.

The study also investigated the effect of considering
the non-Newtonian flow behaviour of the circulating medium

on the temperature profiles generated by the model.



4. THEORY AND DEVELOPMENT OF THE MODEL
The physical system, upon which this computer model(#s
based, is shown schematically in Fig. 4-1

The flow of a drilling fluid in a wellbore may be

divided into three distinct regions as follows:

1. Downward flow through the drill string.

2. Flow from the drill string fhrough the drill bit into
the annulus.

3. Upward flow through the annulus.

The temperature of the fluid in eéach region is dependent

upon a number of different thermal processes. The fluid

enters the drill pipe with a kKnown temperature and its

chghge in temperaturénis determined by the rate of thermal

convection down the fluid column and the rate of convective

heat transfer radially between the fluid, the pipe wall and

the annulus. Vertical and radial heat conduction within the

pipe wall is also present.

As the fluid flows up the annulus, its temperature is
dependent upon the rate of heat convection up the annulus,
the rate of radial conveg}ion between the annulus fluid, the
drill pipe wall and the fluid within the drill pipe, the
rate of rqdial convection between the annulus flﬁid and the
formation\or casing and the conduction through the
formation.

Since transient heat transfer is considered, the time

| of circulation has an important effect on the temperature of
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the fluid as has the heat generation within the three flow
regions due to frictional forces and the rotational energy

of the‘drijj‘ tring'and the drill bit.

-

4.1 Assumptions

) 3
To arrive at the energy balances describing the thermal

behaviour of the wellbore certain assumptions about the heat

transfer mechanisms and flow behaviour are required.

1. Flow is steady state and fully developed.

2. Flow is turbulent in the drill pipe and drill bit and
laminar in the annulus.

3. Heat transfer within the drilling fluid is by axial
convection. Axial conduction may be neglected.

4! The radial temperature gradient within the drilling
fluid may bg neglected.

5. Heat generation by viscous dissipation within the fluid
may be neglected.

6. Fluid properties such as density, thermal conductivity

and heat capacity, are independent of temperature.

@

4.2 Enerqgy Balances

The partial differential equations describing the
energy balances within the system are derived, in Appendix I.
Equation 4.1 describes the heat flow within the drill

string.



aT AT

~ ) D [ - ) = - P L
hac, sz‘ . urphp(Tp 7)) pCymre e (4.1)

The terms on the left represei.t the vertical and radial
convective heat transfer, respectively. The right hand terms
répresent the accumulation of energy within the drill string
and the energy sources, respectively.

The energy balance in the drill pipe wall is given by

Equation 4.2.

3T 2r h 2r_h '
hy — ¢ by 22 g
REPE (r2 - r2y P W (ro - rf) e
a’  p p \
: . (ﬁTW
= o C —— (42)
WOpW

The first term on the left hand side represents the vertical
heat conduction within the wall. The second and third terms
account for the radial heat transfer to the drilling fluid
inside and outside the wall. The right hand term represents
the heaf accumulation.

The energy balance in the flow annulus is expressed by

Equation 4.3.

aT
a
oqCp ‘a*;‘ + ZWF.aha(Tw - Ta) + anOhO(Tf - Ta)
aTa
- 2 - Z —
’ oCyrlrd - r3) — (4.3)



¥
The three left-hand terms represent the vertical convective
heat transfer within the fluid, radial convection be}ween
the drilling fluid and the drill pipe wall and radiai
convection between the drilling fluid and the casing or
formation, respectively. Heat ac mulation and generation

are accounted for by the two right-hand t~rms.

Equation 4.4 is a two-dimensional ti+ mal conductivity
T 3‘7T aT . o0 0T
L R L AL (4.4)
H\ ll‘ (AN f :‘t

equation representing heat flow in the formation. The two
left-hand terms account for the vertical5§nd radial
conduction, and the right-hand term accounts for the heat
accumulation.

Since the original, theoretical work of Raymond (196G
on this subject, these equations have forme . e basis of
the various thermal wellbore models that h. Deen
developed. Prior to Raymond’'s work the thermal models were
all very simplified to the extent that they were of little
value in estimating the temperature distribution with any

degree of accuracy.

-

4.3 Solution of the Partial Differential Equations. »

The solution of these equations to obtain a temperature

o+
[

distribution as a function of time is complicated and the
models developed subsequent to Raymond's paper incorpoﬁated

solution methods based on finite difference ‘~chniques. The
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solution of these fin{te difference equations all involved
iterative methods with the obvious disadvantages of long
solution times and the concurrent problems of stability and
accuracy. Kelle? et al. (1973), whose work on the subject is
the most comprehensive to date, quote a solution time of 170
seconds on a CDC 6400 for a sample problem. Obviously such a
method is impractical for any wellsite application.

In the present solution method, the wellbore and the
adjacent formation are represented by a two-dimensional,
mesh-centred grid consisting of ten radial elements and a
variable number of vertical elements depending on the well
depth, but approxjmate]x/ahe element for each 100 feet of
depth. Each of the rad{él elements corresponds to a
different portion of the wellbore cross-section rr « the
centre of the drill string into the formation. as shcw~ in
Fig. 4-2. The ten radial elements allow for a well pr_.ile
with up to three casing strings and the resulting
mesh-centred grid is of a)form simjlar to that in Fig. 4-2.
Using this grid as a basis, the above partial c¢ifferential
equations can be written in finite difference form for each
element of the grid so as to describe the transient heat
flow in that element. The finite difference equations are
written in an iﬁéiicit form and are derived in their general
form in Appendix II. Two-point forward and two-point
backward difference approximations are used to represent the
first order spatial derivatives and the time derivatives.

The second order spatial derivatives are represented by
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three-point central difference approximations.
The finite difference equations may be arranged into

the following general form for each node.

n+1 n+1 n+1 n+] n+1

557 PR T Ty T T g

i579,5-1 7 PigTian,;

= Cij (4.5)

Using a standard ordering procedure the coefficients in ghe
above general equation for each node are represented by a
pentadiagonal matrix, so that the original N x 10 block
matrix becomes a 10N x 10N band matrix of the form shown in
Fig. 4-3. ]

Having set up the band matrix, certain modifications to
it dre required . to satisfy the initial and boundary
coniﬁtions. These conditions are shown schematically in Fig.
4-4.

-Equation 4.6 describes the initial temperature
T. . = Ts + mz (4.6)

profile as being the geothermal gradient. ‘

The boundary condition at the upper surface is given by

aT B
3zlz=0 - 0O _ (4.7)

Equation 4.7, which indicates no flow of heat between the
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‘earth and the atmosphere.
The inner and outergradial boundary conditions are

described by Equations 4.8 and 4.9.

aT -

ar|r=0 - O (4.8)
aT -

arir=r, =0 (4.9)

These equations imply that no heat flows across these

boundaries.

Equation 4.10 denotes the inlet fluid temperature as

™m = 7 (4.10)

being the boundary condition at the innermost upper element.
The boundary condition along the lower surface is given

in Equation 4.11. P .

n

i,Jmx+1 (4.11)

+ .
Ts mZme+1

Equation 4.12 ensures that the temperatures are

equalized at the drill bit.

T = T = T (4.12)

Because bf this final condition, the band matrix must be

modified slightly by "folding in" the H coefficients of the

7



second and third radia]l elements of the final row. To
achieve this, two extra lower co-diagonals are required,
each with one of thé coefficients. The matrix in its final
form, incorporating the initial and final boundary
conditions, is an asymmetric, heptadiagonal band matrix.

Becau;e éfvthe potentially large storage requirements
of such a matrix, especialiy where a deep well is being
modeled, it is transformed into a band storage matrix of the
form shown in Fig. 4-5, thus reducing its size from 10N x
10N to 10N x 23. This band storage matrix is then solved by
a direct band algorithm technique involving factorization
into lower and upper triangular matrices. The details of
this method are adequately covered in the literature e.g.
| Peaceman (f973), and will not be considered here. The aétuai
solution was achieved by means of .an IMSL subroutine LEQT1B,
and is described in more detail in Appendix II1I.

When the band algorithm, direct solution method was
used for the test data in Table 4-1, the resulting annulus
temperéture profile was identical to that of Keller et al.
(1973). However, instead of requiring a solution time of 170
seconds on a CDC 6400, about 3 seconds weré\needed on an

Amdahl 4790.

4.4 The Selection of an Appropriate Rheological Mode]

The basis of any model of the drilling process is the
drilling fluid or -mud. The drilling ?]uid serves a variety
of purposes such as cooling the bit, transporting formation .

o

4
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TABLE 4.1:

REFERENCE DATA FOR THE WELLBORE THERMAL MODEL .

Drill Pipe ID (in.) 5.965
Drill Pipe OD (in.) 6.625
Drill Collar ID (in.) 2.750
Drill Collar OD (in.) © 6.750
First Casing ID (in.) 19,124
First Casing 0D (in.) 20.000
Second Casing ID (in.) 12.515
Second Casing 0D (in.) « 13.375
Third Casing ID (in.) 8.835
Third Casing 0D (in.) 9.625
Total well diameter (in.) 26.000
Open hole diameter (in.) 8.375
Total Depth (ft) 15000
Depth to top of Drill Collars (ft) 13000
Depth of First Casing Shoe (ft) 2000
Depth of Second Casing Shoe (ft) 5000
Depth of Third Casing Shoe (ft) 10000
Depth to Cement - First Csg. Annulus (ft) 0
Depth to Cement - Second Csg. Annulus (ft) 1000
Depth to Cement - Third Csg. Annulus (ft) 4500

DENSITY HEAT CAP. THERMAL COND.
Ib/cu ft Btu/1b-F Btu/hr-ft-F
Drill Pipe 487.00 0.1 25.0
Drill Collars 556.00 0.1 25.0
Casing 503.00 0.1 25.0
Drilling Fluid 74.81 0.4 1.0
Cement 186.00 0.5 0.4
Earth 165.00 0.2 1.3
Flow rate (cu ft/hr) = 1685
surface temperature (deg.F) = 59.5
Geothermal Gradient (deg.F/ft) = 0.0127
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cuttings to the surface and controlling subsurface
pressures. It is here that a fundamental question arises -
how to best model the drilling fluid rheology? Drilling
fluids have progressed from being littfe more than clay
suspensions to highly complex substances both rheologically
and'chemically. This is further compounded by the fact that
the rheology and chemistry can vary enormous ly, even durii
the course of drilling a single well, depending on
prevai]ing.circumstances. Obviously some form of consistency
must be utilized, at the cost of accuracy, as it is
completely unfeasible to design a drilling fluid programme
incorporating all the vagaries of the rheology and chemistry
of the mud.

The only valid generalization about drilling fluids is
that they are non-Newtonian. Even so, several early workers
on the subject e.g. van Olphen (1950) and Cardwell (13953)
assumed them to be Newtonian, probably due to the fact that
very little was known of non-Newtonian fluid behaviour.
Unlike Newtonian fluids,which have the constitutive equation

v

. o_m oz | (4.13)
gC

Tz ~ dr

no single constitutive equation exists to describe exactly

the relationship between the shear stress and. cshear rate of

~
—_—

all non-Newtonian materials over all ranges of shear rates.
Even if such an éguation ¢ould be developed its intricacy

would defy engineering application. Slawomirski (1975) has
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derived a constitutive equation for time independent
drilling fluids which illustrates this. A1though threé‘major
categories of non-Newtonian systems are recognized, namely,
time independent, time dependent and viscoelastic, only the
time independent sysfem has received any degree of study.
Fortunately the large majority of industrial non-Newtonian
fluids, including drilling fluids, fall into this category.
The time independent fluids can be further subdivided into
Bingham plastic, pseudoplastic and dilatant fluids. Numerous
simplified empirical "models” have been developed to relate
the shear stress to the shear rate for these fluids,
especially the pseudoplastice which constitute the largest
and probably the most importanfgclass of non-Newtonian
fluids. Skelland (1967) has summarized the most important of
these equations and the diversity of drilling fluids is such
that a particular ty?e”6f drilling fluid probably exists
that would be described by each of these models. Slawomirski
(1975) contends that the majority of drilling fluids are
thixotropic, but the equations to describe such behaviour
are'so‘comp}icated as to be inapplicable to engineering
problems. Hence it is generally accepted that drilling

fluids are typified by either the Bingham plastic

dv
- hf _z
. T, + - (4.14)

or OUstwald-deWaele power law models.
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v \"
K Z
c S . (4.15)
gc,( dr )

This simplified linearized version of the former was very
much in favour until the past decade when the advent of
complicated polymer muds and the expanding use of oil base
muds emphasized the need for the power law model. Thé power
law model is easily applied and hence the large majority of !
the research on non-Newtonian flow utiliies this model as
best typifying pseudoplastics. Bingham plastic fluids, on
the other Hand, are found only rarely, although high solids
drilling fluids are well described by this model.

When the functions of a drilling fluid are considered
it is obvious that a pseudoplastic would be the most
appropriate type of fluid. It is shear thinning so that at
the high shearing rates present at the bit, the pressure
drop is minimized, whereas at the low shear rates in the
annulus the viscosity is increased, thus enabling the large
volume of cuttings to be efficiently removed.

Aowever, using the power law model! is more a matter of
convenience than of theoretical validity, as it has certain
disadvantages. Drilling f]uiq§ typically possess a yield
value which cannot be accounfed for by this model.
Furthermore the power law model predicts infinite

viscosities and zero viscosities in e limits of very low

"and very high shear rates, respectively. Real fluids,

-]

/
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however, exhibit a finite and constant viscosity at zero
shear ~ate. The use of this model -also requires that the two
defining parameters K and n' remain constant over the entire
range of shear stress. Fortunately these limitations appear
to be unimportant for drilling applications, if the drilling
fluid properfies are assumed independent of temperature.
Nonetheless some have considered these constraints as
justification for the use of the Binghdm plastic model and
it is still used today{bespite its limitations being much
more significant than those of the power law model. The
Bingham model accounts for the yie]d values typical of most
drilling fluids, but it assumes a linear relationship
between shear stress and shear rate after an initial yield,
something that is not true of drilling fluids. Another

) ]
negative feature is that no explicit relationship can be

derived between the shear stress and the volumetric flow
rate. Furthermore the form used is a simplified, linearized

. version first proposed by Caldwel!l and Babbit (1941) and the

simplification has been shown to be erroneous Qnder certain
circumstahces by Hanks and Pratt (1967). However, the
simplified model is still used, particularly in drilling
hydraulics, without any regard to the limitations.

Recently attempts have been made to resolve the
controversy by proposing models that combine the obvious

shear thinning features qF drilling fluids with a yield

stress. The Herschel-Bulkiey model-



. i dv_ \" :
1 S R — A \ (4.16)
rz y g dr 3

has been considered but its application at the wellsite is
difficult due to the intricacy of the equations describing
the flow behaviour and the fact that no explicit
relationship exists between fhe shear stress and the
volumetric ffow rate for this-model. Zamora énd Bleier
(1977) have advocated the use of a simplified version of
this model and Robertson and Stiff (1376) derived an

i

original model for a yield-pseudoplastic

av, B
O O R’ : (4.17)

that has certain advaﬁtages over the Herschel-Bulkley model .
Whilst recognizing the attractiveness of the
yield-pseudoplastic category for drilling fluids, ?ittﬁe
wéFK has been done on the equations necessary to describe
the behaviour of such a fluid in the wellbore. For this work
it is proposed to use the power law model as being the best
A

overall compromjséj and primarily'because\thé‘vast majority

of the relevant theory in the literature is based upon this
: - -

mode 1.

N
‘
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4.5 Non-Newtonian Conveclive Heat Transfer Coefficients

The non-Newtonian behaviour of drilling fluids is
something that all previous publications on the subject of
wellbore temperature distribution have ignored. No mention
is made of any investigations to ascertain the effect of ihe
pseudoplastic;ty of a drilling fluid on the convective heat
transfer coefficients.

All previous work on this subject has used the
conventional Sieder-Tate correlation to estimate the
convective heat transfer coefficients, including Raymond
(1969) and Keller et al. (1973). Sump and Williams (1973),
whilst recognizing that the use of the Sieder-Tate
correlation. resulted in anomalously low temperatures,
modified this correlation by regressing on temperature data
from six Gulf Coast we]ls.\Their empirical relationship
resulted in modified heat transfer coefficients which they
claim give improved temperature profiles. However, the fact
that data from only six wells were used makes theif
relationship highly suspect for Qéhera] use,

Inherent in the use of the Sieder-Tate correlation is
the assumption that flow is turbulent. Whilst this is
generally the case within the drill string, it is seldom
true in the annulus. Thus, the use of the Sieder-Tate
correlation, even with the assungtion of non-Newtonian flow,
is invalid for determining annu'.'s convective heat transfer
coefficients.

Given the shortcomings of the previous work on wellbore
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temperature distributions with 1egard to the convective heat
transfer coefficients used, an investigation was carried out
to compare the heat transfer coefficients obtained from
non-Newtonian correlations with the Sieder-Tate values, and
to determine how significant is the difference between the
resulting coefficients.

An extensive review of the literature on the subject of
non-Newtonian ;onvective heat transfer coefficients revealed
a remarkable dearth of research in this area. Such
relationships that do exist are either purely empirical and
relatively simple, or analytical and invariably very
complicated. The latter usually allow for the nonisothermal
nature of such parameters as heat capacity, but their
intricacy makes their use impractical for the application
envisaged in this study. However, the empirical nature of
the simple relationships, which would be ideally suited to
this therma]ﬂmode1, means that each relationship gives a
different result, and no independent criterion exists to
determine which is the most. accurate.

The convective heat transfer coefficients obtained from
the correlations that would be of use in this study are
summarized in Tables 4-2, 4-3 and 4-4 for turbulent pipe
fiow, laminar annular flow and laminar pipe flow,
respectively. These are all empirical or semi-empirical
relationships, and none of the analytical relationships have
been included.

It is evident from Table 4-2 that twe Lakshminarayanan
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TABLE 4.2: COMPARISON OF NON-NEWTONIAN CONVECTIVE HEAT
TRANSFER COEFFICIENTS FOR TURBULENT PIPE FLOW OF POWER LAW
FLUIDS.

(1) Lakshminarayanan et al. (1976)
(2) Clapp (-1961)

(3) Non-Newtonian Sieder-Tate

{(4) Metzner and Friend (1959)

h (Btu/hr-ft2-"F)

n’ K- Re Pr (1) (2) (3) (4)
0.55 0.1586 2643  48.7  101.2  81.0  108.5  17.0
0.60 0.1321 2675 48.3  101.6  84.1 109.0  22.1
0.65 0.1100 2703 47.8  101.9  87.7 109.6  27.3
0.70 0.0946 2733 47.3  102.3  91.3  110.1 32.3
0.75 (J;f6763 2764  46.7 102.7  96.5 110.7  37.1
0.80 0.0635 2796 46.2  103.1 101.5  111.3  41.7
0.85 0.0529 2829 45.7  103.5 106.9  111.9 46.0
0.90 0.0441 2863 45.1 103.9 112.6  112.5 50.0
0.95 0.036, 2898 44.6  104.4 118.7  113.2  53.7
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TABLE 4.3: COMPARISON OF NON-NEWTONIAN CONVECTIVE HEAT
TRANSFER COEFFICIENTS FOR LAMINAR ANNULAR FLOW OF POWER LAW
FLUIDS (INNER AND OUTER WALLS RESPECTIVELY).

(1) Skelland (1967)
(2) Tanaka and Mitsuishi (1975)

NUSSELT NO. h (Btu/hr-ft2-"F)

n’' (1) (2) (1) (2)
055 a0a  3.53  7.32 5./  6.39  5.05
0.60 4.03 3.55 7.29 5.77 6.43 5.09
0.65 4.01 3.58 7.26 5.75 6.48 5.13
0.70 4.00 3.60 7.24 5.72 6.52 5.16
0.75 3.98 3.63 7.21 5.71 6.57 5.20
0.80 3.97 3.65 7.19  “5.69 6.61 5.23
0.85 3.96 3.68 7.17 5.67 6.66 5.27
0.90 3.95 3.70 7.16 5.66 6.70 4;30
0.95 3.94 3.72 7.14 5.65 6.74 5.33
Criterion for Nusselt No. (2) : > 9.1

Annular Length = 1000 ft



31

TABLE 4.4: COMPARISON OF NON-NEWTONIAN NUSSELT NUMBERS FOR

LAMINAR PIPE FLOW OF POWER LAW FLUIDS.

(1) Metzner (1965)

(2) Charm and Merrill (1959)

(3) Mizushina and Kuriwaki (1968)
(4) Bird (1959)

(5) Grigull (1956)

(6) Skelland (1967)

NUSSELT NOS.
(4)

A = B3

n’ (1) (2) (3)
0.55  6.88  8.16  72.51  a.68  aie  ala
0.60 5.81 7.99 64.71
0.65 6.74 7.86 58.50
0.70 6.69 7.75 53.47
0.75 6.64 7.66 49.32
0.80 6.60 7.59 15.86
0.85 6.56 7.53 42.92
0.0 6.52 7.48 40. 41
0.95 6.49 7.43 38.24

Pipe Length = 1000 ft

S b b b
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et al. (1976) and the non-Newtonian Sieder-Tate values
compare favourably with the Newtonian Sieder-Tate value of
113 Btu/hr-ft2-"F if the value of n’ is assumed to be
between 0.7 and 0.8, a typical value. The correlation of
Clapp (1961) has been criticized by Metzner (1965) for
experimental errors, which probably explains the
discrepancies in Table 4-2. The relationship of Metzner and
Friend (1959) is invalid in this particular study because

the necessary criterion (Equation 4.18) is not satisfied.

-R%PE—S ‘/-zf- > 5000 (4.18)
n'’:

where j
KC n' n'-1
= _p (3 +1 8v
Table 4-3 indicates a favourable comparison between the &

non-Newtonian Nusselt numbers and the Newtonian value of
4.12 for laminar flow quoted by Keller et al. (1973). This
is also the case in Table 4-4 where the use of laminar pipe
flow correlations is justified by neglecting the*radial
temperature gradient. Thus, the Nusselt number will be the
same for both the inner and outer annular walls. Several of
these correlations, namely Tanaka and Mitsﬁishi (1975),
Metzner (1965) and Charm and Merrill (1959), involve the
Graetz number which means that the Nusselt number becomes
length dependent. Since the typical dimensions of a wellbore

ensure that the flow is fully developed, such correlations
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are unsuitable. The discrepencies in the values determined
f;bm the correlation of Mizushina and Kuriwaki (1968) afe
propably due to the fact that they based their experiments
on CMC solutions, which are viscoe'~atic, nc ~seudoplastic.
As indicated in chapter 5, varia s i the -~onve ' a
heat transfer coefficients have no signif.cant ef” ¢c. on (ne
annular temperature profile. Thus, the use of Newtonian heat
trénsfer coefficients is valid. However, ine relationship of
Lakshminarayanan et al. (1976) was used in this study for

theoretical completeness and because it is the most recent

correlation. This relationship is given in Equation 4.20.

st = 0.0107Re”0-33 pp-0-67 (4.20)

The value of 4.12 was used for annular Nusselt numbers.

4.6 Calculation of the EnerdQ'Source Terms

The heat generation within the system is the result of
several different energy sources namely:
1. Rotational energy due to the work required to rotate the
drill string.
2. The workK done by the drill bit.
3. Viscous energy due to the friction losses inside the
drill pipe, drill bit and annulus.
The calculation of the thermal energy due to the first two
sources is achieved b, assuming that all the mechanical

energy input by the rotary drive is converted to thermal
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energy along the length of the drill pipe. Keller et al.
(1973) divided this energy 60% to 40% between the drill pipe
and the drill bit, respectively.

Thus, these terms will be dependent upon each
individual drilling rig, and»would be calculated by a simple
relationship between the rotating speed of the string, and
the rotary horsepower required to maintain thi. speed. The
horse power would be converted directly > ‘hermal energy.

The determination of the energy :cri re ulting from
the frictional presure losses within the -, t(er. s more
difficult. To caiculate the energy input due to the
frictional pressure losses, it is necessary to first
determine these losses in the drill string, drill bit and
annulus, which in turn, requires relationships between the
pressure drop and the known flow parameters and geometry.

It has already been shown that the rheology of drilling
fluids is adequately represented by the Ostwald deWaele

»power law model. Therefore, the appropriate relations for
determining the frictional pressure losses for power law
fluids are used in the model. Unfortunazeiy, there are a
number of such relations in the literature, and it is
necessary to select the ones most applicable to this
particular model.

An assuhption already made is that flow is turbulent in
the drill pipe and laminar in the annulus. A method is
incfudea in the model to verify that this assumption is

valid for the flow conditions pertaining at any particular
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time. The traditional criterion for establishing this is to
compare the Reynolds number with a value of 2100. The
“«

Reynolds number used is that derived by Metzner and Reed

(1855) for time ir lependent, non-Newtonian fluids.
Dnllvz_nll
Re = — (4.21)
(gen) g kg !

This may be readily modified to apply to pseudoplastic

fluids on the assumption that n’ and K remain constant.

ga

R'.,2-n'
Re = DV o (4.22)

]
8n'-1K 3n'+1\"
Zn‘

However, the selection of a Reynolds number of 2109 as the

transition value has been criticized by numerous authors.
Dodge and Metzner (1953) bave indicated that the value is a
function of n’ and of temperature. Ryan and Johnson (1959)
introduced a more useful definition of a transition
criterion, which was subsequently. modified by Hanks and
Christiansen (1962) and Hanks (1963), to enable the %
criterion to be applied to power law pseudoplastics. This

criterion is a function of n’ only and is thus independent

of temperature.
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. 2 1 [+n’
(1+3n) (W)

The use of Equation 4.23 as a transition criterion in this
model has certain advantages over the more conventienal
criterion of comparing the Réynolds anber to 2100. The
value can be determined with reasonable accuracy and can be
assumed to remain constant, provided the drilling fluid
properties remain unchanged.

Different relationships 2;e required to determine the
frictional pressure losses in the drill pipe, drill bit and

annulus, due to their different flow behaviour and geometry.

4.6.1 Drill String.

Central to anyrcalculation of pressure dr - within a
pipe is the determination of the Fanning friction factor. In
the case of a drill pipe, thisvis complicated by the fact
that the interior wall is rough, to a varying degree.
Unfortunately, v{rtually no experimental or tneoretical orkK
has been done on the subject of non-Newtonfah flow in rough
pipes and either Newtonian concepts have been used or the
pipe is considered smooth. If the former is assumed, an
estimate of the roughness height is required.

Whereas a number of ec¢. .tions exist in the literature
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to determine the Fanning friction factor for the turbulent
flow of power law fluids in a smooth pipe, Torrance (1963)
has developed the only one applicable to rough pipes.
However, its origin is purely theoretical and no

experimental work has been done to verify it. This equation

\ -

2= Ay log L + 6.0 - 205 (4.24)

)/?:'

-

is\bf similar form to the familiar &?Ruradse and von‘Kérmén
gqu%tions for Newtonian fluids. The one probiem with this
equétion is that it requires a value for the roughness
height which, for something like rusty commercial steel
pipe, would vary enormously nd - very difficult to
evaluate. Fig. 4-6 incdicatec t- t for moderately
pseudoplastic fluids (n > 0.7) tne variations in the
friction factor, calculatei by Torrance's équatioﬂf with the
roughness height is small and well within the accuracy of
the other flow parameter#. Hence, the roughness height
{tself is not a critical parameter and an average value
would suffice..Usually a roughness height of 0.0006 -inches
is used for pipe flow calculations, although this figure is
suspect for old pipe. However, on the basis of Fig. 4-6. fbr
moderately pseUdoplastic fluids, this figure would be
satisfactory.

If the laminar sub-layer is of sufficient thickness
then the assumption of smooth walls is valic. Couge and

Metzner (1959) derived an equationmfor the friction factor
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as a function of the generalized parameters first used by
Metzner and Reed (1959), which is directly applicable to

power law fluids.

1 .0 .
_— = Tog Re(f) 1 - (4.25)
JF n.0.75 n.1.2

Since then various relationships have been derived,
including one by Chen (1961) who modified the original
equation of Dodge and Metzner so as to be explicit in f.
Solutions of a number of different cguations for the
friction factorbin smooth pipes are summarized in Table 4-5,
with the theoretical values compared to the experimental
values of Bogue (1960). The relationships usea are those of
-Dodge and Metzner (1959), C%en (1961), Mohammed (1975),
Torrance (1963) and Tomita (1961), all of which are readily
solvable for f. Hahks and Ricks (1975) have recently
criticized Dodge and Metzner's Equation and propose what is
probably the best means of determining the friction factor
in smooth pibe in view of the fact that only the value of n’
need be Known, thus ensuring that the value is emperature
independent . Unfortunately the method of solution is rathér
laborious and more appropriate for design purposes. Whereas
Table 4-5 is far from being statistically conclusive, it
does indicate the validity of the Dodge-Metzner

’

relationship.
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TABLE 4.5: COMPARISOM OF FANNING FRICTION FACTOR EQUATIONS
FOR TURBULENT FLOW IN SMOOTH PIPES WITH THE EXPERIMENTAL
VALUES OF BOGUE. U

(1) Bogue (1960)

(2) Dodge and Metzner (1859)
(3) Chen (1961)

(4) Mohammed (1975)

(5) Torrance (1963)

(6) Tomita (1961)

N Re (1) (E?NNING(gTICTIOTafACTOR%S) f7?£?d
.895 98830 0.00414 0.00414 0.00400 0.00372 0.00391 0.00448
700 12137 0.00547 30580 0.00587 0.00486 0.00540 0.00717
445 12137 0.00475 0.00477 0.00482 0.00371 0.00402 0.00767
530 17374 0.00449 0.00430 0.00433 0.00349 0.00364 0.00642
465 12238 0.00435 0.00435 0.00444 0.00340 0.00363 0.00695
827 31473 0.00507 0.00508 0.00509 0.00438 0.00481 0.00574
677 8873 0.00619 0 0.00580 0.00778

.00620 0.00626 0.00503
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The determﬁnation o? the pressure drop is readily
achieved from the Fanning friction factor by means of

Equation (4.26).

2
AP = ﬁ%—L (4.26)

c

In the unlikely event that flow is laminar, the standard
pressure drop - friction factor relationship would be

utilized.

R
S

F o= ;_2_ (4.27)

~

Of these various ﬁe]ationships, Torrance’s equation for the
friction factor of rough pipes (Equation 4;24) is thé mos t
suitable, with a roughness height of’0.000G inches, in view
of the fact that it is simple, allows for roughness and is

independent of temr--ature.

4.6.2. Drill Bit

Because of the intricacy of the f]ow behaviour through
the drill bit, the methods used to determine the fluid
velocity and pressure drop through the bit have been
simplified. An Equation for determining the preésure drop
through the drill bit can be derived from the Bérnoulli
equation for flow through an orifice. Since the drill pipe’
cross-sectional area is very much larger than the nozzie
area, the orifice coefficient is assumed to equal gﬁg Ty

AN



42

discharge coefficient. The value for the discharge

coefticient is assumed to be 0.95 by Schuh (1964).
0 2
N T (o‘.“ggﬁm) (4.28)

4.6.3 Annulus

The annulus region is complicated by a number of
factors not relevant to flow in the drill pipe, namely’the
volume of rock cuttings present, a factor that is often
ignored in drilling hydraulics studies. Additional
complications are the varying annular size (Fig. 4-1) which
is often considered uniform; and the eccentricity of the
rotating pipe. In a deep well on land with all the casing
landed at the surface i.e. no liners preseat, the assumpfion
of uniform annular. size is a reasonably valid one. It
becomes more questionable where a long bottomhole assembly
is used, a 1iner6is present or in offshore wells, where the
riser and choke line are a complicating factor.

A number of methods exist in the literature for
incorporating the Sccentricity ;f'a rotating pipe into
annular flow equations. However, all assume that the
eccentricity is regular and the degree of eccentricity is
Known. Neither applies to this particular case and the
irregularity of the eccentricity necessitates that it be

neglected with regard to the derivation of the relevant flow

equations.
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o
thﬁg mentioned above, the flow behaviour in the annulus
should ideally be laminar and this is normally the case.
However, as with pipe flow, Hanks’ stability criterion
(Equation 4.23) can be applied to confirm that this is the
- case in each section of the annulus. The fact that the flow
should be laminar removes the significance of the rough
surfaces (Bowen 1961),}50 the pressure drop can be
determined by means oF’a smooth walled a;nular flow equation
of which a number exist.

The origina]‘work in this field was that of Fredrickson
and Bird (1958) which is still considered the most accurate
method of determining annulus pressure losses. Unfortunately
the exact solution for power law fluids in an annulus is
intricate unless use is made of graphs. For this reason
several at;gmpts have been made to simplify the procedure or
to derive the solution by different means. One common way |
was to modify pipé flow equations by means of the hydraulic
radius concept and although this resulted in simple
equations the validity of this concept has been subjected to
a great deal of criticism. Another more accurate, and less
controvéw;'al method, involved approximating the annulus by
twovrd‘; le’ ~lates. A number of the most applicable methbds
are comp:  © «ith the Fredrickson and Bird method in Table
4-6 by solving each using example data from Skelland (1967).
As with pipe flow equations this‘table is far from

conclusive but it does indicate that any of the methods are
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TABLE 4.6: COMPARISON OF PRESSURE DROPS OBTAINED USING
VARIOUS ANNULAR FLOW EQUATIONS TO CALCULATE THE PRESSURE

GRADIENT USING AN EXAMPLE 1IN SKELLAND (1967), PAGE 115,

(1)
(2)
(3)
(4)

(6)

Fredrickson and Bird (1958)..............

Fredrickson and Bird (

Fredrickson and Bird (" Annular S1it )...

Parallel Plate ).

.61
.54.
.20
.69
.75

.85
.50

90

Ib/ft2/ft
Ib/ft2/ft
Ib/ft2/ft
Ib/ft2/ft

-1b/ft2/ft

b/ ft2/ft
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applicable. ' However, those of Savins (1958) or the
parallel plate approximation of Fredrickson and Bird-(1958)
are the easiest to apply, the remainder involving the use of
iterative or numerical methods of solution. It is the
parallel plate approximation of Fredrickson and Bird (1958)
that is used in this study in view of the fact that the
geometry of the system being modeled is such t“at the
parallel plate approximation is valid for the énnulus.

(Equation 4.29)

a (rg = radg. [ an'(ry + r)(ry - r,)

Thus, the frictional pressure losses may be determined
for the drill string, drill bit and annulus using equations
4.26, 4.28 and 4.29, respectively. The sum of these
frictionalypressure losses should equa]vthe pump circulating
pressure less'the frictional pressure losses in the surface
connections. From the pump circulating pressure, flow rate
and mechanical efficiency, the input horsepower is
calculated by £quation 4.30 and divided between the drill
s}ring, drill bit and annulus by the ratios of their

-

respective frictional pressure losses.

W = —A4Pge (4.30) .
1.98 x 10° R

' The annular flow equatipn derived by Mishra and Mishra -
contains a typing error which has been allowed for in Table
4-6. Skelland’'s solution ‘is wrong and has been corrected by
Mishra and Mishra. : '
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These values are converted from thermal to mechanical energy

by Equation 4.31,
E = 2544.9 HP (4.31)
1

and added to the energy values already determined for the
work done at the drill bit and the work required to rotate
the drill string.

The resulting values are the endgrgy source terms used

in the model.



g 5. DISCUSSION OF RESULTS

Once the computer model had been designed and made
operational, it was used to simulate wellbore temperature
distributions under a variety of conditions. Two versions of
the computer program were used, namely:

1. A "full scale" model incorporating a full wéll
completion of up to three casing strings and using the
data in Table 4-1 to give a reference temperature
distribution. —

2. A "simplified" mode] which neglected the we]l~zgﬁbletion
and assumed a uniform hydraulic radius withﬂneiiher
casing nor cement present. The relevént data in Table
4-1 were also used by this model to produce a second
reference temperature distribution. »

The annulus temperature profiles for the two different

versions are shown in Fig. 5-1.

5.1 Comparison with Previous Models

It is not possible to compare the annulus tempeﬁature
profiles generated by this model, with those for most
previous modgls because the respeétive authors have not
included sufficient data. Often values are not given for |
‘parametefs which are shown later in this chapter to be very
significant, e.g. Raymond (1968) includes all data except
the fluid heat capacity, which is shown to be the most

Al

47
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significant parameter of all in terms of its influence on
the temperature profile.

The only models which allow direct comparison are those
of Holmes and Swift (1976) and Keller et al. (1973). Since-
this model is essentially the Keller et al. model but with a
much improved solution procedure, the annulus temperature
profiles are very similar. Fig. 5-1 shows a compar i son
between the temperature profile of Hglmes and Swift and the
two versions of this model. It is evident that the steady
state model of Holmes and Swift is in poor agreement with
the unsteady state mode! developed by Keller et al. -and
extended in this work. it is further evident that the added
improvement, of considering casing stringé and alterations
in the hydraulic radius, has only a marginal effect on the
annulus temperature profile. The annulus temperature
profiles generated by the two versions differ by a maximum
temperature of 5°F, and the bottomhole temperatures are
almost equal.

The annulus temperature profil- for the two versions
of this model in Fig. 5-1 do not include heat generation
within the system in view of the fact that the energy
sources were ignored by Holmes and Swift. If heat generation
is included in the two unsteady state temperature profiles,
as Keller et aI. appear to have done in their comparison
(Keller et al. Fig. 2), the bottomhole temperatures are
almost identical for the data iﬁ Table 4-1. However, in this

study (see Fig. 5-1) it was found that the Holmes and Swift

Y
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annulus temperature profile continuously diverges from the
unsteady state temperature profile up the annulus, and the
outlet temperatures differ by about 20°F. This contradicts
Keller et al. Fig. 2 in their work indicates similar outlet
temperatures for the unsteady state temperature profile and
the Holmes and SWift temperature profile. Whether energy
sources are included or not, agreement between the steady
state Holmes and Swift annulus temperature profile and the
uhsteady state annulus temperature profiles of this model is
very poor. This is not altogether surprising considering
that Holmes and Swift used different and simpler equations
to 'describe the wellbore heét flow, and consequeritly were
able to use an analytical solution.

It should be noted that where a long string of drill
collars is present, this must be allowed for in calculating
the frictioha] préssure losses for the drill string and
annulus in the "simplified" model. Large errors may occur in
the respective energy source terms if only the drill pipe
were considered.

The effects of considering the energy sources in the
system are shown in Fig. 5-2 and aéree closely with a
similar graph in the paper of Keller et al. Fig. 5-2
confirms the necessity of including energy sources in any
model that attempts to estimate such temperature
distributions, in view.of the fact that there is an error o%é
about 30°F in theé bottomhole temperature when heat

generation is ignored.
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5.2 Parametric Sensitivity Analysis

The major advantage in carrying out such an analysis is
to ascertain to what extent variations in a particular
parameter will affect the temperature distribution in the
wellbore. This is of special importance where the particular

Ry
parameter is one thajcHlls

instead musj be' givert Mhed value. In such a case, the

”,’ffhis barameter would affect

degree to wHich va
- . .

the temperaturqvindﬂc. ,ow)impoéiant is an accurate value

for the parameter. It aisgipPOVides é/aualitative estimate
of the error inheren! in the model caused by using assumed
values. Such parameters would be those rciating to the
earth, such as the geothermal gradient.

Some parameters which have a strong influence on the
temperéture distribution can be directly and accurately
evaluated, e.g. circulating time, depth, geometry and
drilling fluid characteristics. Such an analysis is
therefore less important with regard to these parameters,
but nonetheless pertinent in view of the fact that it can be
used to judge the validity of assuming some of them td
remain constant e.g. the drilling fluid properties.

Any model of such an imprecise ana complicated an
operation as drilling a well must, by necessity, be a
simplification. The fewer the simp]ificafions and
assumptions, the more accurate the model. Unfor tunately,
there is no physical means of measuring the dynamic

temperature profile in a well.'ﬁhd hence there is no
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independent way of assessing the accuracy of the model. For

this reason, any variation in a parameter that caused a

maximum deviation in the annulus temperature profile of less

than 5°F was considered inSignificant. It should be noted
that interaction between parameters was ignored and that if
several of the parameters were varied simultaneously, it is
possibI% that, whereas individually such variation had an
insignificant effect, the sum effect could be significant.

With regard to the actual design of the computer
program,‘the following observations were made.

1. The use of double precision arithmetic instead of single
precision, had no effect on the resulting annulus
temperature profiles, thus permitting a 100% redur tion
in the computer memory storage requirements.

2. The number of time steps used had no effect on the
solution, which is to be expected from a direct,
implicit solution method.

3. The size and number of the vertical elements in the -
matrix had an insignificaQLfe%fect on the annulus
temperature profile for a 15,000 feet well as long as
the elements were less than 500 feet in size. It was
observed that, in genéral, the vertical element size had
to be less than 3% of the total well depth to ensure
that the annulus temperature profile remained
independent of the vertical element size.

4. The optimum size and number of the radial elements in

the matrix was more difficulf to assess. If the radius
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of the external radial boundary is too small then there
will be heat buildup along this boundary because of the
external radial boundary condition, which prohibits the
flow of heat across the boundary into the surrounaing
formation. Long circulation times or excessive heat
generation will cause the radial temperature gradient to
intersect the external boundary before ‘the gradient has
achieved a constant temperature Teg radial elements
were arbitrarily used by Keller et él. (1973), of which
the first seven were spaced in such a way as to
represent the various individual sections of the

wel lbore (Fig. 4-2) and the remaining threeygjfgﬂjggw
represent the earth. The same arrangement was used in
this work with the three outer radiq]delements being
each two feet wide, so as to saf;gfy the external radial
boundary condition. Varying the size of. these threé
outer elements within one order of magnitude haé,ﬁo
significant effect on the annulus temperature pré@i]e
provided there was no heat buildup along the boundary.
However, with the simplified version of the model the
radial element size is much more important in view of
the fact that only the first three elements can be
spaced to coincide with the physical dimensions of the
pipe and ahnu]us Reducing the number of radial elements
had an adverse eff&ct on the annulus temperature .
proflle, as did alterations in their size. If the seven

outer elements are all of the same size, the optimum

,\7



size ls the minimum to satisfy the external radial
boundary condition for a given circulation time.
Unfortunately, increasing the circulati?n time will
cause a heat buildup along the boundary and consequently
create discrepancies in the annulus temperature profile.
This situatior was avoided by nreducing the size of the
fourth to seventh elements and fixing the size of the
three outedmpst elements at 2 feet each. This closely
approximates the real case where casing strings are
present. It was found that the closest agreement between
the 1?b5 versions was achieved when the fourth to seventh
elements were each 0.5 feet in width and the three outer
elements were each twd feet in width. Not cnly was the

annulus temperature profile insensitive to changes in

the element size for this case, but no heat buxldup

’;4. Occuéred'along the external boundary, irrespective of -
@t "Gk ‘latfivgn time.
v .The . iﬁﬂﬁﬂgf‘tate model of Holmes and Swift has already

 ‘to be inadequate. A more meaningful
”:acigen of steady state and unsteady state annulus e

.\°%J;Jtuup profiles is achieved in Fig. 5-3 where an
l:;fsumed steady state annulus temperature profile was
“‘generated by solving the model for a circulation time of
; 000 hour's . Not’only is this profile completely

i “different from that of Holmes and Swift, but it further
;nﬁ supports the contentlon that the steady state

approxlmation of wellbore heat transfer is not
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justified. Even after circulating for 100 hours, the
maximum feasible time of continuous circulation likely
for any bit run, the bottomhole temperature c¢i ered
from the steady state one by almost 20°F.

An anomaly appears to exist betwnpn Fig. 2 and Fig.
3 in the work of Keller et al. Whereas Fig. 3 in their
work agreel“closely with Fig. 5-3 in this study, no
agreement exists between the 24 hour temperature
profrlei in their two figures. The data used to generate

Fig 2 and Fig. 3 are presumably the same so the 24 hour

insufficient detail is included in their paper to ,
explain the anoma.  The unsteady state proflles show:h“
in Fig. 2 of Keller’s paper could not be reproduced by
the model developed in this study, although the curves
in Fig. 3 of Keller’'s pPaper could be reproduced, as
.shown in Fig. 5-3. v
The following paraméters were found to have a s1gnif1cant
influence on the annulus temperature profile,
1. Drilling fluid heat capaci ty A
Increasing or decreasing this 5arameter‘by 50%, which
covers the range of values quoted in the literature,
resulted in large variations in the annulus temperature
pﬁofile as«shown in Fig. 5- ~4. Since a smal] change in

the value of this parameter results in a large

k4

.

L4
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alteration in the annulus temperature profile, and as
the variation of this parameter within the system cannot
be accurately assessed, it is highly significant.
Orilling fluid density
Increasing the fluid density from 75 1b/ft3 to 100 .
b/ft3 decreased the bottomhole temperature by 22°F,
whilst increasing it to 120 1b/ft3 decreased the
bottomhole temperature by 38°F. The resulting annulus
tehpeyature profiles are shown in Fig. 5-5. Although Ehe
fluid density is known with reasonable accuracy upon )
entering the system, its variations within the system”’
are not. In particular, the fluid density in the annulus
will increase due to the drill cuttings. The magnitude
of this increase will depend on the drilling hgfe, the
hydraulic radius and the circulation rate and é!!\be

determined approximately from Equation 5.1.

2
X "o
Pty (,.2_ rz) i
- \o~ 'a
pa = ( e (5.])

0
rl Z

o~ Ta
The effect of thisvincrease is shown in Fig. 5-6 and
obviously should not be ignored, as-‘has been the case
with al]'previous mode s, ﬂ

The range of fluid denéities considered in Figs.
5.5 and 5;6 reflects the maximum likely fluctuation in

densities due to gas or water influx to the annulus or

4
T

TN : L
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drill cuttings buildup in *he annulus.

Fluid flow rate

A 25% decrease in the flow rate resulted in a 25 °F
increase in the bottomhole temperature. Increasing the
flow rate by 25% resulted in a 20°F decrease in the
bottomhole temperature. Although the flow rate has a
significant effect on the annulus temperature profile
(Fig. 5-7 ) it can be accurately measured.

Qeothermal gradient

Alterations in the geothermal gradient have a marked
effect on the annulus tgmperature profile as shown in
Fig. 5-8. Although thfgfbarameter will remain constant
for a particular well, it cannot be known with any

degree of accuracy. Fig. 5-8 indicates that a poor

~"assumption of the value of the geothermal gradient will

cause errors in the annulus temperature profile. The
range of values in Fig. 5-8 is representative of the
values quoted in the literature. |

Earth thermal conductivity

A four-fold variation in the value for the earth's

tthéhmalﬁconductivity had a significant effect on the

annulus temperature profile as shown in Fig. 5-9.
Reducing it by 400% decreased the bottomhole temperature
by 20°F, whilst increasing it by 400% had only a slight
effect on the annulus temperature profile. Although a
400% alteration in this parameter within a wellbore is

highly unlikely, it represents the complete ange of
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possible thermal conductivities. It is a parameter that
cannot be measured directly and Fig. 5-9 indicates that
a reasonable estimate of the earth’'s thermal
conductivity is required.

Hydraulic radius

Fig. 5-10 indicates that the annulus temperature profile
is relatively insensitive to this parameter with a
maximum variation in the annulus temperature profile of
onut 10°F. This is further Justification for the use of
tHé "simplified" version of the model in view of the
fact that it assumes a uniform hydr 1+ ic radius. T
variationsgin the hydraulic radius in Fig. 5-9 are Bver
the length of the well and the assumption of a constant
value would iﬁvolvq a much smaller error in the annulus
temperature profile.

Inlet fluid temperature

This can be accurately measured although Fig. 5-11
indicates that‘it must be continuously monitored during
the operatién of the model at the wellsite to enéure

that the annulus temperature profiles are accurate.

Reasonablé variations in the earth density and specific
heat, the drilling fluid thermal conductivity, the

convective heat trangfer coefficients and the drill pipe

density and thermal properties, had no significant effect on

the annulus temperature profile.
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5.3~Valtdijy of the Assumptions

There is no evidence from this work to suggest that any
of the major assumptions enumerated in Chapter 4 are
. invalid. Given the physical geometry of the system‘being
%5nndeled. they are all logical assumptions and the problem is
greatly simplified as a result. 1 .
‘However, the final assumption, namely thatythe fluid
: broperties are independent of temperature, is open to
question. It is evident frem Figs. 5.4 and 5.5 that the
fluid specific heat and flyid density have .a significant
_effect on the temperature distribution. No investigation was
carrled out to assess the extent to which these parameters
are affected by temperature and until this is done, the
valid1ty of this assumpt1on must remain in doubt. |
with regard to the assumptions made by previous
workers. the implied assumption of Newtonian flow behaviour
,1s valid from both the point of view of convective heat-
‘transfer coeffjcients and the calculation of the energy
\\brce terms. Although this assumptlon gives increased
fii values for the frictional pressure in the driT1 pipe and the
annulus, and hence energy source terms, the error causes an-
iinaigniftcant alteration 1n the annulus temperature profile.
' The assumption of steady state heat transfer and
an the energy sources in the system. have already been
shown: to be unjustified.” = = ’
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5.4 Wellsite Operation of the Model

Information on the wellbore temperature distribution is
most likely to be required after the surface and conductor
casing strings have been set. The operation of this modelr
would be most suited to periods of constant drilling through
thick, uniform formations, a situation most likely to occur
after several thousands of feet have been drilled. Because
the initial temperatures in theksystem are assumed to be the
geothermal gradient, this will only be valid prior to the
commencement of.drilling when the temperature -~o¢ Te will
not have been disturbed Thus,&for the operati. i the ‘
model to begin at some point dur1ng the drilllng of

i!!feﬁ

well, anwestimate must be made of the 1n1t1al temper

Y . -2 v

If the operation of - fhi:ncomputer mode) is assumed to
’\J
commence after a casing string has been set a logical

starting po1nt, then two ogzions ex1st for determlning the

initial temperatures. Either the static bottomhole

temperature obtained from a logging tool could be used tq
give a “pseudo-geothermal gradient”, or if sufficient time
had elapsed since the 1ast period of circulation, the

temperature distribution in the wellbore 'would have reverted

'approximately to the geothermal gradient. Fig. 5-12

indicates that the annulus temperature profile reverts

almost to the geothermal - gradient after about 2 days without

circulation. This is about the minimum time required to run

-

a casing string.
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‘For the static osse, heat transfer is by radial and
vertical conduction'cnly and convection is negligible. Thus,
the third assumption ih Chapter 4 is no longer valid am%
Equations 4.1 and'4.§ should be modified accordingly. This

was not done and instead?th§4flow rate, heat generation and

N

convective heat transfer coeffioiéﬁts were reduced to zero.

‘Hence, Fig. 5-12 is dhly an approK?matlon 2,

‘\»
The computer progranfshoul 1a{ed when
R
circulation first commences after a casimg run with eltger

the geothermat grad1ent or th@hgrag1ent obta1ned from a

1ogg1nggﬁool bottomhole temperature USed aSuthe 1n1t1a1
y . R &
temperature prof1le )
S e A

Och .the computer program has commenced generating

temperature data, it may be leFt to run continuously,

® A

v_obta1n1ng the necessary data from elegfronic sensors after
predetermmeq time 1ntervals haveﬁ;sed Henqe. the
'§a11edt dr i-lW¥hg parameters such as flow rate drilling
fluid density, and dr1ll1ng fluid inlet temperatu;e can - be
continuously updated. Should a means be available to i
accurately measure- the drilTind fluid heat capacity at the
wellsite, this parameter should also be»updatedr\In fact it
is. an essentia] requirement for the accurate oberation”of
this model. If drilling ceasesﬂ this can be'atlowed for by
cahsidering the flow rate, heat generation and the

convective heat transfer coefficients as being eqdéi?ﬁo

Zero.

$

R4

\
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2. The following parameters have a sign1ficant effect on

6. SUMMARY AND CONC SIONS

i e

The - mary objective of this uork was to develop a
computer 1 del that estimates the temperafure distribétion
in a wellbore both accurately and quickly. This mode] was
then used to examine the validity of the assumptions made in
thts and previous models, and to investigate the
significance of the parameters Jn terms of their effect on
the temperature distribution. The results of tNis
1nvest1gatlon contradicted, 1n sevqral 1‘s¢ances,
conclusions reached by prev1ous workers.

The maJor conclusions og this study are as follows:

M. Us1ng a band algor1thm /d1rect solution technique to

solye the f1n1te difference ‘equations describing the '
transient heat flow in a wellbore, a solutﬁon time of
about 3 seconds was required on the University of ’
Alberta -8 Amdahl 470 comﬁuter as compared to 170 seconds
on a CDC 6400 quoted by Keller et al. (1973). The Amdahl
‘470 is abprox1matély five times faster than the CDC |
6460 so- the solution ‘method used kn this work is an "
1Prder of magﬁitude faster than the method used by’ Keller@

et al.

~ the wellbore temperature distribution.
a. drilling fluid heat capacity : \
b. drilling fluid density . o . K
c. drilling fluid flow rate : -
. | 4.’,‘ | | : -
, ’s .
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d. drilling fluid inlet temperature

e. geothermal gradient

f. therma! conductivity of the earth

g. time of circulation

h. depth N
3. Ener%z generation within the s;sten must be allowed for.
4. The allowance for a numbes of casing strings and a

" string of drill collars is unnecessary, and a wellbore

of uniform hydraulic radius is adequate.

5. The assumption of steady state wellbore heat transfer is

: R $e we"
W ﬁﬁ(unwarranted _
t-."‘_ ,‘0 » « -
6.1 Suggestions for Fugther ?ﬂ%earch o ol .
Variations .in tme drilling f,liﬁd dehsity and heat - b "

capacity have a Significant effect on the wel]bore ’
temperature distribution However, one of the assumptions

made in this study is that the fiu1d properties remain

1cgg§tant, thus SImplifying the partial differential

equations describing the wellbore heat transfer If in fact

these two parameters are ngt temperature invariant, then the .

tempeFature-distributien will be affecled, and errors will

occur.

r

It {s therefore recommended that the
Ttempérifure-dependent behaviOUr*of'these two parameters be

investigated 'acertain whether the increased accuracy of
n
allowing for -this Lehaviour justifies the increased

intricacy of the partial 'differential equations and their

an

subsequent solution.
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It is also essential that a means be available at the
wells1te to accurately measure the dr1lling fluid heat
capac1ty. This would c0nsdbtute part of the standard
prpcedure for measuring the fluid properties. An

investigation into some simple method of obta1n1ng this @

information would be of value. 4
~There are no means available to measure the annulus
temperature profile nor the dynamic bottomhole temperature.
SO no means exist {for determmmg Qtrwow prec1sely this, or-
prev10us meeels predict actual temperatures in the field.
The only temperatures that can be measured in the field are

temperatures. However, in view of

“the’ inlet and outletwfl -‘,'
- the fact that the model w111 est1matggﬂH§~annulus surface
temperatures, SOme 1dea of its accuracy could be obtained by
comparing the measured annulus out iet. temperatures with
those obtained from the model. .

The model also‘allows for the estimation of
temperatures during periods of no flow, so the bottomhole
temperature in the wellbore after a per10d of c1rculat1on |
which may be obtained from a logging tool, - should be
estimated by the model. The cdmparison between these values
will provide further }Dﬁgrmation pn the accuracy of the

r-esel, o .
: . . . n T
B e
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APPENDIX 1 Sl
DERIVATJON OF THE PARTIAL DIFFERENTIAL EQUATIONS DESCRIBING .
MHE TRANSIENT MEAT FLOW IN A WELLBORE .q




The differential element used to derive the partial
differential equations describing the transient heat flow

in a wellbore is depicted below.

\

~
~
~
) @ T ,.‘" . .
“ a Do e -
. 7T .
Ayl W .
T
P
Q. ¢
. Q ! ‘,' .
~ - [\ P - .~ -
~ . . : . -~
~U
N \\Sg/’I\\\r”J Q2442
Y .

.QLz+Az

13 : .
'The energy balance on the incremental volume may be
expressed as follows -~ |
. . ) ~ T ' . :
“Input + Generation - = OQutput + Accumulation
| . : : A d
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FLUID IN THE DRILL PIPE:

. e
. %
+ Qp z = qupr|Z+AZ. + 2nr_h (T]D- TN)AZ

pqCyT p'p

plz

2 (1r25C :
t T (nrpprTpAz) (A.1.1)

o ST+ 2er h (T T
QpAz = pqt‘,’p(TplZ+AZ T%Z) +2nrphp(’fp Tw)Az

LA . \
: gy 2 2 Y -
by e o 3t (THpCyTpe?) o | (A.1.2)
« “Dividing thraugh b'y Az: ) S
o Ty 24az = Tol) SR
‘ o piztaz _ plz’ . -
% 7 PG Az - 2o (Tp W
- 9 L a , . ~ . A - . . '
+ 2 2 ‘ (A.1.3
(T AN
Taking limigg as az. >0 L Jp—
. s : . R ‘ w B v
' aT . - o aT . P '
L 4 T -T,) = -pCarz —£ .+ q, A.1.4)
qup'BZ Zvrphp(Tp Tw) - P p'n'r‘p 5T Qp . ( )
v e . .
) k J
" DRILL PIPE WALL: T
' . i) L4 - i ‘ - / ] é

2 . p2 = 2o f(p2 - p2 5 - .
"("'a r'P)qlz:_ Tl rp)q'zﬂsz w}2""'aha(T.a Tylaz
. : 3 ‘
+ Z"rPhP(ITP‘ - Tw)Azk + 3 [w(?‘g - rzp.)pwcprwAZ]

(A-.iv.s)

-

Rearranginy t o .

0 = ("; "'3_”‘1|2+Xz - (3 -:‘ré)q'z +.2raha,ETa - Tylaz

‘ . - ) A
, ‘ : . : 2T ST ’
- + ’erhp(Tp - AI")AZ +ox [(r2 - P:;)pwcp"TwAZJ . (A.1.6)
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Taking 1imits as az » 0

aT
a
qup 3’2— + 2nraha(Tw - Ta) + 2nr0h0(Tf - T\‘l)
B]a
= A Soaopl)y 9
‘Cpn(r‘o ra) T (A.].]Z)
FORMATION:

The general energy equation for a two-dimensional system,
neglecting the radial temperature gradient an ‘scous dissipation,

may be written as -

3T 3T k 3T AT
f f . 5fo f f
ot VT T T <r37> e (A.1.13)
VZ = 0 in the formation
Therefore
32T 32T 3T o C 3T
f fo, 1 2 Prpr
3z? ! ar? for e f ot (114
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Writing the partial differential equations derived in
Appendix I in finite difference form involves representing the first
order derivatives by two-point forward and backward difference
approximations, and the second order derivatives by three-point centred
difference approximations.

The four partial differential equations can t. w

implicit finite difference form for each vertical elemen.

thickness Azj' « © atime step of At as follows -
ax
FLUID IN THE DRILL Pi+f:
(Tn*l Tn+1>
PRUREEN )
sQCp 2 ) + 2nr_h <T2,j-T],'
hV4 : ,
J \ \ //
~ \ .
n+l n Sy
Ty
= - -r.oC fal + Q (A.2.1)
~p t p
DRI ' PI7v. WALL:
a4 n+1
“ |\T2,541 ng) ) (Tz,i‘ Tz,w)
A5 oz AZ ~
j+0.5 - Jj-0.5
= h +1 +1 2r_ h + +
e () - ()
2 . p2 ’ ’ 2 2 ’ ’
(ra rp) (ra rp)
n+1
- L QZ,J - T;,J) (A.2.2)
Pw"pw ‘ c
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FLUID IN THE ANNULUS

(Tn+] Tn+])
- : + +]
qc, At Ly o <T” boqn

2, 3,J>

+
(Tg [ Tg )
= a(r? - rg)on 2J NV Qa (A.2.3)
At '
FORMATION:
n+l n+l n+1 n+1
aZT (l . - T .) Q. . - T- . )
£ [\ " Tl \Tiyy Ty (A.2.8)
2 AZ
3z J AZJ‘+0.5 AZJ-O.S

~
5|
=N
NN
-3
@
3=
—h
S——
i
=~

f 4 3 5
[ {E[ri-o.s r (Tios) = Tiso5 57 (T1’+0.5)]}

(" ‘ , (A.2.5)

3 <§Ii-0 5) = &F T,y - T5) (A.2.6)
\
a (Tivo.s) = ar (T = Tog) o (2.7)
ar ' i+0.5 ar M i+] $C.
From Fourier's Law
dT (T -T,)
__1"._]___1_. (A.2.8)

- f . )
T ATk T PMigus kr )

41 = Ty
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For radial heat flow

2 k (T, - T,) 2 k(T -T,)
q = — 1 2 . i ] (A.2.9)
]n(rz/r]) n ( 1+1)
r
i
Equating Equations A.2.8 and A.2.9
r -r,
_ i+1] i
ri0.5 - — (A.2.10)
n i+]
"
Al
r. r,
_ i i-1
ri.o0.s5 - -————7?—*‘ (A.2.11)
In -
i-1
Substituting into Equation A.2.5
ﬁirff-)=kf L (T, - T
r ar ar riar f. (ﬁri i-1 i’
In
i1
(T - T.) (A.2.12)
el i i+] T
In 14
r

Therefore
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\\\
2r + (21&- 7)ar

Width of éach of the external radial elements

<10

89

(A.2.13)
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The linear system of equations describing the transient
heat flow in the wellbore is expressed in matrix form in
Equation A.3.1

[A].{T} = {C} (A.3.1)
where A:is the coefficient matrix in band storage form, T is
the unknown temperature vector at the new time level and C
is the vector gon%aining the right hand sides of the
equations. \\\

Solution of ;h uation to obtain the values bf the T
vector is achieved by"s of the International Mathematics
and Statistics Library (IMSL) subroutine LEQT1B. This
subroutine solves the general equation A.3.2 by first
factorizing the coefficient matrix into lower and upper
triangular matrices.

[(A].[X] = [B] ' (A.3.2)
It then solves for each element of fhe unknown matrix X by
backward substitution.

In the specific case being considered here, the
matrices X and B are replaced by vectors T and C,
respectively.

The sample output included in Appendix IV was obtained
from the data of Table 4-1. Once the computer program had
calculated the coefficients in matrix A and the right hand
terms contained in vector C, LEQT1B was used to solve
Equation A.3.2 for T.

The pafameter list of subroutine LEQT1B, with a brief

®

definition of of the parameters and the correspbnding
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value of the parameter for this particular example, are

given below.

Parameter Definition Value
A Coefficient matrix
N Order of matri* A 1560
NLC Number of lower codiagonals 12
NUC Number of upper codiagonals 10
IA Number of rows in A 1560
B Right hand side matrix
M Number of columns in B 1
IB Number of rows in B 1560
1J0B Operation flag (see below) o 0
XL Work area of minimum size N x (NLC + 1) 21000
IER Error parameter in output ‘

The mesh-centred grid representing the 15,000 feet
wellbore is composed of 156 vertical elements and 10 radial
elements. After the steps outlined in Chapter 3 have been
carried out, this is transformed into a 1560 x 21 band
storage matrix. The addition of tﬁertwo extra columns to
allow for the equalization of temperatures at the drill bit
increases the band storage matrix to 1560 x 23 elements.
Thus, the coefficient matrix A, in band storage form,
comprises 1560 rows, 12 columns to the left of the main
diagonal and 10 columns to the right of the main diagonal.

When the operation flag 1J0OB is zero, the complete



93

solution procedure is carried out with the solution matrix
replacing the right hand side matrix on output. In this
case, the solution vector T replaces the right hand side
vector C which then contains-the new temperatures.

[f IJOB = 1, only the factorization occurs and if 1JMB

2, only the backward substijtution takes place. Hence, 1JOB

2 presupposes that LEQT1B has already been caltled with
IdOB = 1 or 0.



