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Chapter 1. Introduction

A s information and communications technology becomes used in more and more 

spheres of human activity, and becomes even more ubiquitous and integrated into 

our everyday lives, there is attention being focused (quite naturally) on ensuring that 

these technologies and services are resilient. In virtually any engineered system, 

accidental failures are inevitable. Deliberate sabotage, while much rarer, is still possible 

in many cases. To ensure resilience, the systems we design must be able to cope with 

such failures, and ideally, do so in a way that completely insulates users from knowing 

that a failure even occurred.

1.1. Importance of Transport Networking

What may not be universally appreciated or apparent is the importance of the 

underlying transport networks that enable all the communication services we routinely 

enjoy. These networks are responsible for moving over distances the huge quantities of 

data aggregated from our collections of computers, cell phones, digital assistants, and 

more. They have incredible capacities and the actual level of aggregation and 

multiplexing might be surprising to many end users.

Historically, long-distance transport services were implemented through the use of 

terrestrial microwave or satellite transmission. Such methods had more limited capacity, 

but were the best available technology at the time. The later development of fiber-optic 

transmission media unlocked large quantities of new bandwidth, but also led to increased 

interest in survivability because of the greater concentration of traffic on one medium and 

the inherent vulnerability of fiber -  it was not previously possible to “cut” the free space 

between microwave towers [1]. The resilience of optical transport networks is thus a 

crucial factor in their design, especially as more and more kilometers of fiber are 

deployed. If neglected, the consequences can potentially be severe.

In January 2003, a cargo ship navigating the Gulf of St. Lawrence decided to drop 

anchor (as related in [2]). Unfortunately the location where it did so coincided with the 

location of an underwater cable belonging to TELUS. Outage ensued until a backup link, 

under construction at the time, could be brought online four days later. The original

1
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cable was not repaired for almost two weeks. Ship anchors were also suspected in the 

damage of two much larger transcontinental cables, which carried a large portion of the 

Internet traffic from Asia to the United States [3], As the article says, “Internet traffic in 

Asia was almost at a stand-still” [3]. Another transcontinental cable outage (with an 

unknown cause), this time in the Atlantic, was reported in [4], and here, because the cable 

was part of a survivable ring (more about rings later), the affected traffic should have 

been successfully rerouted. However, as [4] explains, a prior fault on the same ring had 

already occurred earlier in the month, and had not yet been repaired. This is a practical 

and very recent example of a dual-failure scenario that managed to affect the 

functionality of a network, even when single-failure survivability was assured.

Disasters on land can have a big impact too. Reference [5] describes a cable break in 

New York City that “cut off long-distance phone calls to much of the East Coast” and 

caused some Internet service providers (ISPs) to lose “up to 88 percent of their data 

during the early hours of the outage” [5], In another incident, a train crash inside a tunnel 

was responsible for a major slowdown in the Internet as well. As a news report 

explained, “The subsequent fire severed cables and burnt through a massive Internet pipe 

serving seven of the biggest US Internet Service Providers” [6],

It is also worth noting that the failures just outlined are all quite recent (all within the 

last six years, and many more recent than that). While these anecdotes have been taken 

from news services, there are many articles on network survivability with a more 

academic flavor as well. These include [1],[7],[8] which approach the topic more from a 

legacy SONET/PSTN perspective along with more recent articles such as 

[9],[10],[11],[12],

With the importance of network survivability thus established more firmly with real- 

life examples, we can also motivate the continuing development of resilience methods by 

citing two other factors. The first, which is increasing in importance with the ubiquity of 

the Internet, is demand uncertainty. As [13] explains, “Networks are planned over a 

horizon of up to 5 years. It is now very difficult to predict exactly where the network will 

be in five years time in terms of traffic growth and distribution, technologies available to 

deploy, and demand for bandwidth.” A very natural conclusion in the face of such 

uncertainty is that network design methods (including design for survivability) will need
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to transition to being even more robust and flexible than they presently are. Another 

reason why work on enhanced survivability is important is the economic and social 

aspect. The capacity growth that remains ahead can occur at a lower cost if more 

efficient protection and restoration methods are used, which can then result in lower costs 

for end users, hence accelerating the development of new network technologies and 

services, and in general, increasing the usefulness of the network to society.

1.2. Synopsis and Highlights

A recently discovered network protection method, called /^-cycles, is attracting 

growing interest from the scientific, vendor, and telecom carrier communities. In this 

thesis, in addition to a thorough literature review, we present investigations into four 

timely areas of p -cycle theory and design that have recently come to our attention.

The first of these is in response to published work on Hamiltonian /(-cycles and aims, 

in general, to show the limited applicability of this method, but while still examining it 

further from a research standpoint. We looked at the role of Hamiltonian p -cycles in a 

capacitated design and their cost compared to designs with a mixture of optimally 

selected large and small cycles. After looking at the /(-cycle approach in environments 

with homogeneous and non-homogeneous capacity, we suggested a semi-homogeneous 

type of /(-cycle network that exactly achieves a well-known lower bound for any type of 

span-restorable network. This work appears in Chapter 4, which is the first of the four 

research-oriented chapters in this thesis.

Inspired by the idea of ring-mesh hybrids in the literature, we then proceeded (in 

Chapter 5) to propose a new design framework for networks incorporating the 1+1 APS, 

/(-cycle, and shared backup path protection techniques. We found that not only did a 

capacity savings result from this approach, but that a significant number of lightpaths 

were able to “upgrade” to a better class of protection than they strictly required. Even 

when all demands needed only the lowest grade of service, in one of our test networks 

fully 45.4% of them enjoyed protection with a better technique, at no increase in cost. 

We found that the upgrading effects were more pronounced in the sparser of our two test 

networks, and explained why this upgrading occurs (at a reduced overall network cost) in 

spite of the fact that these faster methods are generally thought to be more expensive.
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We then examined the issue of path length constraints in a p -cycle framework, and 

this study is presented in Chapter 6. In prior design methods there has never been a way 

to strictly limit the length of /?-cycle restoration paths, which could potentially make their 

way through a very long /(-cycle while the network is in a failure state. In this section we 

give a model that can implement this path-length-limiting capability and we use it to 

compare designs with limits imposed on individual path lengths as well as overall cycle 

circumferences. Our main finding was that the computationally easier and more common 

method of simply limiting circumferences is an effective surrogate for rigorously limiting 

the lengths of the individual protection paths. We also used our model with path length 

restrictions to show that a threshold hop limit effect does exist in /(-cycle networks, 

similar to the effect by the same name previously reported for span-restorable mesh 

networks in the literature.

While conducting these three investigations, we were reluctant to impose any 

preselection (i.e. filtering) mechanism to scale down the sets of candidate /7-cycles for 

selection in the various designs. Doing so could introduce an obfuscating factor because 

the present methods are known to sometimes produce an inferior candidate set, which 

will then lead to non-negligible differences in the optimization results. Our final study in 

Chapter 7 is therefore a brief look at a new idea for preselection based on matching the 

statistical distribution of cycles in the filtered set to the distribution of the full population 

of all cycles. We expected this to be a superior method of /(-cycle preselection, and in 

general the results were quite promising. However, the new method also produced highly 

variable results, which might limit its usefulness as a practical strategy.

Together, these four topics are an interesting supplement to the current body of 

knowledge on /7-cycle techniques, but another contribution of the thesis is a scholarly one 

of presenting the first comprehensive review of all known /(-cycle literature. This 

appears in Chapter 3, prior to the four research chapters just outlined, and is the fifth 

significant contribution of this thesis. The literature review covers the historical 

development of the p -cycle method, work on WDM considerations and wavelength 

conversion effects, Hamiltonian /(-cycles, preselection and heuristic methods, /(-cycles 

used with ring mining, flow /(-cycles and path segment protection, dual-failure 

survivability, and miscellaneous other /7-cycle ideas proposed in different papers over the
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years. References to applicable overview papers and patents are also included, and a 

suggested reading list of the “best” p-cyc\c papers (for a reader new to the field) is 

presented at the end.

Before we move into these five central chapters and the subsequent summary, 

concluding remarks, and suggestions for future work appearing in Chapter 8, we begin 

now in Chapter 2 by stepping through a background discussion of transport networking, 

including optical networks, terminology, metrics, protection and restoration strategies, 

and a brief explanation of integer linear programming (ILP) methods as applied to 

survivable network design.

5
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Chapter 2. Background Concepts

To start with, we will cover a general overview of optical transport networks, 

followed by a discussion of some common protection and restoration techniques, 

including a more in-depth summary of methods we use later on (with the notable 

exception of /(-cycles -  due to its importance, an introduction to the /7-cycle technique 

appears separately in the next chapter). A brief review of optimization methods is also 

presented due to their prominence in obtaining our later results.

2.1. Optical Transport Networks

2.1.1. Technologies and Basic Definitions

A transport network resides immediately above the physical equipment in a layered, 

hierarchical view and provides transport functionality to logical networks and services at 

higher layers. It is concerned primarily with ensuring that bulk data transmission is fast, 

efficient, and survivable. It is not concerned with the exact nature of the data services it 

carries, nor with their initial origins or final destinations outside the transport network. 

The concept of a transport network is generally not difficult, but there is a specific set of 

terminology, which we will briefly step through next. This overview is based in part on 

the information in Chapters 1 and 3 of [14] (pp. 15-60, 103-172), which contain many 

further details not covered here.

A transport network is constructed in a physical layer graph, and is comprised of 

nodes and spans1. A node is simply a location where demand units can be added or 

dropped from the network. A span is the collection of all transmission capacity between 

a pair of nodes. Even if the capacity between two nodes is on different physical fibers or 

has physically diverse routing, it is still considered to be one span. Each span is made up 

of a number of channels, which are single units of capacity at the granularity of the 

particular system in use. For this work we will typically assume that a channel is a single 

wavelength in a WDM fiber-optic system but there are many other possibilities, including

1 The use of the terms “span,” “link,” and “channel” is not, in general, consistent throughout the literature.
In this thesis we use the word “span” to represent the entire group of all “links” or “channels” (equivalent 
for our purposes and used interchangeably) between node pairs (see [ 15] (p. 118)).
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STS-1 links in a legacy SONET system. Although the concepts and details of the work 

presented are more general in nature and are not intrinsically specific to any one 

technology choice, for convenience we will use WDM terminology throughout.

The term “optical network” can have a variety of meanings. In the most general case, 

any network using fiber-optic media is an optical network. In another (increasingly used) 

context though, a “WDM” optical network is one where the individual channels are 

wavelengths. In such a case, multiple wavelengths (As) are carried on a span using 

WDM, or more typically, DWDM technology. A SONET network using a single 

wavelength on each fiber to carry the SONET payload is not really considered an 

“optical” network in this framework, even though its transmission takes place over 

optical fiber. A convenient way to check is to “look inside” a cross-connect, ADM or 

other nodal device. If  the channels being manipulated inside the nodal element are 

wavelengths, then the system is an optical network in the current sense used to refer to 

WDM or DWDM networks.

2.1.2. Network Demands

Nodes in a transport network exchange demand units. These are comprised of traffic 

flows from higher layers that are groomed and multiplexed into the appropriate format 

and then injected into the transport network. It is completely irrelevant to the transport 

network what particular services are being groomed into transport demands. Common 

payloads include Internet (inter-router) traffic, voice traffic, and traffic on leased lines 

that make up internal government or corporate data networks. Grooming simply refers to 

the process of neatly “packaging” component traffic flows into transport network demand 

units, together with other traffic flows sharing an identical or nearby destination. This 

increases efficiency (similar to how airline passengers are groomed to fly between major 

“hub” airports instead of directly from their origin to final destination).

It is not necessary for a particular transport network to have a node at every location 

that requires communication services. Transport networks exist at different scales, each 

providing service to a particular set of nodes over a particular geographic region. A 

metro network will typically exist within a single city, while a long-haul network could 

span an entire continent. These networks can interact and carry demand units for each

7

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



other -  what one network sees as a single node may in fact expand (at a lower level) into 

an entire metropolitan or regional network to serve a given city and its outlying 

communities. Just because a city or town is not a node on a given transport network does 

not mean that the (typically large) network will not serve that location -  it may do so 

indirectly through a smaller regional network. (This can be seen in Figure 2.1 later in this 

chapter. Note that two of the networks pictured are for individual European countries 

while another is for Europe as a whole.)

For the purpose of this work, demand quantities are assumed to be bi-directional. 

This is a common assumption in other work done in survivable networking (if 

“transmission capacity is implicitly bi-directional” as stated in [14] (p. 176), then 

logically we can see that demand units must be as well). This approach is actually 

conservative because in the case of a real-life demand imbalance, the assumption of bi­

directionality will over-estimate one of the two demand quantities and thus cause the 

network to be over-provisioned (admittedly somewhat wasteful but easier to design and 

provision, and also always guaranteed to be adequate for the imposed demand). Any 

network topology graphs and demand patterns to follow are thus undirected 

(equivalently, they are implicitly bi-directional), although for ease of description we will 

describe a demand as having an origin and a destination (an O-D pair), which can be 

interchanged with no effect. A helpful analogy is to think of a telephone call. It is a bi­

directional data stream but can be represented as having an origin (the caller) and a 

destination (the called party).

A demand unit typically corresponds to the capacity of a single channel. Thus, a unit 

demand requires a continuous transmission path comprised of single channels that 

connect the origin and destination. The most obvious objective of a transport network 

with respect to these demand units is to satisfy them, that is, to successfully provide a 

transmission path for every demand unit from its origin to its destination.

2.1.3. Failures and Survivability

Another objective of a transport network is to provide some form of survivability so 

that some (or more typically, all) demands will be protected in the event of failure. As 

DWDM technology improves and even more channels are carried on a single piece of
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glass, the importance of this ability to provide protection cannot be underrated. In this 

work (like much other work in this field), we assume that a span failure is complete 

(when a span fails all of its individual channels fail). In many cases this will certainly be 

true, but in other cases, certain channels may survive. Our assumption of total failure 

thus may not always be perfectly accurate, but is definitely conservative in the sense that 

we are always looking at the worst-case scenario, and it is the case we must plan for.

We classify capacity in a network into two categories: working and spare. Working 

capacity is used for routing of actual demand units. Spare capacity is used in the event of 

a span failure to provide restoration paths for the affected working demand units. (More 

generally it can also be used in the event of a node failure to protect the transiting flows 

passing through the node that failed.) There is also typically a modularity overhead 

involved as commercial systems are sold only in certain sizes. The spans in a network 

may thus have excess capacity beyond what is strictly required for working and spare 

allocations. Such excess capacity could also be provisioned intentionally as a cushion to 

cope with dynamic demand (as in the PWCE concept [16]).

2.1,4. Nodal Degree, Redundancy, and Typical Networks

Having considered the basic structure and objectives of a transport network, we can 

now look at a few metrics and terms used when considering the network graph from a 

more analytical viewpoint. If we examine each node of the network, we can find its 

nodal degree (d )  by simply counting the number of incident spans. Note that in a 

survivable network, the absolute minimum degree for any node is 2 -  if a node were 

connected to the rest of the network with only a single span, the failure of that span 

would cause the node to be completely disconnected from the rest of the network 

regardless of the survivability mechanism that was in place. Normally we do not pay 

much attention to the degree of individual nodes, however, and are usually more

interested in the average nodal degree of the network ( d ). This gives a general 

indication of the sparseness or richness of the graph. Typical real transport networks 

range from just above 2.0 (on the low end) to somewhat below 5.0 (on the high end). In 

Figure 2.1 we illustrate some real networks taken from the literature to show the range of 

average nodal degrees and what typical topologies might look like. Due to geography,
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demography, and history, many North American networks are quite sparse, while 

networks in Europe, on average, are more richly connected.

After seeing these examples, we can quickly make the point, in response to some 

other work in the networking field ([17], for example), that the use of fully meshed 

network models is largely inappropriate in making comparisons between survivability 

techniques. (A fully meshed network is one with a span between every node pair, and 

thus obviously has d  = N  - 1, where N  is the number of nodes.) It is fairly easy to 

appreciate that these are graphs of the physical layer facility routes: for any more than, 

say, four or five nodes, no telecommunications carrier would attempt to build separate 

physical spans between every single node pair. For a North American operator, even 

increasing the average nodal degree up to around 3 or 4 may be prohibitively costly.

Figure 2.1. Typical real network topologies: (a) France (from [18]), (b) Italy (from [19]), (c) Europe 
(from [20]), and (d) USA (from [21]).
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To ensure restorability, individual nodal degrees of at least 2 are necessary, but not 

sufficient, however. Depending on the types of failures we consider, the network must be

all cases. As explained in [14] (p. 180), two-connectedness means that at least two span- 

disjoint routes exist between every node pair, while bi-connectedness requires at least 

two node-disjoint routes. A bi-connected network (with enough spare capacity and an 

appropriate restoration mechanism, of course) is thus prepared to cope with any span or 

node failure that could occur.

Once we have a bi-connected topology, we might ask about the cost of provisioning 

enough capacity to actually make it restorable. This is of course dependent on the 

survivability method we choose, but all schemes can be evaluated with the common 

metric of redundancy, which is defined in general as the ratio of spare to working 

capacity present on all spans. More formally we can define redundancy as

where S  is the set of spans (indexed by j), cj is the length of span j  (or in general, any

other measurement of cost), and w. and s . are the number of working and spare

channels on span j ,  respectively. In a hop-count framework where all spans are assumed 

to have equivalent cost, we would simply set all values of Cj to be 1. In many cases,

though, it is better to measure the distance-weighted redundancy, as this will give a more 

accurate picture of the total network cost, especially for long-haul networks where fiber 

costs may be more significant than the cost of nodal equipment.

2.2. Protection and Restoration Techniques

As we have seen already, optical transport networks and the demand units they carry 

are extremely important, simply because of the high levels of aggregation and variety of 

applications being carried on a single lightpath. Here we review some common methods 

for protection and restoration in a transport network. Although the terms “protection” 

and “restoration” may seem similar in that both involve the recovery and rerouting of

either “two-connected” or “bi-connected” for a restoration mechanism to be effective in

(2.1)
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demand units traversing a failed span, there is actually an important distinction. A 

protection method is one where the action to take upon failure is known in advance and 

the recovery lightpaths are all preconnected (and ready to go). On the other hand, a 

restoration method is one where either the recovery actions and switching need to be 

determined on the fly, or the lightpaths need to be connected on the fly, or both. For 

example, a preplanned span-restoration mechanism (as in [22]) may know, for every 

failure span, what individual channel-level protection paths need to be created to restore 

the traffic, but cannot connect them in advance because the pathsets for each failure are 

all different (and, of course, it would not know exactly which span will fail next). 

Another possibility is a fully self-organizing response [23],[24] that not only needs to 

connect the recovery lightpaths post-failure, but will not even know what lightpaths are 

possible until it discovers them. Thus, while both protection and restoration methods can 

be designed to effect a full recovery, a protection method will typically do this by simple, 

autonomous switching at a pair of end nodes, where a restoration-based scheme will have 

elements of path discovery and/or connection to contend with in real-time, post-failure.

Each method may have different average requirements for the total spare capacity 

needed to achieve full restoration, and each may offer a different typical recovery time. 

As a very general rule, those methods offering very fast recovery will need larger 

amounts of spare capacity than those methods which are relatively slower. (It will be 

seen, however, that /7-cycles are a notable exception to this rule.)

2.2.1. Automatic Protection Switching

Automatic Protection Switching is a very simple and historically common technique 

for designing survivability into a network. More complete descriptions are given in [14] 

(p. 119),[25], but for our purposes here, we can simplify the description to say that this 

method enables survivability by making use of a fully-connected backup path to restore 

traffic in the event of failure. We use a specific variant called 1+1 APS, where a 

completely separate protection path is provisioned along with each working path (a one- 

to-one correspondence). The signal is sent simultaneously along both paths and the 

receiving node can switch between them in the event of failure on the working arm. 

Although this is the general definition, the discussion later in Chapter 5 will use the 1+1
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APS terminology to refer to a fully disjoint special case called 1+1 DP. As [14] (p. 119) 

explains, “1+1 DP implies that the protection channel is routed over physically diverse 

rights-of-way from the working system.” This essentially means that, barring a freak 

coincidence, both protection paths in a 1+1 setup will not suffer an outage at the same 

time. This is what we are looking for when the APS method is used to protect entire 

spans.

Because 1+1 APS has a totally dedicated protection channel already carrying the 

signal, it is typically used for premium services and those requiring high availabilities. 

There will never be any contention for a protection channel, and so protection switching 

can be extremely fast, approaching or reaching the well-known 50 ms restoration time 

standard. (More recently, though, the necessity of this requirement has been challenged 

[26].) However, the disadvantage of APS (which may already be apparent) is its 

wastefulness in the capacity realm -  unlike many other survivability methods, there is no 

sharing of capacity between different failure scenarios at all. Fully duplicating every 

working path in a network can be extremely expensive, implying a 100% redundancy in 

the best case. Normally, though, the protection path, in order to be disjoint, will need to 

take a longer route by either hop counts or distance, making the typical redundancy even 

higher. An advantage of 1+1 APS design, however, is its utmost simplicity because there 

is no element of optimizing any kind of tradeoff -  a simple algorithm for finding disjoint 

path pairs (or the shortest cycle) will perform quite well. In Figure 2.2 a typical 1+1 APS 

working and protection path pair is shown for further clarity.

“Tail-end” switch

.Working

Protection

Figure 2.2. A diversely routed working and protection path pair in 1+1 APS (adapted from [27]).
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2.2.2. Ring Protection

In the 1990s, industry attention was largely focused on ring networking. Although 

the idea of mesh-survivable network design was appearing in the literature (e.g. [22]), the 

mesh-networking paradigm did not then meet with widespread acceptance. In a ring 

network, working and spare capacity are arranged in cycles (rings) and are coupled (each 

ring must have equal amounts of working and spare capacity). The spare capacity can 

only be used to recover from span failures affecting that particular ring. When a span on 

the ring is cut, the affected demands are simply routed over the spare capacity on the 

surviving spans. An example of this is shown in Figure 2.3.

Here we can see the operation of an optical path protection ring (OPPR), where we 

note that the bi-directional demand is split and routed in both directions around the ring 

on the two uni-directional working fibers, as explained in [28]. (Figure 2.3 only shows a 

single, uni-directional half.) Because each span will thus carry all traffic associated with 

the ring, OPPR is very much like 1+1 APS in that the total spare capacity required is the 

sum of capacity on all working paths requiring protection. (This type of ring is 

essentially a collection of logical 1+1 APS setups arranged in a circle as necessary 

between each demand’s entry and exit points to and from the ring.) Another (more 

advanced) variant, called an optical shared protection ring (OSPR), keeps both directions 

of the demand flow together, which therefore allows the working capacity on spans of the 

ring to vary, as individual demands are routed only over a single side. Redundancy levels

Spare

Working

Figure 2.3. Normal routing of the uni-directional half of a demand (a) and restoration routing (b) in 
an OPPR ring (adapted from [28]).
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are typically much lower in this case than for the less efficient OPPR type (more details 

can be found in [28]). (These OPPR and OSPR ring types are logically equivalent to the 

UPSR and BLSR rings in the SONET framework, respectively.)

Because the protection path is known in advance (inherent in the fixed structure of the 

ring), the only real-time action required is the actual switching itself, which makes ring 

networks very fast, similar to those protected with 1+1 APS. (This was one factor 

responsible for the initial popularity of rings as an APS alternative.) However, the 

disadvantages of rings are numerous. Redundancy levels are 100% at best. In typical 

ring networks, once stranded or unused working capacity is accounted for, redundancies 

(relative to used working capacity) can go to 200-300% [29], In addition, the problem of 

optimally designing networks comprised of multiple rings is “notoriously difficult” [30], 

By their nature, rings are also less flexible because of the fixed relationship between 

working and spare capacity. These issues are making ring networking a less attractive 

option over the longer term as demand quantities continue to grow (often unpredictably).

2.2.3. Mesh Restoration

The late 1990s to the present have seen the gradual emergence of mesh networking 

into popular favor. Mesh networks use an OXC (optical cross-connect) as a nodal 

element and treat the wavelengths as a sea of channels that can be used as either working 

or spare. This allows much more flexibility in the routing of both working and protection 

paths (which can now be completely unassociated with each other). A common practice 

is to use a simple shortest path algorithm to route the working paths and to then solve an 

integer linear programming (ILP) model to determine the placement of spare capacity and 

the routing of protection paths. This method is known as spare capacity placement (SCP) 

because the optimization engine is only solving for the spare capacities. An alternative 

method optimizes the routing of both working and protection paths together and is 

consequently known as joint capacity placement (JCP).

Note that in a mesh network, the demand flows that would normally traverse a certain 

failed span do not need to remain together during restoration. One of the advantages of 

dynamic mesh restoration is the ability to use a number of distinct paths for routing the 

failed working demands, and these do not have to remain “near” the failure, but can take
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Figure 2.4. Demand flow in a span-restorable mesh network (a) and restoration action involving 
multiple restoration paths (b).

any reasonable route through the network, as long as this contributes to an efficient 

global solution. Mesh restoration can be sub-categorized into two main variants. Span 

restoration finds restoration paths for affected demand units between the end-nodes of the 

failure span. Path restoration, on the other hand, finds restoration paths between the 

origin and destination nodes of each demand affected by the failure. Studies have shown 

that path restoration is very efficient in terms of capacity [31], but it relies on a more 

complex real-time mechanism that makes it slower than span restoration. Figure 2.4 

shows a typical span-restoration path-set to illustrate how the total demand quantity can 

be separated into unit demand flows which traverse a number of different (but not 

disjoint) routes.

2.2.4. Ring-Mesh Hybrids

Both the ring and mesh options are certainly viable when used alone, but they can 

also be used together as the two elements in a coordinated strategy. To explain these 

“ring-mesh hybrids” we first need to understand what a forcer is [32],[33] in a mesh- 

restorable network. As [33] explains, “a forcer is any span fo r  which an increase in 

network total sparing is required to maintain restorability i f  the span's working capacity 

is increased.'’'’ Basically, this means that such a span will “force” the spare capacity level 

to be what it is. Not all spans in a network will necessarily be forcers, making it possible 

for non-forcers to support some additional working capacity at no extra cost (up to and
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including the point where the span being considered becomes a forcer itself, beyond 

which extra spare capacity will obviously be required).

Work to date on ring-mesh hybrid design is summarized in [33], The approach taken 

in that paper was to see if the strategic placement of rings to protect the largest forcer 

spans could reduce the cost of the remaining mesh portion in the network by a greater 

amount than the cost incurred in building the rings. Each survivability method would be 

independent in the sense that demand units would only be assigned to one of the two 

methods and each method would implement its own protection or restoration mechanism 

independently of the other. The only relationship would thus be in the design model 

itself when deciding which demands should be protected by which method, and where the 

actual rings and the mesh spare capacity should be placed.

As the concluding discussion in [33] points out, the idea of using rings strategically to 

reduce the effects of forcers can “significantly reduce the cost of a mesh network by 

incorporating rings chosen for forcer-clipping effects.” However, it also notes that even 

as the cost of rings is made progressively less costly in the design model, the solutions 

returned were still hybrids. The authors state, “We think the understanding of these 

architectural interactions is sufficient to say that in general a hybrid should be lower in 

cost than either a pure mesh or pure ring network over a fairly wide range of relative 

equipment costs” [33]. This fundamental advantage of a hybrid design approach is 

something we will return to and use as a motivating point in Chapter 5 of this thesis.

2.2.5. Shared Backup Path Protection

A popular method at the present time is Shared Backup Path Protection (SBPP), 

sometimes called Shared Mesh. This is a restoration scheme where each “primary” (i.e. 

working) lightpath is assigned a single backup path at the time when the primary path is 

established [34]. In that sense it is somewhat similar to 1+1 APS. However, the aspect 

of sharing comes from the ability of multiple backup paths to rely on the same spare 

capacity, when their corresponding primary paths are fully disjoint. Because these 

primary paths have no relation to each other, any single failure that could occur would 

only disconnect (at most) one of them, and thus there would only be one primary path 

that would require a backup path to be formed for restoration. This is illustrated in
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Figure 2.5, where in (a) we can see two primary paths and the preplanned routes for their 

corresponding backups. Note that the backup paths have certain spans in common, and 

on these spans we would only provision enough spare capacity to accommodate one 

backup at a time. (Backup paths in SBPP are not preconnected so prior to failure they 

will only exist as a route description and not a physically cross-connected sequence of 

channels.) In part (b) a single failure and activation of the appropriate backup path is 

shown. A dual-failure case is shown in part (c) and in this case the mechanism cannot 

restore both because there is contention for the shared capacity. Sometimes a limit is 

imposed on the extent of capacity sharing in order to mitigate the effects of dual failures.

SBPP is similar to span-restorable mesh restoration in that the backup paths need to 

be cross-connected on the fly, but quite different because only one backup path 

(determined in advance) for each primary path is possible. Span-restorable mesh

PrimaryPrimary

^BackupsBackups

PrimaryPrimary

Primary

Contention: 
two backups, 

only one 
channel! v

Backups

Primary

Figure 2.5. An example of SBPP primary and backup paths: (a) a normal working scenario, (b) a 
single failure and a successful backup path activation, and (c) a dual failure causing 
contention for spare capacity on a common span to both backups (adapted from [27]).
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restoration thus has the advantage of being able to adapt more readily to events such as 

dual failures. The SBPP method is also at a disadvantage compared to /^-cycles because 

of the need to connect restoration paths in real-time (/^-cycles are preconnected). The 

main advantages of SBPP are the low redundancy levels that can be achieved and 

simplified failure detection because a failure anywhere on the path triggers the same end- 

node switching reactions. Fault isolation is not needed. The sharing of spare capacity 

over a number of backup paths makes it a very efficient method. Reference [35], for 

example, shows the somewhat better capacity performance of SBPP compared to many 

other techniques.

2.3. Optimization and Integer Linear Programming

As [36] (p. 137) explains, “Linear programming (LP) techniques are widely used to 

solve a number of military, economic, industrial, and societal problems.” Among these 

applications are optical network design studies, and we make use of optimization 

techniques as the primary tool in obtaining the results and conclusions in this thesis.

2.3.1. General Background

First, it is important to understand that “programming” in this context is not the same 

as we would use it conventionally today in reference to programming a computer. 

Instead, the term was intended to indicate a plan or a schedule of some sort, along the 

lines of the “program” at a conference or event, for example. The program for a 

conference is a good example of a problem we might use optimization techniques to 

solve. Imagine a large conference with a number of speakers with varying availabilities, 

similar papers where presentations should be grouped together, limited facilities, a desire 

to keep the event as short as possible, and a need to determine a detailed conference 

schedule. A quick and simple algorithm for finding the best answer is not easily 

developed, but an optimization engine would handle a problem of this nature quite easily. 

In our description above, we implicitly included the five elements to a “program” (more 

typically called a formulation or a model), which we go over next.
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2.3.2. Problem Formulation

To solve a particular problem with Integer Linear Programming (ILP), we need to 

first express the problem in a standard way. Each model (or formulation) has five parts: 

sets, parameters, variables, an objective function, and constraints.

Sets

A set is a collection of elements to be considered somehow in the optimization. In 

our conference planning example, we might need to consider a set of rooms or a set of 

speakers. The elements in a set are typically denoted only by name and do not have 

detailed information encoded with them as part of the set.

P a r a m e t e r s

Parameters are input data that is known in advance. This is where detailed 

information can be introduced to the problem. For example, parameters might be the 

total attendance limit or the maximum number of sessions per day. These parameters are 

more general, but we can also specify parameters that are indexed over the members of 

one or more sets. Examples of these could include the seating capacity of all rooms (a 

set), or the availabilities of all speakers (also a set).

V a r ia b l e s

Variables are what we are trying to find optimal values for, and the optimization 

engine will assign values to each variable we include. They can again be general (such as 

the total cost of renting facilities) or specific to the elements of one or more sets (for 

example, the expected attendance in each room).

O b je c t iv e  Fu n c t io n

While in some cases we only need to find a single, workable (“feasible”) solution, 

most often we can identify some criteria for choosing between alternate solutions if 

possible. For example, at a conference we might try to minimize the program duration or 

the cost of facilities. In general, the objective function has both a “sense” (minimizing or 

maximizing), and a function to calculate the exact value. It is also possible to have what
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is called a “bi-criteria” objective where two different quantities are included, with the 

second of these weighted by a conversion factor expressing its value in units of the first.

C o n s t r a in t s

To avoid trivial solutions, like scheduling all speakers in parallel and ending the 

conference on the morning of the very first day, we also need to express constraints that 

specify the properties that an acceptable solution must have. For example, we could say 

the number of parallel sessions must be no greater than three. In addition to the 

constraints we specify to represent each problem, an additional implied constraint in 

every ILP model (sometimes explicitly indicated and sometimes not) is that all variables 

must be non-negative. Occasionally variables will be restricted in other ways too, as we 

will see in the next section.

2.3.3. Linear vs. Integer Programming

Although the problems are formulated in the same way, as outlined above, there is an 

important difference between those that are “linear” and those that are “integer.” Both of 

these actually impose the requirement that all functions of the variables must be linear. 

But in what we usually describe as simply a “linear” program, other than the restriction 

against negative values, all variables are unrestricted and can take on any real value, 

including fractions. For example, the total cost of renting rooms for an event would be a 

real variable (it would not need to be an even dollar amount). On the other hand, for an 

integer program, all variables must be integer, that is, they are restricted to taking on 

integer values. An example of this might be the number of rooms required (renting a 

fraction of a room makes no sense). But again, the function of the variables in an integer 

program must still be a linear relationship.

A large number of programs will have a combination of these types of variables -  

some real and some integer. In this case we call the formulation a Mixed Integer 

Program (or MIP). It could also be called an Integer Linear Program (or ILP), and this is 

also the terminology we use for the general case when we are not quite sure how to 

classify it. Another common designation applied to IPs, MIPs, and ILPs is the 1/0 prefix. 

This means that at least one of the variables, in addition to being integer, is further
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restricted to being only 1 or 0 (or any other pair of binary choices). An example of a 

variable like this might be whether or not a certain room is used on a certain day -  the 

answer can only be “yes” or “no.” A further subset of problems is comprised of those 

that are “pure 1/0” -  this means that all the variables are binary. In general, problems 

with a large number of 1/0 variables are more difficult to solve than other types.

Commercially available ILP solvers make use of a number of mathematical 

techniques, the basics of which are explained in optimization textbooks such as [36],[37], 

and in many other sources.

2.3.4. Practical and Scientific Benefits of ILPs

A common attitude expressed in the literature on network design is that because ILP 

problems are NP-hard (a designation that indicates exponentially increasing solution time 

as the problem size grows), they are not an appropriate technique or solution method and 

thus not worth pursuing. Theoretically we can appreciate that any problem classified as 

NP-hard becomes practically unsolvable at some point. It is crucial, though, to find out 

exactly what point that is, and make use of ILP methods to the considerable extent that 

we can in practice. The argument that ILPs are not inherently scalable and cannot solve 

large problems is a bit like arguing that a pocket calculator is not scalable -  technically 

true, but if  the method is still useful for our purposes, why not employ it? Problems on a 

network of 1000 nodes could perhaps take millions of years to solve, but problems of 

practical interest on real networks with only a few dozen nodes often solve in hours, 

minutes, or even seconds.

As engineers, we can thus appreciate the usefulness of ILP techniques in finding 

efficient designs for practical networks. And as researchers, we can consider ILP 

methods as a kind of microscope that lets us examine what is fundamentally true about 

various network architectures (as [14] (p. 224) points out). In these cases, except for the 

obvious requirement that we be able to solve the problems in a reasonable time (and not 

the life of the universe), the actual run times become irrelevant because we are looking 

for insight into the ideas we have chosen to study -  how long we spend “looking through 

the microscope” is not that important. In all the results presented in later chapters, run 

times are not included for this very reason.
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2.3.5. ILPs for Network Design

In designing survivable optical transport networks, we frequently want to minimize 

the cost of the design solutions and find an arrangement of working and/or spare capacity 

that will allow all working demands to be successfully routed while allowing enough 

spare capacity, arranged as necessary, for all demands to be restorable in the event of any 

single span failure. Typically, elements such as spans, routes, cycles, capacity modules, 

etc. are represented as input sets. Parameters are also specified to give the properties of 

these elements, such as whether a cycle crosses a given span, or whether a particular 

route can be used to restore demand units in a certain failure case. The solutions are 

encoded in variables representing quantities such as the flow over a restoration route, the 

spare capacity on a span, or the number of copies of a given p-cycle. As mentioned, our 

objective is frequently to minimize some variant of cost (spare, total, or modular), and the 

constraints are specified based on the exact survivability method being used. Examples 

of these might be constraints to ensure that all working demands can be restored or 

constraints to ensure enough spare capacity is supplied to accommodate the flows on all 

routes.

Frequently, however, specifying the complete sets of input elements can overwhelm 

the optimization engine and prevent a solution from being found in any reasonable 

amount of time. In one important context, that of designing span-restorable mesh 

networks, this impasse in using ILP methods to design networks was greatly ameliorated 

when Herzberg et al. proposed that the input sets simply be limited to a more restricted 

(and much more manageable) set of elements [22],[38]. Obviously we cannot remove 

any critical items such as the individual network spans, but instead of representing every 

possible route through the network graph, we could perhaps scale this back to only 5, 10, 

or 20 routes between each of the O-D node pairs. This is what Herzberg and colleagues 

proposed in the two papers just cited. In this case we can still use the same theoretically 

accurate design models, but simply limit the inputs we give to the optimization engine, to 

avoid overwhelming it. An important finding reported in Herzberg’s papers above is that 

a threshold effect was observed, where allowing progressively more and more routing 

options in the input data sets produced literally no further improvement in the solutions, 

above the threshold hop limit. The absence of any improvement above the threshold
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indicates that the strategy of limiting the input sets can lead to the same quality of 

solutions as with the full data sets, at least for the span-restorable mesh technique 

Herzberg was considering.

We employ this technique in some of our solutions in a later chapter. To obtain these 

solutions, we used commercial optimization software called ILOG AMPL and ILOG 

CPLEX. AMPL is both the name of a program and a modeling language -  optimization 

models can be specified in the AMPL language and provided as input to the AMPL 

software, coupled with a data file containing the contents of the input data sets that were 

specified in a generic, abstract way as part of the model. AMPL parses and combines 

these two files into an overall specification of the problem in the format required by 

CPLEX. The CPLEX optimization engine then engages in the process of using various 

algorithms and optimization techniques to find the best solution to the problem (i.e. a 

solution that minimizes or maximizes the value of the objective function as much as 

possible). A tolerance can be set so that when a solution adequately close to optimal is 

discovered, CPLEX will halt and return that solution, instead of engaging in a futile and 

lengthy search for a solution that might only be 0.01% better.

In the TRLabs Network Systems group, two CPU servers were available for running 

AMPL and CPLEX tasks. The machine named “apollo” was a Sun Fire V280 server with 

four 450 MHz processors and 4 GB RAM, running ILOG CPLEX 7.1, and a newer 

machine, “liza,” was a Sun Fire V480 server with four 900 MHz UltraSparc III 

processors and 16 GB RAM running CPLEX 7.5.

The other tool we make use of is a suite of custom ‘C’ programs to analyze the 

network topologies and demand patterns in each specific instance to generate the AMPL 

data files that are required. The input set “filtering” described earlier, or “preselection” 

as we often call it, is implemented in these programs. Many of them (or at least their 

“building blocks”) were readily available in the Network Systems group as part of a 

shared library of programs and code segments arising from previous research done by 

members of the group over time. The specific AMPL models and preprocessing 

programs we use are explained further in subsequent chapters.

Already in some of our discussion in this chapter, we have mentioned ^-cycles in 

passing or used them as examples. An explanation of the /j-cycle method has been
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conspicuously absent from this background discussion, but for good reason: there is 

enough literature and prior knowledge on ^-cycles to warrant a fully separate and 

complete presentation, which we look at in the next chapter.
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Chapter 3. What Are /7-Cycles?

/7-Cycles are a new protection mechanism for survivable networks. They offer many 

desirable properties such as capacity efficiency, fast restoration times, and flexibility in 

the routing of working paths [39]. As a preconnected ring-like structure,/7-cycles have a 

very simple protection mechanism similar to conventional rings. However, by allowing 

straddling spans (spans that have their end nodes on the cycle but are not a part of it 

themselves) to be protected in addition to on-cycle spans, low redundancy levels can be 

achieved. This combination of features (“ring-like speed with mesh-like capacity” [40]) 

is the central value proposition of /7-cycles and has been extensively discussed in many 

publications. /7-Cycles have other interesting properties though, which we will also 

explore in the rest of this chapter.

Judging by the growing collection of literature on /7-cycles, interest in this scheme 

appears to be reaching a critical mass with several different international research groups 

now having published articles in the area. This chapter, in addition to explaining the p- 

cycle concept, is a complete review of all known work on /7-cycles from their discovery 

to the present time, and is thus one of the scholarly contributions of the thesis. We use 

the first section to explain the basic idea of /?-cycles in an introductory way so the reader 

has a foundation for the historical overview that follows. We then begin chronologically 

(for the most part) to review the development of /7-cycles along with some early 

publications. In examining more recent work, however, we will switch to a topic- 

oriented approach to consider similar publications and findings about /7-cycles together. 

Here the papers are presented chronologically (in general) only within the discussion for 

each specific aspect.

3.1. Introduction to /;-Cycles

As we saw earlier, mesh networks are very flexible and efficient, yet rings retain the 

advantage of speed because their cyclic structure permits the restoration action to be 

known prior to failure. This advantage is also shared by /7-cycles, and as [41] explains, 

“the switching actions required in real time are completely preplanned and no more 

complex than that of a line-switched ring.”
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A /7-cycle is simply a connected closed path of single (or multiple) channels in the 

spare capacity layer of a network. Because the /7-cycles are formed out of unit-capacity 

single links, there can be multiple copies of the same cycle. This is often seen in actual 

solutions, where certain high-quality cycle routes are used repeatedly in forming many 

identical unit-capacity /5-cycle copies. In a /7-cycle based network, as in a mesh network, 

there is no structural association between the working and spare capacity usage -  

although working and spare channels may be physically built or “lit up” together as part 

of the same modular unit, the working routing of the demands does not place any direct 

constraints on the spare capacity structures, and vice versa. However, even though actual 

capacity may be provisioned in a modular way, there is no requirement for the /7-cycle 

constructs themselves to have a modular structure, in contrast to conventional rings 

where a certain module size is a property of the ring [40].

Because /7-cycles (in their basic form) are a span protection mechanism [42], there is 

no need to consider the end-to-end routing of working paths. When determining the set 

of /7-cycles, only the working capacity values on each span need to be taken into account 

as part of the /7-cycle design. This frees the working paths to be routed in any way 

desired.

The actual protection switching mechanism is very straightforward. Figure 3.1 shows 

a typical /7-cycle along with the possible restoration scenarios. In Figure 3.1(a), no 

failure has occurred and the /7-cycle is in a state of readiness. An on-cycle failure is 

depicted in Figure 3.1(b). In this scenario, the end-nodes of the failed span perform a 

simple loop-back switching action to direct the demand units normally traversing the 

failed span into the p -cycle instead. Because the /7-cycle is preconnected at all other 

nodes, these are the only switching actions required. Note that in this case, the unit- 

capacity /7-cycle can provide protection for one unit of demand on any of its on-cycle 

spans. Figure 3.1(c) shows the failure of a straddling span (one with both end-nodes on 

the cycle but not on the cycle itself). In this case, the same type of loop-back switching 

can be performed to effect restoration. This scenario is much more advantageous, 

however, because the unit-capacity /7-cycle can provide two protection paths, one on each 

“side.” This allows up to two units of working capacity to be protected on each 

straddling span. Finally, in Figure 3.1(d), we see the failure of a span “inside” the
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Figure 3.1. (a) An example p-cycle, (b) the protection reaction for an on-cycle failure, (c) the 
reaction for a straddling span failure (with two restoration paths), and (d) an 
unprotected failure on an “inside” span which is neither on-cycle nor straddling.

p-cycle, but not appearing in the conventional on-cycle or straddler configuration. For 

this failure, the p-cycle is unable to offer any protection.

It is relatively easy to see how a p-cycle can achieve fast, ring-like switching times, 

but what is not quite so intuitive is how p-cycles have the low redundancies that a number 

of publications have claimed. By inspecting our example p-cycle in Figure 3.1, in a 

logical hop-weighted framework, we see that the p -cycle has 11 hops, and therefore 

protects 11 on-cycle spans (for one unit of capacity each). It also protects four straddling 

spans for two units of capacity each. Therefore, the hop-count-based redundancy 

(assuming enough working capacity is present to take full advantage of the offered 

protection) is l l / [ l l ( l )  + 4(2)] = l l /19  = 57.9%. This is significantly less than a ring, 

which would have 100% redundancy in the same hop-count framework (assuming it was
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fully loaded). This may not always be possible in practice because of stranded capacity 

issues, and therefore actual (as utilized) ring redundancies can be much higher [29],

3.2. Spare Capacity Preconnection

We now travel back to 1994, before the discovery of p-cycles. As an initial short 

paper in Electronics Letters [43] explains (citing [44]), digital crossconnect systems (at 

that time) were said by some to take an unacceptably long time to conduct a closure 

(switching) operation, precluding the real-time connection of restoration paths. An idea 

that was explored in that work ([43]) was thus to examine if the spare capacity channels 

in the network could be preconnected in some optimal fashion so the network would be 

in the most “ready” possible state when a failure occurred. It was recognized, of course, 

that some connections would need to be made in real-time, but to the extent that some 

would already be found in a connected state at the time of failure, this might allow a 

faster overall recovery. The finding of this preliminary study was that “an average of 

79% of the span-to-span pairings required for restoration in the 10 test networks could be 

preconnected in advance of failure” [43], The concluding remarks went on to state that 

there was thus a motivation for conducting further research on preconnection strategies.

A Canadian patent application ([45]) was filed in the following year, which also dealt 

with the preconfiguration issue. The idea was essentially “a method for restoring traffic 

in a network,” [45] with three steps: (1) finding the restoration routes for each span 

failure, (2) finding the amount of flow along each route to minimize the total unrestored 

traffic (for all span failures), and (3) preconnecting the network in accordance with a 

result from the previous step [45]. A similar U.S. patent was also filed and has since 

been issued [46],

These three publications were followed up by a paper in the Journal o f  Network and 

Systems Management [47], This went beyond the initial assessment of potential in [43] 

to consider the actual link-to-link connections required in the preconfigured solution. As

[47] explains, the previous study was “only an assessment of the upper bound achievable 

by preconfiguration as the calculation was based on the number and pattern of cross- 

connections required at each node in isolation.” This paper considered the actual 

channel-level connections required to form paths, and found that network readiness
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values (the percentages of working links that could be restored with a preconfigured path) 

were in the order of 30-40%.

3.3. Cycle-based Preconfiguration

3.3.1. Discovery of Preconfigured Cycles

This work on preconfiguration in general was a foundation for investigations on the 

topic presented in the M.Sc. thesis of Demetrios Stamatelakis [48]. Initially, 

preconfigured spanning trees were considered, however, it was concluded, “The tree 

pattern type appears to have a relatively poor performance when applied to preconfigured 

restoration” [48] (p. 46). The next approach was to use a genetic algorithm (GA) to find 

patterns that were not restricted by the nature of the pattern type. For example, cycles 

and trees have certain properties, which must be present for a construct to be called a 

cycle or a tree. The idea in the GA approach was to move away from this, to be able to 

consider any pattern, as long as it scored well in the GA’s selection criteria. The chapter 

on the GA approach concluded that the restoration of the GA patterns “was quite 

effective compared to the performance of the preconfigured tree algorithms” [48] (p. 66). 

But interestingly, as a historical account in [14] (p. 664) explains, “Results were saying 

that even without adding any spare capacity above the strict minimum for span 

restoration we had reached 100% preconfiguration and...all the patterns were cycles/” 

The next chapter in [48] considered the design of cycle-based protection using Integer 

Programming techniques, likely because cycles were in many cases (but actually not 

always) appearing as a promising output pattern from the GA, and also because a cycle is 

a pattern that could be realistically implemented with a DCS machine ([48] (p. 71) 

explains that in a DCS, there is no provision “to directly connect together more that [sic] 

two port cards”). It was found that for full preconfigured restorability in the test 

networks considered, a -3.81% to 18.54% premium in spare capacity would be required 

over the original sparing plan (although for the result with the higher 18.54% premium, 

this was not a strictly optimal solution, but only the best that could be obtained before the 

memory limits of the computer were reached [48] (p. 83)).
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3.3.2. Method for Distributed Preconfiguration

A final development in [48] was a distributed preconfiguration algorithm for finding 

cycles. This is based on the more general concepts of self-healing and self-organizing 

networks as outlined in [23],[24], Drawing on both sources, a high-level view of self­

organization can be presented by first describing a “statelet.” The best way to think of a 

statelet is a shared memory field on a network link. It is carried in the overhead of the 

transmission system, and is not a one-time “message,” but simply a small set of data 

fields that are continuously asserted over the link (until changed). By changing outgoing 

statelets and observing changes to statelets on incoming links, network nodes can 

communicate with each other to effect the discovery and connection of preconfigured 

cycles (or more generally, as in [23], failure restoration paths). With an appropriate 

algorithm running in each node, no central control or supervision point is required, and 

the nodes can autonomously interact to implement the set of protection cycles. In what

[48] (p. 100) describes as the DPCD algorithm, nodes can have one of two roles: cycler 

or tandem. The cycler node initiates a flood of statelets that are propagated through the 

network by the tandem nodes. These nodes apply a set of rules to allow statelets with 

high “scores” to take precedence over other statelets when competing for access to the 

outgoing links. In this way, the tandem nodes influence the pattern of statelet 

propagation, and ultimately, the cycles that are formed. Eventually, each statelet will be 

seen again at the cycler, which will recognize the statelet as one of its own and therefore 

carrying the description of a cycle route as encoded on a node-by-node basis by the 

tandem nodes comprising the cycle. As different statelet “trails” find their way back to 

the cycler node, a record can be kept of the best cycle seen so far. When no more cycles 

can be found, the best one is constructed and the process is repeated with the next node in 

sequence as the cycler.

3.3.3. Associated Patents

In a Canadian patent application [49], a number of these developments are discussed. 

The patent claims not only the general idea of forming closed, preconnected protection 

cycles, but also the distributed cycle-finding method with statelets described above. A 

similar U.S. patent has since been issued [50],
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3.4. Subsequent Initial Developments

3.4.1. First /7-Cycle Publications

Although significant progress had been made in the development of these 

/(reconfigured /protection cycles, the idea had not yet been disseminated to a wider 

audience. The first publication on the topic was [51], which discussed OPNET 

simulation of the distributed mechanism described earlier, now renamed “DCPC” and 

extended to include a global comparison phase between all cycler nodes before the 

construction of a cycle, as opposed to constructing one after exploration by each cycler 

node. This paper was also significant in that it contained the first use of the term “p- 

cycle.”

The seminal paper on /(-cycles though, was [40], at ICC ‘98. This covered the p- 

cycle concept and its benefits, the optimal design of /(-cycle networks including the IP 

formulation and results, along with a discussion of self-organizing methods, the DCPC 

protocol, and results from the OPNET simulation as well. This is one of the papers very 

frequently cited in a general background discussion on /(-cycles.

A subsequent paper at the 1998 Canadian Conference on Broadband Research [39] 

also covered the same topics, with more detail in some of the introductory portions.

3.4.2. Node-Protecting and IP Layer /7-Cycles

The next area of p -cycle development was in protecting against router (i.e. node) 

failures in IP (Internet Protocol) networks. Here, virtual /(-cycles are configured (using a 

virtual circuit structure, such an MPLS label-switched path) to logically surround each 

node in the network. In the event of node failure, packets that would otherwise traverse 

the failed node can use the node-encircling /(-cycle as a detour path. Of course, IP layer 

/(-cycles (which are, in general, not required to be node-encircling) can be used for 

protection against span failures as well. An advantage of /7-cycles in the IP layer is that 

they require no spare capacity in the prefailure state, because they only exist as logical 

routing table (or label-switching) entries. They are also advantageous because they can 

offer quick restoration before conventional IP layer methods have time to react. These 

factors were all discussed in [52], which was the first paper on the topic.
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Prior to [52], however, Canadian and U.S. patent applications [53],[54] were filed. A 

more comprehensive journal article on IP layer /7-cycles was later published as well [55],

3.5. Refinements and Dissemination

After the articles on IP applications, a few articles that were more general in nature 

appeared to discuss and disseminate some of the concepts and methods that were known 

thus far. Another one of the “famous” papers on /7-cycles is [29], an invited review paper 

at the DRCN 2000 conference. It touched upon most known aspects of /7-cycle work, 

including the concept itself, optimal design in a SONET or WDM framework, self­

organizing methods, and IP layer techniques. Moreover, it also publicly introduced and 

explained the “capacity-slice” ADM-like /7-cycle node structure.

The next paper to appear [56] was a short treatment of some theoretical 

considerations. The authors were able to show that /?-cycles “have as high a restoration 

efficiency as it is possible to expect for any type of preconfigured pattern” [56].

Following this, a TRLabs technical report [57] touched on varying aspects ranging 

from early work with preconfigured spanning trees and genetic algorithms to Integer 

Programming formulations, in addition to the theoretical considerations just published.

Finally, a review article in IEEE Communications Magazine [19] included /7-cycles in 

the collection of topics presented, along with the vision of a network where “guaranteed 

and best-effort protection services are provided to each working path by an otherwise 

unseen but self-organizing adaptive layer of /7-cycles” [19].

These marked the end of the first “phase” in p -cycle development by researchers in 

the Network Systems group at TRLabs. A majority of the papers immediately following 

this period came from researchers in other groups around the world, as we will soon see. 

During this period many efforts were also made through software and presentations to 

transfer the technology to Nortel Networks.

3.6. WDM Considerations

An interesting area in subsequent research is the use of /7-cycles in a WDM context 

where factors such as wavelength conversion and cycle length limits come into play.
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This area of investigation was spearheaded by the Institute of Communication Networks 

at the Technical University of Munich (TUM).

3.6.1. Wavelength Conversion Effects and Initial Studies

The first work to consider the application of /(-cycles in the WDM environment was 

Claus Gruber’s Diploma thesis at TUM [58]. The differences in /(-cycle design in the 

Virtual Wavelength Path (VWP) and Wavelength Path (WP) cases (corresponding to 

wavelength conversion and no wavelength conversion, respectively) are explained, and 

optimization models for both scenarios are presented. It was found that while VWP 

networks require less spare capacity, in the WP case “the ratio between spare and demand 

wavelengths is still quite good” [58] (p. 74). Gruber’s thesis also proposed an adapted 

metric for working path routing (which was found to increase the number of working 

wavelengths, but reduce the number of wavelengths used overall), and the idea of non­

simple /(-cycles (the use of which was found to reduce the redundancy and increase 

flexibility when attempting to find a solution with a cycle length limit in effect).

This was followed by [59] at ICC 2002, which includes many of the same topics. 

VWP and WP redundancy results for various cycle length limits were presented, and in 

particular, this paper was the first by a group outside TRLabs to independently validate 

the claims of low p -cycle redundancies that appeared in prior articles. Notably a fully 

restorable European network (COST 239) was reported using a /(-cycle design requiring 

only 34% redundancy.

A review article that came shortly thereafter [60] covered many of the basic /(-cycle 

concepts, including the process of obtaining an optimal design solution, along with case 

study results (from [59]). It also discussed (in a general way) how incremental and global 

re-optimization of the /(-cycle set would be done. A subsequent invited review paper [61] 

also treated the /(-cycle concept and briefly outlined some of the results from [59] as well.

In [62] (from a researcher in yet another group), a slightly different approach is taken 

in that only one working fiber per span is assumed instead of the multiple fiber approach 

used in previous work. With this assumption in the WP case, the exact routing of 

working demands becomes very important. This paper also assumes a unidirectional 

orientation for the /(-cycles (which was also mentioned as a possibility in [58]). A simple
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heuristic is presented which performs both wavelength routing and p-cycle selection. 

The paper describes this heuristic as being “very similar to the ‘First-Fit’ assignment of 

wavelengths” [62], and presents case study results comparing the VWP and WP cases 

(with the heuristic) over a range of maximum allowed p-cyclc sizes.

3.6.2, Partial Wavelength Conversion

The next area to be explored in the WDM p-cycle area was the effect of partial 

wavelength conversion, instead of the all-or-nothing capability previously assumed. This 

was initially presented in the Diploma thesis of Matthias Scheffel at TUM [63]. (The 

possible usefulness of partial conversion was also mentioned in passing in the 

conclusions of [62] as well.) However, before presenting the partial wavelength 

conversion studies, [63] included a comparison of /(-cycles to dedicated (1+1 APS) and 

shared (SBPP) path protection mechanisms. It was found that while 1+1 APS was the 

most costly and SBPP was the cheapest, /(-cycles were only slightly higher than SBPP.

Two different cases were considered in [63] for partial conversion. In both scenarios, 

it was assumed that the working capacity layer was WP (i.e., without conversion), 

requiring each demand to use a single wavelength (or “color”). In the first case, the p- 

cycle layer was also WP, but a pool of wavelength converters (WCs) was made available 

as a demand transited from the working layer into a /(-cycle (and vice versa). In the 

second case, the /(-cycle layer was fully VWP allowing the /(-cycles to be composed of 

multiple colors. Results were obtained for the COST 239 study network, and the 

conclusions stated that partial wavelength conversion was very close in terms of 

efficiency to the case with full wavelength conversion [63] (p. 80). It was shown that the 

number of wavelength converters required is minimal, and that “Typical values are less 

than 10% of the total amount of WCs in the pure VWP case” [63] (p. 80). An analysis of 

the WC cost tradeoff showed that as WC cost increases, fewer of them are used with 

more /(-cycles being deployed to compensate. Another interesting result was that a 

significant capacity reduction was obtained by introducing a small number of converters, 

with further converters having an increasingly smaller benefit. The comparison of the 

two cases initially proposed for study showed that the strategy of placing WCs on the />-
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cycles instead of only at the access points “needs more than twice as many WCs while 

providing about the same protection-efficiency” [63] (p. 74).

Some of the findings in [63] were then subsequently published in a conference paper 

at DRCN 2003 [64], which highlighted the fact that placing the converters only at the p- 

cycle access points (as opposed to having fully VWP /7-cycles) was an efficient and 

simple strategy. A revised and extended journal version was published in [65], with more 

detail and presentation of the complete optimization models.

3.7. Hamiltonian Considerations

It was first suggested in [56] “that if Hamiltonian cycles exist, these may make good 

p-cycles.” A Hamiltonian is a cycle that passes through every node in a network exactly 

once, and in the /7-cycle framework, this means that every span will either be on-cycle or 

straddling the Hamiltonian. The idea of using Hamiltonians as /7-cycles has been 

explored and extended in a number of subsequent papers, which we discuss next.

3.7.1. Hamiltonian Cycle Protection (HCP) and Related Methods

A scheme called HCP was proposed in [66], and although the /7-cycle terminology is 

not used, the central idea in HCP is to protect the network with what appears to be a 

single Hamiltonian /7-cycle. By using only one cycle for the entire network, straddling 

spans must obviously be protected by that cycle as well, leaving little doubt that the cycle 

must be functioning in the same way as a /7-cycle (as opposed to a conventional ring, 

which cannot protect straddling spans). However, in their efficiency calculations, the 

authors seem to miss the fact that each straddling span can have two units of protection 

instead of just one -  the straddling spans are being protected, but not to the full extent 

that they could be. They do present a brief discussion of /7-cycles in their appendix and 

recognize that the /7-cycle scheme “can potentially derive our result in the limiting case” 

[66], It is important to realize though, that in spite of the different nomenclature, the 

HCP method is a trivial special case of the conventional /7-cycle scheme -  essentially, 

just using one big /7-cycle.

A follow-up paper from the same authors [67] suggests two new schemes to extend 

HCP. It also discusses how to provision capacity on a cycle in HCP when the network is
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non-homogeneous (variable working capacities on spans), and this discussion now 

recognizes that straddlers can indeed have two working channels. The first extension 

proposes dividing the network into domains and using a single Hamiltonian cycle to 

protect each one. Aside from the terminology confusion (a cycle isn’t a Hamiltonian if it 

doesn’t cover the whole network), this initially appears to be just a transition from one 

type of heuristic method (HCP) to another (called Hamiltonian Cycle Cover, or HCC). 

As initially proposed in HCP, one p -cycle would be placed for the whole network, and 

here (in HCC) a set of /(-cycles (at first glance) would be tiled across its regions. But the 

paper goes further to fundamentally alter the nature of the cycles in HCC by provisioning 

only the maximum spare capacity required by either of two cycles passing over a 

common span. This sharing of spare capacity makes HCC no longer a /7-cycle method, 

nor really a cycle method at all, because the spare capacity on common spans is shared 

between them. The second modification, Hamiltonian Cycle Neighbor Capacity Closure 

(HNC), is a further attempt to reduce the capacity on common spans by using “cycles” in 

neighboring regions together to restore a single span failure, resulting in a reduction in 

capacity needed on the shared span. However, this moves even further away from a 

stated motivation of the extensions, namely, to provide dual-failure robustness (which 

will decline when cycles in multiple regions are used for restoration of a single failure).

These methods were subsequently presented in a review article [68],

3.7.2. Restricted /7-Cycle (RPC) Method

A similar method (i.e., using a single Hamiltonian /7-cycle) was also presented in 

[17], and in this case the authors do use the /7-cycle terminology. A simple optimization 

model for finding a Hamiltonian cycle is presented, along with a complexity comparison 

between /7-cycles and RPC for the extreme upper limit of a fully-meshed network. 

Included in the performance results is a graph showing the restorability level for both 

methods as the available spare capacity is increased. Another (later) article on RPC 

considering Quality of Protection (QoP) factors [69] compares the recovery times and 

end-to-end delays in both RPC and dynamic restoration.
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3.7.3. Hamiltonians in Semi-Homogeneous Networks

Motivated in part by the feeling that the works above had a somewhat weak and 

confusing influence on the field, a paper in IEEE Network [70] (containing work done by 

the author of this thesis and his supervisor, and found later in Chapter 4) reviews and 

develops some further issues regarding Hamiltonian /5-cycles, including a comparison of 

capacity requirements in single-Hamiltonian and conventional design, and a 

demonstration that, if used, a Hamiltonian /5-cycle can reach the theoretical lower limit on 

redundancy in a span-restorable mesh network. A proof is also given that a Hamiltonian 

cycle may not always produce the highest value of the a priori efficiency metric (to be 

defined in the next section).

3.8. Cycle Preselection and Cycle-Finding Heuristics

The area of work dealing with algorithms to manipulate cycles outside of the ILP 

solver environment (other than possibly some simple heuristics for finding or choosing 

Hamiltonians) can be separated into two streams. First we look at the idea of preselecting 

/5-cycle candidates to be used as input to an ILP solver, and then at a heuristic method 

which proceeds iteratively to develop a complete multiple cycle design.

3.8.1. Preselecting Candidate Cycles for an ILP Solution

In the design of optimal /5-cycle networks, like conventional mesh networks, a 

preprocessing step is employed to format and/or generate the input data (nodes, spans, 

candidate cycles, etc.) for the ILP optimization engine. Similar to the phenomenon in 

mesh design where the space of unrestricted eligible working and restoration routes 

explodes dramatically as the network size increases, the set of eligible cycles is also 

exponential with increasing network size. This creates a problem when performing an 

ILP-based /5-cycle design. On one hand, we would like a restricted set of candidate 

cycles so the ILP solver is not overloaded with possibilities (lengthening the solution 

process and possibly preventing it from finding any solution at all within a reasonable 

time frame). On the other hand, by restricting the cycle set, the solver is not given the 

full universe of choices to consider, and may therefore return with a sub-optimal solution.
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A simple strategy to limit the input cycle set is to restrict it to being composed of a 

certain number of the shortest cycles in the graph, for example, the 500 shortest cycles. 

This approach has been used in some of the /7-cyclc work discussed so far. However, it is 

somewhat shortsighted when we consider some of the interest in Hamiltonians we saw 

earlier (and more generally, large cycles that may not be strictly Hamiltonian). It may be 

that the efficiency of a /7-cycle is not always that high for a shorter cycle, and by selecting 

these shorter cycles exclusively, we are unduly impairing the quality of our solution.

Motivated by this, in [71] two preselection heuristics are explored, which provide a 

way to strategically limit the input cycle sets. These heuristics are based on selecting 

cycles on the basis of a metric instead of simply their length. One of these metrics, 

topological score (TS), considers the total number of working capacity units that a certain 

cycle could protect. The other, a priori efficiency (AE), does the same, but is normalized 

to the cycle length (or more generally, any other measure of cost). It was found (in [71]) 

that a solution very close to optimal could be obtained by using a small candidate cycle 

set selected with the AE  metric, and further, that the ILP solution time with the limited set 

was significantly faster as well. Of note also is that [71] was the first paper to report 

results from a joint formulation (where the working routes and /(-cycles are optimized 

together), and that it reported large benefits from the joint optimization.

A greatly different cycle-finding approach was proposed in [72], called the Straddling 

Link Algorithm (SLA). Instead of using an exhaustive cycle search followed by selection 

of a subset (as in [71]), SLA is a heuristic that considers each span and forms a cycle 

around it, preferably as a straddler, but as an on-cycle span if necessary. Therefore, as 

the conclusion to the paper points out, SLA will provide a set of candidate cycles no 

larger than the number of spans in the network. However, [72] did not include any ILP 

results using the SLA candidate cycle sets, leaving us with no indication of their overall 

quality. Such single-straddler /7-cycles are also prima-facie of very low potential 

efficiency, so it is hard to understand what the particular advantage of this approach was 

to ever be.

This area of /7-cycle design, the selection and strategic limitation of candidate cycle 

sets, is an interesting direction for future work -  we cannot escape the fundamental laws 

governing the size of unrestricted cycle sets, nor can we dramatically improve the
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performance of ILP solvers (beyond the usual strategy of buying a faster computer), 

leaving the cycle preselection strategy as one variable that we can still control. We return 

to look at this further in Chapter 7.

3.8.2. Purely Algorithmic Methods for /7-Cycle Network Design

As [18] explains, the Straddling Link Algorithm does not (in general) produce cycles 

that are very efficient, because they can only have at most one straddling span. The focus 

in [18] is thus to use the SLA /7-cycles as a starting point to evolve a better and more 

efficient cycle set, but still with a heuristic method. After reviewing the simple “Add” 

and “Join” operations proposed in [14] (pp. 708-712), the paper goes on to propose more 

advanced “SP-Add,” “Expand,” and “Grow” operations for increasing the size and 

efficiency of the set of heuristically-determined /7-cycle candidates. Two variants 

(corresponding to either the “Expand” or “Grow” operations) of an algorithm called 

CIDA (Capacitated Iterative Design Algorithm) for finding a fully restorable /7-cycle 

design are then presented. Cycles with the highest “working-weighted” (actual as 

opposed to a priori) efficiency are placed iteratively until all working capacity is 

protected. This creates a set of /7-cycles that are most effective (in an iterative, “greedy” 

way) at protecting the working capacity present as a result of a specific demand routing. 

It was shown that while the solutions produced were still higher in redundancy compared 

to optimal (although the variant using “Grow” was close), the run times were a fraction of 

those for solutions from the optimal ILP solver with a large set of candidate cycles.

3.9. Ring Mining

The concept we call “ring mining” is not strictly a /7-cycle idea. The basic idea and 

motivation involves using existing capacity (and possibly nodal equipment as well) from 

a legacy ring network as the building blocks for a network with a different, and likely 

more efficient, protection or restoration method. /7-Cycles are, of course, one such 

method.

The first place where this idea was suggested for /7-cycles (in a subtle but inherent 

way) was in a Canadian patent application [73] (and the corresponding U.S. patent [74], 

now issued). They describe a device that can be attached to an existing ring ADM to
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allow the node to then function as a /7-cycle node with access to straddling span(s). This 

would allow existing ring equipment to be re-used in conjunction with these new devices 

to form /7-cyclcs. A section in [29] also gave a brief description of the add-on unit.

Ring mining was more fully developed and described later, first for the generic span- 

restorable mesh case in [19],[75]. Canadian and U.S. patent applications to follow 

([76],[77]) covered the generic case as well and presented three approaches to the idea, 

but also included /7-cycles as an option for migration as well. Ring mining was then 

briefly discussed (along with other topics) in a short review paper [78].

However, the main work on ring mining specifically related to /7-cycles was [79]. It 

provides a good background discussion before explaining the add-on device for /7-cycle 

ring mining (now called a Straddling Span Interface Unit, or SSIU), as previously 

proposed. An example is then presented of ring to /7-cycle evolution, which illustrates 

how the efficiency of the network can improve as the migration progresses. Optimization 

models along with a case study for a Canadian metro network are given next and the 

results showed demand growth multipliers of up to 2.75 times for some networks, with no 

new capacity additions. Other results showed the required new capacity to achieve a 

range of target growth multipliers with and without adjusting the existing working 

routing. For the TELUS case study network, it was found that a 1.5 times demand 

multiplier could be achieved with no extra capacity. But “for a relatively minor 

investment” [79] above the capacity currently present, the demand carried by the network 

could actually be doubled. The conclusions in [79] stated that as a target architecture, p- 

cycles are nearly as efficient as a span-restorable mesh.

3.10. Extensions for Path Segment Protection

In the entire collection of /7-cycle work thus reviewed, it can be noted that the /7-cycle 

mechanism is analogous to span restoration in a mesh network, in the sense that when a 

span failure occurs, the failed demand units are rerouted (using /7-cycles) only between 

the end nodes of the failed span. An interesting question is to speculate on whether path- 

protecting /7-cycles might be viable, and if so, how they might operate. This is the issue 

addressed by the papers in this section.
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The first article ([42]) introduces what it calls “flow /3-cycles,” which are /3-cycles 

that protect transiting demand units over an arbitrary path, instead of only over on-cycle 

and straddling spans. Note that this arbitrary path does not have to be end-to-end, but can 

be any path segment, with the whole path of course being a special case. Such segments 

can be on-cycle or straddling to each /7-cycle in the same way that individual spans are. 

After explaining this, the paper presents a design model and results showing that flow p- 

cycles can achieve a capacity savings relative to span (i.e. conventional) /7-cycles, and 

that flow /?-cycles are also quite close to mesh path restoration without stub release [42], 

The idea of using both types of /7-cycles in a network is presented as the paper concludes.

An extended journal version [80] also presented the concept of flow /7-cycles and the 

ILP model, but additionally proposed a new preselection scoring metric, a design model 

for complete span and node failure protection, and a model for maximizing the node 

recovery level within a certain amount of already provisioned spare capacity. It was 

found that node failure protection could be provided with only a small capacity premium 

over traditional span-protecting /7-cycles. Some implementation issues and the idea of 

using span and flow /7-cycles together to each protect certain demands were covered near 

the end of the paper, in addition to a very brief discussion of using the “protected 

working capacity envelope” idea (covered in the next section) with flow /7-cycles.

3.11. Further /7-Cycle Ideas

In this section we briefly touch on a few ideas for /7-cycle design that may not neatly 

fit into one of the other categories, but are still interesting or useful on their own. Most of 

these appear in only one or two papers, and some are still areas of ongoing work.

3.11.1. Directed and Non-Simple /7-Cycles

In [58], the idea of unidirectional /7-cycles was proposed to cope with uneven demand 

distributions. Unidirectional /7-cycles were also discussed later as part of a book chapter 

[81]. After reviewing /7-cycles and the basic design model, the chapter goes on to present 

the (rather confusingly named) “routing of flows and slacks.” Although it is somewhat 

unclear, it appears the method is a joint formulation involving unidirectional /3-cycles. 

Some further analysis and comparative results are also given.
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An interesting paper on non-simple /-cycles [82] appeared shortly after this. The 

author outlines several types of non-simple /-cycles and presents a few examples of their 

versatility over conventional simple cycles used in the majority of / - cycle designs. A 

joint ILP optimization model for working routing and non-simple /(-cycle placement is 

given followed by a case study which showed that in some cases there can be a small 

capacity savings achieved by using certain types of these non-simple cycles (the savings 

were more pronounced when stricter circumference limits were imposed).

3.11.2. Forcers and the Protected Working Capacity Envelope

Of note is the allusion in one of the figures in [60] to what will later become known 

as the “protected working capacity envelope” (PWCE) concept (discussed in more detail 

for the conventional span restoration context in [14] (pp. 282-291),[ 16]). In general, in 

the PWCE framework, incremental working demands are routed in such a way that they 

can be protected by the current configuration of the protection or restoration method in 

use. In a p -cycle network (as [60] suggests), we could check if an incrementally added 

demand could be protected by an existing set of /-cycles, and route it accordingly. (And 

of course, in cases where protection is not possible, the p -cycle set would be adjusted.)

Closely related to the PWCE concept is the idea of forcers [32],[33] (previously 

discussed in Section 2.2.4). In [83], the forcer concept is applied to p-cycles. A new 

model is proposed to allow the quick calculation of all forcers and their magnitudes (now 

in the context of /-cycle design) in one step, instead of the more tedious methods 

presented previously in [32],[33], The results from this forcer calculation model “show 

that typically quite significant numbers of extra working channels can be used with no 

increase in spare capacity budget” [83]. Two additional models are given to maximize 

the protected working capacity in a /-cycle network with either a total spare capacity 

budget or a set of spare capacity values on each span. These also definitely had an effect 

and offered redundancy figures that were lower than the conventional reference designs. 

In addition to these models, the paper offered an explanation of hop-based and distance- 

based lower bounds on redundancy, and why the distance-based figure can sometimes go 

below the lower bound in a logical hop-based framework.

43

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3.11.3. Dual-Failure Survivability

As [84] points out, “Dual-failure situations, or the equivalent, are not as rare as might 

be thought in an extensive national or regional optical network.” The first look at dual­

failure restorability for /7-cycles appeared in [85], which begins by reviewing all the 

possible dual-failure cases in a /7-cycle network. A bi-criteria objective approach is 

proposed, which allows either the total number of /7-cycles or the total quantity of 

protected working capacity to be maximized in conjunction with spare capacity cost. By 

changing the weight of the bi-criteria term, different emphasis can be given to both 

factors. Results from a case study reviewed next showed that longer /7-cycles (as might 

be expected) had a detrimental effect on dual-failure restorability. Depending on whether 

the number of cycles in the design was minimized or maximized, dual-failure 

restorability levels were reported as 50% or (approximately) 70%, respectively [85]. 

What appears to be a subset of the results in [85] was then presented in [86]. This 

subsequent paper [86] also offers a calculation for the spare capacity lower bound for 

dual-failure restoration with a span-restorable mechanism.

A more theoretical treatment of availability and dual-failures in /7-cycle networks 

appeared in [87] (pp. 143-156). This chapter in a Ph.D. thesis about availability in mesh 

networks started (after a review of /7-cycles, of course) by covering the dual-failure 

outage causing scenarios, path unavailability, a comparison of path unavailability for on- 

cycle spans and straddlers, and a study which compares /7-cycle performance to 

conventional span restoration for dual-failure scenarios. As the chapter succinctly points 

out, “Results show much higher restorability levels for the span restoration mechanism” 

(than for /7-cycles) [87] (p. 153). It then goes on to explain that the difference is mostly 

because of the large /7-cycle sizes in the test designs, which are more likely to be selected 

as part of a capacity efficient solution but are not capable, on an individual basis, of 

handling dual failures, which obviously attack these larger cycles more often because of 

the higher number of spans that rely on such /7-cycles for their protection. Other results 

showed a much wider distribution of dual-failure restorability levels for /7-cycles 

compared to span-restorable mesh, where values for the majority of paths were clustered 

at the upper end of the scale.
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3.11.4. Mixed Design Approach with Other Methods

An interesting question is the effect that /7-cycles might have when introduced into a 

suite of protection and restoration methods that provide different grades of protection to 

different types of demand in a network. In [21] (which presents this author’s work 

documented later in Chapter 5), it was found that although there was not a significant 

capacity savings, a surprising and important result was that many demand units can 

“move up” to enjoy a faster method of protection than they would otherwise be assigned. 

This suggests that in networks where survivability is implemented with a slower 

mechanism, like SBPP, there is perhaps a hidden benefit waiting to be exploited -  that is, 

allowing certain priority demands to use a faster method but at no added cost.

3.11.5. MPLS Layer/7-Cycles

Further investigation into MPLS layer /7-cycles beyond that done in the early work at 

TRLabs was presented in [88]. In this very interesting paper, the authors define a model 

for /7-cycle design in the MPLS layer where the concept of a unit channel size does not 

exist. They also present a thorough side discussion of cycle search strategies and their 

finding that when working load is balanced, large /7-cycles are effective, but when load is 

unbalanced, small /7-cycles are required as well for an efficient solution. The authors are 

thus able to propose a selection heuristic that chooses only the largest and smallest cycles 

for the input candidate set. The paper ends with a realistic case study on a European 

network. The concluding discussion points out the positive effects of load balancing and 

the proposed MPLS scheme, stating that its use in the example scenario “has 

demonstrated that our scheme can achieve very good performance without intensive 

computation” [88],

3.12. Overview Papers and Comparative Studies

3.12.1. General Comparison Articles

In [89], a simple comparison was performed for different survivability schemes under 

either or both of two switching architectures -  electrical-optical and all optical. The 

methods considered were dedicated protection (which, as presented, seems to be 1+1
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dedicated APS), span-restorable mesh, and p-cycles. As the conclusion states, “The P- 

cycle approach had fewer OEO conversions and used fewer wavelength kilometers than 

the dedicated model without suffering a significant availability penalty. P-cycles were 

found to be nearly as effective as mesh algorithms at reducing bandwidth requirements 

while requiring 46% fewer OEO conversions” [89]. This report is yet another 

verification from an independent source of the attractiveness and efficiency of p-cycles.

Another comparison between protection and restoration methods was presented in 

[90]. After a good overview discussion, two comparisons (with a common test network 

and demand pattern) involving p-cycles were given, the first being the spare capacity 

required to recover from a single span failure. p-Cycles were the most efficient of the six 

methods considered. For the other aspect however, p-cycles were the worst method, 

having the highest mean percentage of lost connections in a dual-failure situation. (In 

general we can attribute this to the high amount of spare capacity sharing typically seen 

with p-cycles, and the non-adaptive protection mechanism. For any second failure event 

in a dual-failure pair, in comparison to more adaptive mechanisms like span restoration 

for instance, the odds are greater that a necessary p-cycle is already being used to restore 

traffic for the first failure and is therefore unavailable.) In general, the relatively poor 

dual-failure performance reported in this paper is also supported by the dual-failure 

results for p-cycles given in [87] (pp. 153-155).

A follow-up paper [91] also considered a suite of methods and this time compared 

them in the framework of dynamic demand. Profiles of traffic scaling factor versus 

blocking probability and network load were given for each method considered on two test 

networks. The results showed that p-cycles were generally (except at large scaling 

factors) either comparable or slightly lower than other methods for network load, and 

had, for one network, either (comparatively) excellent or poor blocking probability 

depending on the scaling factor (high or low, respectively). For the other network, at a 

low scaling factor, blocking was either superior or quite poor, in this case depending on 

the method for adapting to the dynamic traffic (whether the routing of the demand is done 

in unallocated overhead or in overhead plus unneeded spare capacity scavenged from a p- 

cycle rearrangement). At a high scaling factor in the second network, both dynamic p-
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cycle methods did well. The study also concluded that the ILP approach that was used 

would be suitable for dynamic p-cycle design because it normally solved quite quickly.

In [92], a number of ILP models were presented for a collection of various 

survivability methods, including p-cycles. Comparative results were also given for a pair 

of test networks.

3.12.2. Confusion of p-Cycles with Similar Methods

Other cycle-based protection methods have been recently proposed in addition to p- 

cycles, these being “enhanced rings” in [93], “orientable cycle double covers” (OCDCs) 

in [94], and “generalized loop-back recovery” in [95], An invited paper [41] takes as its 

mandate the clarification of the differences between enhanced rings, OCDCs, and p- 

cycles. In particular, the paper notes how /7-cycles are the only method to offer straddling 

span protection. The generalized loop-back method does not incorporate the straddling 

span concept either, and as [14] (p. 135) states in regard to OCDC and generalized loop- 

back solutions, “In each case the protection is by a direct covering of cycles.” The idea 

of straddling spans that do not need to be covered themselves with any protection 

capacity is truly a hallmark of p-cycles and can be used as a quick “test” to see if other 

methods are equivalent -  those covered in this section, however, are definitely not.

3.12.3. Additional Overview Presentations

The p-cycle idea was included as one of the networking options presented in a short 

review paper at OFC 2003 [78], However, this was only a very brief overview of the 

concept itself. A much more comprehensive discussion appeared in the chapter on p- 

cycles (pp. 659-748) in the Mesh-Based Survivable Networks textbook [14]. Topics 

covered included the p-cycle concept, basic properties, historical development, optimal 

capacity design, WDM considerations, heuristic and algorithmic approaches, domain 

perimeter (flow) p-cycles, Hamiltonian p-cycles, the SSIU device, self-organization, and 

MPLS layer and node-encircling p-cycles. While obviously not able to include full 

details for all known p-cycle techniques, this chapter in [14] is still an excellent resource.
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3.13. Summary

Upon concluding our comprehensive review of the entire body of /7-cycle literature, 

we can reflect on those that made an exceptionally strong contribution and might serve as 

an initial reading list for someone new to the field.

The first two that stand out vividly are [29] and [40], These give a comprehensive 

foundation in the elementary /7-cycle techniques, with an excellent summary of the initial 

“phase one” advancements in the area. Another valuable paper is [55], for its 

presentation of the Internet Protocol applications and node-encircling /7-cycles. The basic 

foundation paper on WDM effects (and probably one of the most referenced) would have 

to be [59], A significant issue in /7-cycle design, which impacts scalability, is candidate 

cycle preselection, making [71] and [88] important to read as well. For a background in 

algorithmic techniques, the best overview and treatment can be found in [18]. The 

chapter on /7-cycles in [14] (pp. 659-748) is also a comprehensive and worthwhile source. 

And finally, to return to the basic definition of /7-cycles and to reinforce some of their 

advantages and unique properties, the comparison in [41] with other cycle-based 

protection schemes is a good way to wrap up a list of especially helpful articles.

In recent years the publication count on /7-cycle topics has increased significantly and 

so it is somewhat natural to expect that, in spite of this tremendously rich collection of p- 

cycle knowledge we have already, that it will only continue to grow and diversify in the 

years ahead (as evidence, even as this chapter was being prepared, four more very recent 

publications [96],[97],[98],[99] became known). This chapter represents a scholarly 

contribution of this thesis and serves as a “snapshot” of where the field stands today, at a 

point where /7-cycles are attracting increasing interest from both industry and the 

academic community. We now move on to the research-related chapters of the thesis.
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Chapter 4. Hamiltonian p-Cycles: Addressing Some 
Confusions, Providing New Insights__________

Hamiltonian cycles were first identified in [56] as good possible candidates to be used 

as /7-cycles. More recent interest from groups at the Georgia Institute of Technology (in 

[66],[67],[68]) and the Information and Communications University in Korea (with two 

papers, [17] and [69]) suggested it was timely to explore the idea in more depth. Most of 

the discussion and results we cover below were first published by the author and his 

supervisor in [70] and are also based on excerpts and extensions from the corresponding 

section in [14] (pp. 719-726).

4.1. General Background

Hamiltonian cycles, of course, have the special property of visiting all nodes in a 

graph exactly once [14] (p. 177). There is no guarantee that a Hamiltonian cycle will be 

present in any given topology, although in many topologies there is. When used as a p- 

cycle, a Hamiltonian will protect all spans in the network while using spare capacity on a 

minimum number of spans. Any other fully-restorable /7-cycle solution that was non- 

Hamiltonian would need to have spare capacity present on a greater number of spans. To 

illustrate the superior efficiency that a Hamiltonian can offer, consider a 20-node, 40- 

span network (such as that seen in Figure 4.2(a)). An individual Hamiltonian /7-cycle in 

such a network will obviously cover N  on-cycle spans and therefore S - N  straddlers,

and could thus have a hop-based logical redundancy of W /[iV(l) + (5 - iV )(2 )]  (the

distance-weighted redundancy will obviously depend on the exact cycle chosen). In our 

20-node, 40-span example, this is the astoundingly low value of 33.3%!

In the following sections we consider Hamiltonian /7-cycles in both the conventional 

capacitated framework as well as the flat-capacity (or homogeneous) scenario. In a 

homogeneous network, only two pairs of fibers are present on each span: one pair for 

working demands and the other pair for protection. It is generally assumed that both fiber 

pairs have an identical number of wavelength channels. This configuration is also known 

as a “four-fiber” network, and is the paradigm for both the generalized loop-back and 

orientable cycle double cover methods mentioned in Section 3.12.2. This “flat capacity”
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framework might be a simplifying assumption or could instead reflect future network 

equipment characteristics where a DWDM system might be able to provide an extremely 

high number of channels (/Is) on each fiber at little or no cost premium over systems 

with lower channel counts. For example, this would mean (not the reality today, 

however) that lighting 160 channels on every span would not be much more expensive 

than simply lighting 160 channels on the most heavily-loaded span and then a 

combination of 32, 16, 8, 4, and 1 channel units (as needed) on all the others. This is 

perhaps conceivable for the most advanced future DWDM technology one might 

imagine. But nevertheless, it is still interesting from a research perspective to look at 

homogeneous networks anyway. Although protection switching could still conceivably 

be done at the individual wavelength level, a more likely and advantageous scenario for 

such a flat-capacity network would be where protection is implemented at the whole-fiber 

level. A single p-cycle formed out of pairs of fibers would protect the single working 

fiber pairs on each span. These can also be described as “dark fiber” p-cycles because 

prior to failure and the associated protection switching, the p-cycle fibers will simply be 

unenergized, dark glass. Such p-cycles could easily be implemented with fiber-switching 

cross-connects (or pairs of SSIUs and OADMs for use directly as p-cycle nodes). If 

switching is done in this way at the whole-fiber level, then all the wavelength channels 

implicitly stay connected without the need for conversion because they are simply being 

moved from one piece of glass to another.

4.2. Role of Hamiltonian /^-Cycles in a Capacitated Design

Before we go into the homogeneous case, let us first consider the non-homogeneous 

(or capacitated) scenario. Normally in a network we will see an uneven distribution of 

working capacity on spans. This will arise prior to the spare capacity placement (SCP) 

from the routing of working demands over their shortest paths on the network graph, in 

the same way this would normally be done for a span-restorable mesh.

4.2.1. Conventionalp-Cycle Design Model

Here we present the most basic p-cycle model (from [29],[40]) for spare capacity 

design (SCP) after working demands have already been routed and working capacity
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values on each span are known. This is valuable general background even apart from our 

focus on Hamiltonians in this chapter, and we use it now to illustrate some general 

properties of capacitated designs. When determining the input sets and parameters, we 

make use of a preprocessing program as described in general in Section 2.3.5. This 

program [100] and the AMPL implementation of the model (Appendix B .l) were 

previously developed by John Doucette, a colleague in the TRLabs Network Systems 

group. The model requires sets of spans and candidate cycles, along with costs and 

working capacities for each span and two span-to-cycle relationship-defining parameters. 

Here we set the cost ( cj ) parameters to either 1, or to the Euclidean distance between

nodes, as explained later. The xi p value represents how many protection paths cycle p

can offer to span i (0, 1, or 2, depending on their relationship), and the 6jp value

indicates if, when building cycle p, we need to reserve any spare capacity on span j. The 

model can be specified as follows:

Sets

S  Set of spans, indexed by i (failed) or j  (surviving).

P  Set of candidate p-cycles, indexed by p.

P a r a m e t e r s

Cj Cost of one unit of capacity on span j.

Wj Working capacity on span j.

xip Equal to 2 if span i straddles p-cycle p, 1 if span i is on p-cycle p, 0 otherwise.

Bj Equal to 1 if span j  is on p-cycle p, 0 otherwise.

V a r ia b l e s

Sj Spare capacity on span j.

np Number of unit-capacity copies of p-cycle p.
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O b je c t iv e  F u n c t io n  

SCP: Minimize: ^  cy • y (4.1)

(Minimize spare capacity cost.)

C o n s t r a in t s

Vj e S  (4.2)

(Ensures enough spare capacity is placed on every span to build all chosen ̂ -cycles.)

(Ensures p-cycles chosen are adequate to protect all working capacity on every span.)

All variables are also restricted to taking non-negative integer values. The objective 

function shown in Equation (4.1) has the effect of minimizing the total spare capacity 

cost for the network design, while the two constraints in Equations (4.2) and (4.3) assert 

that the design selected must be equipped with enough spare capacity and provide an 

adequate level of protection for the working capacity on each span. Technically, of 

course, this is an NP-hard model, but in practice is often quite easy to solve quickly. For 

large networks, though, we may still need to limit the cycle set based on a metric as 

described in Section 3.8.1.

4.2.2. Hop-Based Solutions

To start with, we examine the solution to this model for both small and mid-sized 

networks. Figure 4.1(a) depicts the 13-node, 23-span “Canada” test network, with

d  = 3.54 . (We are not certain of the origin of this network but we received it from Oliver 

Yang’s group at the University of Ottawa and later observed it in [101] as well.) Here we 

set all span costs ( c . values) to be 1. This network is Hamiltonian and for this particular 

test was given a demand matrix of one unit between every node pair. The working 

capacities ( vv( values) on each span are indicated in Figure 4.1(a) and are quite variable

with values over a range of between 1 and 14 working channels per span (158 in total). 

These are obtained through standard least-hop routing of all demand units between their

Vi 6 S  (4.3)
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0-D pairs. The optimal design process has a universe of 410 distinct candidate cycles to 

consider and took 0.63 seconds to solve to optimality on “apollo.”

We can see seven individual p-cycles in the solution and five unique cycle patterns. 

Three of these five patterns are Hamiltonian, while two are not. In Figure 4.1(b)-(f) the 

cycles chosen are illustrated with notations to indicate if they are Hamiltonian as well as 

how many unit-capacity copies of the pattern are selected (xl, x2, etc.). This design has a 

logical (hop-based) redundancy of 85/158 = 53.8%. To illustrate our general point that a 

single Hamiltonian will be more expensive (in a capacitated scenario) than an optimal 

design, we can first appreciate that the least-cost Hamiltonian would need seven units of 

capacity assuming the most highly loaded span (with w( =14) was configured as a

straddler. In that case, it would need 13(7) = 91 units of working capacity for a logical 

redundancy of 91/158 = 57.6%. This is higher than the optimal design, and although 

there is not a large difference in the redundancies, this simple example nevertheless

(Hamiltonian) x2

(Hamiltonian) x2

Differential working 3 
capacities

(Hamiltonian) xl

Figure 4.1. Optimal solution to “Canada” network (a) illustrating that in the capacitated design, 
some p-cycles may be Hamiltonian (b)-(d) but others may not (e)-(f) (from [14] (p. 721), 
[70]).
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successfully illustrates the need (in general) for a solution with a mixture of Hamiltonian 

and non-Hamiltonian cycles.

To bring out the point further, we consider the larger (and also Hamiltonian) 

“20n40sl” test network (identical to “Net-A” in [87] (p. 11)) (with 20 nodes, 40 spans,

and d  = 4.00), under the same parameters as before (all c . = 1, a single unit of demand

Differential working capacities

oo <v!\ x i (i)

Figure 4.2. Optimal solution to “20n40sl” network (a) again illustrating that a capacitated design 
may contain both Hamiltonian (b)-(c) and non-Hamiltonian (d)-(o) />-cycles.
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between every 0-D  pair, and least-hop working routing). Individual working capacities 

on spans range from 1 to 29 units with a total count of 456. This graph (depicted in 

Figure 4.2(a)) contains 59,904 possible cycles, all o f which were offered to the solver. 

As expected, this design took considerably longer to solve (2336 seconds), now using the 

even faster server “liza.” The solution in this case was within 0.27% of optimality.

A total of 254 spare channels were required, giving a logical redundancy of 

254/456 = 55.7% . The best possible Hamiltonian with a capacity of 15 units per span 

(to protect the single span with the highest wt value of 29 as a straddler) would thus have 

a logical redundancy of 300/ 456 = 65.8%. Note that this assumes the Hamiltonian cycle 

could be successfully placed to accommodate all spans with wt > 15 as straddlers. If this

were not possible, then the cost for a Hamiltonian solution would only increase. In 

contrast, the more economical multi-cycle answer has 17 individual p-cycles and 14 cycle 

patterns (shown in Figure 4.2(b)-(o)). Interestingly, only two of these patterns and four 

of the unit-capacity p-cycles were Hamiltonian in the overall design. Again, this shows 

(perhaps even more convincingly than the previous network) the need for a solution with 

a variety of cycles in order to reduce network cost as much as possible, not a single 

Hamiltonian p-cycle.

4.2.3. Distance-Based Solutions

In this section we look at the same two networks, but with distance-weighted capacity 

cost values. This is where the c . parameters are proportional to the length of the span in

the network diagram. The demand matrices, cycle sets, and solution tools stated 

previously are unchanged. For the Canada network, where least-hop routing now leads to 

wt values between 1 and 13 with a total working capacity of 168 units, there were 13

unit-capacity p-cycles constructed out of seven distinct cycle patterns selected (in a 

solution that was strictly optimal). Only two of the individual p-cycles were 

Hamiltonians. The distance-weighted redundancy was calculated to be 65.9%. For the 

20n40sl graph, the working capacities were distributed between 1 and 34 for a total of 

482 working channels. The solution in this case was within 0.14% of optimal, and here 

we can see 18 unique p-cycles made with 14 cycle patterns. An interesting observation is
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that none of these were Hamiltonian! This is perhaps to be expected, because in the 

distance-weighted framework, a slightly smaller cycle with many long straddlers (by 

distance) might have a lower individual redundancy than a poorly chosen Hamiltonian 

where the long spans are on the cycle. A distance-weighted redundancy of 60.1% was 

calculated, which is substantially lower than the 96.5% distance-weighted redundancy for 

the best single-Hamiltonian solution in the same network taken from the results presented 

in the next section.

4.2.4. Network Family Solutions and Hamiltonian Comparison

Here we compare the (distance-weighted) capacity cost for single-Hamiltonian versus 

multi-cycle solutions again, but this time over a range of network average nodal degree. 

This is a technique that has been used in previous work in the field (for example [35]) to 

see the effects of different techniques as network connectivity varies. Here, as 

connectivity dropped, we observed that past a certain point, the network became non- 

Hamiltonian so single-cycle solutions were not possible. For these cases we instead 

obtained the best two-cycle solution (so as to avoid infeasibility). The basic p -cycle SCP 

model was used to obtain the baseline results, and a slight variant was used to get the 

results with a cycle pattern restriction, as follows:

The first constraint calculates a new set of variables hmn from the existing collection of 

np. The parameter A is a large positive constant (10000), and each hmnp is restricted to

taking on binary values of 1 or 0 to represent whether or not a certain p-cycle pattern is 

used, irrespective of the number of individual copies that are chosen. The second 

constraint forces the number of unique cycle patterns used to be exactly p , a parameter 

that we set to be either 1 or 2 to obtain the data points of the following graph. We can 

thus see that these two constraints put together have the effect of forcing a specified

np < A -bi"np V p e P  (4.4)

(4.5)
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number of cycle patterns while still leaving the solver the flexibility to provision enough 

unit-capacity copies to assure full restorability.

We began with the same 20-node, 40-span network seen in Figure 4.2(a) (and the 

inset in Figure 4.3) and progressively removed one span at a time in a pseudo-random 

way to create a family of networks, each with one fewer span than before. (This is the 

same method used in [35].) The same demand matrix with 1 unit between every O-D 

pair was used again as well. These were all solved using the “liza” CPU server, and were 

all within 0.5% of optimal for the baseline /7-cycle designs. The Hamiltonian results were 

all optimal and the two-cycle solutions were strictly within 0.1%, although many of these 

were optimal as well.

In Figure 4.3, the significant cost premium for one- or two-cycle solutions can be 

clearly seen relative to efficient multi-cycle designs. On average, the Hamiltonian cycle 

chosen was 52.9% more expensive than the corresponding standard design, which can 

incorporate a variety of different /7-cycles chosen to complement each other in an optimal 

way. Keep in mind that this Hamiltonian is the best one possible and other longer (by 

distance) Hamiltonian cycles may be even worse. The two-cycle solutions in the sparser, 

non-Hamiltonian graphs were more reasonable and were on average only 17.1% more

&

VI

o2

S v9- a,oo o
M

1 |y «
? 2 ag3

.99Q
o
.2

Hamiltonian solutions

Two-cycle solutions (no Hamiltonian possible)
1.2 -

M ultiplc-cycle SCP designs (norm alized)

4.23.8 4.03.63.0 3.2 3.42.0 2.2 2.4 2.6 2.8

Network Average Nodal Degree (d )

Figure 4.3. Single Hamiltonian (or two-cycle) solutions can use significantly more capacity than a 
standard multiple-cycle design (from [70]).
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expensive than the baseline. We can observe from this graph that in general, the relative 

performance of the Hamiltonian solutions deteriorates as the network becomes more 

richly connected. This can be explained by observing that in the higher-degree networks, 

the optimal solver will have more cycle choices available to it and will thus be able to 

find lower-cost solutions. The percentage difference compared to the Hamiltonian 

solutions will then increase.

4.3. Hamiltonian /^-Cycles in a Flat-Capacity Design

Let us now consider the case where the working capacity on every span is equal. 

“Equal” can mean two things -  a single indivisible module on every span (the “unitary” 

case) or a collection of an equal number of individually managed channels on every span 

(the “flat divisible” case). In this section we consider the unitary case. (We also make 

the assumption that the network graph is Hamiltonian.) In this scenario it may seem 

intuitive that the optimal solution should be a single Hamiltonian because a collection of 

smaller cycles would seem to be gratuitously wasting capacity. This conclusion is 

actually correct2. The Hamiltonian will have N  hops and thus, because it “touches” 

every node in the network, it will be able to offer protection to every span, in either the 

on-cycle or straddling sense. If the cost metric in the network is hop-based, then all 

Hamiltonian cycles are equally good. If weighted by distance, then the one with the 

shortest length will be the best compared to all the other candidates.

4.3.1. Hamiltonian Illustration and Calculation of Redundancy Lower Bounds

An example of this is shown in Figure 4.4, where in (a), the network with unit 

working capacities is depicted with optimal solutions for both the hop-based (b) and 

distance-based cases (c). These were solved with the standard p-cycle SCP model that 

allows multiple cycles to be chosen, but the actual result shows (as predicted) that both 

results consist only of single Hamiltonian cycles. In Figure 4.4(b) (hop-based), the cycle 

chosen is equivalent in cost to all other Hamiltonians (and has a logical redundancy of 

13/23 = 56.5%), while in (c) we know the cycle chosen was the shortest Hamiltonian

2 During revisions to this thesis, prepublication discussions of ongoing work by others make it clear that 
this is not the case when considering “flat divisible” capacity.
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Figure 4.4. In a homogeneous, Hamiltonian network (a), a single p -cycle is optimal under both a 
hop-based (b) and distance-based (c) framework (adapted from [14] (p. 723),[70]).

available (now with a distance-weighted redundancy of 47.1%). We can observe that in 

the hop-counted case, the network redundancy figure of 56.5% is exactly as predicted by

the 2 Id  lower bound, presented next.

Based on the hypothesis that the optimal solution in a homogeneous (and 

Hamiltonian) network is always a Hamiltonian cycle, we can calculate a lower bound on 

redundancy for this particular type of network. If we say the network has N  nodes, S 

spans, and average nodal degree d  = 2S / N  (which is the standard formula for 

calculating average nodal degree), the logical redundancy would thus be

We describe this as a lower bound because it applies, of course, only to the optimal 

solution consisting of a single Hamiltonian. Other acceptable (but sub-optimal) p-cycle 

solutions could still have higher redundancy values, however.

Now taking a slight diversion, it is well known that the lower bound on the logical 

redundancy of a span-restorable mesh network is 5R = N (d - \)  (as explained in [35]). A 

short paper on the theoretical underpinnings of p-cycles [56] was able to show that p-

S N d / 2
(4.6)
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cycles also exhibit the same lower bound, but the practical significance and way to fully 

realize this lower bound did not seem to be fully understood. We can now appreciate 

how /"-cycles can actually “get there” when we recognize that homogeneous networks as 

just described fail to recognize or exploit a very crucial aspect of /7-cycles, which is of 

course their ability to protect straddling spans with two units of working capacity on each 

one. Thus, starting from one of our Hamiltonian solutions, such as those pictured in 

Figure 4.4 for an example network, we could “load up” each of the straddling spans with 

one extra unit of capacity, for “free,” with no changes required to the /7-cycle to retain full 

restorability. Incorporating this slight twist into our redundancy calculations, we now 

have the ability to protect

' £ wj = N  + 2 ( S - N )  = N  + 2
VjeS V 2

= N ( d - 1) (4.7)

working channels, thus making the overall redundancy

9i= S ^ / l ^ = T # ^ = 7 r ^ -  <4'8)
VjeS  /  VjeS  N( d  — 1) (d — 1)

This result is recognizable as the well-known lower bound for both span-restorable mesh 

networks and /7-cycle networks in theory, both mentioned above. However, this very 

efficient and desirable lower bound can now be actually associated with a constructible 

way to design a network that can easily reach the bound with a very simple provisioning 

technique. We will return to this idea later in the chapter.

The hop-based redundancy of 53.8% from Section 4.2.2 (for the same network as 

depicted in Figure 4.4) can be positioned mid-way between these two lower bounds. On 

one hand, it is below the 2 I d  figure of 56.5%. This is because in some cases, the 

optimal multiple-cycle design may be able to use straddling spans to protect a full two 

units of working capacity, which the strictly homogeneous design can never do. But on 

the other hand, it makes sense that the capacitated-framework design will probably not be 

able to associate two units of working capacity with every straddler, and so its 

redundancy will then remain above the absolute lower bound of 1 Hd -1 ) , which is
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39.4% for this particular network. We can see advantages here again with the general 

capacitated design from its ability to exploit the full protection capability of /7-cycles 

when needed to produce an efficient global design.

4.3.2. The A E  Metric for Hamiltonians

As mentioned in Chapter 3, a metric called the a priori efficiency (AE) can be 

calculated for any candidate cycle. This is accomplished with the following formula, 

presented in [70],[71]:

where xip is the number of protection paths provided by /7-cycle p  to span i, Qjp 

indicates whether /7-cycle p  crosses span j ,  and c . is the cost of a channel on span j . The

amount or distribution of working capacity will be present in order to allow us to actually 

realize the predetermined AE value. (This distinction was also made in Section 3.8.2.)

In general, the AE  value will improve as cycles become larger and more straddling 

spans are available to be protected. It is tempting and somewhat natural to surmise that 

because a Hamiltonian is the largest cycle possible, that it must also have the highest AE. 

This assumption, if true, would open the door to a trivial search procedure for the most 

efficient /7-cycle solution (in a flat-capacity scenario) -  simply sort the cycle set by the 

AE  metric, pick the one with the highest value, and a Hamiltonian would be guaranteed. 

A much more profound implication arises when we consider that the DCPC protocol 

([40],[51 ]) is a polynomial time procedure for finding the maximum AE  /7-cycle (with 

distributed, statelet-based methods). If Hamiltonians always had the highest AE, then the 

DCPC protocol would be a way of finding them (which is known to be an NP-hard 

problem) in polynomial time!

Unfortunately (but quite interestingly), we can demonstrate that the connection 

between Hamiltonians and high AE  values is not always true, at least in a logical hop- 

count scenario. To appreciate this, consider the elementary, contrived example in Figure

(4.9)

term “a priori efficiency” is used because we do not know in advance if an appropriate
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Figure 4.5. Example to illustrate a non-Hamiltonian p-cycle (PI) having (a) a lower AE  value, (b) an 
equal AE  value, and (c) a higher AE  value than a larger, Hamiltonian cycle (P2) (from 
[14] (p. 725),[70]).

4.5. Here we see a Hamiltonian /?-cycle, denoted P2, and a smaller, non-Hamiltonian 

cycle labeled PI. We can let this smaller cycle be just one hop shorter than the 

Hamiltonian, forcing it to exclude only one node from the route it takes through the 

network. If we want the two cycles to be as close as possible (which we do), then the 

best-case scenario will be that the excluded node is one with a degree of only 2. Thus, 

both spans incident on the excluded degree-2 node will not enjoy protection from the 

non-Hamiltonian cycle. Because it is one hop shorter than the Hamiltonian, cycle PI will 

have one fewer on-cycle span, as well as one fewer straddling span because a total of two 

spans can no longer be protected. Thus, we can see that for the Hamiltonian P2, with N  

on-cycle spans and S - N  straddlers, the AE must be [iV + 2 ( S - N ) ] / N  = ( 2 S - N ) / N . 

With N - I  on-cycle spans and S - N - 1 straddlers, an AE  value of

can be calculated for the non-

Hamiltonian PI. We can now compare these and assert that the Hamiltonian cycle will 

have a greater AE  metric value only when:

( 2 S - N ) >{_
N  ( N - 1)

To convert this to a simpler and more directly applicable form, we note that the 

common formula for the average nodal degree, d  = 2 S / N , can be rearranged as
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S ~ N d / l . Substituting this into Equation (4.10) and simplifying, we are left with the

very compact expression of d < 4 . This indicates, then, that for d > 4 there may exist a 

cycle with an AE value equal to or greater than that of a Hamiltonian.

Returning now to Figure 4.5, we can see an example of this. In (a), the network has 

13 spans, d = 3.71, and the Hamiltonian AE is higher (2.71 vs. 2.67). By adding an extra 

span in (b) to make S = 14, the value of d  increases to exactly 4.00. Here the AE metric 

for both cycles is equal with a value of 3.00 for each. Then in (c), another span is added 

for a total of 15 spans, and d  = 4.29. Here, the non-Hamiltonian cycle PI wins out, with 

an AE of 3.33 in comparison to 3.29 for cycle P2.

While this may seem like a somewhat subtle point, its effect and consequences on 

possible Hamiltonian search strategies based on the AE  metric cannot be simply 

overlooked. It is also important to note that even though a smaller cycle may have a 

superior individual AE,  the “network” AE will be highest with a Hamiltonian because the 

smaller cycle will require a second complementary cycle to achieve full coverage.

4.4. Flat-Capacity Design in a Non-Hamiltonian Network

All of the above discussion on Hamiltonian /(-cycles is based on the assumption that 

the network in question does, in fact, contain a Hamiltonian cycle. This is not always 

guaranteed, of course. A plausible assumption might then be that two cycles will be 

required for full protection. Again, this will be true in many cases, but unfortunately, it 

can be shown that for a non-Hamiltonian network graph, any arbitrary number of p-  

cycles may be required, depending on the specific topology.

Inspired by the idea of chains in “meta-mesh” design [102], we can propose a certain 

construct that, when added to a network, can easily force it to be non-Hamiltonian. For 

any chain of degree-2 nodes, we know that the chain must be traversed by a /(-cycle in the 

on-cycle sense, because from the definition of a chain of degree-2 nodes, it is easy to see 

that the spans involved will never be accessible to any cycle in the straddling sense. 

Because we do not (normally) allow /(-cycles to loop-back and “touch” a node more than 

once (unless they are non-simple cycles as in [82]), this imposes a limit of two chains per 

node if only one /(-cycle is used for protection. Thus, to force more than one /(-cycle, we
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simply need to increase the number of degree-2 chains incident on a common (or 

“anchor”) node. When three or more chains are incident, at least two /^-cycles will be 

required. When five or more chains are incident, at least three p-cycles will be required.

This was tested in the networks shown in Figure 4.6 through optimal solutions. All 

spans had an equal cost of 1 and the network graphs were specially constructed to have 

the feature of chain subnetworks and an anchor node like we just described. For each of 

cases (a)-(c), three chains were connected to the node marked “A”. The results showed

Canada-A’

COST 239-A’

15n30sl-B’

15n30sl-A’

Figure 4.6. Multiple-cycle designs required in non-Hamiltonian networks including those with three 
chains and two /^-cycles (a)-(c), and one with five chains and three p-cycles (d) (adapted 
from [70]) (the graph in (a) is a variant of the Canada network seen earlier, while (b) is a 
variant of the well-known COST 239 graph as in [103]).
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that the strictly optimal solution (in these three cases) was the largest non-Hamiltonian 

possible (with N  -1  nodes) coupled with the smallest p-cycle then required to achieve 

full protection coverage.

For the five-chain scenario in Figure 4.6(d), a three-cycle solution was returned by 

the solver, which was then verified by re-running the design with a constraint to force 

only a two-cycle solution (as in Section 4.2.4). The subsequent report of infeasibility 

from CPLEX was evidence that a three-cycle solution was actually required for the five- 

chain case, at least in this particular network. Thus, it is not possible to state with 

certainty that a two p-cycle solution will be required in the circumstances where a 

network is not Hamiltonian. In practice, most networks will not include our proposed 

construct with five chains converging on a single node, and thus may be amenable to 

protection with only two cycles, but this cannot always be guaranteed for any arbitrary 

network. Interestingly, the three /7-cycles chosen for the scenario in Figure 4.6(d) are 

neither the largest nor smallest in the network, leaving us unable to offer a guideline for a 

design likely to be chosen, as we did in the two-cycle case where it seemed that the 

largest/smallest pairing was always or often the outcome. Here for the three-cycle 

scenario it seems that the cycles chosen will depend specifically on the exact network 

topology in question.

4.5. Semi-Homogeneous Networks Based on the p-Cycle Concept

Earlier in Section 4.3.1 we showed how the logical redundancy of a /7-cycle network 

could exactly realize the theoretical lower limit of l / ( t / - l )  in the case where all spans 

(both on-cycle and straddling) fully exploit the protection offered to them by a 

Hamiltonian /7-cycle. We can position this as a special type of network, which we 

describe as “semi-homogeneous” to differentiate it from both the flat-capacity 

homogeneous case and the somewhat “random” fully capacitated designs. Figure 4.7 

below shows how this would be realized in practice. In (a) we can see how the straddling 

spans can now double their working capacities to fully exploit the protection capabilities 

of the cycle and achieve the theoretical lower bound. In (b) we can see the “zoom-in” 

view of the on-cycle and straddling spans in the whole-fiber context, where part (c)
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Figure 4.7. A semi-homogeneous network with two capacity levels supported by a Hamiltonian p -  
cycle (a), along with the implications for each type of span in both the whole-fiber (b) 
and wavelength switching cases (c) (from [14] (p. 726),[70]).

depicts the wavelength-switching context where the channels in a single fiber could be 

split up as required. Note that for this particular network the redundancy is at the (rather 

impressive) limiting value of 39.4%!

The reason we call this a semi-homogeneous network is because it does not relax the 

restrictions of homogeneity very much, and certainly does not allow arbitrary working 

capacities, but is still a departure from the strict flat-capacity definition of a perfectly 

homogeneous network. It is in a sense “in-between” these two extremes, so the semi- 

homogeneous descriptor seems to fit.

It is interesting to observe that although the working capacities can take on either of 

the two possible values permitted by semi-homogeneity (either one or two working 

fibers, depending on the orientation of the span with respect to the cycle), when coupled 

with the spare capacity required to build the p-cycls, the semi-homogeneous network 

actually turns out to be strictly homogeneous in the total capacity sense. Given that total 

capacity is what network operators actually build, this semi-homogenous paradigm 

(under the p -cycle framework) can make extremely efficient use of total flat capacity 

provisioned on each span. This design strategy could also be tailored so that spans with 

the highest expected growth would be arranged on the />cycle as straddlers so they would 

use the first working fiber initially and then the second working fiber in the future as 

demand growth warranted, while still being protected by the single original /3-cycle.
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4.6. Summary

In this chapter we showed how Hamiltonian ̂ -cycles are not always a better choice in 

a capacitated network graph, and also that a Hamiltonian might not have the best AE 

value in certain high-degree networks. We also proposed the idea of a semi- 

homogeneous network to fully realize the capacity benefits of /(-cycles. The p-cycle SCP 

design model we presented in the process will be useful background in the next chapter, 

which looks at how /(-cycles interact with other methods in a multi-method design.
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Chapter 5. A Mixed Design Approach With p -Cycles

From prior work on ring-mesh hybrids (in [33], as discussed in Section 2.2.4), we can 

appreciate the general philosophical point that by using multiple protection and/or 

restoration methods in concert with each other (instead of a single pure architecture), a 

superior solution in terms of overall cost can be obtained. The conclusion to another 

recent paper also brings this point to the fore, and states, “We expect that in future real 

life networks there will be a mix of different resilience schemes, depending on a service 

differentiation” [90]. And although a number of studies have been done to examine the 

merits of /5-cycles in comparison to other methods ([41],[89],[90],[91], among others that 

are not framed explicitly as comparison papers), there has been no work to date which 

considers how /5-cycles might act in harmony with other schemes as part of a multi­

method strategy. (Prior work on aspects of multi-layer design (for example [104],[105]) 

is distinct from our orientation of multi-method design in the same layer.) This chapter 

presents a framework for such multi-method design, developed as part of a collaborative 

project that was undertaken with F rancis Blouin at Nortel Networks, and contains 

material that was first published at the DRCN 2003 conference [21].

5.1. Motivation

5.1.1. Differentiation of Service and Survivability Methods

In an optical network, not all services are necessarily equal in terms of the restoration 

times they require. A data backup to a remote location at 2 AM would be far more 

tolerant of delay and a brief interruption than a live video broadcast, for example. While 

all services present in a network could, of course, be protected with the fastest method 

available, this may not make sense economically, especially if  faster protection is more 

expensive (as traditionally it is) and customers are only willing to pay for the precise 

grade of service they require. While it remains easier for a network planner to assume a 

single, all-encompassing grade of service and design the network accordingly, with the 

sheer size and cost of large optical networks fully considered, all opportunities to reduce 

cost must be exploited. Design methods that consider multiple grades of service are one 

such opportunity.
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Two popular survivability methods in optical networks today (among others -  see 

[25],[34]) are 1+1 APS and SBPP. SBPP is preferred because of its efficiency, but 

diverse 1+1 APS can offer a much faster protection switching speed. A combination of 

the two can be commonly seen, where SBPP protects most of the demand units to lower 

the overall capacity requirements but 1+1 APS is used to protect certain premium 

services. There can also be other methods present as well, such as existing legacy rings 

(which we ignored for this project). Unprotected or best-efforts services might also be 

found, along with mechanisms at different layers as previously mentioned (and further 

discussed in [25]). Because this study focuses on multi-method design, we neglect these 

inter-layer considerations, along with the unprotected services in the transport layer, 

simply because they require no protection capacity and are thus trivial to deal with. 

Similarly, introducing best-efforts services into our model and results to follow would 

only serve to unnecessarily confuse the central issues we are looking at.

One of these issues is the possible effect that /7-cycles might have when added to a 

1+1 APS and SBPP combination. We know from previous chapters that /7-cycles have an 

array of attractive features, including capacity efficiency and restoration speed. 

Introducing them as a possible class of protection (CoP) to be used with a certain subset 

of demands might have capacity advantages that we hope to expose later in the study. It 

is somewhat intuitive why this might be the case when we reflect on the capacity and 

restoration speed details of each method as presented in Chapter 2 and Chapter 3. 1+1 

APS will have (in general) the largest capacity requirement, /7-cycles will likely be more 

efficient, and SBPP even better still. This is supported by the results in [63] as explained 

in Section 3.6.2. For the restoration times, our colleagues at Nortel Networks were able 

to provide estimates for all three methods considered, and these are presented in Table

5.1. For this table, the important issue is the relative ranking of the methods and that a 

difference between them does exist. We recognize, of course, that the actual restoration 

times could depend on product implementations and actual network details.

In this chapter, we rank all the methods according to their restoration times, and so 

when terms like “better,” “worse,” “higher,” and “lower” are used, these are referring to 

the relative position of the methods in Table 5.1. We also talk about demand units
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Class of Protection Restoration time m

1+1 APS < 60 ms 1

/7-Cycles < 80 ms 2

SBPP < 200 ms 3

Table 5.1. Typical restoration times for various protection and restoration methods considered 
(from [21]).

“moving down” or “jumping up” in the context of the quality of protection they enjoy, 

and this also refers to this restoration-time hierarchy.

5.1.2. Introducing /t-Cycles to the Mix

With the CoP differentiation in mind, there may be a number of services (which 

generate demand units) that might require a faster restoration time than SBPP can 

provide. In a universe without /7-cycles, 1+1 APS (out of the three alternatives in this 

study) would be the only suitable choice. However, some services might be able to easily 

tolerate the only slightly longer delay associated with /7-cycles, and could thus use p- 

cycles as an alternative to 1+1 APS. We expect that with this expanded set of techniques 

to choose from, a service provider will be able to find a mapping of demand units to 

suitable protection methods that will ensure survivability, but at a lower cost compared to 

the suite of protection methods before /7-cycles were introduced. We are especially 

interested, as mentioned, in the possible transition between 1+1 APS and ̂ -cycles to see 

how many demand units can “bump down” to /7-cycles which could still (in those cases) 

offer adequate restoration times to the carried services but now in a much more cost- 

effective way. This transition would have no impact on how customer requirements are 

met (some may only need this “better than SBPP” protection instead of a fully diverse, 

dedicated 1+1 APS arrangement), but may have the potential to unlock significant 

capacity currently invested in 1+1 APS paths for more efficient and flexible use when 

employed as a set of /7-cycles.

5.1.3. Introducing Self Selection

After /7-cycles have been included in the suite of methods, we can pose another 

interesting question. In the last section, although we were only considering a single
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network, the paradigm was still one where the design for each method would occur 

separately. The interesting issue in that case was the extent to which demands that 

considered 1+1 APS and /7-cycles to be “time-equivalent” would “jump down” to /7-cycle 

protection to save capacity. But now assuming that /7-cycles are available, we can “flip” 

this question to ask: if  a demand can be protected at an equal or lower cost with a better 

method (i.e. “cost-equivalent”), could it “jump up” to that higher CoP? (This may seem 

somewhat counter-intuitive, but as we will see later, a method that is more expensive in 

general may actually be a more cost-effective choice for a particular individual demand.) 

The key to doing this is to allow the design model to make the choice of method for each 

demand unit, subject to meeting the minimum requirement, of course. This is in contrast 

to the framework in the last section, which we refer to as the “assigned” case from now 

on, because the CoP for each demand (i.e. the minimum requirement) was simply given 

as an input to the optimization process. Now, in the “self-selected” case, the method 

chosen must still be adequate but can be an “upgrade,” if this is possible without 

increasing the total capacity requirement. We are interested in looking at not only the 

possible capacity savings from this combined global optimization process, but also at the 

number of demands that might move up from one method to another to improve the 

service quality to customers at no additional cost to the carrier.

5.2. Mixed Multi-Method Design Model

To accomplish our objective, we now define a generic ILP model for the design of 

networks with all three methods just discussed: 1+1 APS, /7-cycles, and SBPP. The total 

demand quantity between every node pair is now represented not as a single aggregate 

amount, but as the quantity of demand between each node pair that requires a certain 

method (or better). This model will be used to obtain results for both the assigned and 

self-selected cases, with only a slight modification (explained below). By doing this (as 

opposed to using three distinct models for the assigned case), we ensure the results are as 

comparable as possible while still respecting the study framework just set out.
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5.2.1. Preliminary Details

The model to follow minimizes the total distance-weighted cost of both the working 

and spare capacity needed to provide 100% restoration for any single span failure. This 

optimization is performed in conjunction with a bi-criteria objective function (similar to 

[106], although here it has a different purpose). It asserts that when cost is equivalent, 

demands are to be “upgraded” to a better method if this can be done. The bi-criteria term 

thus has the effect of simply “biasing” or “nudging” the solutions (when capacity cost is 

the same) to the extreme that sees all demands being served with the best method 

possible. This helps us to provide more consistent comparisons, instead of comparing 

results where the allocation of demands to methods might be randomly assigned within 

the space of solutions available at a certain value of overall cost. This bi-criteria term has 

a surprising impact, as we will see later.

It is necessary to optimize working demand routing and capacity placement together 

with spare capacity design because the three methods we consider (and the specific ways 

we design solutions for them) may treat these two types of capacity differently and have 

varying requirements for both working and spare, making the only truly fair comparison 

one that compares everything.

For 1+1 APS, the demand units we provision are routed over both sides of the 

shortest cycle between end nodes. One side can be considered the working path and the 

other side as the protection path. Note that this is slightly different than a possible 

alternate method, which would involve using the shortest route for the working path and 

then the next shortest disjoint route for the protection path. In our case, because the 

cycle-finding tools were conveniently available, we adopted the cycle-oriented approach 

instead, which has the added advantage of selecting the lowest cost disjoint path pair, 

instead of possibly limiting the protection path choices as a result of blindly routing the 

working path first. Because both paths in an APS setup are carrying the signal at all 

times, we classify the entire shortest cycle as working capacity and make no distinction 

between the two sides. Thus, in our model, there is no spare capacity provisioned for a 

1+1 APS path.

We look after the /5-cycle design in a fairly standard way -  the working demands that 

require /5-cycle protection (treated as a group for each O-D pair) simply take the shortest
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routes, with working capacity being provisioned accordingly. Spare capacity is then 

provisioned (with standard methods as in [40]) to support the p-cycle set that is selected.

For SBPP, we again adopt a cycle-oriented approach. The collection of demand units 

between a certain O-D pair that use the SBPP method will be assigned to a disjoint path 

pair between their end nodes. (Note that a disjoint path pair is in one sense just another 

way of describing a cycle, and we actually use our cycle-finding tools to enumerate 

them.) But where, for 1+1 APS, we made no distinction in the optimization model 

between the working and protection paths on either side of a cycle (because it was 

unnecessary), with SBPP we must do so, because the primary and backup paths require 

different treatment. This is why we adopt the disjoint path pair terminology, because 

now, even though the two paths are still assigned (or not) as a pair, they need to be 

identified as either primary or backup and have capacity provisioned accordingly. The 

primary side will need dedicated capacity, but the backup side can share spare capacity 

with other backup paths where possible as long as the corresponding primary paths will 

never fail together and try to activate their backups at the same time. For this reason, we 

always use the shortest side of the path pair as the primary and the longer side as the 

backup (the dedicated capacity will be cheaper if we always put it on the shorter side).

For each O-D pair, a number of these shortest path pairs are provided to the solver as 

possibilities (in the same way a traditional mesh network design receives input sets of 

possible restoration routes). Note that in this study, we do not impose any limitation on 

the extent of possible spare capacity sharing for SBPP (as in [35]), other than the basic 

constraint requiring the primary paths to be disjoint so contention will not arise. Because 

of the path pair orientation, the SBPP portion of our model is slightly different than the 

prior model for spare-only SBPP design in [35] which considers backup paths as 

independent entities, but like the model in [35], we only choose a single SBPP path (pair, 

for us) for all the demand units associated with a particular set of O-D nodes.

It is important to note that this is no? a joint optimization in the sense that there is any 

independent flexibility in the routing of working paths to optimize capacity. We are 

optimizing predetermined working capacity placement over a variety of protection and 

restoration methods, as opposed to optimizing the actual working paths and working 

capacity placement over a variety of working path choices, as might be done for a single
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method design. The only exception is in the SBPP case where the ability to affect the 

working and spare capacity is present to a certain degree due to the choice between 

available path pairs. Our use of the term “joint” is thus meant mostly to reflect that both 

working and spare capacity are included in the model, not that they are both optimized 

over an independent array of possibilities. For 1+1 APS and /^-cycles, the working 

capacity is placed in a purely deterministic way, and for SBPP, although the primary 

paths are not placed in quite such a controlled fashion, their selection is strongly coupled 

with the selection of backup paths because the model selects the best SBPP path pair, 

which thus keeps the SBPP element of the optimization process distinct from a 

conventional joint optimization as we would usually describe it (in the case of a span- 

restorable mesh, say). To reduce complexity, we assume a fully VWP network with no 

wavelength blocking or wavelength conversion issues.

5.2.2. Multi-Method ILP Formulation

After this preliminary discussion, the full model can now be expressed below. Note 

that here we represent each method by its method number (m) as given in Table 5.1.

Sets

M  Set of restoration methods, indexed by m.

S  Set of spans, indexed by i (failed) or j  (surviving).

D Set of demand relations, indexed by r.

P  Set of candidate /^-cycles, indexed by p.

Rr Set of candidate SBPP path pairs for r, indexed by b.

P a r a m e t e r s

s  A small positive constant (0.0001).

A A large positive constant (100000).

Cj C o st o f  o n e  u n it o f  cap ac ity  o n  span  j .

d m’r Number of demand units for relation r that require method m .

tj Equal to 1 if span j  is on the shortest cycle between the end nodes of relation r, 0

otherwise.
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eVj Equal to 1 if span j  is on the shortest route between the end nodes of relation r, 0

otherwise.

x,. Equal to 2 if span i straddles p -cycle p, 1 if  span i is on p-cyc\c p, 0 otherwise.

9j Equal to 1 if  span j  is on /?-cycle p, 0 otherwise.

S jb Equal to 1 if span j  is on the primary (shorter) side of SBPP path pair b for

relation r, 0 otherwise.

(j)rj b Equal to 1 if span j  is on the backup (longer) side of SBPP path pair b for relation

r, 0 otherwise.

V a r ia b l e s

Wj Working capacity on span j .

W” Working capacity on span j  for method m.

Sj Spare capacity on span j.

s’” Spare capacity on span j  for method m.

a m,r Number of units for relation r that use method m (equal to dm-' for assigned case).

np Number of unit-capacity copies of p-cycle p.

q[ Number of units for relation r that use SBPP path pair b.

Vb Equal to 1 if relation r uses SBPP path pair b, 0 otherwise (1/0 variable).

O b je c t iv e  F u n c t io n

MMSCP: Minimize: cy. -{wj + ^ .) + £-• ^  'ŝ m - a mr (5.1)
V /e5 VmeM \/reD

(Minimize capacity cost and use the best methods.)

C o n s t r a in t s

Y / '^  (5-2)
VmeM

(For every span, the working capacity must equal the sum of working capacity for all 

methods.)
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! > ;= ■ * ,  (5.3)
VmeM

(For every span, the spare capacity must equal the sum of spare capacity for all 

methods.)

£  a m'r = X  dm’r V r e D  (5.4)
VmeM VmeM

(For every relation, the total quantity of demand assigned to all methods must equal 

the total quantity required.)

£  a or > £  d °'r Vm e M ,V r  e D (5.5)
Voe{l..m} Voe{l..m}

(For every relation, the total demand is protected with an assigned method or better.)

' Z q rb = a 3’r V reZ ) (5.6)
VbeRr

(For SBPP working demands, use method 3 protection.)

J > ; = 1  V reZ ) (5.7)
\ /b sS r

(For SBPP demands, only one path pair can be used.)

A -vrb >qrb V r s D , V b e R r (5.8)

(For SBPP demands, only the backup path of the path pair selected in (5.7) can be

used for restoration.)

X > ; - a u <v4 v j e S  (5.9)
VreZ)

(For APS demands, working capacity is asserted on all spans of the shortest cycle 

between O-D nodes.)

V j e S  (5.10)
VreJD

(For p-cyc\c demands, working capacity is asserted on all spans of the shortest route 

between O-D nodes.)

X I  S]y q l < w)  Y / e S  (5.11)
V r e D  V b e R r

(For SBPP demands, working capacity is asserted on the primary side of the chosen 

path pair between O-D nodes.)
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Vz e S  (5.12)

(For each span failure, the set of /z-cycles must be adequate to protect all /z-cyclc 

working capacity.)

(For every span, there must be sufficient spare capacity to support the set of p-cycles 

used in (5.12).)

(For each span failure, there is enough spare capacity on surviving spans to support 

all activated SBPP backups.)

Except for the 1/0 variables indicated above, all other variables are limited to non­

negative integer values. To employ this model in both cases (assigned and self-selected), 

we either use a m,r as a variable (as specified above) to allow the ILP solver the 

flexibility to determine its value in the self-selected case, or to force the use of specific 

methods in the designs (the assigned case), we change a m,r to a parameter, with values 

corresponding to the d m,r parameters that encode the minimum method requirements. 

The constraints in Equations (5.4) and (5.5) are thus redundant in the assigned case, 

although for practical simplicity we left them in the model. As might be apparent from 

the number of constraints and variables, in the self-selected case this can be quite a 

complex model. For all tests in this chapter, we again used our fastest CPU server 

(“liza”). The model above was implemented in AMPL (see Appendix B.2) and a custom 

data file preparation and preprocessing program was developed based on code modules 

(including [100]) available in the Network Systems group for other preprocessing tasks 

(by John Doucette and various co-op and/or summer students). However, our program 

did not use any candidate cycle preselection, and thus, solutions for larger networks than 

those seen in this study could likely be obtained if this preselection capability were 

implemented. On the networks we did use, though, some interesting results could be 

seen, which we explore in the following sections.

Vf e S  (5.13)

V rei) VbeRr
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5.2.3. Test Networks

We chose both a sparser, “ladder”-type graph and a richly connected European 

network as test cases. The European network was the well-known COST 239 study 

topology as in [103] (with span distances from [58]). The “Generic U.S.” network was 

supplied by colleagues at Nortel and is a scaled-down version of a more detailed U.S. 

network graph. A realistic demand matrix was also supplied for Generic U.S. and we 

make use of it later in Section 5.5. Both networks are shown below in Figure 5.1. In all 

our tests in this chapter, the span cost values for both networks were distance-based.

In the next two sections, however, we make use of some standard test demand 

patterns to gain more insight into our new model. A “flat” demand matrix of 20 units 

between each O-D pair was provisioned and subsequently split into variations with each 

CoP being allocated either 15%, 30%, or 55% of the total demand (corresponding to 

exactly 3, 6, or 11 units, respectively, out of the 20 units in total). By stepping through 

all the possible arrangements of these 15%-30%-55% patterns, we can see how our 

method behaves as each survivability method is responsible for a greater or lesser portion

Generic U.S.: 
N = 19 
S = 31
d = 3.26 d = 4.73

Figure 5.1. Test networks used: (a) COST 239 and (b) Generic U.S. (from [21]).
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Figure 5.2. Illustration of different demand patterns specified for mixed service classes (in order of 
% APS - % p-cycles - % SBPP) ([107]).

of the total demand. This strategy of using multi-service demand mixes is inspired by a 

similar method used in [107]. Figure 5.2 illustrates what each demand pattern looks like 

when represented in a three-dimensional space, with one axis for each survivability 

method.

We provided at least 10 eligible SBPP path pairs between each O-D node pair for 

both test networks. Also in both cases, the full cycle set was made available to the ILP 

solver to use in building p-cycles. The Generic U.S. network had a total of 341 cycles 

while COST 239 had 3,531.

5.3. Results for Assigned Protection Designs

In this section we look at the effect of introducing /5-cycles into the suite of methods, 

and make use of our model above, modified as previously described to fix the a m,r terms 

as parameters. This means that a m,r ( = d m'r ) simply specifies how many demand units
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for each O-D relation (by our assignment) will use each survivability method for their 

protection or restoration. When specifying these as inputs, we of course assign each 

demand unit to its minimum required method. Note that in the case where we define p- 

cycles to be unavailable as an option, the minimum required method for certain demands 

would then need to be 1+1 APS instead. We would allocate all demand units only 

between 1+1 APS and SBPP in such a case, and set d 2,r (and hence, automatically, a l r) 

to zero. (The “2” is the numerical “method” descriptor for ̂ -cycles as given in Table 5.1. 

To recap, 1+1 APS has m = 1, jo-cycles are represented by m = 2 , and m -  3 indicates 

SBPP.)

Our task is now to compare the total, distance-weighted capacity cost over the six 

demand mixes, with and without p-cycles as an available method. This will quantify the 

cost improvement from moving from 1+1 APS to jo-cycles for those demands for which 

anything < 80 ms is an adequate restoration time. In the figures below, we indicate the 

demand mix in a “15-30-55” format, where the first number is the percentage of demand 

units requiring 1+1 APS (60 ms), the second number is the percentage using p -cycles (80 

ms), and the final number is the percentage that can tolerate SBPP (at 200 ms). However, 

this notation only specifies the minimum requirement, so when jo-cycles are not available, 

the first and second two percentages will both be allocated to 1+1 APS (as explained 

above).

We arranged the “with” and “without” (p-cycles) bars on the graphs below in pairs, 

and so for each demand mix, both of these scenarios appear side-by-side for ease of 

comparison. Each bar shows the breakdown of the total capacity into the amounts 

required for each of the methods. The first three bars in each figure are for pure designs 

with each technique alone, simply to illustrate how the methods perform individually 

when no demand split is imposed. We can see that for Generic U.S., a reduction of 9.8% 

and 22.7% from the (most expensive) 1+1 APS solution can be obtained for p-cycles and 

SBPP, respectively. For COST 239, the corresponding reductions are 30.0% and 41.3%. 

COST 239 thus appears to be much more amenable to p-cycles (compared to Generic 

U.S.), at least when implemented as a pure architecture.

Figure 5.3 below shows the Generic U.S. results. These were all solved to within 

0.01% of optimality. For the varying percentages of 1+1 APS demand that shifted to p-
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Figure 5.3. Capacity results using assigned model with Generic U.S. network (from [21]).

cycles (15%, 30%, or 55%), average improvements (respectively) of 1.6%, 3.2%, and 

5.7% were seen.

Because of the scenario described earlier where p -cycle demands use 1+1 APS when 

/7-cycles as a method are not available, several bars in Figures 5.3 and 5.5 are equivalent. 

For example, the bars for “15-30-55 w/o” and “30-15-55 w/o” are equivalent solutions 

because in both cases (due to the absence of /7-cycles), the actual split is 45% to APS and 

55% to SBPP. This can be seen in other “w/o” cases where the sum of APS and /7-cycle 

demand is identical as well.

Initially we might have expected a set of larger reductions. (It can generally be 

appreciated that /7-cycles may provide opportunities for spare capacity sharing whereas 

1+1 APS cannot.) However, the issue is, “how many of them can we exploit?” We know 

from earlier chapters that to take lull advantage of /7-cycles, we need enough working 

flows to use (and share) the protection capacity. And of course, it is especially important 

to have enough working capacity on all the straddlers (otherwise the /7-cycles will be 

limited in terms of efficiency). This particular topology (Generic U.S.) would seem to be 

not as amenable to /7-cycles as some others, due to its “ladder”-type construction. A lot 

of the East-West demand routing in this continental U.S. graph will take place over the
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“sides” of the ladder (i.e. the on-cycle spans, for many of the possible /7-cycles), and 

relatively few demands will tend to be routed on spans with a North-South direction 

(especially in the middle of the country). (In fact, sometimes routing demands through a 

rung of the ladder is impossible due to the routing infeasibility explained in [35], where 

the first path is routed in a way that precludes any other disjoint paths from even existing. 

A canonical example is shown in Figure 5.4, and this construct is generally known in 

survivable networking as a “trap topology” (as in [14] (p. 208),[108]).) But the rungs in 

the ladder will often be the straddling spans on many of the /7-cycles, which are exactly 

where we need demand to be routed the most! For this reason, we speculate that other 

graphs, which are more densely connected (or geographically distributed in a more 

uniform style), may perform better in terms of the capacity reduction.

Now we can look at the results from COST 239. This network was more difficult to 

solve due to the larger number of cycle candidates and so these results were given a 

slightly more relaxed tolerance of 0.1% of optimal. But the high average nodal degree in 

this case is an auspicious sign because demands will now more frequently be able to 

cross straddlers as a part of their route. The average reductions for the 15%, 30%, and 

55% demand shifts from APS to /7-cycles are now 5.4%, 10.6%, and 18.1% in the total 

capacity cost. These are much better numbers than those for Generic U.S. and are 

notable because we are not even shifting all the demand to /7-cycles, but only a portion, 

yet the reductions in capacity are still in the range of 5 to 18%. Figure 5.5 illustrates the 

results for COST 239 in the same format as before. In general then, to answer our 

original question, we see that adding /7-cycles to the suite of methods can produce a 

significant savings, but that the benefits seem to depend on the topology of the network, 

with more densely connected networks seeing a more pronounced benefit.

Figure S.4. Illustration of (a) a routing infeasibility that can prevent a second disjoint path from 
existing, and (b) a solution with two paths both avoiding the middle “rung” span.
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Figure 5.5. Capacity results using assigned model with COST 239 network (from [21]).

5.4. Results for Self-Selected Designs

This section is where we get the chance to test one of the main features of our new 

model, the ability to allow the solution model itself to select the highest quality method 

that satisfies each demand’s requirements. This means demands may move up to a 

higher grade of service than they require. For example, p -cycles could move up to 1+1 

APS, or SBPP could move up to either of the other two methods. The transition from 

SBPP to /7-cycles would be especially advantageous, because the restoration time would 

be more than halved (from 200 ms to 80 ms). For this we make use of the model exactly 

as specified in Section 5.2.2, with the a m,r values as decision variables.

In the previous section, we discussed how the cost was adversely affected by higher 

amounts of capacity needed in a /7-cycle design when the demand routing tended (out of 

necessity) to favor the on-cycle spans as opposed to the straddlers. In such a case, the 

spare capacity we must provision is not really being used to its full potential. Our 

motivation in this part of the study thus arises quite naturally from the idea that the 

SBPP-grade demands could perhaps take advantage of the available but unused 

protection capability (“slack”) in a /7-cycle design (unless it were fully semi-
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homogeneous, in which case there would be no slack, but in the majority of cases this is 

highly unlikely). So when the solver determines that it is more efficient in terms of 

capacity (or equally efficient) to do so, demands will get “upgraded” to the highest level 

of service possible. (The bi-criteria objective term becomes responsible for the biasing 

when cost is exactly equal.) There is really no reason to avoid using such a strategy -  a 

carrier could either offer the upgrades to its customers for free, or possibly exploit this 

ability to offer higher quality protection to increase its revenue. In any case, it will be 

interesting what the extent of the upgrades will be for both of our two test networks.

We again use the demand matrix with 20 units per O-D pair, along with the suite of 

15%-30%-55% mixed patterns. The comparison in this section is between the self­

selected approach (including /7-cycles as an option), and the assigned approach including 

^-cycles from the previous section. To easily illustrate the changes, they are positioned 

on the charts in pairs (as done previously). This will let us see how the capacity is 

distributed between the three methods before and after we allow demands the freedom to 

upgrade. A bit later, we will also look at the profile of individual demand units in these 

same two cases to see the change in the number of demands relying on each method, as 

opposed to just the aggregate capacity totals.

Results are shown in Figures 5.6 and 5.7 for Generic U.S. and COST 239 

respectively. The cost decrease was 4.8% (on average) in Generic U.S. and 2.2% (on 

average) in COST 239. This decrease was in relation to the assigned case with /7-cycles. 

Compared to our starting position in the last section of an assigned approach without p- 

cycles, however, the cost reductions are 8.1% and 13.3% for Generic U.S. and COST 239 

respectively.

There are some interesting things we can see in these two graphs. Notice the shifts in 

capacity from one method to another, especially when SBPP has a large portion of the 

demand to start with (the 55% cases). Not only does a lot of capacity shift to /7-cycles, 

but there are shifts to 1+1 APS as well! Initially this was surprising and unexpected. 

After reflection though, there is a good reason why this happens, which we explain a bit 

later in the chapter.
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Figure 5.6. Capacity results using self-selected model with Generic U.S. network (from [21]).
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Figure 5.7. Capacity results using self-selected model with COST 239 network (from [21]).

The capacity totals do not clearly show how many individual lightpaths get the 

opportunity to upgrade to a better method. Out of the fixed quantity of demand units in 

each network (20 units per O-D pair), Figures 5.8 and 5.9 show the number of units 

protected by each method in the assigned and self-selected designs. These also show
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Figure 5.9. Demand upgrading under self-selecting method design model in COST 239 network 
(from [21]).

quite a dramatic shift in some cases. The number of lightpaths protected by p-cycles 

increases in the majority of cases, and additionally, we also see large increases in 1+1
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APS protection in the Generic U.S. network. 1+1 APS increases were harder to see in 

COST 239, although in a few cases there is a slight change there as well.

Why would demands ever move up from an efficient, shared-protection method like 

/^-cycles or SBPP to the apparently capacity-wasting 1+1 APS (with at least 100% 

redundancy)? To answer, we need to focus on /7-cycles as a shared-protection method. 

Shared spare capacity leads to efficiencies when many working demands are present. 

However, imagine the opposite of a “fully-loaded” /7-cycle -  a “barely-loaded” /7-cycle 

with only a single working demand. In this case, to protect this single demand, two 

disjoint paths of spare capacity need to be provisioned (to build the /7-cycle). In contrast, 

instead of provisioning a whole cycle to protect this one demand unit, a 1+1 APS 

arrangement would simply provide a single duplicate path. This difference is illustrated 

in Figure 5.10. This is how we can justify what the solver appears to be doing -  in cases 

where there are no opportunities to share capacity on the already-built /7-cycles, and 

where any potential new /7-cycles would not be used efficiently, it will be cheaper to just 

use APS (which the solver is “biased” towards as a preferred performance choice 

anyway). This is why in COST 239 we saw fewer increases in APS-protected units than 

in Generic U.S. -  because COST 239 is more richly connected, the option of sharing the 

benefits of a /7-cycle will be available to more demands. In Generic U.S., however, 

especially for demands with an East-West orientation, simply using an APS setup on both 

“sides” of the ladder will sometimes be cheaper than provisioning a collection of /7-cycles 

with poorly loaded straddler spans.

While Figure 5.8 and 5.9 indicate the aggregate number of demands that use each 

method in the before and after scenarios, this is not the same as the number of individual,

Figure 5.10. For a single incremental working path (in red), a 1+1 APS solution (a) uses less capacity 
than the solution with a p-cycle (b).
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specific lightpaths that enjoy a better grade of protection with the self-selected model. 

For example, if  one lightpath moved from SBPP to jo-cycles, and another moved from 

p-cycles to APS, by looking at the charts we would only see an improvement of one unit 

in terms of “method number” (APS would have one more unit than before, and all others 

would be the same or lower.) But in reality, two lightpaths both saw an increase in their 

quality of protection.

To bring this out more clearly, we list the percentage of individual lightpaths that saw 

an improvement in their CoP in Table 5.2. These figures show an even more pronounced 

benefit than the charts because they take into account the individual units moving up. We 

can see upgrades in approximately 15 to 32% of the time in Generic U.S. and 10 to 24% 

of the time in COST 239. This is a significant benefit just from applying a new design 

model, and remarkably, is accomplished even while the overall network capacity cost is 

being reduced.

In addition to the 15%-30%-55% mixes, for the self-selected model we also tested a 

0%-0%-100% split as an interesting “what if?” scenario, on the side. This is a demand 

pattern of 20 units per O-D pair, all of which can be satisfied with the slowest method, 

SBPP. But the solver, of course, is free to use the best methods possible while 

minimizing design cost. In the COST 239 case, the bar on the far right side of Figures 

5.7 and 5.9 shows however that the minimum requirement is also the cheapest, and all 

demands are assigned to SBPP. However, in Generic U.S., a significant portion o f 

lightpaths were served by p-cycles (almost 41%) and a few  by APS. Even though they

Demand mix Generic U.S. COST 239

15-30-55 31.9% 24.4%

15-55-30 28.6% 18.0%

30-15-55 29.9% 16.8%

30-55-15 21.9% 11.7%

55-15-30 17.4% 13.4%

55-30-15 15.1% 9.5%

0-0-100 45.4% 0.0%

Table 5.2. Characterization of improved protection available with self-selected method (from [21]).
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could have been satisfied with SBPP (which is commonly thought of as a cost-effective, 

economy-class method), the solver chose to upgrade fully 45.4% to the faster /7-cycle and 

APS methods. Figures 5.6 and 5.8 illustrate the split. This self-selected solution actually 

turns out lower in cost than a pure SBPP design. From this we can conclude that the 

mixture of survivability methods and the use of our integrated design model can 

sometimes offer better performance in terms of both capacity and the survivability 

“profile” of the network (how many demands can use each method). For some denser 

networks like COST 239, it may turn out that no benefit exists, but as topologies become 

sparser, we expect that more and more benefits will get unlocked.

5.5. Generic “Real-World” Test Case

In this section, we used the Generic U.S. network above, but this time with a realistic 

demand matrix representing what the actual customer demands on the network might 

look like. The demand split between the three techniques was also based on a realistic 

assessment. Both the demand quantities and split were provided by Nortel Networks. 

The exact assignment was 20.5% to APS (60 ms), 23.7% to /7-cycles (80 ms), and 55.8% 

to SBPP (200 ms). We can now present the results of a quick check on performance with 

this new demand pattern and mix. Moving from the assigned case without /7-cycles to the 

assigned case with /7-cycles yielded a modest 2.3% reduction in capacity cost. The 

reduction from the assigned model with /7-cycles to the self-selected model with /7-cycles 

was 4.8%. As in the previous sections, however, the more significant result is again that 

a large number of lightpaths were able to upgrade. Here we observed 318 out of 1310 in 

total (or 24.3%) enjoying a higher grade of protection than in the initially listed set of 

requirements above.

5.5.1. Effect of Bi-criteria Objective

When our model was first developed, we added the bi-criteria objective term because 

we thought it could possibly have a positive effect, and that it might be wise to include it 

just to be sure that the solutions were all biased in the right direction. To quickly review, 

the first term to minimize in Equation (5.1) is the total capacity cost, while the second 

term is the weighted sum of all the method numbers used for all demands, with lower
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numbers representing better methods, as indicated previously in Table 5.1. The 

weighting factor s  is set to a very low value so that while the second term still has the 

general effect of “minimizing” the sum of method numbers, it will not be large enough to 

offset the capacity cost in any significant way.

To test if  the bi-criteria term really had any effect and if equivalent cost solutions 

were rare so that there might not be any point to having it, we solved the Generic U.S. 

network with the realistic demand pattern above, with and without the second term in the 

model’s objective. The optimality tolerance was specified to the very tight value of 

0.001% of optimal so that we could be assured of an accurate result. With the bi-criteria 

term removed, only 271 lightpaths were upgraded. In contrast, when we included it, a 

total of 318 demands moved up (as indicated above). The change from 271 to 318 

demands took place even with the e  bi-criteria weighting value set to only 0.0001 (the 

smallest value that CPLEX would treat as a non-zero quantity in our particular setup). 

Thus, we can see that the bi-criteria term is indeed having an important effect in our 

model, causing many more demands to enjoy an upgrade in their survivability method 

than would otherwise be the case.

5.5.2. Introduction of Modularity

We now make a few slight changes to the model to introduce modularity effects 

(using the methods in [109]) to see what the impact of this will be on self-selected multi­

method designs. The changes and additions are as follows:

N ew Set

F Set of available module types, indexed by y .

N ew Parameters

cy Cost of one module of type y.

r y Size o f  one module o f  type y.

N ew V ariable

rjy Number of modules of type y  placed on span j.
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(5.15)

(Minimize module cost and use the best methods.)

N e w  C o n s t r a in t

X T>’ - w, +sj Vf G S  (5.16)

(Total modular capacity must support all logical channel requirements on each span.) 

We specified the available module sizes as being 1, 4, 8, 16, 32, and 160 channels,

the cost -  see [109] for details), the costs of these modules were taken as 1,2, 4, 6, 9, and 

25, respectively. With the Generic U.S. network and realistic demand mix, solved to 

within 0.3% of optimal, we found that the self-selected model with modularity has a 

higher distance-weighted capacity requirement within the overall envelope of module 

capacity, but this adjustment is necessary for the solver to minimize the total module cost 

as much as possible. There was still an improvement, however, over the distance- 

weighted channel requirements in the assigned model including p-cycles. (These 

distance-weighted capacities we compared did not include any of the unused module 

overheads.) The total cost of all the modules (as represented in the first objective term) is 

of course radically different than the objective values we obtained before, because the 

new value is influenced by the economy-of-scale “discounting” effect (and thus, it is not 

really “fair” to use this value in any comparisons). As before, however, we noticed the 

most significant effect in relation to how many demands could upgrade. Where before 

we saw an improvement of 24.3%, with modularity included we can now observe fully 

37.6% of lightpaths enjoying a better CoP.

5.6. Selection of a Single Best Pure Architecture

After developing the self-selected formulation and conducting the tests we just 

described, we wondered if this new design tool could perhaps be used for a slightly 

different purpose. The one instance in Figure 5.6 and 5.8 that shows the model

and to approximate a “3x2x” economy-of scale effect (3 times the capacity for 2 times
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determining (on its own) the best mix of protection and restoration methods for the 0%- 

0%-100% case is especially intriguing. Even though we only indicated that the lowest- 

performance method was required for each demand (which is essentially no requirement 

at all, given that all lightpaths need to be protected somehow), the solver found the 

optimal point on its own. We realized it might be possible to make use of this capability 

to make decisions between method choices in a multi-method framework to determine, 

scientifically, the best single method to protect a given network. (This would be easier 

than performing separate designs for each method and then manually comparing the 

results to see which had the lowest cost.) To do this, we would only need to modify our 

previous model to assert that no more than one method (of the three available) could be 

used. This is done by adding the following new variable and constraints.

N e w  V a r ia b l e

/?"' Equal to 1 if method m is used to protect any amount of demand, 0 otherwise.

N e w  C o n s t r a in t s

(Only the method selected in (5.17) can be used for protection or restoration.)

Because the 0%-0%-100% bar in Figures 5.7 and 5.9 (for COST 239) already showed 

SBPP being used as a pure architecture when a mix was actually permitted, the COST 

239 network was not used with the revised model, because we already know the outcome. 

We did, however, run it on Generic U.S. and in that case, the result was that SBPP was 

also selected as the single best architecture (/?3 = 1).

Because SBPP was the preferred method in both networks, it might be natural to 

wonder if it will always be the best, or if  p-cycles might be preferable in some cases. 

Without exhaustively searching through a number of other topologies to find one where 

p-cycles are chosen, we tested the following “existence-proof’ network on a hunch.

I  p  =i (5.17)

(Only one method can be used.)

VreJD
M m e M  (5.18)
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Figure 5.11. “Square” network.

Called “Square” (and depicted in Figure 5.11), this network has 4 nodes and 6 spans, 

with d  = 3.0. We provided a demand matrix with 1 unit on each side of the square, and 2 

units on the two diagonal spans. When used in the /7-cycle configuration, this would 

reach the limit of being a fully loaded, semi-homogeneous /7-cycle. We tested this simple 

network with the single-architecture model, and /7-cycles were indeed chosen as the 

method of protection. While the characterization of the tradeoff between /7-cycles and 

SBPP remains an interesting area for future work, we know that it is possible in at least 

one case for /7-cycles to be chosen, by the optimal ILP solver, as the theoretically superior 

method. The self-selected, one-architecture model could be used with other topologies to 

gain more insight into the conditions when /7-cycles are the best choice.

5.7. Summary

In this chapter we found that by using a mixed design process, not only can capacity 

requirements be lowered, but also a significant number of demand units can be upgraded 

to a better class of protection than they would otherwise enjoy. The bi-criteria objective 

function ensured that as many demands as possible could do this. We also showed how 

revising the model can allow it to choose the single best pure architecture. Focusing now 

more closely on the architecture of primary interest (/7-cycles), we move on to look at its 

protection path lengths, design restrictions on path length, and a comparison to the 

method of imposing path length restrictions by limiting the total cycle circumference.
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Chapter 6. Path Length Constraints for /^-Cycles

As seen previously, a solution strategy for mesh network design is to use Herzberg’s 

idea of limiting the eligible routes provided as an input to the design problem. Not only 

is this effective in limiting the problem size for the ILP solver, but it may also reflect 

important real-world limitations on the maximum distance or number of hops in the 

working or restoration paths. It is also possible, and in many cases necessary (due to a 

variety of factors), to impose similar limits on the set of eligible ^-cycles in a design, as 

we discussed in the literature review in Chapter 3. This restriction on the eligible cycle 

set can be imposed in several ways. One of the most common is to simply take a certain 

number of the shortest cycles. Another is to take a certain number of the “best” cycles 

according to a metric such as TS or AE  (the number of working units associated with a 

cycle or the number of working units normalized to the number of spare units, 

respectively). If the motivation is specifically to make the cycle set reflect real-world 

constraints, all cycles below a stipulated circumference limit could be enumerated as the 

eligible set. This simple approach, however, does not fully exploit an operational aspect 

of p-cycle protection in that the actual length of each protection path is what really 

matters, and not necessarily the circumference of the cycle from which such paths are 

derived. In principle, long />cycles could exist in a design while providing short 

protection paths to straddling spans, and would be admissible to the eligible cycle set 

under this framework, when otherwise they would be thrown out (thus preventing their 

consideration by the solver), on the basis of their overall length.

In this chapter we present a model for imposing a direct restriction on the length of p- 

cycle protection paths, which allows us to find optimal designs while taking this factor 

into account in a very precise way. This allows us to investigate the possible existence of 

a threshold hop-limit effect for p-cycles, and also allows for an accurate comparison of 

circumference-limited p -cycle designs and similarly path- or hop-limited mesh designs. 

This comparison was previously not possible because the circumference limits applied to 

jo-cycles may exclude certain paths of an acceptable length while the hop limits for a 

span-restorable mesh would not. (The two approaches are not directly equivalent.) We 

present results to validate the new model, to compare path-limited p-cyclc design to other
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techniques, and to obtain new insights about the /(-cycle method in general. The model, 

discussion, and results to follow are the result of a collaborative project with Adil Kodian 

(a colleague and Ph.D. candidate in the TRLabs Network Systems group), and were 

recently also compiled in the form of a conference paper [110].

6.1. Overview of Path Length Restrictions and Surrounding Issues

In general, optical networks may frequently be designed with some sort of path length 

restriction in mind. This would usually arise from optical signal quality considerations or 

to avoid the cost of regenerators, but could also come from network management policies 

favoring shorter paths for ease of provisioning, maintenance, etc. Shorter paths may also 

lead to increased availability, and possibly decreased restoration times, depending on the 

exact restoration mechanism and its signaling methods. Regardless of how these limits 

come about, it seems reasonable that design tools should have the ability to incorporate 

controls on maximum protection path lengths. Such restrictions are easily accommodated 

for span-restorable mesh networks in the now relatively standard methods by Herzberg 

(as described in [38] and others -  see Section 2.3.5 for more details), and their various 

extensions later developed (the path restoration studies in [31], for example). In the 

preprocessing step, the eligible working and/or restoration route sets (or cycle sets, for p- 

cycles) can simply be restricted by whatever criteria is desired (hop counts, physical 

lengths, etc.) before the ILP solver is run. In [106], some previous work examined path 

length restrictions specifically for mesh networks, but to date this area of inquiry has 

remained an unanswered question for /(-cycles.

6.1.1. Circumference vs. Hop Limits for /^-Cycles

As discussed in earlier chapters, input cycle set restrictions were necessary in some p- 

cycle designs from the very beginning in order to provide the ILP solver with a small 

enough solution space so that solutions could be obtained in a reasonable time. The 

foundational design tools (such as those in [40]) simply selected the x shortest cycles out 

of the universe of possibilities. More recent refinements, such as the preselection 

techniques in [71], endeavored to refine the input set by selecting its members with a 

cycle efficiency metric (AE). In [98], as part of the optimization step, the number of
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protection relationships that each cycle could have was constrained to try to improve the 

dual-failure restorability. However, the motivation for all these limiting techniques has 

been to improve the overall solution quality (i.e. capacity cost), dual-failure restorability, 

or possibly other factors, but they were not a specific attempt to limit the protection path 

lengths due to optical signal considerations or other factors necessitating short paths. The 

primary way this has been effected in /7-cycle networks to date is simply by limiting the 

eligible cycle set by an overall maximum circumference limit against which all possible 

cycles are compared. This approach was first used in [59], and in that study, increases in 

capacity cost were observed as the maximum /7-cycle circumference was progressively 

restricted (as might be expected).

This technique does assert a path length limit because obviously no protection path 

can be longer than any of the cycles admitted for consideration (less the length of the 

failed span). However, in a /7-cycle network, the straddling spans are protected with 

segments of each cycle, which could be considerably shorter than the overall cycle 

circumference, and therefore acceptable for signal integrity purposes, even if the entire 

cycle is too long. Thus, we can describe the “circumference-limiting” approach as more 

of a bounding technique and not a precise and accurate representation of the problem of 

protection “path-limiting.” An exact representation would permit any /7-cycle to be 

considered in any protection scenario where the recovery path was adequately short, and 

correspondingly, would prevent it from being considered for use in a fashion where the 

recovery path was too long. Without such a technique, we are confounded by an “apples- 

and-oranges” comparison issue when /7-cycles are compared to other survivability 

methods, such as span-restorable mesh (referred to as simply “mesh” throughout this 

chapter). The point is that a hop limit in a mesh network is not directly comparable to a 

circumference limit in a /7-cycle network and thus, in cases where real-world path length 

issues are thought to be important, no accurate comparison between these two methods is 

possible. (The one case that remains the exception, where an accurate comparison is 

possible, is when all possible routes and cycles are enumerated in the eligible sets, so that 

the solver is looking at the entire universe of possibilities. Due to the effect this has on 

solution times, however, it will not be a practical option in many cases.)
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6.1.2. Motivation for Examining Path Length Constraints

We raise the issue of path length constraints first motivated by the theoretical 

importance of being able to conduct an accurate research comparison. Because span- 

restorable mesh networks are related to /(-cycles (which are also a span-protection type of 

method), there is definitely a relevant comparison to be made, especially in light of prior 

work that positions the />-cycle method in relation to its mesh counterpart (such as [40]). 

From a practical design standpoint we are not quite sure, a priori, whether the extra 

precision will be important or not in terms of a capacity cost savings, but if this is the 

case, it will most likely arise in denser networks where there are more opportunities for p- 

cycle path segments to be used for straddling protection when on-cycle protection is 

infeasible.

However, we also have two other motivations, one of which is simply a pure research 

question. In the span-restorable mesh context, it was reported in [38] that this type of 

network exhibits a “threshold hop-limit” effect. This means that when a hop limit is 

imposed in the design, and progressively relaxed from the most restrictive limit that still 

permits feasibility all the way to the absence of any hop limit at the opposite end of the 

scale, that at some point (i.e., the threshold) there will (abruptly) be no further reduction 

in spare capacity cost (at all) to be achieved by allowing longer eligible routes in the 

design. This can be exploited as a timesaving measure in subsequent designs, as there is 

nothing to be gained by running the problem with a hop limit beyond the threshold when 

we know that no capacity savings can result. Again, because of the similarity to /(-cycles, 

it would be interesting and helpful to see if /(-cycles exhibited a similar threshold hop- 

limit effect, and how it might compare to the effect seen in mesh networks.

The final motivation is somewhat less concrete, but arises from the interest in the 

community (previously addressed in Chapter 4) surrounding Hamiltonian /(-cycles. 

While Hamiltonians are certainly one framework where we can exploit the benefits of p- 

cycles, their restrictive nature (in terms of one large cycle protecting all spans) may give 

a mistaken impression that /(-cycles as a method are not able to consistently provide short 

paths. In reality, however, even when large /(-cycles are used to offer protection, design 

restrictions on path length (that we develop and explore next) will still allow them to be 

used to protect straddlers with adequately short paths in cases where this may be useful in
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the context of an overall solution. This study thus has a somewhat demonstrative aspect 

to it as well in firmly asserting that p-cycles are able to provide arbitrarily short 

restoration paths, by design.

6.1.3. The Potential Efficacy of Path Length Restrictions

Before we go into the details of the study it is helpful to show a quick “existence 

proof’ type of construction to illustrate the benefit we are looking to have our new design 

model (with path length constraints) exploit or at least quantify. This example (illustrated 

in Figure 6.1) shows how, in at least one instance, a method with exact constraints 

imposed on protection path length can outperform (on the basis of capacity requirements) 

the prior method of circumference limiting. In part (a) we see a simple example network 

with the working capacity values beside each span (12 units total). The single p-cycle in 

part (b) would be the most efficient design if path length considerations were not 

important. This solution is quite economical with spare capacity of only eight units. 

However, once we impose a five-hop limit in part (c), using a circumference limiting 

approach with the overall length no greater than five, a total of 20 units of spare capacity 

will be necessary to build the three (now smaller) unique cycles shown. Note that we

Figure 6.1. Example showing how large p-cycles with a path length (hop) limit can be more effective 
than imposing a simple circumference limit (from [110]).
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need two copies of the orange cycle. In contrast, if we keep the length limit of five but 

replace circumference limiting with explicit path length limiting, we could build the cycle 

set shown in part (d) as an alternative. One of these cycles is longer than five hops, but is 

only used to provide protection to the horizontal straddling span, with an acceptable four- 

hop path on each side. This design has only 18 units of spare. While this is not a huge 

difference from the 20 units in part (c) of the figure, it does illustrate that, in theory, the 

use of explicit path length restrictions may be able to unlock a capacity benefit.

6.2. ILP Optimization Model with Path Length Constraints

To find out how often the effect we just illustrated might actually occur in practice, 

and the extent of any possible savings, we now present our design model that can directly 

assert a path length constraint. This model could be used in some cases as a replacement 

for the standard /7-cycle model with circumference limiting in the preselection process, 

but in other cases its complexity might make the standard model a better choice, 

depending on the difference in capacity cost outcomes between the two, which we have 

yet to quantify. This model is based on a previously published model [71],[79] for joint 

/7-cycle design, where the working path routing is done optimally by the ILP solver in 

conjunction with the /7-cycle selection decisions.

The mechanism in this model to assert the path length constraints extends prior p- 

cycle models (such as those in [29],[40],[59]) by explicitly considering each “side” of a 

cycle. Prior models only treated each cycle as a single entity with two protection paths 

available, but there was no way to tell from the parameters and variables exactly which 

portion of a cycle was offering protection to a certain span (the xip e {0,1,2} values do

not actually indicate this). This changes when we consider each side separately. We 

designate the sides as either left (L) or right (R), and Figure 6.2 illustrates how we label 

them in both the on-cycle and straddling span failure scenarios. For an on-cycle span, the 

remaining “side” is simply denoted “R”, while in the straddling span case where two 

sides are available, the longer one is always “R” and the shorter one is “L.” (When they 

are the same length the designation is arbitrary.)
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R” side
R” side

L” side

Figure 6.2. Illustration of left (L) and right (R) path definitions used in subsequent ILP model, for 
(a) on-cycle spans and (b) straddling spans (from [110]).

We split the cycle into its component sides obviously because one side might be an 

acceptable length while the other might be too long, so by having access in the model to 

each of them separately we can allow the final design to use any acceptable path while 

ignoring those that are not. This comes with a price, however, because the number of p-  

cycle variables in the problem is quadrupled as a result. Before attempting to solve this 

new model we must of course run a preprocessing program to calculate all the input 

parameters, including enumeration of the eligible cycle set. Our program (again 

developed using available code when possible, such as [111]) may still need to assert 

absolute circumference limits as well simply to keep the cycle set to a manageable size. 

However, we distinguish this from circumference-limiting specifically used as a 

surrogate for hop-limiting, based on the magnitude of the limitation and the relation (if 

any) to the hop limit value. Circumference-limiting used as a replacement for hop- 

limiting will always impose a limit on circumference (Q  which is exactly equal to H  + 1 

(one greater than the hop limit). In contrast, any required absolute circumference 

limiting done in the preprocessing step will have no relation to any hop limits that may be 

specified, and will only have the goal of reducing the solution space to a level the solver 

can reasonably consider. For example, with H  = 5, we may need to impose, perhaps, C = 

12 in advance as an overall input restriction, but this C limit has no relation to the value 

of H  (the hop limit for the design itself), and in addition, is set at a much higher value.
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The main extension to the input data set is the addition of new parameters (named 

xf ,L and xf,R in the model) that encode whether or not each protection path offered by

each candidate cycle is short enough (or eligible) to protect each possible span failure. 

For straddling span failures, both parameters could have a 1 or 0 value depending on the 

circumstances. For on-cycle failures, the R side parameter can likewise reflect details of 

the situation at hand, but the L side parameter will always be 0, because the L side path 

for an on-cycle failure is never defined to exist (as in Figure 6.2(a)). For example, if we 

imposed H  - 6 ,  for the cycle and failure span in Figure 6.2(a) the parameter values 

would be xf ,L = 0 and xf ’R = 1. The same hop limit applied to the scenario in Figure 

6.2(b) would result in both parameters taking a “1” value. But if we set the hop limit to 

only H  = 4, now we would see both parameters set to “0” in part (a) (because the on- 

cycle path is too long), and in part (b), only the shorter left side would be eligible, giving 

x f x =1 and xf’R = 0 .

We can now present our basic model, which will be used as a foundation for the work 

in the remainder of the chapter:

Sets

z Set of available module capacities, indexed by m.

s Set of spans, indexed by i (failed) or j  (surviving).

D Set of demand relations, indexed by r.

P Set of eligible cycles, indexed by p.

Qr Set of eligible working routes for each demand relation r, indexed by q.

P a r a m e t e r s

A A large positive constant (100000).

Cost of one module of the mth capacity on span j.

m
Z Capacity of one module of type m.

d r Number of demand units for relation r.

c * Equal to 1 if working route q (for demand relation r) crosses span j ,  0 otherwise.
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xf '1 Equal to 1 if  the L side o f cycle p  offers an acceptable protection path for failure

of span i, 0 otherwise.

x f ,R Equal to 1 if the R side of cycle p  offers an acceptable protection path for failure 

of span i, 0 otherwise.

7Tj Equal to 1 if cycle p  crosses span j ,  0 otherwise.

V a r ia b l e s

tj'" Number of capacity modules of type m placed on span j.

Wj Working capacity placed on span j.

Sj Spare capacity placed on span j.

g r’q Quantity of demand from relation r that uses route q.

np Number of unit-capacity copies of cycle p  in the solution.

nf  Number of copies of cycle p  used to protect span i.

nj’,L Number of copies of cycle p  required for protection of span i, when the L side of

the cycle is used.

np,K Number of copies of cycle p  required for protection of span i, when the R side of 

the cycle is used.

O b je c t iv e  Fu n c t io n

PLJCP: Minimize: £  Y a Cl  '^1 (6.1)

(Minimize total cost of capacity modules placed.)

C o n s t r a in t s

I Vr e D (6.2)
VqsQr

(All demands must be routed.)

Vj e S  (6.3)
V refl MqsQ'

(Place enough working capacity to support the demand.)
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X  ( x f L • nfx  + x f ’K • nf* ) > w, Vi e S  (6.4)
VpeP

(Place enough cycles, considering each side separately, to protect all working units.) 

Y a nPr nP- si V /e S  (6.5)
VpeP

(Place enough spare capacity to build all /^-cycles.)

X  z m-ri';>wj +sj V j e S  (6.6)
VmeZ

(Place enough modules to support working and spare capacity.) 

nf > n fx  Vi e S , V p e P  (6.7)

(Must have more copies than number of paths on the L side, for each failed span.) 

n f > n f *  V i e S , V p e P  (6.8)

(Must have more copies than number of paths on the R side, for each failed span.) 

np > nf Vi e S ,Vp e P  (6.9)

(Number of copies of p-cycle p  must be greater than the maximum number required 

by any one failure.)

nfx < A • x f x Vi e S , V p e P  (6.10)

(Use no copies of cycle p  for protection of span i on the L side if the L path is 

unacceptable, unlimited copies otherwise permitted.)

nf’K < A • x f ’R Vi e S ,V p  e P  (6.11)

(Use no copies of cycle p  for protection of span i on the R side if the R path is 

unacceptable, unlimited copies otherwise permitted.)

All variables are also non-negative integers. Equations (6.2) and (6.3) ensure that 

demands are routed and enough working capacity is placed. Equation (6.4) asserts that 

enough p-cycles are selected, and makes use of the new parameters (generated by the 

preprocessing program in advance, based on a specified hop limit) to consider the 

protection ability of each side independently. Equation (6.5) calculates spare capacity 

requirements as in the conventional model, and Equation (6.6) adds modularity (as in 

[109]). The total module cost is what the objective function is trying to optimize. 

Equations (6.7)-(6.9) force the total number of ̂ -cycles to be greater than or equal to the
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total number that are required in the event of any possible span failure. And finally, 

Equations (6.10) and (6.11) are “added valid knowledge” constraints that the problem 

does not strictly require, but that may help the ILP solver to converge on an acceptable 

solution faster. These particular constraints immediately force the number of copies of a 

cycle chosen to protect a certain span with either the L or R side to be zero if the 

applicable side is too long, as specified by x f ’h or xf’R.

6.3. Experimental Setup and Results

We now use this model to try to address some of the issues we touched on earlier. 

We first present our solution method for the comparative mesh reference designs as well 

as some general parameters and methods.

6.3.1. Mesh-Restorable Comparative Reference Designs

Normally in mesh network design, the hop limit for the eligible working and 

restoration routes is imposed in the preprocessing program in advance of the ILP process. 

For repeated varying of the hop limit though, this can be time consuming (to re-generate 

the data file for every hop-limit value), so for this study we found it to be technically 

easier to simply modify the standard joint model for mesh design [38], to impose the hop 

limit directly in the model (as opposed to implementing it in the definition of the sets). 

The preprocessing program was thus run only once and the single output file it created 

was given to AMPL as the input data in all cases. To impose the hop limit in the model, 

we simply added a few new constraints, which are given below.

N e w  C o n s t r a in t s

Ti -  A ' f " Vi eS,Vu e Ut (6.12)

V i e S , V u e U t (6.13)

r ^ {  0,1} Vi e S, Vu e Ui (6.14)

Z  V j - r f Z H Vi eS,Vu e Vi (6.15)
V/ e S , j * i
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These constraints include parameters and variables that we have not encountered so 

far in this thesis. To introduce them, we define Ui as the set of restoration routes eligible 

to restore span i. When span i fails, the restoration flow assigned to each route u is 

represented by f " . To specify these restoration routes, the 1/0 parameter d" ■ indicates 

whether or not each route u (for failure of span i) crosses surviving span j.  We add the 

new binary variable y “ to serve as a 1/0 indication as to whether f "  is zero-valued or not

(i.e. whether or not a restoration route is used at all, for any amount of flow).

The first two constraints in Equations (6.12) and (6.13) simply map the integer-valued 

flows in the f “ variables into the 1/0 “is there any flow or not” values for the y" s.

Equation (6.14) forces y" to be either 1 or 0. The final constraint, Equation (6.15), is 

where the path length limit is imposed. This asserts that for every restoration route used 

(Vi = 1X the sum of spans on the route (dui J =1 for each of them) will be less than the 

specified hop limit H .

6.3.2. Test Networks and Solution Method Details

Our test networks are shown in Figure 6.3. Most of the results are based on the first 

four networks ((a)-(d)). The fifth network, in part (e), was reserved for a specific test to 

be explained later. The first three were synthesized by modifying a common base 

topology (15n30sl) with arbitrary additions/removals of nodes and spans, while the 

fourth (in (d)) is the well-known NSFNET study network (from [83]). We used distance- 

based span costs for the first four networks, and unit costs for the network in part (e) 

(explained later). (Even if we are designing based on hop-count limits, the actual 

construction costs for these networks will still be distance-based.) Demand patterns were 

uniform random in {1-10} lightpaths for each O-D pair.

Other than the specific circumference limits we needed to impose as part of the study, 

all /7-cycles were eligible to be included in each solution. In 13n23s there were 501 

cycles, 15n26sl had 871, 12nl9s had 127, NSFNET had 139, and 19n35sl was larger 

with 10,205 cycles in total. For the input data sets containing eligible working routes (all 

designs) or restoration routes (mesh reference designs only), we represented all routes
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Figure 6.3. Test networks used: (a) 13n23s, (b) 15n26sl, (c) 12nl9s, (d) NSFNET, and (e) 19n35s 
(adapted from [110]).

that were equal in length or shorter than the tenth shortest distinct route (by distance) 

available. For the mesh reference cases, out of this collection of the shortest eligible 

restoration routes, the specific hop limit is then imposed in the AMPL model as explained 

in the previous section. In accordance with our model given above, we solved the main 

test cases in a modular capacity environment with two module types. These modules had 

sizes of 12 and 48 channels, with a “4x2x” economy-of-scale effect (see [109] for
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details). This means that the module of 48 channels, even though four times the size of 

the first one, will only be twice as expensive. All our test runs were done on “liza” to 

within at least 1.2% of optimality.

6.3.3. Results: Threshold Hop-Limit Effect

In this section, we made use of the new model above, which implements path length 

restrictions, as well as the modified mesh network model described in Section 6.3.1. For 

the circumference-limited designs to follow, we imposed the C limit with either a 

constraint in the AMPL model or with eligible cycle set filtering in preprocessing step, 

depending on the specific test case (but both techniques impose the same limit).

Let us quickly review the threshold hop-limit effect. As indicated in Section 2.3.5, 

when the hop limit applied to a span-restorable mesh network is progressively increased 

(i.e. it becomes more relaxed so that longer and longer paths become available), at some 

point (which we call the threshold), no further improvement in capacity will be seen even 

as the hop limit continues to increase. There is thus no advantage to allowing the solver 

to consider paths longer than the threshold hop limit, as this will not result in any 

capacity cost improvement and will only lengthen the solution process.

To begin our work in this section, we compared the path-length-limited and standard 

p-cycle designs for the first four test networks, in the case where no limit was imposed. 

This lets us verify if the new model can achieve the same solution quality as the previous 

model before we start limiting protection path length. The results were identical in all 

cases, giving us added confidence in the correctness of our new formulation. We also 

compared path-limited ^-cycles with mesh, with no path length limits or route limits 

asserted (i.e. the full set of cycle candidates and the full set of possible mesh routes). In 

this scenario, we expect their solutions to be as close as possible. This also turned out to 

be the case, with solutions being identical (within the range of the 1.2% optimality gap, 

of course). These results further support the previous claims in many articles suggesting 

that ̂ -cycles are nearly (or just) as good, in the capacity sense, as a span-restorable mesh. 

We can see the specific data points where ^-cycles and mesh are almost identical on the 

far right side of the plot in Figure 6.4. This is where the hop count restriction was 

unlimited (or “U” as indicated on the figure).
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Figure 6.4. Total capacity cost as hop limit increases, showing a threshold hop-limit effect (with 
designs from both mesh and path-limited p-cycle models) (adapted from [110]).

Figure 6.4 also shows what happens as the hop limit is progressively restricted from 

“U” down to the lowest feasible point for each network. Initially there is not much of a 

change when moving from right to left along the curves, because we are still above the 

threshold. However, as we move into the lower hop limits, total capacity cost can 

increase substantially. For example, for the 15n26sl network, the threshold hop limit 

with the mesh appears at six hops. The /7-cycle threshold for this same network is 

positioned at roughly the nine-hop point. So from this, we can observe that, first of all, p- 

cycles do seem to exhibit a threshold hop limit, in the same way that mesh networks do. 

Secondly, we can see that for all four networks in the figure, the /7-cycle threshold seems 

to be around three or four hops above the threshold for the mesh. We can also observe 

that when both designs are above their respective hop-limit thresholds, the /?-cycle and 

mesh solutions have essentially similar costs (i.e. overlapping flat lines on the graph). 

This applies not only in the unlimited cases, but also for any hop limit that is above the 

applicable threshold. An interpretation for this could be that the cost differential between 

the two is the price for achieving full preconnection with the /7-cycle structures. In the 

completely unrestricted (“U”) cases, the /?-cycle designs will always be a subset of the
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possible mesh designs, because the protection paths arranged in /3-cycles will always 

exist as possible mesh restoration paths, but there may be other combinations of mesh 

paths as well which do not obey the /3-cycle constraints. It is interesting then to see no 

cost differential for the unlimited case, even though the full universe of /3-cycles is 

already a subset of the universe of mesh routes. But it appears that, in exchange for being 

able to impose the requirement of preconnected cyclic structures on the universe of 

possibilities, that the cost for this will become progressively more pronounced as the hop 

limit becomes more restricted, taking away more and more of the possible ways the ILP 

solver could try to compensate to keep the differential in costs low.

6.3.4. Results: Comparing to Circumference-Limited Designs

What we look at in this section is the comparison of /3-cycle path-length-limited (or 

hop-limited) designs with the corresponding circumference-limited designs (i.e. 

C = H  +1). Circumference limiting is the most common strategy thus far to make sure 

that no protection path exceeds a maximum value. To see the relative performance, we 

selected the H  = 6 point in the 13n23s network used previously. Because an on-cycle 

span being protected with a six-hop path is excluded from being “counted” toward the 

six-hop limit (the protection arc will be six hops on the longest /3-cycle, not the overall 

circumference), we need to set C = 7 in the circumference-limited designs in order to 

obtain a similar set of cycles. We can see in Figure 6.5 that the distribution of the p- 

cycle paths actually being employed for protection in both cases is very similar. There is 

a very slight bias toward shorter paths, with results showing a few more two, three, and 

four hop paths, and slightly fewer paths of five or six hops long. When comparing the 

solution cost at all hop limits for the four test networks in Figure 6.4, we additionally 

noticed that all costs were identical (within the 1.2% optimality gap). To summarize, it 

appears that using path-length-limiting over circumference-limiting leads to neither a 

capacity improvement, nor a significant shortening of protection paths. It would 

therefore be a better choice for practical design problems to continue limiting 

circumference, as the solution times with this approach will be much shorter (due to 

reduced model complexity), with no real downside in capacity or path length profile.
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Figure 6.5. Hop-limited path distribution for 13n23s design (C=7, H=6) (from [110]).

Given this result, we might ask if any working channels (in the straddler 

configuration) are making use of p-cycles that are too long for on-cycle restoration (this 

is the additional scenario our new model permits over circumference-limited designs). 

We were able to locate one case for the 15n26sl network (with a hop limit of six) where 

an eight-hop p-cycle did appear in the solution. Obviously this cycle could not offer 

protection to any of its on-cycle spans, but was apparently still useful for protection of the 

straddlers. We thus know that in at least one instance the new model did choose to take 

advantage of a cycle that would otherwise be “too long.”

6.3.5. Results: Checking on a Non-joint, Non-modular Design

Because we used a joint, modular model for all of the prior tests, it occurred to us that 

perhaps running a follow-up test with a plain, non-modular, spare capacity only (SCP) 

formulation (with unit span costs) might be wise to check if the aspects of jointness, 

modularity, or distance-based span costs had any specific effect on the previous results. 

In this situation we used the fifth network, in Figure 6.3(e), with 19 nodes and 35 spans. 

Working demands were shortest-path routed in this case because the joint working and 

spare design method no longer applied.
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Figure 6.6. Number of spare channels required as hop limit increases, again showing a threshold 
hop-limit effect with mesh and both circumference-limited and path-limited p-cycle 
designs (for network 19n35s) (adapted from [110]).

From Figure 6.6, we can see that the results support the same conclusions reached 

before, namely, that path-length-limited p-cycle designs do exhibit a threshold effect, and 

that this threshold is not generally reached until several hops after the threshold point for 

the mesh. For this particular network and test, however, the threshold is reached at about 

seven hops above the threshold hop-limit of the corresponding span-restorable mesh 

network. It is also clear here that, again, there is essentially no difference between the 

hop-limiting and circumference-limiting approaches (the two curves for these are very 

nearly on top of each other). (Data points on the hop-limited curve were not obtained for 

the higher //values due to computing limitations.)

To check on the path-length distribution in this case, we also collected the data shown 

in Figure 6.7. This shows the number of six-hop paths in the hop-limited case 

decreasing, while the shorter three-, four-, and five-hop paths all became more plentiful. 

This result is similar to the one seen previously in Figure 6.5, and again shows no major 

advantage to using the more complex hop-limited model when simple circumference- 

limiting is an effective surrogate. We do recognize, however, that for answering 

fundamental research questions (as opposed to, say, doing practical network designs), the 

more complex and rigorous hop-limited model can still be a useful tool.
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Figure 6.7. Hop-limited path distribution for non-joint, non-modular 19n35s design (C=7, H=6) 
(from [110]).

6.3.6. Bi-criteria Technique

In Figures 6.5 and 6.7, we saw the distribution of protection path lengths for the hop- 

limited and circumference-limited cases. After seeing the rather small improvement that 

the hop-limiting approach provided, we realized that because it was unlikely the solver 

would be able to fully “load up” all /7-cycles, there might be some element of choice in 

the length of the protection paths chosen. Remembering the bi-criteria approach used 

successfully in Chapter 5, we decided to use the same idea here as a “what if?” check on 

how much we could further shift downward the length profile in the hop-limited case.

This was done for the SCP case as in the previous section. The objective function 

was modified to appear as follows.

R e v is e d  O b je c t iv e  F u n c t io n

Minimize: ^  Sj + s  ■ ^  ^  • nf'L + <f)f'R • n?'R) (6.16)
V /eS  V /eS  V/?e/»

(Minimize spare capacity cost and total hop length of all paths used.)

The <f)pX and values are simply parameters that specify the length of the 

protection paths, in hops, on either the L or R side of every p-cycle p  for failure of span i.
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Figure 6.8. Effect of bi-criteria objective in improving path-length-limited results for 19n35s design 
(C=7, H=6) (includes previous results from Figure 6.7).

Figure 6.8 illustrates the further improvement available by biasing the hop-limited 

results towards always using the shortest paths. Like in Chapter 5, we set the value of s  

to be 0.0001. For the transition from circumference-limiting to hop-limiting, the average 

path length value went from 5.08 hops to 4.99 hops. With the bi-criteria “nudge” 

technique, it further declined to 4.77. At the two ends of the scale, the figure shows a 

jump in the number of two-hop paths, while the number of six-hop paths declines.

6.4. Summary

In this chapter we looked at path length constraints for /7-cycles, and found that a 

threshold effect does exist, similar to mesh networks. We also concluded that in spite of 

its extra ability to precisely control protection path lengths, the new model may not be a 

better choice for practical designs, as it offered no significant improvement over the 

simpler circumference-limiting approach. The complexity of this new model limited our 

ability to run it on larger networks. This is occasionally the case in other /7-cycle 

problems as well, and is sometimes addressed with preoptimization /7-cycle filtering. In 

the next chapter, we propose and test a method for /7-cycle preselection to see how it 

compares to the other methods currently being used.
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Chapter 7. Accurately Distributed Cycle Preselection

As we alluded in Section 3.8.1, the method for determining a good set of candidatep- 

cycles can be extremely important. In our studies in Chapters 4, 5, and 6, we avoided 

using a preselection method if at all possible and instead opted to give the ILP solver the 

complete cycle set in order to get accurate and unbiased solutions. This requirement (or 

preference) for taking the entire cycle set clearly limits our ability to find solutions for 

larger networks, and makes the solution times for smaller networks unnecessarily long. 

In this chapter we develop and test a new hypothesis for candidate cycle preselection, 

which we believe may be superior to other methods known to date.

7.1. Motivation

From the discussion in Section 4.2, we can appreciate that a good candidate cycle set 

will contain a mixture of both large and small cycles. (This point was also brought up in 

[88].) In the process of precisely covering a set of working capacities with a layer of p- 

cycles, the large, near-Hamiltonian cycles that tend to originate from the AE  and 

especially TS metrics are at a disadvantage when coping with high w; values on a only

few individual spans. If only high AE  or TS cycles are present, it will be necessary in 

some cases to provision a number of these long cycles to protect only a few incremental 

working capacity units, which could be more efficiently protected instead with some 

short ^-cycles in the immediate vicinity. These shorter cycles would act to supplement 

the larger /7-cycles that provide very efficient protection to the more evenly distributed 

“base” quantity of working demand. On the other hand, a candidate set based only on 

small cycles (such as those originating from the strategy of simply representing the x 

shortest cycles in the network) will likely not work well either. Our discussion of semi- 

homogenous /7-cycle networks in Section 4.5 made the point that for /7-cycles to achieve 

the theoretical limit on efficiency, a fully loaded Hamiltonian /7-cycle was required. 

Although this will usually not be a common solution, as a limiting case it shows that 

large /7-cycles that can use the opportunities for straddling span protection are helpful as 

part of an overall design in order to unlock all the capacity benefits of /7-cycles.
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All of these arguments have been recognized in one form or another in the various 

strategies for cycle preselection so far proposed. None of them, however, seems to 

provide a unified approach to incorporate all these competing ideas about what a good 

candidate set might look like. We can start to do this here by simply stating that it seems 

a good set must contain both large and small cycles. But should we only represent those 

cycles that are extremely large or extremely small, or perhaps a group of medium-size 

cycles too? How many of each should we take, and what should their distribution be?

7.2. The Hypothesis for Statistical Mimicry

7.2.1. Idea of Statistical Mimicry

It seems somewhat natural that we should represent cycles of all sizes, because we 

know generally that ILP solvers can provide superior performance as the quantity and 

diversity of possibilities increases. As for their distribution, we could start by 

considering an unrestricted cycle set where we know the ILP solver could find the 

perfectly optimal solution with no margin for error coming from the input set. It is 

generally appreciated in regard to ILP methods (and somewhat intuitive) that normally no 

single input set element is crucial, in that without it the solution would dramatically 

increase in cost. Out of thousands of input cycles, if a few are missing, normally the 

optimization engine will be able to find an equivalent cost solution out of the still large 

number of combinations that remain. However, within any of the categories of possible 

cycles (large, medium-size, and small), as we remove more and more elements in that 

category from the input set, the ability of the ILP solver to compensate with an equivalent 

arrangement will become progressively more limited, and therefore the solution quality 

will decrease. (For example, if the number of small cycles declined to the point where 

they were completely absent from certain regions of the network, this would obviously 

have a detrimental effect.) Of course, the number of cycles in each category must be 

limited to some extent (which is the whole point of this chapter, and cycle preselection 

methods in general), but what we now hypothesize is that the impact will be proportional 

to the relative limitation within each cycle-size category. For example, if  there are 1,000 

small cycles, and this number is reduced by 900 (or 90%), this may have a much larger 

impact on the solution compared to removing an equal number of 900 elements from the
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group of medium-size cycles, which perhaps has, say, 10,000 cycles in total (and thus, 

the 900 cycles removed would represent a more tolerable 9% of the total). In other 

words, the key idea is to select a reduced set of candidate cycles that in its own right 

mimics the overall distribution of cycle sizes in the entire population.

7.2.2. Proposed Preselection Method

Thus, what we propose now is a cycle-limiting method where the statistical 

distribution of cycle sizes in the limited set is a scaled-down replica of the original 

distribution in the full set. By reducing the number of elements in each statistical “bin” 

by the same proportion, the solution space given to the ILP solver will hopefully have the 

same characteristics as the space when we use a full cycle set. The hypothesis is that we 

will thus possibly see improved performance with this new method compared to prior 

strategies. In addition to a comparison with these prior cycle-set limiting techniques, 

there is also an interesting comparison to be made with the brute-force method of 

enumerating all cycles. If we maintain the same statistical shape, how close can the 

performance of the heuristic get to the performance with the full cycle set?

Throughout the current chapter, we use the term “length” to refer specifically to the 

hop-count, and not the cycle length as determined by the actual span distances. Hop- 

count length is felt to be a significant factor because it will impact the span coverage of 

the p-cycle set (and thus solution quality) more directly than physical length. Two equal 

hop-length cycles could have vastly different physical lengths. It is also easier to 

practically realize in the preprocessing program development. Generally, the lessons we 

leam from hop-count statistical preselection will be a good foundation for possible work 

on length-based preselection if this is thought to be a desirable future direction.

7.3. Model and Preselection Program

Because this chapter is only concerned with the preselection strategy, we can use the 

same basic SCP design model as presented in Section 4.2.1. We also make use of a 

preprocessing program as before, and for reference purposes employ three programs 

[100],[111],[112] developed previously by John Doucette and/or William Glenn, both 

colleagues in the TRLabs Network Systems group. Two of these perform cycle
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preselection with the AE or TS metrics (respectively), and take a certain (user-specified) 

number of the highest scoring cycles according to the metric. The other employs the 

“vanilla” strategy of taking only the x shortest cycles.

The “x shortest cycles” program was then extended to come up with a variant to do 

statistical preselection. It uses the same internal algorithm as in previous versions to now 

find the entire collection of cycles, up to a maximum of the shortest 10,000,000, a limit 

approaching the capabilities of the system which we hard-coded as a way of saying “if 

you can, take all of them.” This set of all cycles is then filtered to shape it to the 

distribution we want before the final set is written to an output file (as in prior versions).

The filtering process begins by counting how many cycles are of each possible 

circumferential hop-length in the full cycle set. Based on how many cycles in total the 

user wants in the filtered set (specified as input), the “percentage-to-keep” ratio is 

calculated and the number of cycles we need in each bin in the new statistically sampled 

set is calculated as well. Note that all values are rounded up if initially found to be 

fractional so that the user will get at least as many cycles as they asked for, but most 

likely a few more. This will generally not be significant -  for example, in one initial test 

run, asking for 1,000 cycles actually produced 1,009. This slight supplement will have 

no practical significance in runtimes, the only issue being that the comparative runs with 

other preselection methods will need to select exactly 1,009 (for example) for there to be 

a strictly accurate comparison. The statistical distributions of the full and sampled sets 

are both written out to information files so that we can capture them for later use.

To populate the new set, cycles are chosen one-by-one, at random, from the full set. 

If more cycles of that length are needed to satisfy the requirements of statistical 

proportionality, the individual cycle is added to the new set, the number still required (in 

that bin) is decremented by one, and the length of that particular cycle in the data 

structure containing the full set is changed to the artificial value of zero. This will ensure 

that if the cycle is chosen at random a second time, that it cannot be added to the 

statistically sampled set, as this new set will never have any need for cycles of length “0.” 

When all bins are full, the new set is sorted and passed to the normal output routine in the 

main program.
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7.4. Test Methods and Results

With this new preselection program in our toolkit, along with previously developed 

programs and the basic AMPL model, we are now ready to perform our experiments. 

After the initial checks on a small network just to verify the correct operation of the 

program, we begin with a test to check the statistical repeatability of our sampling 

method. To obtain all the results in this chapter, we used our “liza” CPU server as 

described earlier, but now running CPLEX 9.0 (a newer version than before).

7.4.1. Verification of Statistical Repeatability

Of course, the fundamental issue with using statistical selection methods is that the 

results could change in detail depending on the exact sequence of random selections. To 

say that a certain statistically sampled set is better or worse than some other (precisely 

determined) set is therefore quite tricky because a different statistical sample could result 

in quite a different answer. Before starting our other experiments it would be interesting 

to see exactly how susceptible to statistical differences our method is. If the results are 

all fairly constant at a certain sample size, then we can have more confidence in our later 

outcomes even though they might only be based on a single run. On the other hand, if 

they vary quite significantly then we will need to use a suite of data points in all our tests 

henceforth and represent the performance of the statistical method with an average value 

and a scatter plot to indicate the full range that was observed.

We chose a 40-node, 60-span network for this test (with d = 3.0), denoted “40n80sl- 

60s” and shown in Figure 7.1. A uniform random demand matrix with values between 1 

and 10 units per node pair was specified. This network has a total of 71,529 individual 

cycles, and for our statistical runs, we specified that 2,000 cycles were required. Due to 

the rounding described earlier when “scaling down” the full set, the preselection program 

actually returned a sample of 2,022 unique cycles. To see how the variance of the 

solution values from multiple runs is characterized in relation to other methods, we also 

found a 2,022-element set based on the AE  metric, the TS metric, and the simple method 

of choosing the x shortest cycles (“Shortest”). These three values, in addition to the 

solution using the entire 71,529 member set (“Full”) and a 50-sample collection from the
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statistical preselection method (“Stat”) give the full collection of results for this test. All 

solutions were solved to within 0.02% of optimal (or better).

These results are depicted in Figure 7.2, which shows the span-distance-weighted 

spare capacity cost for each design solution using the standard p -cycle model, sorted on 

the horizontal axis simply by increasing value of cost. Note that the data point for the TS 

method is off the scale that is used (at 1,837,517). This graph shows some unwelcome 

news -  the performance of the statistical preselection approach appears to be highly 

variable (the largest value is almost 5% more than the smallest). In some cases, it can 

perform similar to the AE approach, but in others it falls behind even the simple Shortest 

method. What this tells us is that henceforth, we cannot use a single statistical run but 

instead must use a collection of data points like we did here. (We could also increase the 

number of cycles in the sampled set, but this moves us away from the goal of finding a 

method that can offer good performance with only a small sample of the total number of 

cycles available.) The runtime performance of the statistical sampling method (even for 

all 50 runs) is also worth noting. A time on CPLEX of 4.72 seconds on average was 

required for each one, with only 236.2 seconds required for all 50. In contrast, solving 

the design problem with the full cycle set took 26,382 seconds, or over 10 times longer 

than all the sampled runs in total.

Figure 7.1. Test network used to examine variance effects (40n80sl-60s).
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Figure 7.2. Results for variance check with 2,022 cycles in 40n80sl-60s.

7.4.2. Effect of Sample Size

However, we recognize at this point that the number of cycles chosen for this specific 

test was quite a small percentage of the total number (only 2.83%). It is reasonable to 

expect that the variance could decrease as the cycle set is increased in size. This next test 

is therefore simply a repeat of the previous one but with several cycle set sizes to be 

considered (the data points for the 2,022 cycle case are simply taken from Figure 7.2).

All results in this part were to within 0.03% of optimal (and most to within 0.01%). 

Figure 7.3 shows how the variance of the statistically sampled results decreases with 

increasing cycle set size. (We again exclude the TS points because they are much higher 

than the graph scale.) As we reach the 10,019-cycle mark (14% of the total number), it 

seems a threshold is beginning to emerge where the variance has decreased substantially. 

We see the values of AE, Shortest, and Stat-Avg beginning to converge, and these values 

are all creeping closer and closer to the theoretical minimum (Full). However, advice 

from a colleague in the Network Systems group indicated that depending on the exact 

network, the preselection methods might vary in performance. We thus present the
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Figure 7.3. Spare capacity results for most methods over varying cycle set sizes (on 40n80sl-60s).

results in Figure 7.3 not as a generically applicable ranking of the different methods, but 

simply to illustrate the phenomenon of decreasing variance as more cycles are selected, 

and more generally that variance in the statistically sampled results will continue to be a 

confounding issue even as the size of the /7-cycle sets is increased.

7.4.3. Performance Over a Variety of Graphs

The purpose of this next test is to see how the performance varies over a suite of 

network topologies. For consistency, we set the statistical preselection program to return 

15% (or possibly more due to rounding effects) of the total number of cycles available in 

each network. This will keep the relative effect approximately the same over all 

networks. From this test, we hope to obtain a more accurate indication of the 

comparative value of statistical preselection in general.

We chose four test networks, two with a rich topology and two that were sparser. In 

addition to Generic U.S. and COST 239 from Chapter 5, we also used networks called 

“15n30sl” and “35n70sl-45s.” These are shown in Figure 7.4 below. For COST 239 

and Generic U.S., we used their original demand patterns as specified in [58],[ 103]
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(converted to the number of lightpaths) and from our colleagues at Nortel Networks, 

respectively. For the other two, we used a random demand pattern with 1-10 units per 

node pair.
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Figure 7.4. Test networks used in addition to those in Chapter 5: (a) 15n30sl, (b) 35n70sl-45s.
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Figure 7.5. Performance (cost premium over optimal) for various network graphs.
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The data points in Figure 7.5 show that in general, the new method performs quite 

well compared to the others, if a number of trials are performed. (The TS data point for 

15n30sl could not be obtained because of run-time issues.) The lowest-cost solution 

discovered in a set of 50 is always very close to the true optimum. However, overall 

results are still quite variable, especially in the Generic U.S. case. However, we also note 

that the results for other methods, especially AE, are not that consistent sometimes either. 

It remains up to the network designer in each case to judge whether or not the variance of 

accurately sampled preselection is appropriate and to either use it or employ other 

methods, as necessary.

7.4.4. Performance Over Varying Average Nodal Degree

Because of the results above which show good performance in the more connected 

networks, and slightly poorer performance for Generic U.S. (which is sparser), in this 

section we used the 20n40sl suite of network topologies (as in Chapter 4), this time with 

a varying demand matrix between 1-10 units (randomly chosen) and ran our tests over the 

range of average nodal degrees in this suite. We only used 10 sample runs in this case 

instead of 50 to keep the amount of data handled to a manageable level. In each case, the 

preselection program was instructed to select 15% of all cycles. This became 

progressively less accurate though for the sparser networks of the family with very small 

cycle sets (higher relative rounding errors resulted when calculating the size of each bin).

We can see below in Figure 7.6 that the accurately sampled method does better in 

many cases than the previous methods, although performance is (as before) still variable. 

At the very upper and lower ends of the scale, the AE  technique did perform at a 

comparable or even better level, but for most of the topologies in between, the 

statistically sampled method did much better. An interesting observation from Figures 

7.5 and 7.6 is that while the overall performance of the statistically sampled technique is 

variable, there is usually one point that is very close to the overall optimum value. Thus, 

another strategy might be to simply run the statistically sampled process a number of 

times, and use only the single best result it produces as the final design solution.
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7.4.5. Discussion

Our results above are both encouraging on their own and also lead to further ideas 

about how to obtain an even better preselected set of p-cycles. These arise from two 

main factors that we observed with the statistically sampled method. One of these is the 

actual distribution of cycles. In Figure 7.7 below, we show the cycle length profile of 

both the full and statistically sampled sets for the four test networks used in Figure 7.5 

above. What we can observe is that although the sampled set is likely taking an adequate 

number of cycles in the middle of the distribution, the number of small cycles may be 

suffering. For example, in COST 239, if  there are 14 three-hop cycles initially, and this 

number is reduced to only three cycles after sampling, this restriction may be causing 

solution quality to suffer, as the very small cycles are the equivalent of the “sand to fit 

between the rocks.” Our first suggestion for refining the method is thus to add, in 

addition to the statistically sampled set, all the “primary” cycles (as explained in 

[18],[72]). These primary cycles are the smallest cycles that include each single span
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as a straddler (although some primary cycles, in order to include the intended span as a 

straddler, must include another span as well) [18]. For the spans for which a primary 

cycle does not exist, we could also add the smallest feasible cycle (offering on-cycle 

protection) in those specific cases as well. The second way we could refine the method is 

inspired by the variability within the collection of data points. After reflection, we 

realized that because the method is taking a random sample of cycles at each target bin- 

size, there is no real mechanism to control the quality of the cycles that are being chosen, 

nor is there a firmly deterministic algorithm at work to allow us more confidence in the 

relationship of the final answer to the answers produced by other methods. The 

suggested refinement is thus to keep the statistical distribution intact, but within the “bin” 

for each cycle length value, to sort all the cycles of that particular length by the AE 

metric, and then select only the top candidates by AE  within each bin (however many are 

required to meet the statistical shape). This would ensure we kept cycles of a variety of 

lengths, but still had an “elite” collection of them in terms of the number of straddling 

spans available to be protected.

Another idea in this regard would be to have the accurately-sampled distribution 

approach not applied to the hop length of each cycle, but rather to the full statistical 

distribution of AE  values (AEs in the sampled set are a scaled-down sample of AEs in the 

full set). This could be an interesting approach to try as well.

7.5. Summary

In this chapter, we tested and explored a new hypothesis for p-cycle preselection. 

The basic idea is to employ a random sample of cycles that matches the hop-length 

distribution in the full cycle set. Although the method was found to produce variable 

results due to the nature of the random sampling, the performance (in terms of solution 

quality) was quite good in comparison to other preselection methods. This being the last 

contribution chapter of the thesis, we now move on to the conclusions.
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Chapter 8. Conclusions

In this thesis, we explored several interesting ideas within the overarching framework 

of the p -cycle technique for protecting working capacity in an optical transport network. 

We began by reviewing the basics of transport networking, common protection and 

restoration techniques, and ILP optimization as applied to network research. Following 

this we presented five chapters which, as a collection, are intended to serve as both a 

contribution to our knowledge of the field, as well as a catalyst to further /7-cycle research 

in the networking community. The key points from each chapter are reviewed next.

8.1. Main Contributions

In Chapter 3 we offered a comprehensive scholarly review of the /7-cycle literature 

available to date. This chapter begins with the initial development of /7-cycles and 

proceeds to walk through all the sub-topics and further investigations which were 

reported in recent years, and should provide the reader with a good overview of the main 

findings and areas of work in the /7-cycle field to date.

Chapter 4 began with a demonstration of how Hamiltonian /7-cycles are not 

necessarily a better choice when used in a capacitated network graph because a collection 

of smaller /7-cycles can more easily arrange themselves to form a strictly optimal 

solution, a point which is not fully brought out in work that seems to suggest that a 

Hamiltonian would be a good strategy in all cases [68]. From a more theoretical 

viewpoint, we showed how a Hamiltonian cycle will not necessarily have the best value 

of the AE metric in certain richly connected networks, and explained the concept of a 

semi-homogeneous network as a way to fully exploit the protection capacity offered by a 

/7-cycle to achieve the lower bound on redundancy for a span-restorable network. In the 

process of obtaining our illustrative results, we also had an opportunity to present the 

basic /7-cycle SCP design model.

Moving on, we explored two main questions in Chapter 5 -  first, what effect do p- 

cycles have when introduced to a suite of methods otherwise including 1+1 APS and 

SBPP, and second, what effect does a “self-selected” design philosophy have on both 

capacity cost and the number of demands that can upgrade to a method with a faster
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restoration time. The results showed that by including p-cycles in a set of methods, 

especially one where a large portion of lightpaths can accept a downgrade from APS but 

are not able to tolerate the SBPP delay, a non-negligible capacity savings can result, 

making /?-cycles a viable option for inclusion in the “toolkit” of a carrier. The self­

selected model and design approach was found to further reduce capacity requirements 

while taking advantage of situations where p-cycle shared capacity was either warranted 

but still partially available for protection, or just not warranted at all. In both of these 

cases, the bi-criteria objective function helped produce results where as many lightpaths 

as possible were being served by the fastest available technique. We were pleasantly 

surprised to see that in one test network where we specified that demands could use the 

lowest CoP, that over 45% of them were nonetheless selected for an upgrade. This is an 

indication of the value of hybrid methods in unlocking the value present in networks 

where multiple methods might be used anyway, but with separate designs for each. It 

also reaffirms the understanding gained from [33] that in general, a truly optimal design 

will often be a hybrid of several different schemes. For those cases where only one 

method is desired, however, a modification we proposed to the design model in this 

chapter allows the optimal method choice and corresponding network design to be 

determined in a single step by the ILP solver.

In Chapter 6, we dealt with cycle circumference issues as they relate to the prior 

concept of hop limits in span-restorable mesh networks. After giving an existence proof 

to illustrate that path length constraints can theoretically be advantageous, we presented a 

design model that can exactly take individual protection path lengths into account. This 

model was applied to a small collection of test networks to illustrate the existence of a 

threshold hop limit with ^-cycles similar to the same effect seen for a span-restorable 

mesh. A subsequent test in the chapter also compared path-length-limiting as an 

approach to the more common but less precise strategy of circumference-limiting, and it 

was found that in spite of the theoretical differences that there was negligible difference 

in the results, leaving circumference-limiting still positioned as an effective surrogate for 

restricting protection lightpath lengths using y-cycles. We also applied the bi-criteria 

“nudge” approach used in Chapter 5 to the distribution of protection paths, and found that 

it did have an effect in shifting more protection paths to the lower hop-count values. This
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approach of using a bi-criteria objective to “nudge” solutions without doing a 

comprehensive “sweep” through all the bi-criteria weighting values may be a useful 

approach in other situations in networking research as well.

Finally, in Chapter 7, we proposed an approach to preselection in which statistical 

sampling of the full set of /^-cycles was conducted in order to create a smaller set for use 

in the ILP solution process. This smaller set was different than the cycle sets generated 

with other preselection methods because it exactly mirrors the distribution of cycle 

lengths in the full and unrestricted set. We found the performance of the statistical 

sampling method to be quite variable within the range occupied by some of the other 

techniques, but overall, our new approach performed quite well on most of the networks 

tested. We also tested its performance over a suite of networks with varying nodal

degree, and found that except for the very highest and lowest d  values, that the 

statistically sampled preselection solutions were better than those for all other methods.

8.2. Publications

The following articles were published based on work presented in this thesis:

[21] F. J. Blouin, A. Sack, W. D. Grover, H. Nasrallah, “Benefits of ̂ -cycles in a 

mixed protection and restoration approach,” Proc. Fourth International Workshop 

on the Design o f Reliable Communication Networks (DRCN 2003), Banff, 

Alberta, Canada, 19-22 Oct. 2003, pp. 203-211.

[70] A. Sack, W. D. Grover, “Hamiltonian p-cycles for fiber-level protection in 

homogeneous and semi-homogeneous optical networks,” IEEE Network, vol. 18, 

no. 2, Mar./Apr. 2004, pp. 49-56.

[110] A. Kodian, A. Sack, W. D. Grover, “p-Cycle network design with hop limits and 

circumference limits,” to appear in Proc. First International Conference on 

Broadband Networks (BroadNets 2004), San Jose, California, USA, 25-29 Oct. 

2004.
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8.3. Further Research Ideas

To further develop the semi-homogeneous network idea outlined in Chapter 4, an 

interesting study would be one that developed and tested a model which could perform a 

joint design where the working capacity was routed to “fit” the capacity profile required 

by a Hamiltonian. The exact Hamiltonian to choose could also be one of the variables in 

this approach. An interesting general question would be, to what extent can an 

optimization of this type produce a savings (if possible) over conventional joint p-cycle 

design? Would the advantage of having a fully utilized Hamiltonian cycle for protection 

be outweighed by the necessary detours on the working routing or would a benefit still 

arise?

From the mixed design approach in Chapter 5, it would be helpful to quantify the 

capacity savings and number of demands that can upgrade on either a wider variety of 

networks or perhaps a network suite as used in Chapters 4 and 7. The other follow-up 

work that could be undertaken is of course an exploration of the /?-cycle vs. SBPP 

tradeoff alluded to at the end of the chapter, to attempt to determine the network 

properties or other variables that make p -cycles a more desirable choice than SBPP in 

some situations but not in others.

A follow-up experiment to the work on path length constraints in Chapter 6 would be 

to characterize the threshold hop-limit effect and comparison between circumference- and 

hop-limiting approaches on larger networks than used in our study. This would further 

confirm our general findings on a wider range of network sizes. As more computing 

capability becomes available in the years ahead, this should easily become possible.

And finally, to continue the advances in Chapter 7, the strategy of both sorting cycles 

within the statistical distribution by AE  and selecting the top candidates could be 

implemented and tested, supplemented with the small additional step of adding the 

shortest cycle to offer protection to each individual span as the extra “sand between the 

rocks” when large p-cycles are used in the majority of the solution. We expect this 

approach will both outperform the approach we tested here, and also be less variable in 

the distribution of the ultimate solution results from the ILP solver.
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8.4. General Summary

This thesis researched issues in four areas of interest at the time of the author’s M.Sc. 

program:

o Hamiltonian /-cycles,

o inclusion of /-cycles in a mixed protection and restoration approach with other 

survivability methods, 

o asserting a precise path length limit on/-cycle networks, and 

o a cycle preselection method with an accurate statistical distribution of candidate 

cycles.

Some of these investigations were done with colleagues in the TRLabs Network 

Systems group and in industry, and others were done independently. The topics are 

connected by the common thread of looking for greater scientific understanding and new 

technical advances in the area of /(-cycles. By pushing out the boundaries of what we 

know about this promising new method, we can both inform our colleagues and stimulate 

further interest and imagination in advancing /(-cycles from an idea to an accepted reality 

in the networking community as a whole.
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Appendix A. Test Networks

A.I. Canada Network 

A.1.1. Topology (from [101])

NODE X Y S I Z E
0 79 34 4
1 2 0 5 97 4
2 104 13 3 4
3 10 2 3 8 3
4 72 1 9 1 3
5 172 2 3 8 4
6 2 6 1 1 9 9 6
7 3 13 2 5 9 3
8 2 1 9 2 9 6 3
9 3 7 9 2 4 3 2
10 4 1 2 1 7 9 4
11 4 4 7 93 2
12 2 8 8 54 4

SPAN O D LENGTH UNITCOST
0 - 1 0 1 1 4 0 . 8 7 2 1 4 0  . 8 7 2
0 - 2 0 2 1 0 2 . 1 0 8 1 0 2 . 1 0 8
0 - 3 0 3 2 1 5 . 3 5 3 2 1 5  . 3 5 3
0 - 1 2 0 12 2 0 9 . 9 5 5 2 0 9 . 9 5 5
1 - 2 1 2 1 0 7 . 2 2 4 10 7  . 2 2 4
1 - 6 1 6 1 1 6 . 3 6 2 1 1 6 . 3 6 2
1 - 1 2 1 12 93 . 4 7 7 93 . 4 7 7
2 - 4 2 4 66 . 2 4 2 66 . 2 4 2
2 - 6 2 6 1 7 0 . 3 0 9 1 7 0  . 3 0 9
3 - 4 3 4 7 7 . 8 0 1 7 7 . 8 0 1
3 - 5 3 5 162 162
4 - 5 4 5 1 1 0 . 4 9 4 1 1 0 . 4 9 4
5 - 6 5 6 9 7 . 1 7 9 7 . 1 7
5 - 8 5 8 7 4 . 6 5 3 7 4 . 6 5 3
6 - 7 6 7 7 9 . 3 9 8 7 9 . 3 9 8
6 - 8 6 8 1 0 5 . 7 0 2 1 0 5 . 7 0 2
6 - 1 0 6 10 1 5 2 . 3 1 9 1 5 2 . 3 1 9
7 - 8 7 8 1 0 1 . 0 2 1 0 1 . 0 2
7 - 9 7 9 6 7 . 9 1 2 6 7 . 9 1 2
9 - 1 0 9 10 7 2 . 0 0 7 7 2 . 0 0 7
1 0 - 1 1 10 11 9 2 . 8 4 9 92 . 8 4 9
1 0 - 1 2 10 12 1 7 6  . 0 7 1 1 7 6 . 0 7 1
1 1 - 1 2 11 12 1 6 3  . 713 1 6 3 . 7 1 3

A.1.2. Demand Matrix (Unit Demand Between Node Pairs)

O D NBUNITS 1 4 1 2 9

0 1 1 1 5 1 2 10

0 2 1 1 6 1 2 11

0 3 1 1 7 1 2 12

0 4 1 1 8 1 3 4

0 5 1 1 9 1 3 5

0 6 1 1 10 1 3 6

0 7 1 1 11 1 3 7
0 8 1 1 12 1 3 8

0 9 1 2 3 1 3 9

0 10 1 2 4 1 3 10

0 11 1 2 5 1 3 11 1

0 12 1 2 6 1 3 12 1

1 2 1 2 7 1 4 5 1

1 3 1 2 8 1 4 6 1
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4 7 1 5 12 1 8 9

4 8 1 6 7 1 8 10

4 9 1 6 8 1 8 11

4 10 1 6 9 1 8 12

4 11  1 6 10 1 9 10

4 12 1 6 11 1 9 11

5 6 1 6 12 1 9 12

5 7 1 7 8 1 10 11

5 8 1 7 9 1 10 12

5 9 1 7 10 1 11 12

5 10 1 7 11 1

5 11  1 7 12 1

A.1.3. Demand Matrix (Unit Demand Between Adjacent Node Pairs)

O D NBUNITS 2 4 1 6 8
0 1 1 2 6 1 6 10
0 2 1 3 4 1 7 8
0 3 1 3 5 1 7 9
0 12 1 4 5 1 9 10
1 2 1 5 6 1 10 11
1 6 1 5 8 1 10 12
1 12 1 6 7 1 11 12

A.2. 20n40sl Network

A.2.1. Topology (identical to “Net-A” in [87] (p. 11))

NODE X Y S I Z E

N01 18 3 4 5 6 3

N02 2 2 2 3 2 2 3

N03 2 7 5 163 4

N04 26 6 2 9 7 5

N05 40 3 1 16 4

N06 4 7 0 2 5 3 4

NO 7 3 7 8 2 4 1 5

NO 8 3 3 1 3 1 4 4

NO 9 4 7 6 3 1 8 5

N10 6 0 7 3 1 1 3

N i l 53 3 4 1 0 5

N12 63 4 4 8 2 3

N13 51 3 5 1 6 4

N14 4 0 6 3 8 9 6

N15 2 8 5 4 3 7 4

N16 3 3 8 4 7 3 5

N17 43 3 53 8 3

N18 5 1 0 6 3 7 3

N19 38 0 5 4 9 4

N2 0 2 6 0 54 3 3

SPAN O D LENGTH UNITCOST

SO I N01 N02 1 3 9 . 5 6 1 3 9 . 5 6

S02 N01 N04 1 7 9 . 3 6 1 7 9 . 3 6

S03 N01 N20 1 1 6 . 1 8 1 1 1 6 . 1 8 1
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S04 N02 N03 1 6 7 . 6 0 1 1 6 7 . 6 0 1

S 0 5 N02 N04 5 0 . 6 0 6 5 0 . 6 0 6

SOS N03 NO 7 1 2 9 . 2 0 1 1 2 9 . 2 0 1

S 0 7 N04 N03 1 3 4 . 3 0 2 1 3 4 . 3 0 2

S 0 8 N04 N05 2 2 7 . 0 0 2 2 2 7 . 0 0 2

S 0 9 N04 NO 8 6 7 . 1 8 6 6 7 . 1 8 6

S 1 0 N05 N03 1 3 6 . 3 5 6 1 3 6 . 3 5 6

S l l N05 NOS 1 5 2 . 5 0 6 1 5 2 . 5 0 6

S12 N05 NO 7 1 2 7 . 4 7 5 1 2 7 . 4 7 5

S13 NOS N10 1 4 8 . 7 7 2 1 4 8 . 7 7 2

S14 NOS N15 2 6 0 . 9 2 3 2 6 0 . 9 2 3

S 1 5 N07 NOS 9 2 . 7 7 9 92 . 7 7 9

S I S N07 NO 8 8 6 . 8 2 2 8 6 . 8 2 2

S 1 7 N07 N09 1 2 4 . 6 3 1 124  . 6 3 1

S 1 8 N08 N09 1 4 5 . 0 5 5 1 4 5 . 0 5 5

S 1 9 N08 N15 1 3 1 . 3 2 1 3 1 . 3 2

S2 0 NO 9 N i l 1 0 8  . 2 2 7 1 0 8 . 2 2 7

S 2 1 N09 N14 9 9 . 7 0 5 9 9 . 7 0 5

S 22 N10 NO 9 1 3 1 . 1 8 7 1 3 1 . 1 8 7

S 23 N10 N12 1 7 3 . 1 1 8 1 7 3 . 1 1 8

S24 N i l N12 1 2 4 . 0 3 6 1 24  . 03 6

S 2 5 N i l N13 1 0 7 . 8 7 1 0 7 . 8 7

S 2 6 N12 N18 1 9 8 . 4 9 7 198  . 4 9 7

S 2 7 N13 N17 82 . 9 7 82 . 97

S 28 N14 N i l 1 2 8 . 7 2 5 1 2 8 . 7 2 5

S2 9 N14 N13 1 6 6 . 0 6 6 1 6 6 : 0 6 6

S3 0 N14 N17 1 5 1 . 4 2 7 1 5 1 . 4 2 7

S 3 1 N15 N14 1 3 0 . 1 7 3 1 3 0 . 1 7 3

S 32 N15 N16 6 4 . 0 7 64 . 0 7

S 33 N16 N i l 2 0 4 . 9 2 4 2 0 4 . 9 2 4

S 34 N16 N14 1 0 8 . 0 7 4 1 0 8 . 0 7 4

S 3 5 N16 N20 1 0 4 . 8 0 5 1 0 4 . 8 0 5

S 3 6 N17 N19 5 4 . 1 2 9 54 . 1 2 9

S37 N18 N13 1 2 1 . 0 3 7 1 2 1 . 0 3 7

S38 N19 N16 8 6 . 8 3 3 8 6 . 8 3 3

S3 9 N19 N18 1 5 6 . 9 8 4 15 6  . 984

S 4 0 N2 0 N19 1 2 0 . 1 5 1 2 0 . 1 5

A.2.2. Demand M atrix (Unit Demand Between Node Pairs)

0 D NBUNITS NO 1 N14 1 N02 NO 9

NO 1 N02 1 NO 1 N15 1 N02 N10

N01 N03 1 N01 N16 1 N02 N i l

N01 N04 1 NO 1 N 17 1 N02 N12

N01 NO 5 1 N01 N18 1 N02 N13

N01 NO 6 1 NO 1 N19 1 N02 N14
NO 1 N07 1 N01 N2 0 1 N02 N 15

NO 1 N08 1 N02 N03 1 N02 N16

N01 N09 1 N02 N04 1 N02 N 17

NO 1 N10 1 N02 NO 5 1 N02 N18

NO 1 N i l 1 N02 NO 6 1 N02 N19

N01 N12 1 N02 N07 1 N02 N2 0

NO 1 N13 1 N02 N08 1 N03 N04
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NO 3 NO 5 1

NO 3 NOG 1

N03 N07 1

N03 NO 8 1

N03 NO 9 1

N03 NIO 1

N03 N i l 1

N03 N12 1

N03 N13 1

N03 N14 1

NO 3 N15 1

NO 3 N16 1

NO 3 N17 1

NO 3 N18 1

N03 N19 1

N03 N2 0 1

N04 N05 1

N04 NOG 1

N04 NO 7 1

N04 NO 8 1

N04 NO 9 1

N04 NIO 1

N04 N i l 1

N04 N12 1

N04 N13 1

N04 N14 1

N04 N15 1

N04 N16 1

N04 N17 1

N04 N18 1

N04 N19 1

N04 N2 0 1

N05 NOG 1

NO 5 NO 7 1

NO 5 NO 8 1

NO 5 NO 9 1

N05 NIO 1

N05 N i l 1

N05 N12 1

N05 N13 1

N05 N14 1

N05 N15 1

N05 NIG 1

N05 N17 1

NO 5 N18 1

NO 5 N19 1

NO 5 N2 0 1

NO 6 N07 1

NO 6 NO 8 1

NO 6 NO 9 1

N06 NIO 1

NOG N i l 1

NOG N12 1

NOG N13 1

NOG N14 1

NOG N15 1

NOG N16 1

NOG N17 1

NOG N18 1

NOG N19 1

NOG N2 0 1

N07 N08 1

N07 N09 1

NO 7 NIO 1

N07 N i l 1

N07 N12 1

N07 N13 1

N07 N14 1

N07 N15 1

NO 7 NIG 1

NO 7 N17 1

NO 7 N18 1

NO 7 N19 1

NO 7 N2 0 1

NO 8 N09 1

NO 8 NIO 1

NO 8 N i l 1

NO 8 N12 1

NO 8 N13 1

NO 8 N14 1

NO 8 N15 1

NO 8 N16 1

NO 8 N17 1

NO 8 N18 1

NO 8 N19 1

NO 8 N2 0 1

N09 NIO 1

NO 9 N i l 1

NO 9 N12 1

NO 9 N13 1

NO 9 N14 1

N09 N15 1

N09 NIG 1

NO 9 N17 1

N09 N18 1

N09 N19 1

NO 9 N2 0 1

NIO N i l 1

NIO N12 1

NIO N13 1

NIO N14 1

NIO N15 1

NIO N16 1

NIO N17 1

NIO N18 1

NIO N19 1

NIO N2 0 1

N i l N12 1

N i l N13 1

N i l N14 1

N i l N15 1

N i l N16 1

N i l N17 1

N i l N18 1

N i l N19 1

N i l N2 0 1

N12 N13 1

N12 N14 1

N12 N15 1

N12 N16 1

N12 N17 1

N12 N18 1

N12 N19 1

N12 N2 0 1

N13 N14 1

N13 N15 1

N13 NIG 1

N13 N17 1

N13 N18 1

N13 N19 1

N13 N2 0 1

N14 N15 1

N14 NIG 1

N14 N17 1

N14 N18 1

N14 N19 1

N14 N20 1

N15 N16 1

N15 N17 1

N15 N18 1

N15 N19 1

N15 N2 0 1

NIG N17 1

N16 N18 1

NIG N19 1

NIG N2 0 1

N17 N18 1

N17 N19 1

N17 N2 0 1

N18 N19 1

N18 N2 0 1

N19 N20 1
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A.3. Canada-A Network (variant of Canada) 

A.3.1. Topology (all cy = 1)

NODE X Y S I Z E
0 79 34 2
1 2 0 5 97 2
2 10 4 13 3 3
3 10 2 3 8 2
4 72 1 9 1 3
5 172 2 3 8 4
6 2 6 1 1 9 9 6
7 31 3 2 5 9 3
8 2 1 9 2 9 6 3
9 3 7 9 2 4 3 2
10 4 1 2 1 7 9 4
11 4 4 7 93 2
12 2 8 8 54 4

SPAN O D LENGTH UNITCOST
0 - 2 0 2 1 1
0 - 1 2 0 12 1 1
1 - 6 1 6 1 1
1 - 1 2 1 12 1 1
2 - 4 2 4 1 1
2 - 6 2 6 1 1
3 - 4 3 4 1 1
3 - 5 3 5 1 1
4 - 5 4 5 1 1
5 - 6 5 6 1 1
5 - 8 5 8 1 1
6 - 7 6 7 1 1
6 - 8 6 8 1 1
6 - 1 0 6 10 1 1
7 - 8 7 8 1 1
7 - 9 7 9 1 1
9 - 1 0 9 10 1 1
1 0 - 1 1 10 11 1 1
1 0 - 1 2 10 12 1 1
1 1 - 1 2 11 12 1 1

A.3.2. Demand Matrix (Unit Demand Between Adjacent Node Pairs)

O D NBUNITS 3 4 1 6 10
0 2 1 3 5 1 7 8
0 12 1 4 5 1 7 9
1 6 1 5 6 1 9 10
1 12 1 5 8 1 10 11
2 4 1 6 7 1 10 12
2 6 1 6 8 1 11 12

A.4. COST 239-A Network (variant of COST 239)

A.4.1. Topology (all c} =  1)

NODE X Y S I Z E
NO 14 0 2 8 1 6
N1 3 1 5 3 5 0 4
N2 3 0 4 2 9 8 5
N3 3 5 6 2 3 5 5
N4 4 4 7 3 0 8 4
N5 4 1 7 1 6 1 5
N6 24 2 1 5 9 5
N7 2 5 0 2 1 4 5
N8 1 8 5 2 0 8 5
N9 12 8 14 3 4
N10 3 4 4 50 4

SPAN O D LENGTH UNITCOST
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S I NO N1 1 820
S3 NO N5 1 1 0 9 0
S4 NO N7 1 40 0
S5 NO N8 1 30 0
S6 NO N9 1 45 0
S8 N1 N4 1 820
S l l N2 N4 1 730
S 12 N2 N7 1 3 5 0
S 13 N3 NIO 1 740
S 14 N3 N4 1 32 0
S 1 7 N4 N5 1 660
S18 N5 NIO 1 39 0
S 1 9 N5 N6 1 66 0
S 2 0 N6 NIO 1 76 0
S 2 1 N6 N7 1 39 0
S 22 N6 N8 1 2 1 0
S 23 N6 N9 1 55 0
S 24 N7 N8 1 2 2 0
S 2 5 N8 N9 1 39 0
S2 6 N9 NIO 1 1 3 1 0

A.4.2. Demand Matrix (Unit Demand Between Adjacent Node Pairs)

0 D NBUNITS N2 N4 1 N6 N7
NO N1 1 N2 N7 1 N6 N8
NO N5 1 N3 N4 1 N6 N9
NO N7 1 N3 NIO 1 N6 NIO
NO N8 1 N4 N5 1 N7 N8
NO N9 1 N5 N6 1 N8 N9
N1 N4 1 N5 NIO 1 N9 NIO

A.5. 15n30sl-A Network (variant of 15n30sl)

A.5.1. Topology (all c . = 1)

NODE X Y S I Z E
N01 1 2 5 1 4 0 3
N02 2 6 8 55 4
N03 4 1 3 16 2 4
N04 5 2 5 97 3
N05 2 9 0 2 3 3 6
N06 6 1 2 2 1 8 5
NO 7 5 0 8 3 4 9 4
NO 8 5 7 2 4 8 5 4
NO 9 4 0 2 4 5 6 4
NIO 2 5 9 3 2 5 6
N i l 2 9 1 5 9 8 3
N12 2 9 2 4 8 3 4
N13 18 6 4 5 8 3
N14 4 9 4 2 1 4
N15 75 2 7 4 3

SPAN 0 D LENGTH UNITCOST
SO I NO 1 N02 1 1 6 6 . 3 5 5
S 02 NO 1 N05 1 1 8 9 . 4 0 4
S 0 4 N02 N03 1 1 8 0 . 2 0 5
SO 5 N02 N04 1 2 6 0 . 4 0 9
S 0 6 N02 N05 1 1 7 9 . 3 5 4
S 0 7 N03 N04 1 1 2 9 . 4 9 5
S 0 8 N03 N05 1 1 42  . 0 2 1
S 0 9 N03 N06 1 2 0 6 . 7 2 9
S 1 0 N04 N06 1 1 4 9 . 0 3
S l l N05 NO 7 1 2 4 6 . 9 4 1
S 1 2 N05 NIO 1 9 7 . 0 8 2
S 1 3 N05 N15 1 2 1 8 . 8 7 4
S 1 4 N06 NO 7 1 1 6 7 . 2 6 3
S 1 5 N07 NO 8 1 1 5 0 . 3 0 6
S 1 6 N07 NO 9 1 1 5 0 . 6 1 5
S 1 7 N08 N06 1 2 6 9 . 9 8
S 1 8 N08 N i l 1 3 0 2  . 8 7
S 1 9 N09 NO 8 1 1 7 2 . 4 5 6
S 2 0 N09 NIO 1 1 93  . 9 33
S 2 1 NIO N06 1 3 6 8 . 8 6
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S22 NIO N14 1 2 3 0 . 9 0 3
S 2 4 N i l N14 1 2 9 9 . 8 2 2
S25 N12 NO 9 1 1 1 3 . 2 6 5
S26 N12 NIO 1 1 6 1 . 4 0 9
S28 N13 N12 1 108  . 9 0 8
S 2 9 N14 N13 1 1 4 1 .  9 0 8
S 3 0 N15 N14 1 1 4 9 . 2 8 2

A.5.2. Demand Matrix (Unit Demand Between Adjacent Node Pairs)

O D NBUNITS NO 5 NO 7 1 NO 9 NIO
NO 1 N02 1 NO 5 NIO 1 NO 9 N12
N01 NO 5 1 NO 5 N15 1 NIO N12
N02 N03 1 N06 NO 7 1 NIO N14
N02 N04 1 N06 NO 8 1 N i l N14
N02 NO 5 1 N06 NIO 1 N12 N13
N03 NO 4 1 NO 7 NO 8 1 N13 N14
N03 NO 5 1 N07 NO 9 1 N14 N15
N03 NO 6 1 N08 NO 9 1
N04 NO 6 1 N08 N i l 1

A.6. 15n30sl-B Network (variant of 15n30sl) 

A.6.1. Topology (all cj = 1)

NODE X Y S I Z E
NO 1 1 2 5 14 0 3
N02 2 6 8 55 4
N03 4 1 3 16 2 4
N04 5 2 5 97 3
N05 2 9 0 23 3 6
N06 61 2 2 1 8 5
NO 7 50 8 3 4 9 4
NO 8 57 2 4 8 5 4
NO 9 4 0 2 4 5 6 4
NIO 2 5 9 3 2 5 6
N i l 2 9 1 59 8 3
N12 2 9 2 48 3 4
N13 18 6 4 5 8 3
N14 49 4 2 1 4
N15 75 2 7 4 3

SPAN 0 D LENGTH UNITCOST
SO I NO 1 N02 1 1 6 6 . 3 5 5
S02 NO 1 NO 5 1 1 8 9 . 4 0 4
S 0 5 N02 N04 1 2 6 0 . 4 0 9
S 0 6 N02 N05 1 1 7 9 . 3 5 4
S07 N03 N04 1 1 2 9 . 4 9 5
S08 N03 NO 5 1 142  . 0 2 1
S 1 0 N04 N06 1 1 4 9 . 0 3
S l l N05 NO 7 1 2 4 6 . 9 4 1
S 12 N05 NIO 1 97 . 082
S 13 N05 N15 1 2 1 8 . 8 7 4
S 1 4 N06 NO 7 1 1 6 7 . 2 6 3
S 1 7 N08 N06 1 2 6 9 . 9 8
S 1 8 N08 N i l 1 3 0 2 . 8 7
S 1 9 N09 NO 8 1 1 7 2 . 4 5 6
S 24 N i l N14 1 2 9 9 . 8 2 2
S 2 5 N12 N09 1 1 1 3 . 2 6 5
S2 6 N12 NIO 1 1 6 1 . 4 0 9
S 28 N13 N12 1 10 8  . 9 0 8
S 2 9 N14 N13 1 1 4 1 . 9 0 8
S3 0 N15 N14 1 1 4 9 . 2 8 2

A.6.2. Demand Matrix (Unit Demand Between Adjacent Node Pairs)

0 D NBUNITS N02 N05 1 NO 5 NO 7
NO 1 N02 1 NO 3 N04 1 N05 NIO
NOl N05 1 N03 N05 1 N05 N15
N02 N04 1 N04 N06 1 N06 NO 7
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N06 NO 8 1 NO 9 N12 1 N12 N13 1
N08 NO 9 1 NIO N12 1 N13 N14 1
N08 N i l 1 N i l N14 1 N14 N15 1

A.7. COST 239 Network 

A.7.1. Topology (from [103])

NODE

NO

N1

N2

N3

N4

N5

N6

N7

N8

N9

NIO

X

1 40

3 1 5

30 4

3 5 6

4 4 7

4 1 7

2 4 2

2 5 0

1 85

1 28

3 4 4

Y

2 8 1

3 5 0

2 9 8

2 3 5

30 8

16 1

1 5 9

2 1 4

2 0 8

14 3

50

S I Z E

6
4

5 

5

4

5 

5 

5 

5 

4

SPAN

51
52

53

54

55

56

57

58

59

5 1 0

5 1 1

5 1 2

5 1 3

5 1 4

5 1 5

5 1 6

5 1 7

5 1 8

5 1 9

5 2 0

5 2 1

5 2 2

5 2 3

5 2 4

5 2 5

5 2 6

0
NO

NO

NO

NO

NO

NO

N1

N1

N1

N2

N2

N2

N3

N3

N3

N3

N4

N5

N5

N6

N6

N6

N6

N7

N8

N9

D

N1

N2

N5

N7

N8

N9

N2

N4

N8

N3

N4

N7

NIO

N4

N5

N7

N5

NIO

N6

NIO

N7

N8

N9

N8

N9

NIO

LENGTH

8 20

6 0 0

1 0 9 0

4 0 0

3 0 0

4 5 0

3 2 0

8 20

9 30

5 6 5

7 30

3 5 0

7 40

3 2 0

3 4 0

7 30

6 60

3 9 0

6 60

7 60

3 9 0

2 10

5 50

2 2 0

3 9 0

1 3 1 0

UNITCOST

82 0

60 0

1 0 9 0

4 0 0

30 0

4 5 0

32 0

82 0

930

5 6 5

730

3 5 0

7 4 0

3 2 0

3 4 0

7 3 0

6 6 0

3 9 0

6 6 0

7 6 0

3 9 0

2 1 0

55 0

2 2 0

39 0

1 3 1 0

A.7.2. Demand Matrix (from [58])

o
NO

D

N1

NBUNITS

5

NO

NO

N2

N3

NO

NO

N4

N5

2

11
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NO N6 5 N2 N 6 3 N4 NIO

NO N7 1 N2 N7 1 N5 N6

NO N8 7 N2 N8 6 N5 N7

NO N9 10 N2 N9 3 N5 N8

NO NIO 1 N2 NIO 1 N5 N9

N1 N2 6 N3 N4 1 N5 NIO

N1 N3 1 N3 N5 N6 N7

N1 N4 3 N3 N6 1 N6 N8

N1 N5 9 N3 N7 1 N6 N9

N1 N6 2 N3 N8 1 N6 NIO

N1 N7 1 N3 N9 1 N7 N8

N1 N8 2 N3 NIO 1 N7 N9

N1 N9 3 N4 N5 N7 NIO

N1 NIO 1 N4 N6 1 N8 N9

N2 N3 1 N4 N7 1 N8 NIO

N2 N4 3 N4 N8 1 N9 NIO

N2 N5 11 N4 N9 2

A.8. Generic U.S. Network

A.8.1. Topology (from colleagues at Nortel Networks)

NODE X Y S I Z E
ATL 7 0 4 3 8 4 6
BOS 88 0 158 2
CHI 6 0 6 19 8 3
CLE 7 1 0 19 8 4
DAL 4 7 0 4 0 6 4
DEN 3 1 0 2 4 6 3
ELP 2 7 0 4 0 6 3
HOU 4 8 6 4 5 4 3
IND 6 3 0 2 3 8 4
KAN 5 0 2 2 5 4 4
LA 70 3 1 8 4
MIA 7 9 2 52 6 2
NYC 8 3 8 18 2 2
SAC 46 19 8 4
SEA 94 18 2
SF 18 2 2 2 2
SLC 2 1 4 2 0 6 4
TAM 7 4 2 4 8 6 3
WDC 7 9 0 2 3 0 3

SPAN O D LENGTH UNITCOST
ATL-DAL ATL DAL 1 8 5 7 1 8 5 7
ATL-HOU ATL HOU 1 7 8 2 17 8 2
A TL -IN D ATL IND 1 3 6 9 1 3 6 9
ATL-M IA ATL MIA 1 3 4 4 1 3 4 4
ATL-TAM ATL TAM 9 8 3 983
ATL-WDC ATL WDC 1 1 7 1 1 1 7 1
BOS-CLE BOS CLE 1 2 6 5 1 2 6 5
BOS-NYC BOS NYC 4 5 0 4 50
C H I-C LE CHI CLE 8 6 1 86 1
C H I- IN D CHI IND 3 5 7 3 57
CHI-KAN CHI KAN 1 6 2 3 16 2 3
CLE -IN D CLE IND 6 2 6 626
CLE-WDC CLE WDC 8 26 826
DAL-ELP DAL ELP 1 0 4 6 1 0 4 6
DAL-HOU DAL HOU 4 4 8 4 48
DAL-KAN DAL KAN 1 0 0 4 1 0 0 4
DEN-ELP DEN ELP 1 2 2 3 1 2 2 3
DEN-KAN DEN KAN 1 0 3 4 1 0 3 4
DEN-SLC DEN SLC 942 942
EL P-L A ELP LA 1 6 6 5 1 6 6 5
HOU-TAM HOU TAM 1 6 9 1 1 6 9 1
IND-KAN IND KAN 994 994
LA-SAC LA SAC 6 4 6 646
L A -S F LA SF 8 5 5 85 5
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LA-SLC LA SLC 1 2 0 7 1 2 0 7
MIA-TAM MIA TAM 4 6 6 4 6 6
NYC-WDC NYC WDC 3 9 0 39 0
SAC-SEA SAC SEA 1 4 7 4 1 4 7 4
S A C -SF SAC SF 1 82 182
SAC-SLC SAC SLC 1 2 3 6 1 2 3 6
SEA-SLC SEA SLC 1 7 9 7 1 7 9 7

A.8.2. Demand Matrix (from colleagues at Nortel Networks)

This demand matrix is proprietary to Nortel Networks and cannot be published.

A.9. 13n23s Network (variant of 15n30sl) 

A.9.1. Topology

NODE X Y S I Z E
N02 2 6 8 55 4
N04 5 2 5 97 3
N05 2 9 0 2 3 3 6
N06 61 2 2 1 8 5
N07 5 08 3 4 9 4
N08 5 72 4 8 5 4
NO 9 4 0 2 4 5 6 4
NIO 2 5 9 3 2 5 6
N i l 2 9 1 59 8 3
N12 29 2 4 8 3 4
N13 1 86 4 5 8 3
N14 49 4 2 1 4
N15 75 2 7 4 3

SPAN O D LENGTH UNITCOST
SO 5 N02 N04 2 6 0  . 4 0 9 2 6 0 . 4 0 9
S 0 6 N02 NO 5 1 7 9 . 3 5 4 1 7 9 . 3 5 4
S 1 0 N04 NO 6 1 4 9 . 0 3 1 4 9 . 0 3
S l l N05 N07 2 4 6 . 9 4 1 2 4 6 . 9 4 1
S12 N05 N10 9 7 . 0 8 2 97 . 0 8 2
S13 N05 N15 2 1 8 . 8 7 4 2 1 8 . 8 7 4
S14 N06 NO 7 1 6 7 . 2 6 3 1 6 7 . 2 6 3
S 1 6 N07 NO 9 1 5 0 . 6 1 5 1 5 0 . 6 1 5
S 1 7 NO 8 NO 6 2 6 9 . 9 8 2 6 9 . 9 8
S 1 8 N08 N i l 3 0 2 . 8 7 3 0 2 . 8 7
S 1 9 N09 N08 1 7 2 . 4 5 6 1 7 2 . 4 5 6
S 2 1 N10 N06 3 6 8  . 86 3 6 8 . 8 6
S23 N i l N12 1 1 5 . 0 0 4 1 1 5 . 0 0 4
S 2 4 N i l N14 2 9 9 . 8 2 2 2 9 9 . 8 2 2
S2 5 N12 NO 9 1 1 3 . 2 6 5 1 1 3 . 2 6 5
S 2 6 N12 N10 1 6 1 . 4 0 9 1 6 1 . 4 0 9
S 2 7 N13 N10 1 5 1 . 7 1 7 1 5 1 . 7 1 7
S2 8 N13 N12 10 8  . 9 0 8 10 8  . 9 08
S 2 9 N14 N13 1 4 1 . 9 0 8 1 4 1 . 9 0 8
S3 0 N15 N14 1 4 9 . 2 8 2 1 4 9 . 2 8 2
S 3 1 N15 N02 2 9 1 . 9 0 8 2 9 1 . 9 0 8
S 3 2 N05 N04 2 7 1 . 5 1 6 2 7 1 . 5 1 6
S33 N02 NO 6 3 8 0 . 6 6 4 3 8 0 . 6 6 4

A.9.2. Demand Matrix

O D NBUNITS N04 NOS 1 NO 5 NO 8 8
N02 N04 9 N04 N06 2 NO 5 NO 9 7
N02 N05 4 N04 NO 7 1 N05 NIO 4
N02 NO 6 1 N04 NO 8 6 NO 5 N i l 6
N02 NO 7 7 N04 NO 9 3 N05 N12 8
N02 NO 8 3 N04 NIO 1 NO 5 N13 1
N02 NO 9 4 N04 N i l 9 NO 5 N14 8
N02 N10 6 N04 N12 8 NO 5 N15 9
N02 N i l 2 N04 N13 4 N06 NO 7 5
N02 N12 2 N04 N14 5 N06 NO 8 9
N02 N13 2 N04 N15 4 N06 NO 9 8
N02 N14 5 N05 N06 3 N06 NIO 9
N02 N15 2 N05 N07 8 N06 N i l 6
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NO 6 N12 7 NO 8 N i l 6 NIO N14 7
NO 6 N13 4 NO 8 N12 6 NIO N15 7
NO 6 N14 2 NO 8 N13 9 N i l N12 9
NO 6 N15 3 NO 8 N14 5 N i l N13 2
N07 NO 8 1 NO 8 N15 9 N i l N14 5
N07 NO 9 5 N09 NIO 1 N i l N15 7
N07 NIO 6 NO 9 N i l 8 N12 N13 5
N07 N i l 1 NO 9 N12 8 N12 N14 5
NO 7 N12 2 NO 9 N13 9 N12 N15 6
NO 7 N13 1 NO 9 N14 4 N13 N14 1
NO 7 N14 8 NO 9 N15 7 N13 N15 7
N07 N15 4 NIO N i l 4 N14 N15 3
NO 8 N09 3 NIO N12 2
NO 8 NIO 6 NIO N13 5

A.10. 15n26sl Network (variant of 15n30sl) 

A.10.1.Topology

NODE X Y S I Z E
N01 1 2 5 1 4 0 3
N02 2 6 8 55 4
N03 4 1 3 16 2 4
N04 5 2 5 97 3
NO 5 2 9 0 2 3 3 6
N06 6 12 2 1 8 5
NO 7 5 08 3 4 9 4
N08 5 72 4 8 5 4
NO 9 4 0 2 4 5 6 4
NIO 2 5 9 3 2 5 6
N i l 2 9 1 5 9 8 3
N12 2 9 2 4 8 3 4
N13 186 4 5 8 3
N14 49 4 2 1 4
N15 75 2 7 4 3

SPAN 0 D LENGTH UNITCOST
S O I N01 N02 1 6 6 . 3 5 5 1 6 6 . 3 5 5
S03 N01 N15 1 4 3 . 0 2 4 14 3  . 0 2 4
S 0 4 N02 NO 3 1 8 0  . 2 0 5 1 8 0  . 2 0 5
S 0 5 N02 N04 2 6 0 . 4 0 9 2 6 0 . 4 0 9
S 0 6 N02 N05 1 7 9 . 3 5 4 1 7 9 . 3 5 4
S 0 7 N03 N04 1 2 9  . 4 9 5 1 2 9 . 4 9 5
S 0 9 N03 N06 2 0 6  . 72 9 2 0 6 . 7 2 9
S 1 0 N04 N06 1 4 9 . 0 3 1 4 9 . 0 3
S l l N05 N07 2 4 6 . 9 4 1 2 4 6 . 9 4 1
S 1 2 N05 NIO 9 7 . 0 8 2 9 7 . 0 8 2
S 1 3 N05 N15 2 1 8 . 8 7 4 2 1 8 . 8 7 4
S14 N06 N07 1 6 7 . 2 6 3 1 6 7 . 2 6 3
S 1 5 N07 N08 1 5 0 . 3 0 6 1 5 0 . 3 0 6
S 1 6 N07 N09 1 5 0 . 6 1 5 1 5 0 . 6 1 5
S 1 7 N08 N06 2 6 9 . 9 8 2 6 9  . 98
S I  8 N08 N i l 3 0 2 . 8 7 30 2  . 8 7
S 1 9 N09 NO 8 1 7 2 . 4 5 6 1 7 2 . 4 5 6
S 2 1 NIO N06 3 6 8  . 86 3 6 8 . 8 6
S23 N i l N12 1 1 5 . 0 0 4 1 1 5 . 0 0 4
S24 N i l N14 2 9 9 . 8 2 2 2 9 9 . 8 2 2
S 2 5 N12 NO 9 1 1 3 . 2 6 5 1 1 3 . 2 6 5
S26 N12 NIO 1 6 1 . 4 0 9 1 6 1 . 4 0 9
S 2 7 N13 NIO 1 5 1 . 7 1 7 1 5 1 . 7 1 7
S28 N13 N12 1 0 8 . 9 0 8 1 0 8 . 9 0 8
S 2 9 N14 N13 1 4 1 .  908 1 4 1 . 9 0 8
S3 0 N15 N14 1 4 9 . 2 8 2 1 4 9 . 2 8 2

A .10.2.Demand Matrix

0 D NBUNITS NO 1 N08 10 NO 1 N15 5
NO 1 N02 9 NO 1 NO 9 4 N02 NO 3 2
N01 N03 5 N01 NIO 10 N02 N04 6
N01 N04 9 N01 N i l 8 N02 NO 5 8
N01 NO 5 6 N01 N12 3 N02 N06 10
N01 N06 2 NO 1 N13 3 N02 NO 7 9
N01 NO 7 7 N01 N14 6 N02 NO 8 10

156

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



N02 NO 9 7 N04 N15 8 NO 8 NIO
N02 NIO 7 NO 5 NO 6 7 NO 8 N i l
N02 N i l 9 NO 5 NO 7 5 N08 N12
N02 N12 9 NO 5 N08 10 N08 N13
N02 N13 10 NO 5 NO 9 10 N08 N14
N02 N14 4 NOS NIO 6 NO 8 N15
N02 N15 10 NO 5 N i l 7 N09 NIO
N03 N04 2 NO 5 N12 4 NO 9 N i l
N03 N05 6 NO 5 N13 2 N09 N12
N03 N06 2 NO 5 N14 7 NO 9 N13
N03 N07 3 NO 5 N15 9 NO 9 N14
N03 N08 7 NO 6 N07 8 NO 9 N15
N03 NO 9 9 NO 6 NO 8 3 NIO N i l
N03 NIO 5 NO 6 NO 9 9 NIO N12
N03 N i l 3 N06 NIO 5 NIO N13
N03 N12 3 NO 6 N i l 10 NIO N14
N03 N13 2 NO 6 N12 10 NIO N15
N03 N14 7 N06 N13 9 N i l N12
N03 N15 6 NO 6 N14 6 N i l N13
N04 N05 9 NOS N15 8 N i l N14
N04 N06 5 NO 7 N08 3 N i l N15
N04 N07 5 NO 7 N09 7 N12 N13
N04 NO 8 7 NO 7 NIO 8 N12 N14
N04 NO 9 2 NO 7 N i l 5 N12 N15
N04 NIO 2 NO 7 N12 7 N13 N14
N04 N i l 6 N07 N13 3 N13 N15
N04 N12 10 NO 7 N14 10 N14 N15
N04 N13 8 N07 N15 4
N04 N14 5 N08 N09 4

A.11. 12nl9s Network (variant of 15n30sl) 

A. 11.1. Topology

NODE X Y S I Z E
N02 2 6 8 55 4
N04 5 25 97 3
NO 5 2 9 0 2 3 3 6
NOS 61 2 2 1 8 5
NO 7 5 08 3 4 9 4
NO 8 572 4 8 5 4
NO 9 4 0 2 4 5 6 4
N i l 2 9 1 59 8 3
N12 2 9 2 4 8 3 4
N13 1 86 4 5 8 3
N14 49 4 2 1 4
N15 75 2 7 4 3

SPAN 0 D LENGTH UNITCOST
S 0 5 N02 N04 2 6 0 . 4 0 9 2 6 0 . 4 0 9
S 0 6 N02 NO 5 1 7 9 . 3 5 4 1 7 9 . 3 5 4
S 1 0 N04 NO 6 1 4 9 . 0 3 1 4 9 . 0 3
S l l N05 NO 7 2 4 6 . 9 4 1 2 4 6 . 9 4 1
S 1 4 N06 NO 7 1 6 7 . 2 6 3 1 6 7 . 2 6 3
S 1 6 NO 7 NO 9 1 5 0 . 6 1 5 1 5 0 . 6 1 5
S 1 7 N08 NO 6 2 6 9 . 9 8 2 6 9 . 9 8
S 1 8 N08 N i l 3 0 2 . 8 7 3 0 2  . 8 7
S 1 9 NO 9 NO 8 1 7 2 . 4 5 6 17 2  . 4 5 6
S2 3 N i l N12 1 1 5 . 0 0 4 1 1 5 . 0 0 4
S 2 4 N i l N14 2 9 9 . 8 2 2 2 9 9 . 8 2 2
S2 5 N12 N09 1 1 3 . 2 6 5 1 1 3 . 2 6 5
S 2 8 N13 N12 1 0 8 . 9 0 8 1 0 8 . 9 0 8
S 2 9 N14 N13 1 4 1 . 9 0 8 1 4 1 . 9 0 8
S 3 0 N15 N14 1 4 9 . 2 8 2 1 4 9 . 2 8 2
S 3 1 N15 N02 2 9 1 . 9 0 8 2 9 1 . 9 0 8
S 3 2 N05 N04 2 7 1 . 5 1 6 2 7 1 . 5 1 6
S33 N15 N05 2 1 8 . 8 7 4 2 1 8 . 8 7 4
S 3 4 N13 N05 2 4 7 . 8 7 3 2 4 7 . 8 7 3

A.11.2.Demand Matrix

0 D NBUNITS NO 2 N05 6 N02
N02 N04 5 N02 NO 6 10 N02
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N02 NO 9 9 NO 5 N12 2 NO 8 N12 9
N02 N i l 4 NO 5 N13 7 N08 N13 3
N02 N12 8 N05 N14 8 N08 N14 8
N02 N13 8 NO 5 N15 3 NO 8 N15 9
N02 N14 4 NOS N07 5 NO 9 N i l 4
N02 N15 3 N06 NO 8 8 NO 9 N12 7
N04 N05 8 N06 NO 9 5 NO 9 N13 8
N04 N06 7 N06 N i l 4 NO 9 N14 7
N04 NO 7 2 NO 6 N12 3 NO 9 N15 10
N04 NO 8 10 NO 6 N13 6 N i l N12 6
N04 NO 9 10 NO 6 N14 7 N i l N13 2
N04 N i l 9 N06 N15 4 N i l N14 7
N04 N12 5 N07 NO 8 2 N i l N15 6
N04 N13 5 N07 NO 9 7 N12 N13 4
N04 N14 5 NO 7 N i l 6 N12 N14 9
N04 N15 10 NO 7 N12 2 N12 N15 7
NO 5 N06 3 NO 7 N13 8 N13 N14 8
NO 5 NO 7 6 N07 N14 9 N13 N15 5
N05 NO 8 3 NO 7 N15 10 N14 N15 8
NO 5 NO 9 2 NO 8 NO 9 3
NO 5 N i l 9 N08 N i l 9

A.12. NSFNET Network 

A.12.1.Topology (from [83])

NODE X Y S I Z E
N01 9 12 6 3
N02 57 69 3
N03 53 19 3 3
N04 98 1 1 7 3
NO 5 156 13 8 3
N06 152 2 1 1 4
NO 7 2 2 2 1 1 8 2
NO 8 2 7 8 84 3
N09 3 2 7 48 4
NIO 3 1 2 2 3 7 2
N i l 3 6 9 9 3
N12 4 2 9 53 3
N13 4 2 5 1 3 8 3
N14 3 6 0 1 8 8 3

SPAN 0 D LENGTH UNITCOST
S O I N01 N02 7 4 . 5 1 8 7 4 . 5 1 8
S 0 2 NO 1 NO 3 8 0 . 1 5 6 8 0 . 1 5 6
S 03 NO 1 N04 8 9 . 4 5 4 89 . 4 5 4
S 04 N02 N03 1 2 4  . 06 4 12 4  . 0 6 4
SO 5 N02 NO 8 2 2 1 . 5 0 8 2 2 1 . 5 0 8
S 06 N03 N06 1 0 0  . 6 2 3 1 0 0 . 6 2 3
SO 7 N04 NO 5 6 1 . 6 8 5 6 1 . 6 8 5
S 08 N04 N i l 2 9 1 .  7 2 8 2 9 1 . 7 2 8
S 0 9 N05 N06 7 3 . 1 1 7 3 . 1 1
S 1 0 N05 N07 6 8 . 9 6 4 6 8 . 9 6 4
S l l N06 NIO 1 6 2 . 0 9 9 1 6 2 . 0 9 9
S 12 N06 N14 2 0 9 . 2 6 8 2 0 9 . 2 6 8
S 13 N07 NO 8 6 5 . 5 1 3 6 5 . 5 1 3
S 1 4 N08 NO 9 6 0 . 8 0 3 6 0 . 8 0 3
S 1 5 N09 NIO 1 8 9 . 5 9 4 1 8 9 . 5 9 4
S 1 6 N09 N12 1 0 2 . 1 2 2 1 0 2 . 1 2 2
S 1 7 N09 N13 1 3 3 . 0 5 6 1 3 3 . 0 5 6
S 1 8 N i l N12 7 4 . 4 0 4 7 4 . 4 0 4
S 1 9 N i l N13 1 4 0 . 6 3 1 1 4 0 . 6 3 1
S 2 0 N12 N14 1 5 1 . 6 1 1 1 5 1 . 6 1 1
S 2 1 N13 N14 8 2 . 0 0 6 8 2 . 0 0 6

A.12.2.Demand Matrix

0 D NBUNITS N 01 NO 7 3 N01 N13 7
NO 1 NO 2 7 N 01 NO 8 9 N01 N14 9
NO 1 NO 3 2 NO 1 NO 9 8 N02 N03 7
NO 1 N04 10 N01 NIO 8 N02 N04 3
NO 1 NO 5 5 NO 1 N i l 8 N02 NO 5 5
NO 1 NO 6 5 N 01 N12 5 N02 N06 9
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N02 NO 7 1 N04 N i l 7 N07 N12 7
N02 N08 10 N04 N12 8 N07 N13 10
N02 NO 9 3 N04 N13 10 N07 N14 7
N02 N10 7 N04 N14 2 N08 NO 9 10
N02 N i l 7 N05 NO 6 7 NO 8 NIO 4
N02 N12 6 N05 NO 7 1 NO 8 N i l 7
N02 N13 2 NOS NO 8 5 NO 8 N12 1
N02 N14 3 NO 5 NO 9 1 N08 N13 6
NO 3 N04 5 NO 5 NIO 2 NO 8 N14 5
N03 N05 6 NO 5 N i l 4 NO 9 NIO 4
NO 3 NO 6 1 N05 N12 7 NO 9 N i l 8
N03 N07 1 N05 N13 3 NO 9 N12 5
N03 NO 8 1 NO 5 N14 7 NO 9 N13 4
N03 NO 9 2 N06 NO 7 8 NO 9 N14 9
N03 NIO 1 NO 6 NO 8 8 NIO N i l 9
N03 N i l 8 NO 6 NO 9 8 NIO N12 5
N03 N12 2 NO 6 NIO 5 NIO N13 5
NO 3 N13 5 NOS N i l 2 NIO N14 2
N03 N14 4 NOS N12 2 N i l N12 1
N04 N05 6 NO 6 N13 2 N i l N13 3
N04 N06 7 N06 N14 3 N i l N14 9
N04 N07 5 N07 NO 8 10 N12 N13 5
N04 N08 10 N07 NO 9 3 N12 N14 1
N04 NO 9 5 N07 NIO 10 N13 N14 9
N04 NIO 5 N07 N i l 2

A.13. 19n35sl Network (related to 20n40sl) 

A.13.1.Topology

NODE X Y S I Z E
N01 18 3 4 5 6 3
N02 2 2 2 32 2 3
N03 2 7 5 163 4
N04 2 6 6 2 9 7 5
N06 4 7 0 2 5 3 4
N07 3 7 8 2 4 1 5
NO 8 3 3 1 3 14 4
NO 9 4 7 6 3 1 8 5
NIO 60 7 3 1 1 3
N i l 53 3 4 1 0 5
N12 63 4 4 8 2 3
N13 51 3 5 1 6 4
N14 4 0 6 3 8 9 6
N15 2 8 5 4 3 7 4
N16 33 8 4 7 3 5
N17 4 3 3 5 3 8 3
N18 5 1 0 6 3 7 3
N19 3 8 0 5 4 9 4
N2 0 2 6 0 543 3

SPAN 0 D LENGTH UNITCOST
S O I N01 N02 1 3 9 . 5 6 1 3 9 . 5 6
S 0 3 N01 N2 0 1 1 6 . 1 8 1 1 1 6 . 1 8 1
S04 N02 N03 1 6 7 . 6 0 1 1 6 7 . 6 0 1
S 0 5 N02 N04 50  . 6 0 6 50 . 6 0 6
S07 N04 N03 1 3 4  . 3 0 2 1 3 4 . 3 0 2
S13 N06 NIO 1 4 8  . 7 72 14 8  . 772
S 1 5 NO 7 N06 92 . 7 7 9 92 . 7 7 9
S 1 6 NO 7 NO 8 86 . 8 2 2 86 . 8 2 2
S 1 7 NO 7 NO 9 1 2 4 . 6 3 1 1 2 4 . 6 3 1
S 1 8 N08 NO 9 1 4 5 . 0 5 5 1 4 5 . 0 5 5
S 1 9 N08 N15 1 3 1 . 3 2 1 3 1 . 3 2
S2 0 N09 N i l 1 0 8 . 2 2 7 10 8  . 2 2 7
S 2 1 N09 N14 9 9 . 7 0 5 9 9 . 7 0 5
S22 N I O NO 9 1 3 1 . 1 8 7 1 3 1 . 1 8 7
S23 NIO N12 1 7 3 . 1 1 8 173  . 1 1 8
S 2 4 N i l N12 1 2 4 . 0 3 6 1 2 4 . 0 3 6
S 2 5 N i l N13 1 0 7 . 8 7 10 7  . 87
S 2 6 N12 N18 1 9 8 . 4 9 7 1 9 8 . 4 9 7
S 2 7 N13 N17 8 2 . 9 7 8 2 . 9 7
S 3 2 N15 N16 6 4 . 0 7 6 4 . 0 7
S33 N16 N i l 2 0 4 . 9 2 4 2 0 4 . 9 2 4
S 3 4 N16 N14 1 0 8 . 0 7 4 1 0 8 . 0 7 4
S3 5 N16 N2 0 1 0 4 . 8 0 5 10 4  . 8 0 5
S3 6 N17 N19 5 4 . 1 2 9 54 . 1 2 9
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S 3 7 N18 N13 1 2 1 . 0 3 7 1 2 1 . 0 3 7
S 3 8 N19 N16 8 6 . 8 3 3 8 6 . 8 3 3
S 3 9 N19 N18 1 5 6 . 9 8 4 1 5 6 . 9 8 4
S 4 0 N2 0 N19 1 2 0 . 1 5 1 2 0 . 1 5
S 4 1 N03 NO 7 1 2 9 . 2 0 1 12 9  . 2 0 1
S42 N04 N2 0 2 4 6 . 0 7 3 2 4 6 . 0 7 3
S43 N15 N01 1 0 3 . 7 5 5 1 0 3 . 7 5 5
S 4 4 N14 N17 1 5 1 . 4 2 7 1 5 1 . 4 2 7
N 0 3 -N 0 8 N03 NO 8 1 6 1 . 0 5 1 6 1 . 0 5
N 0 4 -N 0 8 N04 NO 8 6 7 . 1 8 6 6 7 . 1 8 6
N 0 9 -N 0 6 N09 NOS 6 5 . 2 7 6 6 5 . 2 7 6

A.13.2.Demand M atrix

0 D NBUNITS N04 N12 10 NO 9 N2 0 3
N01 N02 7 N04 N13 5 NIO N i l 6
N01 NO 3 8 N04 N14 3 NIO N12 8
N01 NO 4 7 N04 N15 2 NIO N13 2
N01 N06 3 N04 N16 4 NIO N14 3
N01 N07 8 N04 N17 4 NIO N15 7
N01 N08 9 N04 N18 2 NIO N16 2
N01 N09 8 N04 N19 8 NIO N17 8
N01 NIO 2 N04 N20 9 NIO N18 7
N01 N i l 4 N06 NO 7 9 NIO N19 7
NO 1 N12 2 N06 NO 8 8 NIO N2 0 7
N 01 N13 5 N06 NO 9 3 N i l N12 3
N01 N14 9 N06 NIO 3 N i l N13 8
NO 1 N15 2 N06 N i l 2 N i l N14 7
NO 1 N16 10 NO 6 N12 7 N i l N15 3
NO 1 N17 10 N06 N13 7 N i l N16 7
NO 1 N18 5 N06 N14 3 N i l N17 3
N01 N19 2 N06 N15 4 N i l N18 7
N01 N2 0 5 N06 N16 10 N i l N19 8
N02 N03 3 NO 6 N17 6 N i l N2 0 7
N02 N04 4 N06 N18 9 N12 N13 4
NO 2 N06 8 N06 N19 5 N12 N14 3
N02 NO 7 10 N06 N2 0 9 N12 N15 4
N02 NO 8 3 NO 7 NO 8 4 N12 N16 5
N02 NO 9 7 NO 7 N09 2 N12 N17 7
N02 NIO 6 NO 7 NIO 10 N12 N18 5
N02 N i l 4 NO 7 N i l 8 N12 N19 5
N02 N12 6 NO 7 N12 7 N12 N2 0 8
N02 N13 9 NO 7 N13 6 N13 N14 9
N02 N14 9 NO 7 N14 6 N13 N15 10
N02 N15 4 NO 7 N15 4 N13 N16 4
N02 N16 6 NO 7 N16 7 N13 N17 9
N02 N17 2 NO 7 N17 5 N13 N18 5
N02 N18 4 NO 7 N18 5 N13 N19 8
N02 N19 5 N07 N19 7 N13 N2 0 9
N02 N2 0 9 N07 N2 0 7 N14 N15 7
N03 N04 7 NO 8 N09 6 N14 N16 4
N03 N06 2 NO 8 NIO 9 N14 N17 5
N03 NO 7 6 N08 N i l 6 N14 N18 7
N03 NO 8 7 N08 N12 3 N14 N19 9
N03 NO 9 5 N08 N13 9 N14 N2 0 3
N03 NIO 8 N08 N14 3 N15 N16 2
N03 N i l 4 N08 N15 6 N15 N17 2
N03 N12 8 N08 N16 3 N15 N18 7
N03 N13 4 N08 N17 2 N15 N19 5
N03 N14 2 NO 8 N18 5 N15 N2 0 9
N03 N15 4 N08 N19 2 N16 N17 7
N03 N16 6 N08 N2 0 5 N16 N18 2
N03 N17 5 N09 NIO 6 N16 N19 6
N03 N18 7 N09 N i l 3 N16 N2 0 5
N03 N19 4 N09 N12 6 N17 N18 8
N03 N2 0 3 N09 N13 9 N17 N19 2
N04 NO 6 5 NO 9 N14 3 N17 N2 0 8
N04 NO 7 9 NO 9 N15 6 N18 N19 10
N04 NO 8 7 N09 N16 8 N18 N20 9
N04 NO 9 8 N09 N17 6 N19 N2 0 9
N04 NIO 6 N09 N18 3
N04 N i l 7 N09 N19 8
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A.14. 40n80sl-60s Network 

A.14.1.TopoIogy

NODE X Y S I Z E
N01 30 0 55 3
NO 2 36 3 90 4
N03 4 0 3 56 3
N04 4 3 7 104 3
NO 5 3 9 9 1 2 9 3
NOS 3 0 7 1 2 6 3
NO 7 2 7 5 16 8 5
NO 8 3 6 3 1 6 0 4
NO 9 4 7 0 1 5 7 5
NIO 3 8 9 2 5 5 4
N i l 4 7 9 2 1 6 5
N12 5 0 5 2 6 6 3
N13 3 5 8 2 1 9 5
N14 2 9 8 2 0 6 3
N15 2 6 7 2 2 6 4
N16 3 6 0 3 1 4 8
N17 5 2 4 32 3 3
N18 5 5 7 3 7 9 3
N19 5 7 4 4 4 8 3
N2 0 4 1 9 3 3 7 4
N21 2 5 3 2 9 6 4
N22 2 0 6 18 4 3
N23 22 3 3 3 4 3
N24 1 90 4 2 5 4
N2 5 3 0 9 3 9 0 6
N26 4 2 4 3 8 5 5
N2 7 3 5 6 4 2 9 4
N28 28 3 4 4 4 5
N29 2 1 8 4 7 8 6
N3 0 3 8 8 4 8 6 4
N31 4 5 5 4 4 6 5
N32 5 3 1 4 9 7 3
N33 4 3 4 5 3 5 3
N34 3 24 4 9 8 5
N3 5 2 0 0 5 4 9 3
N3 6 2 8 5 5 6 3 4
N3 7 3 80 5 6 4 4
N3 8 4 8 5 5 9 9 4
N39 2 1 8 5 9 1 3
N4 0 3 44 6 1 0 4

SPAN 0 D LENGTH UNITCOST
S O I N 01 N02 72 . 0 6 9 72 . 0 6 9
S 0 4 N02 N06 6 6 . 5 7 3 6 6 . 5 7 3
S 0 5 N03 N04 58  . 8 2 2 5 8 . 8 2 2
SOS N04 N02 7 5 . 3 1 3 7 5 . 3 1 3
S 0 7 N04 N09 62  . 4 3 4 62 . 4 3 4
S 0 8 N05 N03 7 3 . 1 1 7 3 . 1 1
S 10 N05 NO 9 7 6 . 3 2 2 76 . 3 2 2
S l l N07 N06 52  . 8 0 2 52 . 8 0 2
S 12 N07 N13 9 7 . 4 1 7 9 7 . 4 1 7
S 13 N08 N01 1 2 2 . 4 5 1 2 2 . 4 5
S 14 N08 N07 88  . 3 6 3 88 . 3 6 3
S 1 5 N08 NO 9 1 0 7 . 0 4 2 1 0 7 . 0 4 2
S 1 7 N09 NIO 1 2 7 . 1 4 2 1 2 7 . 1 4 2
S 18 NIO N i l 9 8 . 0 8 7 9 8 . 0 8 7
S 2 0 N i l N12 5 6 . 3 5 6 56 . 3 5 6
S22 N12 N17 60  . 083 6 0 . 0 8 3
S24 N13 NIO 4 7 . 5 0 8 4 7 . 5 0 8
S 2 5 N13 N16 9 5 . 0 2 1 9 5 . 0 2 1
S 2 6 N13 N21 1 3 0  . 2 0 8 1 30  . 2 0 8
S27 N 1 4 NO 7 44 .418 44 .418
S28 N15 N14 3 6 . 8 9 2 36 . 8 9 2
S 2 9 N15 N16 1 2 8 . 0 3 5 1 2 8 . 0 3 5
S3 0 N15 N21 7 1 . 3 8 6 7 1 . 3 8 6
S 3 1 N16 N i l 1 5 4 . 1 5 9 1 5 4 . 1 5 9
S33 N16 N2 0 63  . 3 2 5 63 . 3 2 5
S 3 6 N17 N18 65 65
S3 7 N17 N3 8 2 7 8 . 7 4 2 2 7 8 . 7 4 2
S3 8 N18 N19 7 1 . 0 6 3 7 1 . 0 6 3
S 4 0 N19 N32 6 5 . 1 9 2 6 5 . 1 9 2
S 4 1 N2 0 N12 1 1 1 . 5 2 1 1 1 1 . 5 2 1
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S 42 N21 N25 1 0 9 . 4 1 7 1 0 9 . 4 1 7
S 4 4 N22 N21 1 2 1 . 4 6 2 1 2 1 . 4 6 2
S 4 5 N23 N22 1 5 0 . 9 6 1 5 0 . 9 6
S 4 6 N24 N23 9 6 . 7 9 9 9 6 . 7 9 9
S 4 7 N24 N2 5 1 2 4 . 0 4 1 2 4 . 0 4
S 4 8 N2 5 N23 1 0 2 . 6 2 6 1 0 2 . 6 2 6
S 4 9 N2 5 N2 6 1 1 5 . 1 0 9 1 1 5 . 1 0 9
S 5 0 N2 5 N2 8 5 9 . 9 3 3 5 9 . 9 3 3
S 5 1 N2 5 N2 9 1 2 6 . 5 9 1 2 6 . 5 9
S 5 2 N26 N18 1 3 3 . 1 3 5 1 3 3 . 1 3 5
S 5 3 N2 6 N2 0 4 8 . 2 6 48  . 2 6
S 5 4 N26 N31 6 8 . 4 2 5 68 . 4 2 5
S 5 6 N2 7 N31 1 0 0 . 4 4 9 1 0 0 . 4 4 9
S 5 7 N2 8 N27 7 4 . 5 2 5 7 4 . 5 2 5
S 5 8 N2 8 N2 9 7 3 . 3 5 5 7 3 . 3 5 5
S 5 9 N2 8 N34 6 7 . 8 0 1 6 7 . 8 0 1
S 6 2 N2 9 N3 6 1 0 8 . 2 3 1 1 0 8 . 2 3 1
S 6 5 N31 N3 3 9 1 . 4 4 4 9 1 . 4 4 4
S 66 N32 N3 0 1 4 3 . 4 2 2 1 4 3 . 4 2 2
S 6 7 N32 N3 8 1 1 1 . 8 9 3 1 1 1 . 8 9 3
S 6 8 N33 N3 7 6 1 . 2 9 4 6 1 . 2 9 4
S 6 9 N3 3 N3 8 8 1 . 8 3 5 8 1 . 8 3 5
S 7 0 N34 N3 6 7 5 . 8 0 2 7 5 . 8 0 2
S72 N3 5 N29 7 3 . 2 4 6 73 . 2 4 6
S74 N3 7 N30 7 8 . 4 0 9 78 . 4 0 9
S 7 5 N37 N34 8 6 . 5 5 6 86 . 5 5 6
S 7 6 N38 N4 0 1 4 1 . 4 2 8 1 4 1 . 4 2 8
S 7 7 N39 N35 4 5 . 6 9 5 45 . 6 9 5
S 7 8 N39 N36 72  . 6 1 5 72 . 6 1 5
S 8 0 N4 0 N39 1 2 7 . 4 2 4 1 2 7 . 4 2 4

A.14.2.Demand Matrix

O D NBUNITS N02 N07 1 N03 N14 9
NO 1 N02 2 N02 NO 8 4 N03 N15 5
N01 N03 1 N02 NO 9 5 N03 N16 9
NO 1 N04 6 N02 NIO 7 N03 N17 10
N01 NO 5 10 N02 N i l 6 N03 N18 1
N01 NO 6 7 N02 N12 4 NO 3 N19 6
NO 1 NO 7 3 N02 N13 7 NO 3 N2 0 2
NO 1 N08 7 N02 N14 2 N03 N 21 8
N01 N09 2 N02 N15 3 NO 3 N22 7
NO 1 NIO 10 N02 N16 8 N03 N2 3 1
N01 N i l 7 N02 N17 5 N03 N24 2
N01 N12 9 N02 N18 8 N03 N2 5 3
N01 N13 5 N02 N19 4 N03 N2 6 6
N01 N14 4 N02 N20 2 N03 N2 7 5
N01 N15 4 N02 N 21 3 N03 N28 1
N01 N16 2 N02 N22 8 N03 N2 9 7
NOl N17 2 N02 N23 2 N03 N3 0 9
N01 N18 9 NO 2 N24 2 N03 N31 9
NOl N19 5 N02 N2 5 8 N03 N32 1
NOl N2 0 4 N02 N2 6 6 N03 N3 3 4
NOl N21 10 N02 N2 7 7 N03 N34 3
NOl N22 4 N02 N2 8 2 N03 N35 4
NOl N23 5 N02 N2 9 4 N03 N3 6 1
NOl N24 5 N02 N3 0 1 N03 N3 7 10
NOl N2 5 2 N02 N31 8 N03 N3 8 4
NOl N2 6 6 N02 N32 7 N03 N3 9 1
NOl N2 7 8 N02 N3 3 4 N03 N4 0 9
NOl N2 8 8 N02 N34 7 N04 N05 2
NOl N2 9 7 N02 N3 5 4 N04 N06 7
NOl N3 0 2 N02 N3 6 1 N04 NO 7 1
NOl N 31 10 N02 N37 3 N04 NO 8 2
NOl N32 5 N02 N38 9 N04 NO 9 5
NOl N33 10 N02 N39 9 N04 NIO 4
NOl N34 1 N02 N4 0 1 NO 4 N i l 1
NOl N3 5 5 N03 N04 3 NO 4 N12 9
NOl N3 6 5 N03 NO 5 10 N04 N13 4
NOl N3 7 3 N03 N06 6 N04 N14 3
NOl N3 8 7 N03 NO 7 3 N04 N 15 9
NOl N3 9 10 N03 NO 8 5 N04 N16 7
NOl N4 0 7 N03 N09 3 N04 N17 7
N02 N03 9 N03 NIO 2 N04 N18 6
N02 N04 7 NO 3 N i l 2 N04 N19 9
N02 N05 1 N03 N12 3 N04 N2 0 10
N02 NO 6 6 NO 3 N13 10 N04 N 21 6
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N04 N22 2
N04 N23 7
N04 N24 1
N04 N2 5 3
N04 N2 6 9
N04 N2 7 7
N04 N2 8 6
N04 N2 9 10
N04 N30 8
N04 N 31 8
N04 N32 3
N04 N33 9
N04 N34 9
N04 N3 5 9
N04 N3 6 6
N04 N3 7 2
N04 N3 8 4
N04 N3 9 7
N04 N4 0 7
N05 NO 6 7
N05 N 07 3
N05 N08 10
N05 N09 4
N05 NIO 1
N05 N i l 9
N05 N12 8
N05 N13 9
N05 N14 3
N05 N15 8
N05 N16 3
NO 5 N17 1
NO 5 N18 4
NO 5 N19 5
NO 5 N2 0 8
N 05 N21 1
N05 N22 5
N05 N23 9
NO 5 N24 5
N05 N2 5 2
N05 N2S 3
N05 N27 1
N05 N2 8 10
N05 N2 9 8
N05 N3 0 2
N05 N31 5
N05 N32 4
N05 N33 5
N05 N34 9
N05 N3 5 10
N05 N3 6 7
N05 N3 7 6
N05 N3 8 2
NO 5 N3 9 7
N05 N4 0 6
N06 NO 7 10
N06 NO 8 7
N06 NO 9 1
NOS NIO 2
N06 N i l 9
N06 N12 1
N06 N13 6
N06 N14 9
NO 6 N15 9
N06 N16 4
NOS N17 9
NO 6 N18 6
NOS N19 1
NOS N2 0 5
N06 N 21 6
N06 N22 4
N06 N23 1
N06 N24 9
N06 N25 9
NO 6 N2S 5
NO 6 N2 7 5
NOS N2 8 8
N06 N2 9 3
N06 N3 0 4
N06 N 31 8
N06 N32 1
N06 N33 4

NOS N34 3
N06 N3 5 8
N06 N36 8
NO 6 N3 7 5
NO 6 N3 8 10
NOS N3 9 5
NOS N4 0 3
NO 7 NO 8 7
NO 7 NO 9 6
NO 7 NIO 8
N07 N i l 6
N07 N12 1
N07 N13 9
N07 N14 8
N07 N15 7
N07 N16 8
N07 N17 5
N07 N18 2
N07 N19 6
N07 N2 0 2
N07 N21 4
N07 N22 3
N07 N23 5
N07 N24 7
N07 N25 8
NO 7 N26 10
NO 7 N27 2
N07 N28 3
NO 7 N2 9 7
NO 7 N3 0 1
NO 7 N31 4
NO 7 N32 6
NO 7 N33 9
NO 7 N34 6
NO 7 N3 5 1
N07 N36 6
NO 7 N37 7
NO 7 N38 6
NO 7 N3 9 3
N07 N4 0 9
NO 8 N09 5
NO 8 NIO 9
N08 • N i l 1
N08 N12 3
N08 N13 3
N08 N14 3
N08 N15 2
N08 N16 9
N08 N17 4
N08 N18 7
NO 8 N19 8
N08 N2 0 9
N08 N21 6
N08 N22 4
N08 N23 9
N08 N24 3
NO 8 N2 5 10
NO 8 N2 6 1
NO 8 N2 7 1
NO 8 N2 8 4
NO 8 N2 9 6
NO 8 N30 8
NO 8 N31 2
NO 8 N32 5
NO 8 N33 1
NO 8 N34 10
NO 8 N3 5 8
NO 8 N3 6 1
NO 8 N3 7 1
NO 8 N3 8 10
N08 N3 9 1
NO 8 N4 0 5
NO 9 NIO 5
NO 9 N i l 9
NO 9 N12 10
NO 9 N13 2
NO 9 N14 8
NO 9 N15 9
NO 9 N16 4
N09 N17 5
NO 9 N18 3
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NO 9 N19 10
N09 N2 0 6
N09 N21 9
NO 9 N22 5
NO 9 N2 3 9
NO 9 N24 1
NO 9 N2 5 8
NO 9 N2 6 2
NO 9 N2 7 8
NO 9 N2 8 4
NO 9 N29 8
N09 N3 0 10
N09 N31 4
N09 N32 5
N09 N3 3 9
NO 9 N34 2
NO 9 N3 5 1
NO 9 N36 2
NO 9 N37 7
NO 9 N38 7
NO 9 N3 9 2
NO 9 N40 4
NIO N i l 4
NIO N12 9
NIO N13 3
NIO N14 6
NIO N15 5
NIO N16 1
NIO N17 6
NIO N18 7
NIO N19 3
NIO N2 0 4
NIO N21 9
NIO N22 1
NIO N2 3 10
NIO N24 2
NIO N2 5 8
NIO N26 2
NIO N2 7 5
NIO N2 8 1
NIO N2 9 1
NIO N3 0 10
NIO N 31 6
NIO N3 2 5
NIO N33 1
NIO N34 9
NIO N3 5 4
NIO N36 10
NIO N3 7 3
NIO N3 8 4
NIO N3 9 5
NIO N4 0 3
N i l N12 3
N i l N13 1
N i l N14 10
N i l N 15 8
N i l N16 5
N i l N17 3
N i l N18 10
N i l N 19 10
N i l N2 0 9
N i l N21 9
N i l N22 5
N i l N23 8
N i l N24 7
N i l N2 5 9
N i l N2 6 7
N i l N2 7 4
N i l N2 8 10
N i l N2 9 8
N i l N3 0 1
N i l N31 9
N i l N32 9
N i l N33 7
N i l N34 6
N i l N35 2
N i l N3 6 2
N i l N3 7 2
N i l N3 8 2
N i l N3 9 7
N i l N4 0 10
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N12 N13 9
N12 N14 7
N12 N15 9
N12 N16 4
N12 N17 8
N12 N18 2
N12 N19 7
N12 N2 0 10
N12 N 21 6
N12 N22 1
N12 N23 4
N12 N2 4 1
N12 N25 6
N12 N26 4
N12 N2 7 7
N12 N2 8 5
N12 N2 9 3
N12 N3 0 8
N12 N31 5
N12 N32 7
N12 N33 4
N12 N34 2
N12 N3 5 9
N12 N3 6 9
N12 N3 7 9
N12 N3 8 7
N12 N3 9 7
N12 N4 0 10
N13 N14 9
N13 N15 10
N13 N16 3
N13 N17 3
N13 N18 10
N13 N19 10
N13 N2 0 8
N13 N21 1
N13 N22 6
N13 N2 3 8
N13 N24 4
N13 N25 6
N13 N26 9
N13 N2 7 5
N13 N2 8 6
N13 N2 9 2
N13 N3 0 10
N13 N31 1
N13 N32 8
N13 N33 7
N13 N34 4
N13 N3 5 2
N13 N3 6 4
N13 N3 7 5
N13 N38 6
N13 N3 9 4
N13 N4 0 10
N14 N15 3
N14 N16 3
N14 N17 9
N14 N18 10
N14 N19 2
N14 N2 0 1
N14 N21 4
N14 N22 2
N14 N23 10
N14 N24 8
N14 N2 5 9
N14 N26 5
N14 N2 7 10
N14 N2 8 7
N14 N2 9 2
N14 N3 0 10
N14 N31 1
N14 N32 2
N14 N33 1
N14 N34 9
N14 N35 8
N14 N36 10
N14 N3 7 3
N14 N3 8 1
N14 N3 9 2
N14 N40 5

N15 N16 10
N15 N17 4
N15 N18 9
N15 N19 4
N15 N20 8
N15 N 21 8
N15 N22 8
N15 N23 6
N15 N24 4
N15 N2 5 1
N15 N2 6 8
N15 N2 7 3
N15 N2 8 9
N15 N2 9 5
N15 N3 0 4
N15 N 31 6
N15 N32 4
N15 N3 3 1
N15 N34 7
N15 N3 5 1
N15 N36 7
N15 N3 7 9
N15 N3 8 4
N15 N3 9 3
N15 N4 0 7
N 1 6 N17 5
N16 N18 1
N16 N19 4
N16 N20 5
N16 N21 10
N16 N22 3
N16 N23 2
N16 N24 7
N16 N2 5 10
N16 N2 6 7
N16 N2 7 6
N16 N28 3
N16 N2 9 2
N16 N3 0 3
N16 N31 6
N 1 6 N3 2 7
N16 N3 3 8
N16 N34 3
N16 N3 5 4
N16 N3 6 8
N16 N3 7 7
N16 N3 8 5
N16 N3 9 6
N16 N4 0 2
N17 N18 6
N17 N19 2
N17 N2 0 4
N17 N 21 4
N17 N22 3
N17 N23 7
N17 N24 8
N17 N2 5 7
N17 N2 6 7
N17 N2 7 4
N17 N2 8 9
N17 N2 9 9
N17 N3 0 7
N17 N31 2
N17 N32 2
N17 N33 10
N17 N34 2
N17 N3 5 9
N17 N3 6 1
N17 N3 7 8
N17 N3 8 6
N17 N3 9 2
N17 N4 0 4
N18 N19 8
N18 N2 0 1
N18 N21 3
N18 N22 8
N18 N2 3 9
N18 N24 2
N18 N2 5 5
N18 N2 6 6
N18 N2 7 5
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N18 N28 1
N18 N2 9 10
N18 N3 0 10
N18 N31 7
N18 N32 7
N18 N3 3 10
N18 N3 4 7
N18 N3 5 8
N18 N36 1
N18 N3 7 2
N18 N3 8 8
N18 N3 9 4
N18 N40 4
N19 N2 0 3
N19 N21 7
N19 N22 3
N19 N2 3 10
N19 N24 8
N19 N2 5 10
N19 N2 6 2
N19 N27 3
N19 N2 8 5
N19 N2 9 6
N19 N3 0 5
N19 N31 6
N19 N32 6
N19 N33 4
N19 N34 2
N19 N35 6
N19 N36 2
N19 N37 8
N19 N3 8 7
N19 N3 9 3
N19 N4 0 3
N2 0 N21 9
N2 0 N22 2
N2 0 N23 4
N2 0 N24 4
N2 0 N2 5 8
N2 0 N26 3
N2 0 N2 7 2
N2 0 N2 8 3
N2 0 N2 9 1
N2 0 N3 0 8
N2 0 N31 9
N2 0 N32 8
N2 0 N33 7
N2 0 N34 2
N2 0 N35 5
N2 0 N36 3
N2 0 N3 7 2
N2 0 N3 8 5
N2 0 N3 9 6
N2 0 N4 0 7
N21 N22 8
N21 N23 9
N21 N24 2
N21 N2 5 6
N21 N26 9
N21 N2 7 5
N21 N2 8 7
N21 N2 9 5
N21 N3 0 8
N21 N31 9
N21 N32 6
N21 N3 3 5
N21 N34 6
N21 N35 3
N21 N3 6 5
N21 N3 7 4
N21 N3 8 6
N21 N3 9 5
N21 N4 0 3
N22 N23 7
N22 N24 2
N22 N25 6
N22 N26 6
N22 N2 7 9
N22 N2 8 10
N22 N2 9 1
N22 N3 0 8
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N22 N31 5 N25 N3 8 10 N3 0 N33 3
N22 N32 4 N2 5 N3 9 2 N3 0 N34 6
N22 N33 7 N2 5 N4 0 6 N3 0 N3 5 1
N22 N34 3 N2 6 N2 7 1 N3 0 N36 10
N22 N3 5 2 N26 N2 8 2 N30 N3 7 1
N22 N36 9 N26 N2 9 10 N30 N3 8 8
N22 N3 7 6 N26 N3 0 10 N30 N3 9 6
N22 N3 8 2 N2 6 N31 9 N3 0 N4 0 5
N22 N3 9 3 N2 6 N32 10 N31 N32 6
N22 N4 0 8 N2 6 N3 3 6 N31 N3 3 4
N23 N24 8 N2 6 N34 4 N31 N34 3
N2 3 N2 5 10 N2 6 N3 5 5 N31 N3 5 5
N23 N26 5 N2 6 N3 6 9 N 31 N3 6 5
N23 N2 7 3 N26 N3 7 8 N 31 N3 7 8
N23 N2 8 1 N26 N3 8 6 N 31 N38 4
N23 N2 9 6 N26 N3 9 10 N31 N3 9 10
N23 N3 0 5 N26 N4 0 8 N31 N4 0 4
N23 N31 10 N2 7 N2 8 8 N3 2 N33 1
N23 N32 9 N2 7 N2 9 6 N32 N34 2
N23 N3 3 4 N2 7 N3 0 7 N32 N35 3
N23 N34 10 N2 7 N31 10 N32 N36 3
N23 N35 6 N27 N32 1 N32 N3 7 3
N23 N36 5 N2 7 N33 5 N32 N3 8 4
N23 N3 7 8 N2 7 N34 10 N32 N3 9 9
N23 N38 9 N2 7 N3 5 7 N32 N4 0 7
N23 N3 9 5 N2 7 N36 7 N33 N34 10
N23 N40 3 N2 7 N3 7 8 N3 3 N3 5 7
N24 N2 5 3 N2 7 N3 8 6 N3 3 N3 6 10
N24 N2 6 10 N2 7 N3 9 10 N3 3 N3 7 9
N24 N2 7 3 N2 7 N4 0 8 N3 3 N3 8 8
N24 N2 8 7 N2 8 N2 9 10 N3 3 N39 4
N24 N29 1 N2 8 N3 0 1 N3 3 N4 0 10
N24 N30 5 N2 8 N31 6 N34 N35 10
N24 N 31 1 N2 8 N32 1 N34 N36 3
N24 N32 6 N2 8 N3 3 9 N34 N3 7 8
N24 N33 1 N2 8 N34 6 N34 N3 8 9
N24 N34 1 N2 8 N3 5 10 N3 4 N3 9 3
N24 N3 5 4 N2 8 N3 6 9 N34 N4 0 8
N24 N3 6 3 N2 8 N3 7 4 N3 5 N36 1
N24 N37 5 N2 8 N3 8 5 N3 5 N3 7 1
N24 N38 5 N2 8 N3 9 4 N35 N38 4
N24 N39 4 N2 8 N4 0 3 N3 5 N39 5
N24 N4 0 6 N2 9 N3 0 4 N3 5 N4 0 1
N2 5 N2 6 9 N2 9 N31 3 N36 N3 7 6
N2 5 N2 7 7 N2 9 N32 6 N3 6 N3 8 5
N2 5 N2 8 6 N2 9 N3 3 3 N3 6 N3 9 7
N2 5 N2 9 1 N2 9 N34 4 N36 N4 0 3
N25 N3 0 7 N2 9 N35 6 N3 7 N3 8 5
N25 N 31 3 N2 9 N36 9 N37 N3 9 8
N25 N32 6 N2 9 N3 7 10 N3 7 N4 0 5
N25 N33 7 N29 N3 8 6 N3 8 N3 9 10
N2 5 N3 4 2 N2 9 N3 9 7 N3 8 N4 0 9
N2 5 N3 5 8 N2 9 N4 0 10 N3 9 N40 5
N2 5 N3 6 6 N3 0 N31 4
N2 5 N3 7 4 N3 0 N32 5
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Appendix B. AMPL Models

B .l. p-Cycle SCP (implementation of model presented in [29],[40])

# p - c y c l e  SCP I P  M o d e l  f o r  AMPL - V e r s i o n  1 . 0

# l l - D e c e m b e r - 2 0 0 1  b y  J o h n  D o u c e t t e

# C o p y r i g h t  (C) 2 0 0 1  T R L a b s ,  I n c .  A l l  R i g h t s  R e s e r v e d .

*̂***************************

#  T h i s  i s  a n  AMPL m o d e l  f o r  d e t e r m i n i n g  t h e  m i n i m u m - c o s t  p - c y c l e  n e t w o r k  d e s i g n .

#  T h i s  m o d e l  o p t i m i z e s  p - c y c l e s  o n l y . . .  w o r k i n g  c a p a c i t y  i s  p r o v i d e d  a s  i n p u t s .

#  T h i s  m o d e l ,  i n c l u d i n g  a n y  d a t a  a n d  a l g o r i t h m s  c o n t a i n e d  h e r e i n ,  i s  t h e

#  e x c l u s i v e  p r o p e r t y  o f  T R L a b s ,  h e l d  o n  b e h a l f  o f  i t s  s p o n s o r s .  E x c e p t

#  a s  s p e c i f i c a l l y  a u t h o r i z e d  i n  w r i t i n g  b y  T R L a b s ,  t h e  r e c i p i e n t  o f  t h i s

# m o d e l  s h a l l  k e e p  i t  c o n f i d e n t i a l  a n d  s h a l l  p r o t e c t  i t  i n  w h o l e  o r

# i n  p a r t  f r o m  d i s c l o s u r e  a n d  d i s s e r a e n t a t i o n  t o  a l l  t h i r d  p a r t i e s .

#  I f  a n y  p a r t  o f  t h i s  m o d e l ,  i n c l u d i n g  a n y  d a t a  a n d  a l g o r i t h m s  c o n t a i n e d

# h e r e i n ,  i s  u s e d  i n  a n y  d e r i v a t i v e  w o r k s  o r  p u b l i c a t i o n s ,  T R L a b s  s h a l l  b e

# d u l y  c i t e d  a s  a  r e f e r e n c e .

# T R L a b s  m a k e s  n o  r e p r e s e n t a t i o n  o r  w a r r a n t i e s  a b o u t  t h e  s u i t a b i l i t y  o f

#  t h i s  m o d e l ,  e i t h e r  e x p r e s s  o r  i m p l i e d ,  i n c l u d i n g  b u t  n o t  l i m i t e d  t o

# i m p l i e d  w a r r a n t i e s  o f  m e r c h a n t a b i l i t y ,  f i t n e s s  f o r  a  p a r t i c u l a r  p u r p o s e ,

#  o r  n o n - i n f r i n g e m e n t . T R L a b s  s h a l l  n o t  b e  l i a b l e  f o r  a n y  d a m a g e s  s u f f e r e d

# a s  a  r e s u l t  o f  u s i n g ,  m o d i f y i n g  o r  d i s t r i b u t i n g  t h i s  m o d e l  o r  i t s

#  d e r i v a t i v e s .

] £ * * * * * * * * * * * * * * * * * * * * * * * * * * * *

# SETS

s e t  SPANS;

# S e t  o f  a l l  s p a n s .

s e t  PCYCLES;

# S e t  o f  a l l  p - c y c l e s .

^ * * * * * * * * * * * * * * * * * * * * * * * * * * * *

# PARAMETERS
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p a r a m  C o s t { j  i n  SPANS};

# C o s t  o f  e a c h  u n i t  o f  c a p a c i t y  o n  s p a n  j . 

p a r a m  W o r k { j  i n  SPANS};

# N u m b e r  o f  w o r k i n g  l i n k s  p l a c e d  o n  s p a n  j . 

p a r a m  X p i { p  i n  PCYCLES, i  i n  SPANS} d e f a u l t  0 ;

# N u m b e r  o f  p a t h s  a  s i n g l e  c o p y  o f  p - c y c l e  p  p r o v i d e s  f o r  r e s t o r a t i o n  o f  f a i l u r e  o f

# s p a n  i  (2 i f  s t r a d d l i n g  s p a n ,  1 i f  o n - c y c l e  s p a n ,  0 o t h e r w i s e ) .

p a r a m  p C r o s s e s j { p  i n  PCYCLES, j  i n  SPANS} :=  s u m { i  i n  SPANS: i  = j  a n d  X p i [ p , j ]  = l }  1 ;

#  E q u a l  t o  1 i f  p - c y c l e  p  p a s s e s  o v e r  s p a n  j ,  0 o t h e r w i s e .

# i . e .  i f  X p i [ p , j ]  -  1 ,  t h e n  p - c y c l e  p  c r o s s e s  s p a n  j .

^ * * * * * * * * * * * * * * * * * * * * * * * * * * * *

#  VARIABLES

v a r  p _ c y c l e _ u s a g e { p  i n  PCYCLES} >=0 i n t e g e r ,  < = 1 0 0 0 0 ;

#  N u m b e r  o f  c o p i e s  o f  p - c y c l e  p  u s e d .

v a r  s p a r e { j  i n  SPANS} >=0 i n t e g e r ,  < = 1 0 0 0 0 ;

# N u m b e r  o f  s p a r e  l i n k s  p l a c e d  o n  s p a n  j .

# OBJECTIVE FUNCTION

m i n i m i z e  s p a r e c o s t : s u m { j  i n  SPANS} C o s t [ j ]  * s p a r e [ j ] ;

^ * * * * * * * * * * * * * * * * * * * * * * * * * * * *

# CONSTRAINTS

s u b j e c t  t o  f u l l _ r e s t o r a t i o n { i  i n  SPANS}:

W o r k [ i ]  <= s u m { p  i n  PCYCLES} X p i [ p , i ]  * p _ _ c y c l e _ u s a g e  [p ]  ;

s u b j e c t  t o  s p a r e _ c a p a c i t y _ p l a c e m e n t { j  i n  SPANS}:

s p a r e f j ]  » s u m { p  i n  PCYCLES} p C r o s s e s j [ p , j ] * p _ c y c l e _ u s a g e [ p ] ;

B.2. Multi-Method 1+1 APS, p-Cycle, and SBPP Design (Self-selected 
Case) (implementation of model in [21])

# M i x e d - B i P a r t i a l  I P  M o d e l  f o r  AMPL - V e r s i o n  1 . 3

# w i t h  B i - c r i t e r i a  O b j e c t i v e  a n d  P a r t i a l  D e m an d  T r a n s f e r s

# 1 7 - J u l y - 2 0 0 3  b y  A n t h o n y  S a c k  (T R L a b s )  (a s a c k @ t r l a b s . c a )

# M o d e l  d e s i g n  i n  c o l l a b o r a t i o n  w i t h  W ay n e  D. G r o v e r  ( T R L a b s ) , F r a n c o i s

# B l o u i n  ( N o r t e l  N e t w o r k s ) , H a d i  N a s r a l l a h  ( N o r t e l  N e t w o r k s ) , a n d

# J o h n  D o u c e t t e  ( T R L a b s ) .

167

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

mailto:asack@trlabs.ca


# P o r t i o n s  b a s e d  o n  S h a r e d  B a c k u p  P a t h  P r o t e c t i o n  SCP I P  M o d e l  f o r  AMPL -

# V e r s i o n  1 . 0  a n d  p - C y c l e  SCP I P  M o d e l  f o r  AMPL - V e r s i o n  1 . 0 ,  b o t h  b y

# J o h n  D o u c e t t e  ( T R L a b s ) ,  6 - J u n e - 2 0 0 1  a n d  1 0 - D e c e m b e r - 2 0 0 1  r e s p e c t i v e l y .

# C o p y r i g h t  (C) 2 0 0 3  T R L a b s ,  I n c .  A l l  R i g h t s  R e s e r v e d .

# T h i s  m o d e l ,  i n c l u d i n g  a n y  d a t a  a n d  a l g o r i t h m s  c o n t a i n e d  h e r e i n ,  i s  t h e

# e x c l u s i v e  p r o p e r t y  o f  T R L a b s ,  h e l d  o n  b e h a l f  o f  i t s  s p o n s o r s .  E x c e p t

# a s  s p e c i f i c a l l y  a u t h o r i z e d  i n  w r i t i n g  b y  T R L a b s ,  t h e  r e c i p i e n t  o f  t h i s

# m o d e l  s h a l l  k e e p  i t  c o n f i d e n t i a l  a n d  s h a l l  p r o t e c t  i t  i n  w h o l e  o r

# i n  p a r t  f r o m  d i s c l o s u r e  a n d  d i s s e m e n t a t i o n  t o  a l l  t h i r d  p a r t i e s .

# I f  a n y  p a r t  o f  t h i s  m o d e l ,  i n c l u d i n g  a n y  d a t a  a n d  a l g o r i t h m s  c o n t a i n e d

# h e r e i n ,  i s  u s e d  i n  a n y  d e r i v a t i v e  w o r k s  o r  p u b l i c a t i o n s ,  T R L a b s  s h a l l  b e

# d u l y  c i t e d  a s  a  r e f e r e n c e .

# T R L a b s  m a k e s  n o  r e p r e s e n t a t i o n  o r  w a r r a n t i e s  a b o u t  t h e  s u i t a b i l i t y  o f

# t h i s  m o d e l ,  e i t h e r  e x p r e s s  o r  i m p l i e d ,  i n c l u d i n g  b u t  n o t  l i m i t e d  t o

#  i m p l i e d  w a r r a n t i e s  o f  m e r c h a n t a b i l i t y ,  f i t n e s s  f o r  a  p a r t i c u l a r  p u r p o s e ,

#  o r  n o n - i n f r i n g e m e n t . T R L a b s  s h a l l  n o t  b e  l i a b l e  f o r  a n y  d a m a g e s  s u f f e r e d

#  a s  a  r e s u l t  o f  u s i n g ,  m o d i f y i n g  o r  d i s t r i b u t i n g  t h i s  m o d e l  o r  i t s

# d e r i v a t i v e s .

# T h i s  i s  a n  AMPL m o d e l  f o r  a  M i x e d  P r o t e c t i o n  a n d  R e s t o r a t i o n  F o r m u l a t i o n

#  w i t h  A P S ,  p - C y c l e ,  a n d  SBPP o p t i o n s  a v a i l a b l e  t o  t h e  s o l v e r .  P l e a s e  s e e

#  t h e  a c c o m p a n y i n g  d o c u m e n t a t i o n  f o r  f u r t h e r  d e t a i l s  o n  t h e  m o d e l  d e s i g n .

^ * * * * * * * * * * * * * * * * * * * * * * * * * * * *

#  METHOD, TOPOLOGY, AND DEMAND D E F IN IT IO N

p a r a m  E p s i l o n  >= 0 d e f a u l t  0 . 0 0 0 1 ;

# A v e r y  s m a l l  p o s i t i v e  c o n s t a n t .

p a r a m  L a r g e  >= 0 d e f a u l t  1 0 0 0 0 0 ;

# A l a r g e  n u m b e r  m e a n t  t o  r e p r e s e n t  i n f i n i t y .

s e t  METHODS :=  1 . . 3 ;

# S e t  o f  r e s t o r a t i o n  m e t h o d s  (1  = A P S ,  2 = p - C y c l e s ,  3 = S B P P ) .

s e t  SPANS;

# S e t  o f  s p a n s .

p a r a m  C o s t f j  i n  SPANS} >= 0 d e f a u l t  1 ;

#  C o s t  o f  p l a c i n g  c a p a c i t y  o n  s p a n  j  d u e  t o  s p a n  l e n g t h .

s e t  DEMANDS;

# S e t  o f  d e m a n d s .

p a r a m  D e m U n i t s f m  i n  METHODS, r  i n  DEMANDS} >= 0 d e f a u l t  0 ;

# N u m b e r  o f  u n i t s  f o r  d e m a n d  r  t h a t  h a v e  t o  u s e  m e t h o d  m.
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# RESTORATION ELEMENTS D E F IN IT IO N

s e t  PCYCLES;

# S e t  o f  c a n d i d a t e  p - c y c l e s .  

s e t  R { r  i n  DEMANDS};

# S e t  o f  c a n d i d a t e  SBPP p a t h  p a i r s  f o r  d e m a n d  r .  

p a r a m  T { r  i n  DEMANDS, j  i n  SPANS} >= 0 ,  <= 1 d e f a u l t  0 ;

# I s  s p a n  j  o n  t h e  s h o r t e s t  c y c l e  c o n t a i n i n g  t h e  e n d - n o d e s  o f  d e m a n d  r ?

# (1 i f  s o ,  0 o t h e r w i s e )

p a r a m  E { r  i n  DEMANDS, j  i n  SPANS} >= 0 ,  <= 1 d e f a u l t  0 ;

#  I s  s p a n  j  o n  t h e  s h o r t e s t  r o u t e  b e t w e e n  t h e  e n d - n o d e s  o f  d e m a n d  r ?

#  (1 i f  s o ,  0 o t h e r w i s e )

p a r a m  X { i  i n  SPANS, p  i n  PCYCLES} >= 0 ,  <= 2 d e f a u l t  0 i n t e g e r ;

#  D o e s  s p a n  i  h a v e  a  r e l a t i o n s h i p  t o  p - c y c l e  p ?

#  (2 i f  s t r a d d l i n g ,  1 i f  o n - c y c l e ,  0 o t h e r w i s e )

p a r a m  T h e t a f j  i n  SPANS, p  i n  PCYCLES} :=  s u m { k  i n  SPANS: k  = j  a n d  X [ j , p ]  = 1

# I s  s p a n  j  o n  p - c y c l e  p ?  (1  i f  X [ j , p ]  = 1 ,  0 o t h e r w i s e )

p a r a m  D e l t a f r  i n  DEMANDS, j  i n  SPANS, b  i n  R [ r ] } >= 0 ,  <= 1 d e f a u l t  0 i n t e g e r

# I s  s p a n  j  o n  t h e  p r i m a r y  s i d e  o f  SBPP p a t h  p a i r  b  f o r  d e m a n d  r ?

# (1 i f  s o ,  0 o t h e r w i s e )

p a r a m  P h i { r  i n  DEMANDS, j  i n  SPANS, b  i n  R [ r ] }  >= 0 ,  <= 1 d e f a u l t  0 i n t e g e r ;

# I s  s p a n  j  o n  t h e  b a c k u p  s i d e  o f  SBPP p a t h  p a i r  b  f o r  d e m a n d  r ?

# (1 i f  s o ,  0 o t h e r w i s e )

^ * * * * * * * * * * * * * * * * * * * * * * * * * * * *

# VARIABLES

v a r  w _ t o t a l { j  i n  SPANS} >= 0 i n t e g e r ;

# W o r k i n g  c a p a c i t y  o n  s p a n  j .

v a r  w{m i n  METHODS, j  i n  SPANS} >= 0 <= L a r g e  i n t e g e r ;

# W o r k i n g  c a p a c i t y  o n  s p a n  j  f o r  m e t h o d  m.

v a r  s _ t o t a l { j  i n  SPANS} >= 0 i n t e g e r ;

#  S p a r e  c a p a c i t y  o n  s p a n  j .

v a r  s { m  i n  METHODS, j  i n  SPANS} >= 0 <= L a r g e  i n t e g e r ;

#  S p a r e  c a p a c i t y  o n  s p a n  j  f o r  m e t h o d  m.

v a r  a l p h a f m  i n  METHODS, r  i n  DEMANDS} >= 0 <= L a r g e  i n t e g e r ;

# N u m b e r  o f  u n i t s  o f  d e m a n d  r  t h a t  u s e  m e t h o d  m.

v a r  n { p  i n  PCYCLES} >= 0 <= L a r g e  i n t e g e r ;
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#  N u m b e r  o f  u n i t  c a p a c i t y  c o p i e s  o f  p - c y c l e  p .

v a r  q { r  i n  DEMANDS, b  i n  R [ r ] } >= 0 <= L a r g e  i n t e g e r ;

#  N u m b e r  o f  u n i t s  o f  d e m a n d  r  t h a t  u s e  SBPP p a t h  p a i r  b .

v a r  v { r  i n  DEMANDS, b  i n  R [ r ] }  >= 0 <= 1 i n t e g e r ;

#  Do a n y  u n i t s  o f  d e m a n d  r  u s e  SBPP p a t h  p a i r  b ?  (1  i f  s o ,  0 o t h e r w i s e )  

^ * * * * * * * * * * * * * * * * * * * * * * * * * * * *

#  OBJECTIVE FUNCTION

m i n i m i z e  t o t a l _ c o s t _ a n d _ s l o w e r _ m e t h o d s _ u s e d :

s u m { j  i n  SPANS} ( ( w _ t o t a l [ j ]  + s _ t o t a l [ j ] )  * C o s t [ j ] )  + E p s i l o n  * ( sum {m  i n  METHODS, r  i n  

DEMANDS} a l p h a [ m , r ]  * m ) ;

#  M i n i m i z e s  t o t a l  c a p a c i t y  c o s t  a n d  a s  a  b i - c r i t e r i a  a d d i t i o n ,  w i l l  p r e f e r

#  b e t t e r  r e s t o r a t i o n  m e t h o d s  w h e r e  t h e  c o s t  i s  e q u i v a l e n t .

^ * * * * * * * * * * * * * * * * * * * * * * * * * * * *

#  CAPACITY TOTAL, RESTORABILITY, AND SBPP CONSTRAINTS

s u b j e c t  t o  w o r k i n g _ c a p a c i t y _ s u m { j  i n  SPANS}: 

sum{m i n  METHODS} w [ m , j ]  = w _ t o t a l [ j ] ;

# W o r k i n g  c a p a c i t y  i s  t h e  s u m  o f  w o r k i n g  c a p a c i t y  f o r  e a c h  m e t h o d .

s u b j e c t  t o  s p a r e _ c a p a c i t y _ s u m { j  i n  SPANS}: 

su m (m  i n  METHODS} s [ m , j ]  = s _ t o t a l [ j ] ;

#  S p a r e  c a p a c i t y  i s  t h e  s um  o f  s p a r e  c a p a c i t y  f o r  e a c h  m e t h o d ,  

s u b j e c t  t o  a l l _ d e m a n d _ r e s t o r e d { r  i n  DEMANDS}:

s u m (m  i n  METHODS} a l p h a [ m , r ]  = s u m jm  i n  METHODS} D e m U n i t s [ m , r ] ;

#  A m o u n t  o f  d e m a n d  r e s t o r e d  w i t h  e a c h  m e t h o d  m u s t  e q u a l  t o t a l  d e m a n d .

s u b j e c t  t o  d e m a n d _ a l l o c a t i o n _ b e t w e e n _ m e t h o d s { m  i n  METHODS, r  i n  DEMANDS}: 

s u m ( o  i n  l . . m }  a l p h a [ o , r ]  >= s u m { o  i n  l . . m }  D e m U n i t s [ o , r ] ;

#  D em an d  u n i t s  m u s t  b e  r e s t o r e d  w i t h  t h e i r  r e q u i r e d  o r  a  b e t t e r  m e t h o d .

s u b j e c t  t o  a l l _ s b p p _ d e m a n d _ r e s t o r e d { r  i n  DEMANDS}: 

s u m { b  i n  R [ r ] }  q [ r , b ]  = a l p h a  [ 3 ,  r ] ;

#  A m o u n t  r e s t o r e d  o n  a l l  p a t h  p a i r s  m u s t  e q u a l  t o t a l  SBPP d e m a n d .

s u b j e c t  t o  o n l y _ o n e _ p a t h _ p a i r { r  i n  DEMANDS}: 

s u m { b  i n  R [ r ] }  v [ r , b ]  = 1 ;

#  O n l y  o n e  SBPP p a t h  p a i r  c a n  b e  u s e d  f o r  e a c h  d e m a n d .

s u b j e c t  t o  d e m a n d _ a l l o w e d { r  i n  DEMANDS, b  i n  R [ r ] } :  

q [ r , b ]  <= v [ r , b ]  * L a r g e ;

#  A l l o w s  d e m a n d  o n  t h e  SBPP p a t h  p a i r  c h o s e n .

#  WORKING CAPACITY CONSTRAINTS
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s u b j e c t  t o  a p s _ w o r k i n g { j  i n  S P A N S ) :

s u m f r  i n  DEMANDS) a l p h a [ l , r ]  * T [ r , j ]  <= w [ l , j ] ;

# APS w o r k i n g  c a p a c i t y  o n  e a c h  s p a n  m u s t  b e  a d e q u a t e  t o  p l a c e  f u l l

# APS d e m a n d  q u a n t i t y  o n  b o t h  s i d e s  o f  t h e  s h o r t e s t  c y c l e  b e t w e e n  t h e

# d e m a n d  p o r t i o n ' s  e n d - n o d e s  ( f o r  t h e  p r i m a r y  a n d  b a c k u p  p a t h s ) .

s u b j e c t  t o  p c y c l e _ w o r k i n g { j  i n  S P A N S ) :

s u m ( r  i n  DEMANDS) a l p h a  [ 2 ,  r ]  * E [ r , j ]  <= w [ 2 , j ] ;

#  p - C y c l e  w o r k i n g  c a p a c i t y  o n  e a c h  s p a n  m u s t  b e  a d e q u a t e  t o  p l a c e  f u l l

# p - c y c l e  d e m a n d  q u a n t i t y  o n  t h e  s h o r t e s t  r o u t e  b e t w e e n  t h e  d e m a n d

#  p o r t i o n ' s  e n d - n o d e s  ( f o r  t h e  w o r k i n g  p a t h s ) .

s u b j e c t  t o  s b p p _ w o r k i n g { j  i n  S P A N S ) :

s u m { r  i n  DEMANDS, b  i n  R [ r ] }  q [ r , b ]  * D e l t a [ r , j , b ]  <= w [ 3 , j ] ;

#  SBPP w o r k i n g  c a p a c i t y  o n  e a c h  s p a n  m u s t  b e  a d e q u a t e  t o  p l a c e  f u l l

# SBPP d e m a n d  q u a n t i t y  o n  t h e  s h o r t  s i d e  o f  t h e  SBPP p a t h  p a i r  c h o s e n

# t o  p r o t e c t  e a c h  SBPP d e m a n d  p o r t i o n .

# SPARE CAPACITY CONSTRAINTS

s u b j e c t  t o  p c y c l e s _ s u f f i c i e n t { i  i n  S P A N S ) : 

s u m { p  i n  PCYCLES) n  [p ]  * X [ i , p ]  >= w [ 2 , i ] ;

# p - C y c l e  s e t  s u f f i c i e n t  t o  p r o t e c t  a l l  w o r k i n g  c a p a c i t y .

s u b j e c t  t o  p c y c l e _ s p a r e { j  i n  SP A N S ):

s u m { p  i n  PCYCLES) n  [p ]  * T h e t a [ j , p ]  <= s [ 2 , j ] ;

#  A d e q u a t e  p - c y c l e  s p a r e  c a p a c i t y  t o  b u i l d  t h e  p - c y c l e  s e t .

s u b j e c t  t o  s b p p _ s p a r e { i  i n  SPANS, j  i n  SPANS: i  <> j ) :

s u m ( r  i n  DEMANDS, b  i n  R [ r ] }  q [ r , b ]  * D e l t a [ r , i , b ]  * P h i [ r , j , b ]  <= s  [ 3 ,  j  ] ;

#  A d e q u a t e  SBPP s p a r e  c a p a c i t y  t o  r e s t o r e  a l l  SBPP p a t h s  a f f e c t e d  b y  a n y  s p a n  f a i l u r e .

B.3. /?-Cycle Modular JCP Design with Path Length Constraints 
(implementation of model in [110])

#################################################################################
#  M o d e l  f o r  m o d u l a r  J C P  p - c y c l e  d e s i g n  w i t h  p a t h  l e n g t h  r e s t r i c t i o n s .  #

#  N o v e m b e r  2 4 ,  2 0 0 3  b y  A d i l  K o d i a n  a n d  A n t h o n y  S a c k .  #

#  C o p y r i g h t  (C) 2 0 0 3  T R L a b s ,  I n c .  A l l  R i g h t s  R e s e r v e d .  # 

#################################################################################

#################################################################################
#  COPYRIGHT NOTICE #

# #
#  T h i s  m o d e l ,  i n c l u d i n g  a n y  d a t a  a n d  a l g o r i t h m s  c o n t a i n e d  h e r e i n ,  i s  t h e  #

#  e x c l u s i v e  p r o p e r t y  o f  T R L a b s ,  h e l d  o n  b e h a l f  o f  i t s  s p o n s o r s .  E x c e p t  #

#  a s  s p e c i f i c a l l y  a u t h o r i z e d  i n  w r i t i n g  b y  T R L a b s ,  t h e  r e c i p i e n t  o f  t h i s  #

# m o d e l  s h a l l  k e e p  i t  c o n f i d e n t i a l  a n d  s h a l l  p r o t e c t  i t  i n  w h o l e  a n d  #

# i n  p a r t  f r o m  d i s c l o s u r e  a n d  d i s s e m e n t a t i o n  t o  a l l  t h i r d  p a r t i e s .  #

# #
# I f  a n y  p a r t  o f  t h i s  m o d e l ,  i n c l u d i n g  a n y  d a t a  a n d  a l g o r i t h m s  c o n t a i n e d  #
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# herein, is used in any derivative works or publications, TRLabs shall be #
# d u l y  c i t e d  a s  a  r e f e r e n c e .  # 

#################################################################################

#################################################################################
# DISCLAIMER #

# #
# T R L a b s  m a k e s  n o  r e p r e s e n t a t i o n  o r  w a r r a n t i e s  a b o u t  t h e  s u i t a b i l i t y  o f  #

# t h i s  m o d e l ,  e i t h e r  e x p r e s s  o r  i m p l i e d ,  i n c l u d i n g  b u t  n o t  l i m i t e d  t o  #

# i m p l i e d  w a r r a n t i e s  o f  m e r c h a n t a b i l i t y ,  f i t n e s s  f o r  a  p a r t i c u l a r  p u r p o s e ,  #

# o r  n o n - i n f r i n g e m e n t .  T R L a b s  s h a l l  n o t  b e  l i a b l e  f o r  a n y  d a m a g e s  s u f f e r e d  #

# a s  a  r e s u l t  o f  u s i n g ,  m o d i f y i n g  o r  d i s t r i b u t i n g  t h i s  m o d e l  o r  i t s  #

# d e r i v a t i v e s .  #

#################################################################################

#################################################################################
# ABSTRACT #

# #
# T h i s  m o d e l  i s  u s e d  t o  d e s i g n  m o d u l a r  J C P  p - c y c l e  n e t w o r k s  w i t h  p a t h  l e n g t h  #

# r e s t r i c t i o n s .  ( N o t e :  t h e  c o n v e n t i o n  we u s e  i s  t h a t  t h e  s h o r t e r  s i d e  o f  t h e  #

# p - c y c l e  i s  a l w a y s  L ,  a n d  t h e  l o n g e r  s i d e  i s  a l w a y s  R .  #

#################################################################################

#################################################################################  
# SETS #

#################################################################################

s e t  MODULE_TYPES;

# S e t  o f  a v a i l a b l e  m o d u l e  t y p e s ,  i n d e x e d  b y  m. 

s e t  SPANS;

# S e t  o f  s p a n s ,  i n d e x e d  b y  i  ( f a i l e d )  o r  j  ( s u r v i v i n g ) . 

s e t  DEMANDS;

# S e t  o f  d e m a n d  r e l a t i o n s ,  i n d e x e d  b y  r .  

s e t  CYCLES;

# S e t  o f  e l i g i b l e  c y c l e s ,  i n d e x e d  b y  p .  

s e t  WORK_ROOTES{r  i n  DEMANDS};

#  S e t  o f  e l i g i b l e  w o r k i n g  r o u t e s  f o r  e a c h  d e m a n d  r e l a t i o n  r ,  i n d e x e d  b y  q .

s e t  ALLWORKROUTES;

#################################################################################  
# PARAMETERS #

#################################################################################

p a r a m  L a r g e  d e f a u l t  1 0 0 0 0 0 ;

# A l a r g e  p o s i t i v e  c o n s t a n t  ( 1 0 0 0 0 0 )  .

p a r a m  M o d u l e C o s t { m  i n  MODULE_TYPES};

# C o s t  o f  o n e  m o d u l e  o f  t y p e  m.
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p a r a m  S p a n C o s t f j  i n  SPANS};

#  C o s t  o f  s p a n  j  ( i n c l u d e s  l e n g t h ,  a n d  o t h e r  c o s t s ) .

p a r a m  M o d u l e S i z e { m  i n  MODULE_TYPES);

#  C a p a c i t y  i n  S T S - 1  e q u i v a l e n t s  o f  m o d u l e  t y p e  m.

p a r a m  D e m a n d U n i t s { r  i n  DEMANDS} d e f a u l t  0 ;

#  N u m b e r  o f  d e m a n d  u n i t s  i n  S T S - 1  e q u i v a l e n t s  f o r  r e l a t i o n  r .

p a r a m  Z e t a W o r k R o u t e { j  i n  SPANS, r  i n  DEMANDS, q  i n  W 0 R K _ R 0 U T E S [ r ]} d e f a u l t  0 ;

#  E q u a l  t o  1 i f  r o u t e  q  i s  t h r o u g h  s p a n  j  f o r  r e l a t i o n  r ,  0 o t h e r w i s e .

p a r a m  X p i { p  i n  CYCLES, i  i n  SPANS} d e f a u l t  0 ;

#  E q u a l  t o  1 i f  p - c y c l e  p  c a n  p r o v i d e  a n  a c c e p t a b l e  r e s t o r a t i o n

#  p a t h  f o r  f a i l u r e  o f  s p a n  i ,  0 o t h e r w i s e  ( o r  c a n  b e  t h e  a c t u a l  h o p  v a l u e )  -  n o t  u s e d ,

p a r a m  X p i _ L { p  i n  CYCLES, i  i n  SPANS} d e f a u l t  0 ;

#  E q u a l  t o  1 i f  t h e  L s i d e  o f  p - c y c l e  p  c a n  p r o v i d e  a n  a c c e p t a b l e  r e s t o r a t i o n

#  p a t h  f o r  f a i l u r e  o f  s p a n  i ,  0 o t h e r w i s e  ( o r  c a n  b e  t h e  a c t u a l  h o p  v a l u e ) .

p a r a m  X p i _ R { p  i n  CYCLES, i  i n  SPANS} d e f a u l t  0 ;

#  E q u a l  t o  1 i f  t h e  R s i d e  o f  p - c y c l e  p  c a n  p r o v i d e  a n  a c c e p t a b l e  r e s t o r a t i o n

# p a t h  f o r  f a i l u r e  o f  s p a n  i ,  0 o t h e r w i s e  ( o r  c a n  b e  t h e  a c t u a l  h o p  v a l u e ) .

p a r a m  CYCLE_HOPS{p i n  CYCLES} d e f a u l t  0 ;

# T h i s  i s  t h e  n u m b e r  o f  h o p s  f o r  e a c h  c y c l e  - n o t  u s e d .

p a r a m  p C r o s s e s j f p  i n  CYCLES, j  i n  SPANS} d e f a u l t  0 ;

# E q u a l  t o  1 i f  c y c l e  p  l i e s  o n  s p a n  j ,  0 o t h e r w i s e .

p a r a m  S p a n W i s e E l l i g i b i l i t y _ L { p  i n  CYCLES, i  i n  SPANS} d e f a u l t  0 ;  

p a r a m  S p a n W i s e E l l i g i b i l i t y _ R { p  i n  CYCLES, i  i n  SPANS} d e f a u l t  0 ;

#dummy p a r a m e t e r s  t o  k e e p  a m p l  h a p p y  -  u s e d  t o  d e b u g  d a t  f i l e s .

p a r a m  W o r k H o p s { q  i n  ALLWORKROUTES} ;

#################################################################################
# VARIABLES # 
#################################################################################

v a r  n u m b e r _ m o d u l e s {j  i n  SPANS, m i n  MODULE_TYPES} >= 0 <= L a r g e  i n t e g e r ;

# N u m b e r  o f  m o d u l e s  o f  t y p e  m p l a c e d  o n  s p a n  j .

v a r  w o r k { j  i n  SPANS} >=0 <= L a r g e  i n t e g e r ;

#  W o r k i n g  c a p a c i t y  o n  s p a n  j .

v a r  s p a r e { j  i n  SPANS} >= 0 <= L a r g e  i n t e g e r ;

# S p a r e  c a p a c i t y  o n  s p a n  j .

v a r  w o r k f l o w { r  i n  DEMANDS, q  i n  W ORK_ROUTES[r]} >= 0 <= L a r g e  i n t e g e r ;

# N u m b e r  o f  u n i t s  f o r  r e l a t i o n  r  t h a t  u s e  r o u t e  q .

v a r  p _ _ c y c l e _ u s a g e { p  i n  CYCLES) >= 0 <= L a r g e  i n t e g e r ;

# N u m b e r  o f  u n i t - c a p a c i t y  c o p i e s  o f  c y c l e  p .
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v a r  p _ c y c l e _ u s a g e _ s p a n _ r e s t { i  i n  SPANS, p  i n  CYCLES} >= 0 <= L a r g e  i n t e g e r ;

#  N u m b e r  o f  u n i t - c a p a c i t y  c o p i e s  o f  c y c l e  p  r e q u i r e d  f o r  r e s t o r a t i o n  o f  s p a n  i .

v a r  p _ c y c l e _ u s a g e _ s p a n _ r e s t _ l { i  i n  SPANS, p  i n  CYCLES} >= 0 == L a r g e  i n t e g e r ;

#  N u m b e r  o f  u n i t - c a p a c i t y  c o p i e s  o f  c y c l e  p  r e q u i r e d  f o r  r e s t o r a t i o n  o f  s p a n  i ,

#  i f  t h e  L s i d e  o f  t h e  c y c l e  i s  u s e d .

v a r  p _ c y c l e _ u s a g e _ s p a n _ r e s t _ r { i  i n  SPANS, p  i n  CYCLES} >= 0 <= L a r g e  i n t e g e r ;

# N u m b e r  o f  u n i t - c a p a c i t y  c o p i e s  o f  c y c l e  p  r e q u i r e d  f o r  r e s t o r a t i o n  o f  s p a n  i ,

# i f  t h e  R s i d e  o f  t h e  c y c l e  i s  u s e d .

#################################################################################
#  OBJECTIVE # 

#################################################################################

m i n i m i z e  t o t a l _ M o d u l e C o s t : sum {m  i n  MODULE_TYPES, j  i n  SPANS} M o d u l e C o s t [ m ]  * S p a n C o s t [ j ]

# n u m b e r _ m o d u l e s  [ j  ,m] ;

#  M i n i m i z e  t o t a l  m o d u l e  c o s t .

#################################################################################
#  CONSTRAINTS # 

#################################################################################

s u b j e c t  t o  d e m a n d s _ m e t { r  i n  DEMANDS}:

s u m ( q  i n  WORK_ROUTES [ r ]  } w o r k f l o w [ r , q ]  >= D e m a n d U n i t s [ r ] ;

#  A l l  d e m a n d s  m u s t  b e  r o u t e d .

s u b j e c t  t o  w o r k i n g _ c a p a c i t y _ a s s i g n m e n t { j  i n  SPANS}:

s u m { r  i n  DEMANDS, q  i n  W O RK_R OUTES[r]} Z e t a W o r k R o u t e [ j , r , q ]  * w o r k f l o w [ r , q ]  <= w o r k [ j ] ;

#  E n o u g h  w o r k i n g  c a p a c i t y  f o r  a l l  d e m a n d s  t o  b e  r o u t e d .

s u b j e c t  t o  f u l l _ r e s t o r a t i o n { i  i n  SPAN S}:

s u m { p  i n  CYCLES} ( X p i _ L [ p , i ]  * p _ c y c l e _ u s a g e _ s p a n _ _ r e s t _ l  [ i , p ]  + X p i _ R [ p , i ]  * 

p _ c y c l e _ u s a g e _ s p a n _ r e s t _ r [ i , p ] ) >= w o r k [ i ] ;

#  S u f f i c i e n t  p - c y c l e s  t o  r e s t o r e  a l l  w o r k i n g  c a p a c i t y .

s u b j e c t  t o  s p a r e _ c a p a c i t y _ p l a c e m e n t {j  i n  SPANS}:

s u m { p  i n  CYCLES} p C r o s s e s j [ p , j ] * p _ c y c l e _ u s a g e [ p ]  <= s p a r e  [ j ] ;

#  E n o u g h  s p a r e  c a p a c i t y  t o  f o r m  a l l  p - c y c l e s .

s u b j e c t  t o  m o d u l a r _ p r o v i s i o n i n g { j  i n  SPANS}:

sum{m i n  MODULE_TYPES} M o d u l e S i z e [ m ]  * n u m b e r _ m o d u l e s [ j , m ]  >= w o r k [ j ]  + s p a r e  [ j ] ;

#  C a p a c i t y  t o  p r o v i s i o n  w o r k i n g  a n d  s p a r e  c a n  b e  a s s i g n e d  o n l y  i n  m o d u l a r  u n i t s .

s u b j e c t  t o  c o p i e s _ s u f f i c i e n t _ l { i  i n  SPANS, p  i n  CYCLES}:

p _ c y c l e _ u s a g e _ s p a n _ r e s t  [ i  , p ]  >= p _ _ c y c l e _ u s a g e _ s p a n _ r e s t _ l  [ i , p ]  ;

#  M u s t  h a v e  m o r e  c o p i e s  t h a n  n u m b e r  o f  p a t h s  o n  L s i d e ,  f o r  e a c h  f a i l e d  s p a n .

s u b j e c t  t o  c o p i e s _ s u f f i c i e n t _ r { i  i n  SPANS, p  i n  CYCLES}:

p _ c y c l e _ u s a g e _ s p a n _ r e s t [ i , p ]  >= p _ c y c l e _ u s a g e _ s p a n _ r e s t _ r [ i , p ] ;

#  M u s t  h a v e  m o r e  c o p i e s  t h a n  n u m b e r  o f  p a t h s  o n  R s i d e ,  f o r  e a c h  f a i l e d  s p a n .

s u b j e c t  t o  c o p i e s _ o k _ f o r _ a l l _ f a i l u r e s { i  i n  SPANS, p  i n  C YCLES}:
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p _ c y c l e _ u s a g e [ p ]  >= p _ c y c l e _ u s a g e _ s p a n _ r e s t [ i , p ] ;

# E n o u g h  c o p i e s  o f  p - c y c l e  p  t o  r e s t o r e  e v e r y  s i n g l e  s p a n  f a i l u r e .  T h i s  w i l l  e n s u r e

# t h a t  t h e  n u m b e r  o f  c o p i e s  o f  c y c l e  p  i s  g r e a t e r  t h a n  t h e  m ax  n u m b e r  r e q u i r e d  b y

# a n y  o n e  f a i l u r e .

s u b j e c t  t o  c o p i e s _ z e r o _ u n a c c e p t a b l e _ l { i  i n  SPANS, p  i n  CYCLES}: 

p _ c y c l e _ u s a g e _ s p a n _ r e s t _ l [ i , p ]  <= L a r g e  * X p i _ L [ p , i ] ;

#  N u m b e r  o f  c o p i e s  i s  z e r o  i f  L s i d e  p a t h  u n a c c e p t a b l e .

s u b j e c t  t o  c o p i e s _ z e r o _ u n a c c e p t a b l e _ r { i  i n  SPANS, p  i n  C YCLES}: 

p _ c y c l e _ u s a g e _ s p a n _ r e s t _ r [ i , p ]  <= L a r g e  * X p i _ R [ p , i ] ;

# N u m b e r  o f  c o p i e s  i s  z e r o  i f  R s i d e  p a t h  u n a c c e p t a b l e .
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