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Abstract

The global dynamics of complex systems is investigated in this thesis, using the frame-

work of coupled dynamical systems. For a coupled dynamical system on an interaction

network, we show the impact of the connectivity of the interaction network on its dynam-

ical behavior. We lay particular emphasis on non-strongly connected interaction network-

s, and clustered behavior of coupled dynamical systems. Two typical kinds of coupled

dynamical systems are studied in the thesis: coupled gradient systems and coupled oscil-

lators.

We present a general approach to investigating the dynamical behaviors of coupled

gradient systems. The approach is demonstrated through two multi-group epidemic mod-

els: one ordinary differential equation model and one functional differential equation

model with distributed delay. We show disease either persists in all groups of one strong-

ly connected component or dies out in all groups of one strongly connected component.

Moreover, we present a threshold value that determines whether disease persists or dies

out in one strongly connected component.

We study both coupled linear and nonlinear oscillators in the thesis. For systems

of coupled linear oscillators, we show its dynamical behavior under arbitrary interaction

networks. When the interaction network is strongly connected, synchronization occurs;

otherwise, clustered behavior may occur. In the case of clustered behavior, we show
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the frequency of oscillators in the same strongly connected components are the same.

For systems of coupled nonlinear oscillators, synchronization occurs when its interaction

network is strongly connected; otherwise, we show synchronization can occur when the

coupling strength between any two strongly connected components is sufficiently large.

For coupled gradient systems and coupled oscillators, our analysis shows synchroniza-

tion occurs under strongly connected interaction networks; while non-strongly connected

interaction networks give rise to clustered behavior. In the case of clustered behavior,

local systems in one strongly connected components are in the same dynamical cluster.
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Chapter 1

Introduction

A complex dynamical system involves complex coupling among their local agent systems,

the state of one agent system can affect other agent systems in a complex way, this results

in complex dynamics of the system. It arises in various fields of study, such as consensus

problem in multi-agent systems [42, 46], the spread of infectious disease in heterogenous

populations [3, 20, 55], synchronization in networks of coupled oscillators [31, 52, 59],

the movement of species in ecological systems with complex dispersal networks [26, 41]

and the complex behaviors of neurons in neural networks [14]. In the study of complex

dynamical systems, one fundamental problem is to understand the relationship between

the network connectivity and their global dynamics.

1.1 Coupled dynamical system and its dynamical behav-

iors

Coupled dynamical systems are used as general mathematical frameworks for the inves-

tigation of the dynamics of complex dynamical systems. Let G be a directed graph with

vertices 1, 2, ..., n. For i = 1, 2, ..., n, let Xi ∈ Rdi be the variable on vertex i, and
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Fi : Rdi → Rdi . Assume the local dynamics on vertex i is described by the differential

equation

Ẋi = Fi(Xi). (1.1)

For i, j = 1, 2, ..., n, let hij(Xi, Xj) : Rdi × Rdj → Rdi present the influence of Xj to

Xi, and hij ≡ 0 if and only if there is no directed edge from j to i in G. The coupled

dynamical system on interaction network G is defined as [35]

Ẋi = Fi(Xi) +
n∑
j=1

hij(Xi, Xj) i = 1, 2, ..., n. (1.2)

Here the functions Fi, hij are such that the initial value problems to (1.1), (1.2) have

unique solutions. In the thesis, the variables Xi, i = 1, 2, ..., n are called the agents,

system (1.1) is called the i-th local agent system, and the directed graph G is called the

interaction network of (1.2).

The dynamics of (1.2) were studied in various disciplines, including ecology [26],

mathematical epidemiology [3], neural science [14] and engineering [42, 45]. Generally

speaking, there are three typical behaviors for coupled dynamic systems: global synchro-

nization, totally incoherent, and clustered behavior. Global synchronization means all

agent systems of (1.2) behave the same, totally incoherent behaviors can be interpret-

ed as no pair of agents behave similarly, and clustered behaviors occur when the agents

can be divided into distinct groups such that the dynamical behaviors are similar in each

group [52]. These groups of agents with similar dynamical behaviors are called dynamical

clusters.

1.2 Literature review

The mathematical research for coupled dynamic systems dates back to the 17th century

when Christian Hyugens studied the synchronization of coupled pendulums. There are
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results on many different types of coupled dynamical systems. In this section we review

two kinds of coupled dynamical systems: multi-group epidemic model and coupled os-

cillators. They are most relevant thesis.

1.2.1 Multi-group epidemic models in mathematical epidemiology

Mathematical epidemiology is a branch of applied mathematics, it concerns the math-

ematical modelling of the spread of infectious disease in host populations. A common

mathematical model in mathematical epidemiology is the compartment model developed

by Kermark and Mckendrick [28]. In a compartment model, the total population is divid-

ed into distinct compartments, such as susceptible(S), infectious(I) and recovered(R). An

example of compartment model is given by

Ṡ = Λ− βSI − dS,

İ = βSI − (d+ γ)I,

Ṙ = γI − dR.

(1.3)

Here Λ represents the influx of population, βSI represents the infection, γ is the recover

rate, and d is the natural death rate. The flow diagram of system 1.3 is shown in Figure 1.1.

From biology considerations, system (1.3) is always considered in the nonnegative octant.

S

dS
��

infections
βSI

// I

dI
��

recover
γI

// R

dR
��

natural death natural death natural death

Figure 1.1: Flow diagram of an SIR model.

Let R0 = Λβ
d(d+γ)

, in mathematical epidemiology, R0 is called the basic reproduction

number of system (1.3). It is the average number of secondary infectious produced when

one infectious individual is introduced into a host population [57].

Since variable R does not appear in the first two equations of (1.3), the third equation
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can be omitted in mathematical analysis. It can be seen that system (1.3) has a boundary

equilibrium P0 = (Λ
d
, 0), and a positive equilibrium P ∗ = (d+γ

β
, Λ
d+γ
− d

β
) when R0 > 1.

We have the following threshold theorem.

Theorem 1.1. For system (1.3),

(i) when R0 ≤ 1, the boundary equilibrium P0 is globally asymptotically stable, the

disease will eventually disappear;

(ii) when R0 > 1, the positive equilibrium P ∗ is globally asymptotically stable with

respect to all positive initial conditions, the disease will persist.

When the host population is heterogeneous with respect to the the disease transmis-

sion, the spread of infectious disease can be modelled with the multi-group models [55]:

S ′i = Λi − dSi Si −
n∑
j=1

βijfij(Si, Ij),

I ′i =
n∑
j=1

βijfij(Si, Ij)− (dIi + γi)Ii,

i = 1, · · · , n, (1.4)

where Si and Ii denote the number of individuals in the susceptible, and infectious com-

partments in the i-th group of the host population, respectively. For i 6= j, the incidence

term βijfij(Si, Ij) describes the cross-infection from group j to group i, and function

fij : R2 → R, is called the incidence function. For detailed description of system (1.4),

please see [15]. Multi-group model (1.4) is an example of coupled dynamical system-

s, the interaction network G is obtained from the coupling matrix (βij)n×n, it describes

cross-transmission among groups.

The mathematical study of multi-group epidemic models lasts for a few decades. Laj-

manovich and Yorke proposed and studied the first multi-group model in [32]. The global

stability result for multi-group compartment model was firstly established in [21], using

a global Lyapunov function, under the assumption that the cross-transmission network is
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strongly connected. It is shown that the global dynamics are completely determined by

basic production number R0. Specifically, if R0 ≤ 1, the disease dies out in all groups;

if R0 > 1, the endemic equilibrium is globally asymptotically stable, the disease persists

in all groups, this is a threshold result as stated in Theorem 1.1. Using the same method,

the threshold result was established in multi-group models with nonlinear incidence func-

tions [30, 35], and multi-group models with distributed delays [13, 36].

Besides multi-group model, there are models in mathematical epidemiology that can

be studied within the framework of coupled dynamical systems, such as heterogeneous

models structured with infectious stages [20] or spatial dispersal [3, 34].

For heterogeneous epidemic models, we say a group is endemic if the disease even-

tually persists in the group, a group is disease free if disease eventually dies out in the

group. For any two groups, if they are both endemic or disease free, we say these two

groups synchronize [15]. The overarching assumption for the previous threshold results

is that the underlying network is strongly connected. With this assumption, all groups

synchronize.

1.2.2 Coupled oscillators

In a complex system, when each local agent system exhibits periodic behavior, it can be

viewed as a system of coupled oscillators. Each local agent systems is called an oscillator,

and it is supposed to oscillate under its own natural frequency without coupling. Systems

of coupled oscillators are used to model various phenomenons in biology, physics and

engineering. Typical examples include networks of pacemaker cells in the heart, arrays

of lasers, microwave oscillators and superconducting Josephson junctions [42,44,52,59].

In a system of coupled oscillators, the influence of oscillator Xi to oscillator Xj is

usually presented by the term kijh(Xi, Xj), where kij is coupling strength, and h(Xi, Xj)

specifies the normalized coupling function. A system of coupled oscillators can be written
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as

Ẋi = Fi(Xi) +
n∑
j=1

kijh(Xi, Xj) i = 1, 2, ..., n, (1.5)

where Xi ∈ Rd, Fi : Rd → Rd and h(Xi, Xj) : Rd × Rd → Rd for i, j = 1, 2, ..., n.

Let matrix K = (kij)i.j=1,2,...,n, K is called the coupling matrix of system (1.5). System

(1.5) was studied in various fields of science and engineering, and have been extensively

studied [6, 24, 42, 44].

Earlier results on coupled oscillators are based on the assumption that the interaction

network is symmetric. Typically, under this assumption, global synchronization occurs

when the coupling strength exceeds a critical value, which is often characterized by the

eigenvalue of matrix K [6,24]. Most results on the study of coupled oscillators were esti-

mations of the critical value. In [24], coupled Duffing oscillators under diffusive coupling

were investigated, it was shown synchronization will occur when the coupling strength is

sufficiently large. In [60], the synchronization problem of coupled oscillators under the

symmetric interaction networks was investigated, the estimation of the critical value was

made by calculating the second largest eigenvalue of the matrix K. In [6], the authors

presented the connection graph approach to calculating the critical coupling strength of

coupled oscillators under the symmetric interaction networks.

Recently, models of coupled oscillators were extensively studied under the framework

of second order consensus problems [45, 53, 61, 62]. A multi-agent system is formed by

local agent systems and the connections among them, it is an example of coupled dynami-

cal system (1.2). Consensus of multi-agent systems means that all agents eventually reach

an agreement regarding a certain quantity. The study of second order consensus problem

is focused on studying the following equation

ẋi = yi,

ẏi = −fi(xi) + ui, i = 1, 2, ..., n,

(1.6)
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where xi, yi ∈ R, fi : R → R and ui =
n∑
j=1

h(xi, yi, xj, yj), i = 1, 2, ..., n. Term ui

specifies the coupling protocol of the i-th oscillator. The consensus of coupled second

order oscillators means every oscillator’s position and velocity approach the same, it is

equivalent with the conventional definition of synchronization. The research of second

order consensus problems starts from the study of coupled harmonic oscillators [45], it

was shown that global synchronization occurs if the interaction network has a directed

spanning tree. Later in [50, 61, 62], synchronization of coupled second order nonlinear

oscillators were investigated, under strict conditions on the coupling protocol ui.

Another approach to the study of coupled oscillators is through the phase models.

The phase model approach was developed by Kuramoto [31], he showed that for system

of weakly coupled, nearly identical oscillators, the long time dynamics are governed by

the following phase equation:

θ̇i = ωi +
n∑
j=1

fij(θj − θi), i = 1, 2, . . . , n. (1.7)

where θi ∈ R represents the phase of oscillator i, and functions fij : R → R, i, j =

1, 2, ..., n are determined by the original uncoupled oscillator models. Kuramoto model

finds applications in a lot of areas, for reviews on Kuramoto models, please refer to [1,52].

1.3 Motivation and objective

The study of complex systems pervades all areas of science [44, 51]. When studying a

complex system, it is important to understand the conditions that lead to synchronization

or clustered behavior.

Previously, synchronization behavior of coupled dynamical systems has been well

studied [35, 42, 43, 46, 52]. In these studies, the interaction network were assumed to

be strongly connected, symmetric or more restricted, and synchronization was shown to
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occur when the coupling strength is greater than a threshold value. On the other hand,

clustered behavior of coupled dynamical system was widely reported [2, 3, 16, 18, 26].

In [16,18,26], models of coupled ecological system were studied, clustered behavior was

observed when the dispersal of species was heterogeneous. In [2,5,56], clustered Behav-

ior was reported in systems of coupled oscillators. In [3], clustered behavior was reported

in coupled epidemic systems when the interaction network is not strongly connected. Pre-

vious observations suggested that clustered behaviors tend to occur when the connectivity

of the interaction network is weak. However, mathematical results on clustered behavior

were limited [7,12,38]. For some models, It was shown that clustered behaviors can occur

under very strict conditions [12, 38].

In the thesis, we study both synchronization and clustered behaviors of coupled dy-

namical systems (1.2) on general interaction networks. Particular emphasis is laid on

clustered behaviors, non-strongly connected interaction networks, and the impact of the

network connectivity on the dynamical behavior of (1.2). When the interaction network

is strongly connected, we show synchronization tends to occur; when the interaction net-

work is not strongly connected, we consider its strongly connected components, and show

local agent systems in a same strongly connected component tend to behave the same.

The results in the thesis show the non-strongly connectedness of interaction network is

a fact that leads to clustered behavior. Specifically, the thesis will answer the following

questions for a large proportion of coupled dynamical systems.

(i) What is the global attractor for solutions of the coupled dynamical system (1.2)?

(ii) When does global synchronization occur? When do clustered behaviors occur?

(iii) How does the connectivity of the interaction network determine the dynamical clus-

ters of the coupled dynamical system (1.2)?
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1.4 The organization of the thesis

For most coupled dynamical systems, the local agent systems are simple and well stud-

ied [35, 42, 45]. In the thesis we focus on two typical local agent systems: gradient

system and second order oscillators. A dynamical system is gradient if there exists a

Lyapunov function that is strictly decreasing in its nonconstant trajectories [23]. Gradi-

ent systems are common in models from mathematical epidemiology and mathematical

biology [19,29,37]. The multi-group epidemic model mentioned in Section 1.2.1 is an ex-

ample of coupled gradient system. The second order oscillators are modeled by equation

ẍ + f(x) = 0, it is very well studied, the orbits of second order oscillators are typically

periodic orbits.

In Chapter 2, we present necessary definitions and preliminary results. In particular,

we show the convergence results for limiting equations in Section 2.4. The convergence

results are needed for the analysis in the following chapters.

In Chapter 3 and Chapter 4 we consider the coupled gradient dynamical systems on

networks. For each agent system (4.1), we assume the feasible region is inside the non-

negative quadrant. To characterize the clustered behavior and synchronization, we look at

the positiveness of a variable of interest in every local agents. For example, in multi-group

epidemic models (1.4), for group i, the infectious population Ii is viewed as the variable

of interest, if lim inf
t→∞

Ii(t), lim inf
t→∞

Ij(t) are both positive or zero, we say group i and group

j synchronize. The variable of interest is chosen based on biological concern.

In Chapter 3, we present a general approach to studying coupled gradient ordinary

differential equations, and demonstrate it with an application to a class of multi-group

epidemic ordinary differential equation models; while in Chapter 4, we study coupled

gradient functional differential equations, taking a class of multi-group epidemic models

with distributed delay as an example. We use a similar approach as stated in Chapter
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3. For both multi-group models, we show how the connectivity of interaction networks

impact the dynamical behaviors. We are the first to show the global dynamics for multi-

group epidemic models on non-strongly connected interaction networks.

In Chapter 5 and Chapter 6 we study coupled second order oscillators. Both synchro-

nization and clustered behavior are investigated. For coupled oscillators, synchronization

means that every oscillator move cohesively with each other, rigorous definition of syn-

chronization will be provided in section 5.1. We will show synchronization can occur

under weak network connections. If synchronization does not occur, we investigate the

frequencies of each oscillator and show the clustered behaviors based on these frequen-

cies. In the end of Chapter 5 and Chapter 6, numerical examples are shown to illustrate

the theoretical results. Our results extend various previous results [45, 61, 62] on the this

subject.
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Chapter 2

Preliminaries

In this chapter we present several definitions and results that are necessary for the thesis.

Definitions and results from graph theory are reviewed in Section 2.1. In Section 2.2

we define three auxiliary systems that are related to coupled dynamical system (1.2). In

Section 2.3, we review the graph theoretical approach to constructing Lyapunov functions

for coupled dynamical system on strongly connected networks. In Section 2.4, we state

some convergence results for asymptotically autonomous ordinary, functional differential

equations and more general limiting equations.

2.1 Definitions and results from graph theory

A directed graph G, also called a digraph, consists of a nonempty finite set V (G) of

elements called vertices and a finite set E(G) of ordered pairs of distinct vertices called

arcs, or directed edges [4]. In the thesis, we label all the vertices with positive integers

1, 2, ..., n, and denote the arc from vertex i to j as (i, j). For the sake of simplicity, we

use i ∈ G to denote a vertex i ∈ V (G). A path P in G is a subgraph with distinct vertices

{i1, i2, ..., im} and arcs {ek : k = 1, 2, ...,m − 1}, such that ik, ik+1 are the end points of

ek. If, moreover, ek = (ik, ik+1), k = 1, 2, ...,m − 1, then P is a directed path. A path
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{i1, i2, ..., im} is closed if im = i1. A closed directed path is called a directed cycle [17].

A digraph G is weighted if each arc (j, i) is assigned a positive weight kij , if an arc

(j0, i0) does not exist, then assign ki0j0 = 0. Matrix K = (kij)n×n is called the weight

matrix of G. For an unweighted digraph, all the arcs have the same weight 1, the weight

matrix K is the adjacency matrix of G. In the thesis, we denote a digraph G with weight

matrix K as GK .

A digraph G is connected if there exists a path between any two vertices of G. A

digraph G is strongly connected if exists a directed path between any two vertices of G. A

square matrix K is reducible if there exists a permutation matrix P , such that

PKP T =

 K1 0

K2 K3

 ,

where K1, K3 are square matrices. A square matrix is irreducible if it is not reducible.

The next proposition is well known in graph theory [8].

Proposition 2.1. A directed graph GK is strongly connected if and only if matrix K is

irreducible.

A partial order� among vertices of a digraph G can be defined as follows: for vertices

i, j, i � j if there exists a directed path from i to j. We say i ∼ j if i � j and j � i. It can

be verified that relation ‘∼’ is an equivalent relation, each equivalent class is a strongly

connected component of G.

Proposition 2.2. Relation ∼ is an equivalent relation.

Definition 1. For a directed graph G, its condensed graph H is a directed graph whose

vertices represent the strongly connected components of G. ForH,H ′ ∈ V (H), a directed

edge from H to H ′ exists if and only if there exist i ∈ H and j ∈ H ′ and a directed edge

from i to j in G.
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A canonical partial order ≺ can be defined in H as follows: for H,H ′ ∈ H, H ≺ H ′

if there exists a directed path from H to H ′. If H,H ′ ∈ H satisfy both H ≺ H ′ and

H ′ ≺ H , then H and H ′ are the same strongly connected component. This implies that ≺

is a strict partial order. In Figure 2.1, a connected digraph G and its condensed graph H

are shown. The four strongly connected components H1, H2, H3 and H4 of G satisfy the

relations H1 ≺ H3 ≺ H4 and H2 ≺ H4.

�

�

�
�

�

�

� �	




�

��

��
��

��

(a) A connected digraph G

� �

� �

�

�

�

�

(b) The condensed graph H

Figure 2.1: A digraph G and its strongly connected components Hi are shown in (a). The

corresponding condensed graph H is shown in (b).

2.2 Auxiliary systems

In this section we describe three auxiliary systems of coupled dynamical system (1.2).

Recall that the coupled dynamical system on interaction network G can be written as

Ẋi = Fi(Xi) +
n∑

j=1

hij(Xi, Xj) i = 1, 2, ..., n,

and G = {1, 2, ..., n}. For a subgraph G ⊆ G, we define

X ′
i = Fi(Xi) +

∑
j∈G

hij(Xi, Xj), i ∈ G. (2.1)
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as the G-subsystem of system (1.2); and

X ′i = Fi(Xi) +
∑
j∈G

hij(Xi, Xj), i ∈ G. (2.2)

as the reduced G-subsystem of system (1.2);

let a(t) = (a1(t), a2(t), ...an(t)), where ai(t) ∈ C(R,Rdi), 1 ≤ i ≤ n, we define

X ′i = Fi(Xi) +
∑
j∈G

hij(Xi, Xj) +
∑
l∈G\G

hil(Xi, al), i ∈ G (2.3)

as the restricted system of system (1.2) on G at a(t).

Proposition 2.3.

(a) If H ∈ H is a minimal element, then the H-subsystem is the same as the reduced

H-subsystem.

(b) IfH ∈ H is a maximal element, then the G\H-subsystem is the same as the reduced

G\H-subsystem.

The proposition follows from the definitions.

2.3 The graph-theoretical approach to the method of glob-

al Lyapunov functions

In 2008, Li et al developed the graph-theoretical approach to the method of global Lya-

punov functions for coupled differential equations on networks [21, 35].

Theorem 2.1. [35] Suppose that the following assumptions are satisfied.

(1) There exist functions Vi(t,Xi) : R×Rdi → R, Gij(t,Xi, Xj) : R×Rdi×Rdj → R,

and constants kij ≥ 0 such that

V̇i(t,Xi) ≤
n∑
j=1

kijGij(t,Xi, Xj), t > 0, i = 1, 2, ...n. (2.4)
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(2) Let K = (kij), along each directed cycle C of GK ,

∑
(s,r)∈E(C)

Grs(t,Xr, Xs) ≤ 0, t > 0. (2.5)

(3) Digraph GK is strongly connected.

Let ci be the cofactor of diagonal element kii of the coupling matrix K. Then ci > 0 and

function V (t,X) =
n∑
j=1

ciVi(t,Xi) satisfies V̇ ≤ 0 for t > 0.

In (2.11), V̇i(t,Xi) = ∂Vi
∂t

+ ∂Vi
∂Xi

(Fi(Xi) +
∑n

j=1 hij(Xi, Xj)), it is the Lyapunov

derivative with respect to system (1.2).

In coupled dynamical system (1.2), if the Lyapunov function Vi for each local agent

system is known, and the interaction network G is strongly connected, Theorem 2.1 shows

that the function V (t,X) =
n∑
j=1

ciVi(t,Xi) is a Lyapunov function candidate for the cou-

pled system. When the interaction network G is not strongly connected, Theorem 2.1

can be applied to prove global stability results for the restricted systems (2.3) on strongly

connected components of G.

2.4 Convergence results for nonautonomous differential

equations

In this section we review some convergence results for nonautonomous differential equa-

tions. In Section 2.4.1, we state the convergence results for asymptotically autonomous

semiflows, in Section 2.4.2, we state the convergence results for more general nonau-

tonomous differential equations.
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2.4.1 Asymptotic autonomous semiflows

Let (X, d) be a metric space. Consider a mapping Φ : ∆ × X → X,∆ = {(t, s); t0 ≤

s ≤ t < ∞}, here t0 is an initial time. Φ is called a nonautonomous semiflow on X if it

is continuous and satisfies [54]:

(i) Φ(t, s,Φ(s, r, x)) = Φ(t, r, x), t ≥ s ≥ r ≥ t0,

(ii) Φ(s, s, x) = x, s ≥ t0.

Let (s, x) ∈ [t0,∞]×X , the ω-limit set of (s, x) is defined as

ωΦ(s, x) =
⋂
τ≥s

{Φ(t, s, x); t ≥ τ}.

It can be verified that y ∈ ωΦ(s, x) if and only if there exists a sequence tk → ∞, such

that Φ(tk, s, x)→ y.

Definition 2. Let Φ be a nonautonomous semiflow on X and Θ be an autonomous semi-

flow on X . Then Φ is called asymptotically autonomous, with limit semiflow Θ, if

Φ(tj + sj, sj, xj)→ Θ(t, x), j →∞,

for any three sequences tj → t, sj → ∞, xj → x when j → ∞, with x, xj ∈ X ,

0 ≤ t, tj <∞, and sj ≥ t0.

Let f : R× Rn → Rn, g : Rn → Rn. Consider ordinary differential equations

ẋ = f(t, x), (2.6)

and

ẏ = g(y). (2.7)

We assume that f(t, x), g(x) are continuous functions and that the initial value problems

for each system have unique solutions defined for all future times. Let x(t, s, x0) be the
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solution of (2.6) with initial condition x(s) = x0, and let y(t, y0) be the solution of (2.7)

with initial condition y(t0) = y0.

Lemma 2.1. [40] Let Φ(t, s, x0) = x(t, s, x0), and Θ(t, y0) = y(t, y0). If f(t, x) →

g(x), t → ∞ on compact subsets of Rn, then Φ is asymptotically autonomous with limit

semiflow Θ.

Suppose r > 0 is a given real number, let C = C([−r, 0],Rn) be the Banach space

of continuous functions mapping the interval [−r, 0] to Rn. For ϕ ∈ C, define its norm

as |ϕ| = sup−r≤θ≤0 |ϕ(θ)|. Define xt ∈ C as xt(θ) = x(t + θ),−r ≤ θ ≤ 0. Let

f : R × C → Rn, g : C → Rn be continuous. Consider the following functional

differential equations

ẋt = f(t, xt), (2.8)

ẏt = g(yt). (2.9)

We assume the initial value problems for each system have unique solutions defined for

all future times. For x̃, ỹ ∈ C, let x(t, s, x̃) be the solution of (2.8) with initial condition

xs = x̃, let y(t, ỹ) be the solution of (2.9) with initial condition y0 = ỹ. Define a mapping

Φ̃ : δ × C → C as Φ̃(t, s, x̃) = xt(θ, s, x̃), and a mapping Θ̃ : [0,∞) × C → C as

Θ̃(t, ỹ) = yt(θ, ỹ).

Lemma 2.2. [40] If for every compact subset K of C, there is a neighborhood V of

K, such that f(t, φ) → g(φ), t → ∞ uniformly for φ ∈ V , then Φ̃ is asymptotically

autonomous with limit semiflow Θ̃.

Note that Lemma 2.1 and Lemma 2.7 can be proved by the continuous dependence of

solutions to the initial conditions and the vector fields.

For asymptotic autonomous semiflows, we have the following convergence result.

Theorem 2.2. [54] Let Φ is asymptotically autonomous on X with limit semiflow Θ. Let

e be a locally asymptotically stable equilibrium of Θ and Ws(e) = {x ∈ X; Θ(t, x) →
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e, t → ∞} its basin of attraction. Then every precompact Φ orbit whose ω-Φ-limit set

intersects Ws(e) converges to e.

2.4.2 General limiting equations and the skew product flow

In Section 2.4.1, we considered the asymptotic autonomous differential equations. One

question aries, what if the limiting equation itself is not autonomous? For example, in

(2.6), f(t + tn, x) → g(t, x), tn → ∞ for some sequence tn, and g(t, x) is periodic in t.

In this subsection we answer this question under the framework of the skew product flow.

Let W be an open set in Rn, consider nonautonomous differential equation

ẋ = f(t, x), (2.10)

where f : R×W → Rn is continuous and that the solutions of equation (2.10) are unique

and can be continued to all t in R. Let fτ (t, x) = f(t + τ, x), F = {fτ ; τ ∈ R}, and

F∗ = F̄ be the closure of F in the compact open topology.

Let X be the product space W ×F∗, a metric d on X is defined by

d((x, f), (x̂, f̂)) = |x− x̂|+ ρ(f, f̂),

where ρ is a basic metric on F∗. Define a mapping π : X × R→ X by

π((x, f), t) = (u(x, f, t), ft), (2.11)

where u(x, f, t) denotes the solution of (2.10) that satisfies u(x, f, 0) = x.

Lemma 2.3. [47] Let f(t, x) be locally Lipschitz in x and the Lipschitz constant is

independent of t. Then the mapping π defined by (2.11) is a dynamical system on X =

W ×F∗. The flow defined by mapping π is called a skew product flow.

For f ∈ F∗, let π∗(f, t) = ft, then π∗ defines a dynamical system on F∗. Let Ωf

denote the ω-limit set of f in the flow π∗. For a f ∗ ∈ Ωf , we call the equation ẋ = f ∗(t, x)
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a limiting equation of (2.10). Note that the limiting equation may not be unique in general.

For (x, f) ∈ X , let Ω(x,f) denote the ω-limit set of (x, f) in the flow π. If the solution

u(x, f, t) to (2.10) is positively compact, Ω(x,f) is nonempty, compact and invariant [48].

Lemma 2.4. [48] Let f(t, x) be locally Lipschitz in x and the Lipschitz constant is inde-

pendent of t. Assume ft is positively compact in F∗. Let u(x, f, t) be a positively compact

solution of (2.10). Then for every point (x∗, f ∗) ∈ Ω(x,f), the solution u(x∗, f ∗, t) is com-

pact. Moreover, there exists a sequence τn inR with τn →∞ and such that u(x, f, t+τn)

converges to u(x∗, f ∗, t) uniformly on compact set in R.

To prove the convergence results, we need the following lemma.

Lemma 2.5. [11] Let M be a compact isolated invariant set of a continuous flow F on

a locally compact metric space. Then for a point x, if ω(x) ∩M 6= φ and ω(x) * M ,

then there exist u and v, such that u ∈ ω(x) \M , and ω(u) ⊆ M ; v ∈ ω(x) \M , and

α(v) ⊆M .

Theorem 2.3. If there exists a compact, isolated minimal set γ that asymptotically attracts

all the solutions of the limiting equations of (2.10), then γ attracts all the solutions of

equation (2.10).

Proof. For ∀(x, f) ∈ X , Lemma 2.4 shows that Ω(x,f) is invariant under every limiting

flow defined by the limiting equation x = f ∗(t, x). Therefore γ × Ωf ⊆ Ω(x,f). If

γ × Ωf 6= Ω(x,f), by Lemma 2.8, there exists (x̂, f̂) ∈ Ω(x,f), such that the α-limit set of

(x̂, f̂) is contained in γ × Ωf , this contradicts with the fact that γ asymptotically attracts

all the solutions of the limiting equations of (2.10). Therefore Ω(x,f) = γ × Ωf .
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Chapter 3

Coupled gradient ordinary differential

equations on networks

In this chapter we study the dynamical behaviors of coupled gradient ordinary differential

equations on networks. In Section 3.1, a general approach to studying the coupled gradi-

ent ordinary differential equations on networks is presented. In Section 3.2, this approach

is applied to a general class of multi-group epidemic models on general interaction net-

works. In Section 3.3, we show some numerical simulations of the multi-group epidemic

models studied in Section 3.2, the simulations illustrate the theoretical results derived in

Section 3.2.

3.1 A general approach to studying the coupled gradient

ordinary differential equations on networks

Consider the following coupled system on interaction network G,

X ′i = Fi(Xi) +
n∑
j=i

gij(Xi, PXj), i = 1, 2, . . . , n, (3.1)
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whereXi ∈ Rd, Fi = (F 1
i , F

2
i , ..., F

d
i ) : Rd → Rd, and gij = (g1

ij, g
2
ij, ..., g

d
ij) : Rd×Rr →

Rd, where r ≤ n. The local agent systems X ′i = Fi(Xi), i = 1, 2, ..., n are assumed to be

gradient in this chapter. Matrix P is a r × d matrix with the form P = (Ir, 0)Q for some

permutation matrixQ, where Ir is the identity matrix of dimension r. For each 1 ≤ i ≤ n,

PXi are referred to as coupling variables. By setting hij(Xi, Xj) = gij(Xi, PXj), system

(3.1) becomes the standard form of coupled dynamical system (1.2). The subsystem,

reduced subsystem and restricted system of system (3.1) are defined as in Chapter 2. In

this chapter, we assume G is connected, but not necessarily strongly connected.

We make the following general assumptions.

(A1) For ∀1 ≤ i ≤ n, 1 ≤ m ≤ d, Fm
i (Xi)|Xm

i =0 ≥ 0; and Fm
i (Xi)|Xm

i =0 = 0 only if

PXi = 0.

(A2) For 1 ≤ i, j ≤ n,Xi, Xj ≥ 0, Pgij(Xi, PXj) ≥ 0; if Pgij 6≡ 0, then Pgij(Xi, PXj) 6=

0⇔ PXj 6= 0.

Assumption (A1) ensures that the first orthant Rd
+ is positively invariant for each ver-

tex system Ẋi = Fi(Xi). Assumption (A2) is regarding the non-negativity of the coupling

term gij . We do not require that all entries in the vector gij to be nonnegative, and only

that the coupling entries Pgij are nonnegative.

In this chapter, we characterize the positiveness of an equilibrium only by the coupling

variables. An equilibrium X∗ = (X∗1 , · · · , X∗n) is said to be nonnegative if it belongs to

the first orthant Rd
+×· · ·×Rd

+ of the phase space. From Assumption (A1), we can deduce

that at an non-negative equilibrium X∗, for each vertex i, we have either PX∗i > 0 or

PX∗i = 0, namely, there is no such i such that the vector PX∗i has both positive and zero

coordinates. Equilibrium X∗ is said to be positive if and only if PX∗i > 0 for all i. A

nonnegative equilibrium X∗ is said to be mixed if there exists i, j, such that PX∗i > 0

and PX∗j = 0. Generally, if PX∗i = 0 for some i, then X∗ is a boundary equilibrium. A
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mixed equilibrium is necessarily a boundary equilibrium, while a boundary equilibrium

may not be mixed since we can have PX∗i = 0 for all i = 1, 2, ..., n.

A differential equation ẋ = f(x) with x = (x1, x2, ..., xk) ∈ Rk
+, is said to be uni-

formly persistent in the nonnegative orthant Rk
+ if

(i) solutions x(t) with x(0) > 0 exist for all t ≥ 0,

(ii) there exists constant c > 0 such that x(0) > 0 implies lim inft→∞ xi(t) > c, i =

1, 2, ..., k.

Let H be the condensed graph of G. We make the following additional assumptions

on system (3.1).

(A3) For H ∈ H and constant vector a ≥ 0, the restricted system (2.3) on H at a has a

nonnegative equilibrium that attracts all positive solutions.

(A4) For 1 ≤ i ≤ n, the local agent system X ′i = Fi(Xi) has at most one boundary

equilibrium.

(A5) For H ∈ H, if the reduced H-subsystem (2.2) has a positive equilibrium, then

system (2.2) is uniformly persistent.

Assumptions (A1), (A2), (A4) and (A5) are satisfied by many models from mathemat-

ical epidemiology and spatial ecology. Assumption (A3) is a key assumption that needs

rigorous verification for each specific model.

Theorem 3.1. Assume that (A3) is satisfied. Then there exists a nonnegative equilibrium

P ∗ that attracts all positive solutions of coupled system (3.1).

Proof. We use induction on the order |H| of H. When |H| = 1, system (3.1) and the

restricted system (2.3) are the same, the theorem holds trivially. Assume that the theorem

holds when |H| = m. Then, when |H| = m + 1, let H ∈ H be a maximal element with
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respect to ≺. Let Gr = G\H . Since H is a maximal element, the restricted system of the

Gr-subsystem is contained in the set of the restricted system of (3.1). Since |Gr/∼| = m,

by the induction assumption, Gr subsystem has a nonnegative equilibrium X∗r that attracts

all positive solutions. Now the asymptotic behavior of H-subsystem is the same as the

restricted system on H at a = (X∗r , 0), by Theorem 2.2 in Section 2.4. By assumption

(A3), H-subsystem has a nonnegative equilibrium X∗H that attracts positive solutions.

Therefore system (3.1) has a nonnegative equilibrium X∗ = (X∗r , u
∗
H) that attracts all

positive solutions of (3.1).

When G is not strongly connected, system (3.1) may have multiple mixed equilibria

which stay on the boundary of the phase space. It is also possible that system (3.1) does

not have any positive equilibrium. In this case, the global attracting equilibrium in Theo-

rem 3.1 could be a mixed type. In the rest of the section, we investigate the properties of

equilibria of (3.1) and provide a method for identifying the globally attracting equilibrium

P ∗.

Let P denote the set of all nonnegative equilibria of (3.1). The following result holds.

Theorem 3.2. Assume that assumptions (A1) and (A2) are satisfied. For u∗ ∈ P , the

following statements hold.

(a) If an arc from j to i exists, then PX∗j > 0 implies PX∗i > 0.

(b) For i, j ∈ G such that j � i, PX∗j > 0 implies PX∗i > 0.

(c) Let H ∈ H be a strongly connected component of G. Then for all i ∈ H , PX∗i are

either all zero or all positive.

Proof. By assumption (A2), PX∗j > 0 implies Pgij(X∗i , PX
∗
j ) 6= 0. Therefore, there

exist a coupling entry m such that gmij (X∗i , PX
∗
j ) > 0. Assume that PX∗i = 0, by

assumption (A1), PF (t,Xi) ≥ 0. Then (Xm
i )′|X∗ = Fm

i (X∗i ) +
n∑
k=1

gmik(X∗i , PX
∗
k) ≥
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gmij (X∗i , PX
∗
j ) > 0. This contradicts the fact that u∗ is an equilibrium. Thus PX∗i 6= 0.

By assumption (A1), for ∀i, either PX∗i > 0 or PX∗i = 0. Therefore PX∗i > 0.

For (b), if j � i, then there is a directed path from j to i. Applying (1) repeatedly, we

get PX∗j > 0 implies PX∗i > 0.

For (c), if vertices i and j are in the same strongly connected components, then i � j

and j � i. By (2), we get PX∗i > 0⇔ PX∗j > 0.

For the restricted system (2.3) on H ∈ H at a ≥ 0, we have the following result.

Proposition 3.1. LetX∗∗ be an equilibrium of the restricted system (2.3). Then PX∗∗i are

either all positive or all zero for all i ∈ H . Furthermore, if there exist k ∈ H, l ∈ G\H

such that gkl(Xi, Pal) 6= 0, then PX∗∗i > 0 for all i ∈ H .

Proof. Using a similar argument as in the proof of Theorem 3.2, the signs of PX∗∗i are

the same since there is only one strongly connected component in system (2.3). If ∃k ∈

H, l ∈ G \ H such that gkl(Xi, Pal) 6= 0, then PX∗∗k > 0, and thus PX∗∗i > 0 for all

i ∈ H .

We define a mapping π : P → (0, 1)|H|

π : X∗ 7→ X̃∗ = (X̃∗H)H∈H, (3.2)

and

X̃∗H =


0 if PX∗i = 0, for i ∈ H ,

1 if PX∗i > 0, for i ∈ H ,

where |H| is the order of set H. From Theorem 3.2, we can see that mapping π is well

defined and has the following property.

Proposition 3.2. For X∗ ∈ P , if H ≺ H
′
, then X̃∗H ≤ X̃∗

H′
.

The following result follows from Proposition 3.2.
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Proposition 3.3. An equilibrium X∗ ∈ P is positive if and only if X̃∗H = 1 at all minimal

elements H ∈ H.

Proposition 3.4. Suppose that assumptions (A3) and (A4) are satisfied. Then

(a) For H ∈ H and a ≥ 0, the positive or boundary equilibrium of restricted system

(2.3) on H at a is unique.

(b) The mapping π is one-to-one.

Proof. When assumption (A3) is satisfied, the positive equilibrium of system (2.3) is

automatically unique, since otherwise the globally stable equilibrium can not attract orbits

originated from the other positive equilibria. By Proposition 3.1, if ∃k ∈ H, l ∈ G\H

such that gkl(Xi, PXl) 6= 0, then system (2.3) only has positive equilibrium which is

automatically unique; if such k, l do not exist, then system (2.3) breaks into independent

systems X ′i = Fi(Xi), i ∈ H when it is restricted on the boundary {PXi = 0, i ∈ H}.

Assumption (A4) guarantees the boundary equilibrium of system (2.3) is unique.

To see that π is one-to-one, suppose that π(P ∗) = π(P ∗∗) for P ∗, P ∗∗ ∈ P . We

use induction on the order |H| of H. Suppose that the claim holds for |H| = m. Then,

when |H| = m+ 1, we can identify a maximal element H in the ordered set (H,≺). Let

Gc = G\H , then variables inH will not appear in Gc subsystem. LetHc = Gc/∼ = H\H .

Then Hc is a subgraph of H with |Hc| = m, and P̃ ∗H′ = P̃ ∗∗H′ , for H ′ ∈ Hc. Therefore, by

our induction hypothesis,

P ∗
∣∣
Gc

= P ∗∗
∣∣
Gc
.

Furthermore, P ∗
∣∣
H

and P ∗∗
∣∣
H

are the equilibrium of the restricted system on H at a =

(P ∗
∣∣
Gc
, 0). By (a), P̃ ∗H = P̃ ∗∗H implies P ∗ = P ∗∗ on H since the boundary or positive

equilibrium is unique for system (2.3). Therefore, P ∗ = P ∗∗ over the entire graph G, and

the claim holds for |H| = m+ 1.
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Define an evaluation function E : P → R+ as E(X∗) =
∑

H∈H π(X∗)H for u∗ ∈ P .

The following results identify the global attracting equilibrium.

Theorem 3.3. Suppose that (A3) and (A5) are satisfied. Then the followings hold:

(a) all positive solutions of system (3.1) converge to a maximizer of function E;

(b) if in addition (A4) is satisfied, the maximizer of function E is unique.

Proof. To show (a), we note that since functionE takes only integer values and is bounded

by |H|, a maximizer exists. LetX∗ be a maximizer of functionE. For everyX∗∗ that dose

not maximize function E, let H ∈ H be the minimal component such that X̃∗H > X̃∗∗H .

Then X̃∗H = 1, X̃∗∗H = 0. By Corollary 3.2, for H ′ ≺ H , X̃∗H′ = X̃∗∗H′ = 0. Therefore the

limiting system of H-subsystem is the same as H-reduced subsystem. Since X̃∗H = 1, the

reduced H-subsystem has a positive equilibrium. By Assumption (A5), the reduced H-

subsystem is persistent, and thus the coordinates of a positive solutionX(t) in component

H will not converge to boundary equilibrium X∗∗
∣∣
H

. Therefore solutions in the interior

of the nonnegative orthant will not converge to X∗∗.

To show the uniqueness of the maximizer, we assume the opposite. Let X∗, X∗∗ be

two minimizers and X∗ 6= X∗∗. By assumption (A4), the mapping π is one to one, and

thus π(X∗) 6= π(X∗∗). There exists a minimal element H ∈ H such that X̃∗∗H > X̃∗H .

Thus X̃∗∗H = 1, X̃∗H = 0. Using a similar argument as in the proof of (a), we know the

solution in the interior of nonnegative orthant will not converge to X∗. This contradicts

(a) since X∗ is a maximizer of E. Therefore the maximizer of function E is unique.

Suppose system (3.1) satisfies assumptions (A1) − (A5). For every equilibrium P of

system (3.1), we can calculate the vector π(P ), and the number E(P ). Then we find the

unique maximizer P ∗ of E. By Theorem 3.3, positive solutions of (3.1) are attracted to

P ∗.
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3.2 A general class of multi-group epidemic models on

non-strongly connected networks

In this section we apply the approach described in section 3.1 to a general class of multi-

group epidemic models. We consider the following system of multi-group epidemic mod-

els of SEIR type:

S ′i = Λi − dSi Si −
n∑
j=1

βijfij(Si, Ij),

E ′i =
n∑
j=1

βijfij(Si, Ij)− (dEi + εi)Ei,

I ′i = εiEi − (dIi + γi)Ii,

i = 1, · · · , n, (3.3)

where Si, Ei, and Ii denote the number of individuals in the susceptible, exposed, and in-

fectious compartments in the i-th group of the host population, respectively. The number

of individuals in the recovered compartment of the i-th group is denoted by Ri, and Ri

satisfies the following equation:

R′i = εiEi − dRi Ri. (3.4)

Since equations in (3.3) does not contain variable Ri, we will first establish the global

dynamics of system (3.3), and then derive the asymptotic behaviours of Ri from equation

(3.4).

All parameters in system (3.3)-(3.4) are assumed to be nonnegative. We further as-

sume that dSk , d
E
k , d

I
k, d

R
k ,Λk > 0 for all k. For i 6= j, the incidence term βijfij(Si, Ij)

describes the cross-infection from group j to group i. Motivated by biological considera-

tions, we assume that fij(0, Ij) = 0, fij(Si, 0) = 0, and fij(Si, Ij) > 0 for Si > 0, Ij > 0.

We also assume that fij(Si, Ij) are sufficiently smooth. We further make the following

assumptions on the incidence function fij(Si, Ij):
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(F1) 0 < limIj→0+
fij(Si,Ij)

Ij
= Cij(Si) ≤ +∞, 0 < Si ≤ S0

i .

(F2) fij(Si, Ij) ≤ Cij(Si)Ij for all Ij > 0.

(F3) Cij(Si) ≤ Cij(S
0
i ), 0 < Si < S0

i .

If a positive equilibrium P ∗ = (S∗1 , E
∗
1 , I
∗
1 , ..., S

∗
n, E

∗
n, I

∗
n) of (3.3) exists, we assume

that

(F4) (Si − S∗i )(fii(Si, I∗i )− fii(S∗i , I∗i )) > 0, Si 6= S∗i .

(F5) [fij(Si, Ij)fii(S
∗
i , I
∗
i )−fij(S∗i , I∗j )fii(Si, I

∗
i )]
[
fij(Si,Ij)fii(S

∗
i ,I
∗
i )

Ij
−fij(S

∗
i ,I
∗
j )fii(Si,I

∗
i )

I∗j

]
≤

0, Si, Ij > 0.

Classes of fij(Si, Ij) satisfying (F1)-(F3) include common incidence functions such as

bilinear incidence fij(Si, Ij) = IjSi, nonlinear incidence fij(Si, Ij) = I
pj
j S

qi
i , and satu-

rated incidences fij(Si, Ij) =
I
pj
j

Ij+Aj

S
qi
i

Si+Bi
. For detailed description of the model, we refer

the reader to [21, 35, 55].

For each i, adding the three equations in (3.3) gives

(Si + Ei + Ii)
′ ≤ Λi − d∗i (Si + Ei + Ii)

with d∗i = min{dSi , dEi , dIi +γi} > 0.Hence lim supt→∞(Si+Ei+Ii) ≤ Λi/d
∗
i . Similarly,

from the Si equation we obtain lim supt→∞ Si ≤ Λi/d
S
i . Therefore, omega limit sets of

system (3.3) are contained in the following bounded region in the nonnegative cone of

R3n

Γ =
{

(S1, E1, I1, · · · , Sn, En, In) ∈ R3n
+ | 0 < Si ≤

Λi

dSi
, Si + Ei + Ii ≤

Λi

d∗i
, for all i

}
.

It can be verified that region Γ is positively invariant.

System (3.3) always has the disease-free equilibrium P0 = (S0
1 , 0, 0, · · · , S0

n, 0, 0), on

the boundary of Γ,where S0
i = Λi/d

S
i . An equilibrium P ∗ = (S∗1 , E

∗
1 , I
∗
1 , · · · , S∗n, E∗n, I∗n)

28



is called an endemic equilibrium of (3.3) if S∗i , E
∗
i , I
∗
i > 0 for all i = 1, · · · , n, and P ∗

is called a mixed equilibrium if E∗i , I
∗
i > 0 for some 1 ≤ i ≤ n while E∗j = I∗j = 0 for

some 1 ≤ j ≤ n. It can be seen that mixed equilibria are necessarily on the boundary of

Γ, and an endemic equilibrium belongs to the interior of Γ.

The basic reproduction number R0 for an epidemic model measures the average num-

ber of secondary infections caused by a single infectious individual in an entirely suscep-

tible population during its infectious period. Assume that fij(Si, Ij) satisfies (F1), and

let

M0 = M(S0
1 , S

0
2 , . . . , S

0
n) =

(
βij εiCij(S

0
i )

(dEi + εi)(dIi + γi)

)
1≤i,j≤n

. (3.5)

It can be shown using the method of next generation matrix as in [57] that R0 for system

(3.3) is

R0 = ρ(M0), (3.6)

where ρ is the spectral radius of the matrix. If Cij(S0
i ) = +∞ for some i and j, it is

understood that R0 = +∞, see also [35].

System (3.3) can be written as a coupled dynamical system on networks (3.1). Let

Xi = (Si, Ei, Ii)
T , the local agent system is a single-group SEIR model with vector field

Fi(Xi) = (Λi − dSi Si − βiifii(Si, Ii), βiifii(Si, Ii) − (dEi + εi)Ei, εiEi − (dIi + γi)Ii).

Let B = (βij) ≥ 0, the interaction network is defined by the digraph GB. A directed arc

from vertex j to i exists if and only if βij > 0. The general coupling terms are given by

gij = (−βijfij, βijfij, 0), and they represents cross-infections among groups. The matrix

P =

0 1 0

0 0 1

 ,

and PXi = (Ei, Ii)
T , which shows the coupling variables areEi and Ii. At an equilibrium

X∗ = (X∗1 , · · · , X∗n) with X∗i = (S∗i , E
∗
i , I
∗
i ), the disease is endemic in the group i if

PX∗i > 0, and group i is disease free if PX∗i = 0.
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Under the assumption that the transmission matrix B = (βij) is irreducible, or equiv-

alently, GB is strongly connected, the following threshold result was established in [35].

Theorem 3.4 (Li and Shuai). Assume that B = (βij) is irreducible.

(a) If R0 ≤ 1, then P0 is the only equilibrium and is globally asymptotically stable in

Γ.

(b) If R0 > 1, then system (3.3) has a unique endemic equilibrium P ∗, and P ∗ is

globally asymptotically stable in the interior of Γ if assumptions (F4) and (F5) are

satisfied.

When the irreducibility assumption on the transmission matrix B = (βij) is dropped,

the digraph GB is not necessarily strongly connected. We show in the following that all

groups within a strongly connected component H have the same behaviours. From the

form of functions Fi(Xi) and gij(Xi, Xj), we can verify that conditions in (A1) and (A2)

are satisfied. From Theorem 3.2 we have the following result.

Proposition 3.5. Let X∗ = (S∗i , E
∗
i , I
∗
i )i∈G be an equilibrium and H be a strongly con-

nected component of GB. Either PX∗i = 0 for all i ∈ H or P ∗i > 0 for all i ∈ H .

The condensed graph H, sub-systems, reduced sub-systems, restricted systems and

the set of equilibria P are defined in the same way as in Section 3.1. For a strongly

connect component H ∈ H, the reduced H-subsystem is a closed system. Let R0,H

denote its basic reproduction number. Since the reduced H-subsystem has an irreducible

transmission matrix, it satisfies Theorem 3.4. Therefore, if R0,H ≤ 1 all solutions of

the reduced H-subsystem converge to the disease-free equilibrium, and if R0,H > 1, all

solutions of reduced H-subsystem converge to an unique endemic equilibrium.

The following result establishes the relation between the basic reproduction number

R0 for the entire system and R0,H .
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Theorem 3.5. LetH be the condensing graph of (G, B). Then

R0 = max{R0,H | H ∈ H}. (3.7)

Proof. Theorem 3.5 holds trivially if B is irreducible. Suppose that B is reducible. For a

strongly connected component H ∈ H, let

M0,H =

(
βij εiCij(S

0
i )

(dEi + εi)(dIi + γi)

)
i,j∈V (H)

.

ThenR0,H = ρ(M0,H). If we group the equations in (3.3) according to strongly connected

components of (G, B) and rearrange the components according to the order ≺ defined on

H, then matrix M0 in (3.5) can be written in block-triangular form

M0 =



M0,H1 0 . . . 0

∗ M0,H2 . . . 0

...
... . . . ...

∗ ∗ . . . M0,HN


,

where H1, · · · , HN are the vertices of the condensed graph H. Using Cauchy-Bonet

formula we see that eigenvalues of M0 are the ensemble of eigenvalues of M0,Hi , i =

1, · · · , N. This leads to relation (3.7).

It is clear from Theorem 3.5 that network connectivity has a strong impact on the

endemicity of disease transmission. When the interaction network is not strongly con-

nected, R0 > 1 if R0,H > 1 on one of the component H . Accordingly, the disease may be

endemic in some groups and disappears from other groups. It is possible that an endemic

equilibrium may not exist, and that system (3.3) can have multiple mixed equilibria. It

is of interest to investigate whether R0 > 1 can imply the existence of a positive endem-

ic equilibrium, and whether global convergence to an equilibrium still holds. Suppose

R0 > 1 and no positive equilibrium exists, it is then of interest to investigate which of the
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many mixed equilibria will be globally stable. The theory developed in Section 3.1 will

be applied to investigate the global dynamics of system (3.3) and address these issues.

Each local agent system of (3.3) is a single-group SEIR model with an unique bound-

ary equilibrium, thus assumption (A4) is satisfied. For every strongly connected compo-

nent H , global dynamics of the reduced H-subsystem is described by Theorem 3.4. In

particular, when a positive equilibrium exists, we know R0,H > 1 and this positive equi-

librium attracts all the positive solutions, therefore system (3.3) is uniformly persistent,

assumption (A5) is satisfied.

Next we show that system (3.3) satisfies assumption (A3). Let H ∈ H be a strongly

connected component and aj ≥ 0, j ∈ G \H . The restricted subsystem on H at a is:

S ′i = Λi − dSi Si −
∑
j∈H

βijfij(Si, Ij)−
∑
j∈G\H

βijfij(Si, aj)

E ′i =
∑
j∈H

βijfij(Si, Ij) +
∑
j∈G\H

βijfij(Si, aj)− (dEi + εi)Ei,

I ′i = εiEi − (dIi + γi)Ii,

i ∈ H. (3.8)

We want to show that system (3.8) has a unique nonegative equilibrium that attracts all

positive solutions. We will establish the result for a more general system:

S ′i = Λi − dSi Si −
n∑
j=1

βijf(Si, Ij)− hi(Si, Ii),

E ′i =
n∑
j=1

βijf(Si, Ij) + pihi(Si, Ii)− (dEi + εi)Ei, i = 1, 2, ...n,

I ′i = εiEi + qihi(Si, Ii)− (dIi + γi)Ii,

(3.9)

where pi, qi satisfy pi, qi ≥ 0 and 0 < pi+qi ≤ 1 for all i, hi(Si, Ii) ≥ 0. Other parameters

have the same interpretation as in system (3.3). LetB1 = (βij), then GB1 is the interaction

network that associated with system (3.9).

System (3.9) can be regarded as a general multi-group model with vertical transmis-

sion: functions hi(Si, Ii) can be understood as newborns infected at birth in the i-th group,
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and enter compartments Ei and Ii by fractions pi and qi respectively. It can be verified

that the feasible region for system (3.9) is

∆ =
{

(S1, E1, I1, ..., Sn, En, In) ∈ R3n
+ | 0 < Si ≤

Λi

dSi
, Si + Ei + Ii ≤

Λi

d∗i
, for all i

}
,

with d∗i = min{dSi , dEi , dII}. An equilibrium P ∗ = (S∗1 , E
∗
1 , I
∗
1 , ..., S

∗
n, E

∗
nI
∗
n) of system

(3.9) satisfy the following equilibrium equations

0 = Λi − dSi S∗i −
n∑
j=1

βijf(S∗i , I
∗
j )− hi(S∗i , I∗i ),

0 =
n∑
j=1

βijf(S∗i , I
∗
j ) + pihi(S

∗
i , I
∗
i )− (dEi + εi)E

∗
i , i = 1, 2, ...n.

0 = εiE
∗
i + qihi(S

∗
i , I
∗
i )− (dIi + γi)I

∗
i .

(3.10)

Proposition 3.6. Assume matrixB1 is irreducible and there exists k such that hk(Sk, Ik) >

0 given Sk > 0. Then

(a) system (3.9) has no equilibria on the boundary of ∆, and

(b) system (3.9) has an endemic(positive) equilibrium.

Proof. By the positive invariance of the compact and convex feasible region ∆ and Brow-

der’s Fixed Point Theorem [10], we can deduce that system (3.9) has an equilibrium in

∆. Let P ∗ = (S∗1 , E
∗
1 , I
∗
1 , ..., S

∗
n, E

∗
n, I

∗
n) be a equilibrium of system (2.9). From the first

equation of (3.10) we get S∗i > 0 for all i.

Suppose hk(Sk, Ik) > 0 for Sk > 0. Then from (3.10),

(dEk + εk)E
∗
k =

n∑
j=1

βkjf(S∗k , I
∗
j ) + pkhk(S

∗
k , I
∗
k),

(dIk + γ)I
∗
k = εkE

∗
k + qkhk(S

∗
k , I
∗
k).

Therefore, hk(S∗k , I
∗
k) > 0 implies that Pu∗k = (E∗k , I

∗
k)T > 0. Since GB1 is strongly con-

nected, we know Pu∗i > 0 for all i ∈ GB1 , thus system (3.9) has an endemic equilibrium
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and no boundary equilibria.

Let P ∗ = (S∗1 , E
∗
1 , I
∗
1 , ..., S

∗
n, E

∗
n, I

∗
n) be an endemic equilibrium of (3.9). We make

the following assumption on hi(Si, Ii):

(F6)
(

1− Iifii(Si,I
∗
i )hi(S

∗
i ,I
∗
i )

I∗i fii(S
∗
i ,I
∗
i )hi(Si,Ii)

)(
fii(S

∗
i ,I
∗
i )hi(Si,Ii)

fii(Si,I∗i )hi(S∗i ,I
∗
i )
− 1
)
≤ 0, for all Si, Ii > 0.

The next result establishes the global dynamics of system (3.9) whenB1 is irreducible.

It generalizes the global stability result in [21, 35].

Theorem 3.6. Suppose matrix B1 is irreducible and there exists k such that hk(Sk, Ik) >

0 in ∆. Assume that conditions (F1)− (F6) hold. Then system (3.9) has a unique endemic

equilibrium and it is globally asymptotically stable in the interior of ∆.

Proof. Let P ∗ = (S∗1 , E
∗
1 , I
∗
1 , · · · , S∗n, E∗n, I∗n) be an endemic equilibrium of (3.9). Let

Vi =

∫ Si

S∗i

fii(ξ,I
∗
i )−fii(S∗i ,I∗i )

fii(ξ,I∗i )
dξ + Ei − E∗i logEi +

dEi +εi
εi

(Ii − I∗i log Ii).

Taking the derivative of Vi along solutions to system (3.9), we obtain

V̇i =
(

1− fii(S
∗
i ,I
∗
i )

fii(Si,I∗i )

)(
Λi − dSi Si −

n∑
j=1

βijf(Si, Ij)− hi(Si, Ii)
)

+
n∑
j=1

βijf(Si, Ij)

+ pihi(Si, Ii)− (dEi + εi)Ei − E∗i
Ei

n∑
j=1

βijf(Si, Ij)− E∗i
Ei
pihi(Si, Ii) + (dEi + εi)E

∗
i

+ (dEi + εi)Ei − (dEi +εi)(d
I
i+γi)

εi
Ii +

(dEi +εi)

εi
qihi(Si, Ii)− I∗i

Ii
(dEi + εi)Ei

+
(dEi +εi)(d

I
i+γi)

εi
I∗i −

(dEi +εi)I
∗

εiI
qihi(Si, Ii)

≤ −dSi
[
Si − S∗i

)(
1− fii(S

∗
i ,I
∗
i )

fii(Si,I∗i )

]
+

n∑
j=1

βijf(S∗i , I
∗
j )
[
3 +

fii(S
∗
i ,I
∗
i )fij(Si,Ij)

fii(Si,I∗i )fij(S∗i ,I
∗
j )
− fii(S

∗
i ,I
∗
i )

fii(Si,I∗i )
− E∗i fij(Si,Ij)

Eifij(S∗i ,I
∗
j )
− Ii

I∗i
− EiI

∗
i

E∗i Ii

]
+ pihi(S

∗
i , I
∗
i )
[
3 +

fii(S
∗
i ,I
∗
i )hi(Si,Ii)

fii(Si,I∗i )hi(S∗i ,I
∗
i )
− fii(S

∗
i ,I
∗
i )

fii(Si,I∗i )
− E∗i hi(Si,Ii)

Eihi(S∗i ,I
∗
i )
− Ii

I∗i
− EiI

∗
i

E∗i Ii

]
+ qihi(S

∗
i , I
∗
i )
[
2 +

fii(S
∗
i ,I
∗
i )hi(Si,Ii)

fii(Si,I∗i )hi(S∗i ,I
∗
i )
− I∗i hi(Si,Ii)

Iihi(S∗i ,I
∗
i )
− Ii

I∗i
− fii(S

∗
i ,I
∗
i )

fii(Si,I∗i )

]
.

34



Let

Qi(Si, Ei, Ii) = 3 +
fii(S

∗
i ,I
∗
i )hi(Si,Ii)

fii(Si,I∗i )hi(S∗i ,I
∗
i )
− fii(S

∗
i ,I
∗
i )

fii(Si,I∗i )
− E∗i hi(Si,Ii)

Eihi(S∗i ,I
∗
i )
− Ii

I∗i
− EiI

∗
i

E∗i Ii
,

Ri(Si, Ei, Ii) = 2 +
fii(S

∗
i ,I
∗
i )hi(Si,Ii)

fii(Si,I∗i )hi(S∗i ,I
∗
i )
− I∗i hi(Si,Ii)

Iihi(S∗i ,I
∗
i )
− Ii

I∗i
− fii(S

∗
i ,I
∗
i )

fii(Si,I∗i )
,

and

Fij(Si, Ei, Ii, Ij) = 3 +
fij(Si,Ij)fii(S

∗
i ,I
∗
i )

fij(S∗i ,I
∗
j )fii(Si,I∗i )

− fii(S
∗
i ,I
∗
i )

fii(Si,I∗i )
− fij(Si,Ij)E

∗
i

fij(S∗i ,I
∗
j )Ei
− Ii

I∗i
− EiI

∗
i

E∗i Ii
.

Then

Qi(Si, Ei, Ii) =
(

4− fii(S
∗
i ,I
∗
i )

fii(Si,I∗i )
− E∗i hi(Si,Ii)

Eihi(S∗i ,I
∗
i )
− Iifii(Si,I

∗
i )hi(S

∗
i ,I
∗
i )

I∗i fii(S
∗
i ,I
∗
i )hi(Si,Ii)

− EiI
∗
i

E∗i Ii

)
+
(

1− Iifii(Si,I
∗
i )hi(S

∗
i ,I
∗
i )

I∗i fii(S
∗
i ,I
∗
i )hi(Si,Ii)

)(
fii(S

∗
i ,I
∗
i )hi(Si,Ii)

fii(Si,I∗i )hi(S∗i ,I
∗
i )
− 1
)

≤
(

1− Iifii(Si,I
∗
i )hi(S

∗
i ,I
∗
i )

I∗i fii(S
∗
i ,I
∗
i )hi(Si,Ii)

)(
fii(S

∗
i ,I
∗
i )hi(Si,Ii)

fii(Si,I∗i )hi(S∗i ,I
∗
i )
− 1
)

≤ 0,

by assumption (F6). Similarly,

Ri(Si, Ei, Ii) =
(

3− fii(S
∗
i ,I
∗
i )

fii(Si,I∗i )
− I∗i hi(Si,Ii)

Iihi(S∗i ,I
∗
i )
− Iifii(Si,I

∗
i )hi(S

∗
i ,I
∗
i )

I∗i fii(S
∗
i ,I
∗
i )hi(Si,Ii)

)
+
(

1− Iifii(Si,I
∗
i )hi(S

∗
i ,I
∗
i )

I∗i fii(S
∗
i ,I
∗
i )hi(Si,Ii)

)(
fii(S

∗
i ,I
∗
i )hi(Si,Ii)

fii(Si,I∗i )hi(S∗i ,I
∗
i )
− 1
)

≤
(

1− Iifii(Si,I
∗
i )hi(S

∗
i ,I
∗
i )

I∗i fii(S
∗
i ,I
∗
i )hi(Si,Ii)

)(
fii(S

∗
i ,I
∗
i )hi(Si,Ii)

fii(Si,I∗i )hi(S∗i ,I
∗
i )
− 1
)

≤ 0.

Using assumption (F4) we obtain

V̇i ≤
n∑
j=1

βijf(S∗i , I
∗
j )Fij(Si, Ei, Ii, Ij).

Let Φ(a) = 1 − a + log a and Li(Ii) = − Ii
I∗i

+ log Ii
I∗i

. Then Φ(a) ≤ 0 for a > 0 and the
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equality holds only at a = 1. Furthermore,

Fij = Li(Ii)− Lj(Ij) + Φ
(
fii(S

∗
i ,I
∗
i )

fii(Si,I∗i )

)
+ Φ

(
EiI
∗
i

E∗i Ii

)
+ Φ

(
Ijfij(S

∗
i ,I
∗
j )fii(Si,I

∗
i )

I∗j fij(Si,Ij)fii(S
∗
i ,I
∗
i )

)
+ Φ

(
fij(Si,Ij)E

∗
i

fij(S∗i ,I
∗
j )Ei

)
+
(
fij(Si,Ij)fii(S

∗
i ,I
∗
i )

fij(S∗i ,I
∗
j )fii(Si,I∗i )

− 1
)(

1− Ijfij(S
∗
i ,I
∗
j )fii(Si,I

∗
i )

I∗j fij(Si,Ij)fii(S
∗
i ,I
∗
i )

)
≤ Li(Ii)− Lj(Ij).

Therefore along each directed cycle C,
∑

(i,j)∈E(C)
Fij ≤ 0. Let ci is the cofactor of the i-th

diagonal entry of matrix (βijf(S∗i , I
∗
j )), and V =

n∑
i=1

ciVi. By Theorem 2.1, V̇ ≤ 0 for all

(S1, E1, I1, · · · , Sn, En, In) ∈ ∆.

In a subset of {(S1, E1, I1, ..., Sn, En, In) | V̇ = 0} that is invariant for system (3.9),

we necessarily have dSi (Si − S∗i )(1 −
fii(S

∗
i ,I
∗
i )

fii(Si,I∗i )
) = 0 and Qi(Si, Ei, Ii) = 0, for all i.

It can be verified that these conditions imply Si = S∗i , Ei = E∗i and Ii = I∗i for all

i. Therefore the largest invariant set where V̇ = 0 is the singleton {P ∗}. LaSalle’s

Invariance Principle [33] implies that the equilibrium P ∗ is globally asymptotically stable

in ∆. The uniqueness of P ∗ follows from its global stability.

It can be seen that the restricted system (3.8) on a strongly connected component H is

a special case of the system (3.9), with pi = 1, qi = 0 and

hi(Si, Ij) =
∑
j∈G\H

βijfij(Si, cj). (3.11)

The following proposition follows from Theorem 3.6. It shows that system (3.3) satisfies

assumption (A3).

Proposition 3.7. For every H ∈ H, let hi(Si, Ij) be defined as in (3.11). Assume fij

satisfies assumptions (F1)-(F3).

(a) Suppose that there exists k ∈ H such that hk(Sk, Ik) > 0 and that fij satisfies

assumptions (F4)-(F6). Then the restricted system (3.8) has an unique endemic
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equilibrium and it is globally asymptotically stable in the interior of the positive

octant.

(b) Suppose that hi(Si, Ii) = 0 for all i ∈ H and that fij satisfies assumptions (F4) and

(F5). IfR0,H ≤ 1, then disease free equilibrium is globally asymptotically stable; if

R0,H > 1, then a unique endemic equilibrium exists and is globally asymptotically

stable in the interior the positive octant.

We have shown that assumptions (A1)-(A5) are satisfied by system (3.3). Let evalua-

tion map E : P → R+ be defined as in Section 3.1. Applying Theorem 3.3, we have the

following result.

Theorem 3.7. Assume that incidence functions in (2.6) satisfy assumptions (F1)-(F6).

Then all positive solutions of system (3.3) converge to the unique maximizer of the evalu-

ation map E.

For a strongly connected component H ∈ H, define

R1,H = max{R0,H′ |H ′ ∈ H, H ′ ≺ H or H ′ = H}.

R1 serves as a threshold value that indicate whether disease disappears or persists in each

strongly connected component.

Theorem 3.8. Let P ∗ be the nonnegative globally asymptotically stable equilibrium of

system (3.3). For ∀H ∈ H, if R1,H > 1, then I∗i > 0 for all i ∈ H; if R1,H ≤ 1, then

I∗i = 0 for all i ∈ H .

The theorem can be proved using the property of the mapping π.

Corollary 1. Assume fij satisfies assumptions (F1)-(F6). For system (3.3),

(i) if R1,H ≤ 1 for every strongly connected component H , disease free equilibrium is

the only equilibrium, and it is globally asymptotically stable;
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(ii) if R1,H > 1 for every strongly connected component H , there exists an unique

positive equilibrium that is globally asymptotically stable;

(iii) otherwise, there exist mixed equilibria, and one of them is globally asymptotically

stable.

For the class of multi-group epidemic models whose incidence functions satisfy as-

sumptions (F1)-(F6), Theorems 3.4, 3.7, 3.8 and Corollary 1 completely characterize the

impact of interaction network on the endemicity of the disease. If the network is strongly

connected, then the disease outcomes are entirely determined by the basic reproduction

number R0 (Theorem 3.4): if R0 ≤ 1 the disease dies out; if R0 > 1 the disease persists

in all groups and all persistent solutions converge to a unique positive endemic equilib-

rium. The clustered behavior does not occur. If the network is not strongly connected,

then R0 no longer uniquely determines the disease outcomes. While R0 ≤ 1 still im-

plies that the disease dies out from all groups, R0 > 1 can not guarantee that the disease

is persistent in all groups. A positive endemic equilibrium many not exist in this case,

and multiple mixed equilibria may exist depending on the network connectivity. As we

show in Theorems 3.7 and 3.8 that it is productive to partition the network G into strongly

connected components and examine the resulting condensed graph H. A natural order ≺

and an evaluation map E can be defined on the set of equilibria using the induced net-

work structure on the condensed graph H. The unique maximizer of map E identifies

the equilibrium that attracts all positive solutions. The maximizer identifies the groups in

which the disease is endemic and groups in which the disease disappears. The order ≺

also enables us define the threshold value R1, its importance in determining whether the

disease is endemic in all of the groups is clearly shown in Theorem 3.8 and its corollary.

For multi-group epidemic models, we say two groups are in the same cluster if disease

eventually dies out in both groups or persists in both groups. It is shown in Theorem 3.8

that disease either dies out or persists in all groups of a same strongly connected com-
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ponent, this implies that dynamical clusters are composed of strongly connected com-

ponents. Thus clustered behavior will not occur for system (3.3) on strongly connected

networks. The graph connectivity of interaction network GB impacts the threshold values

R1,H for every strongly connected component, thus impacts the dynamics of system (3.3).

3.3 Numerical simulations

In this section we show several simulation results for the multi-group SEIR model in

Section 3.2.

For the multi-group SEIR model (3.3), we choose n = 3, with the bilinear incidence

function fij(Si, Ij) = SiIj . The coupling matrix B = (βij) and the corresponding inter-

action network are given in Figure 3.1.

B =

β11 β12 0
β21 β22 0
0 β32 β33


/.-,()*+1

β21ww/.-,()*+2
β32

33

β12
77

/.-,()*+3

Figure 3.1: Transmission matrix B and the corresponding transmission digraph G.

Here the transmission matrix (βij) is reducible. The set of strongly connected com-

ponents H = {H1, H2} = {{1, 2}, 3}, and H1 ≺ H2. We can compute the basic repro-

duction number R0,Hi for Hi reduced subsystem, i = 1, 2, using formula (3.6). Then,

Theorem 3.5 implies that the basic reproduction number R0 for the coupled system satis-

fies

R0 = max{R0,H1 , R0,H2}.

From Theorem 3.7 in Section 3.2, the global dynamics are determined by these two basic

reproduction numbers and the graph structure as summarized in the following three cases:

(1) When R0,H1 ≤ 1, R0,H2 ≤ 1, we have R0 ≤ 1, and π(P ∗)H1 = π(P ∗)H2 = 0.
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Accordingly, the disease-free equilibrium P0 = (S∗1 , 0, 0, S
∗
2 , 0, 0, S

∗
3 , 0, 0) is the

only equilibrium and it is globally asymptotically stable.

(2) When R0,H1 ≤ 1, R0,H2 > 1, we have R0 > 1, and π(P ∗)H1 = 0, π(P ∗)H2 = 1.

There are two equilibria: the disease-free equilibrium P0 and a mixed equilibri-

um P ∗ = (S∗1 , 0, 0, S
∗
2 , 0, 0, S

∗
3 , E

∗
3 , I
∗
3 ), with π(P0)H1 = 0, π(P0)H2 = 1 and

π(P ∗)H1 = 0, π(P ∗)H2 = 1. Thus E(P0) = 0, E(P ∗) = 1, the mixed equilib-

rium P ∗ is the maximizer of E, all solutions in the interior of Γ are attracted to

P ∗.

(3) When R0,H1 > 1, we have R0 > 1, and π(P ∗)H1 = π(P ∗)H2 = 1. There are

two equilibria: the disease-free equilibrium P0 and the endemic equilibrium P ∗ =

(S∗1 , E
∗
1 , I
∗
1 , S

∗
2 , E

∗
2 , I
∗
2 , S

∗
3 , E

∗
3 , I
∗
3 ). It can be seen that E(P0) = 0, E(P ∗) = 2.

The endemic equilibrium P ∗ is the maximizer of π and attracts all solutions in the

interior of Γ, irrespective of the value of R0,H2 .

Note that the mapping π and E are defined in section 3.1, the feasible Γ region is defined

in section 3.2.

We have chosen parameter values to simulate the model and demonstrate the solutions

for cases (2) and (3). Our simulation results are shown in Figure 3.2, in which we have

plotted Ii(t) for i = 1, 2, 3. In Figure 3.2-(a), both I1(t) and I2(t) approach zero, and

I3(t) approaches a positive value, so that solutions with positive initial conditions con-

verge to a mixed equilibrium. In Figure 3.2-(b), all Ii(t) approach positive values, thus

solutions with positive initial conditions converge to the endemic equilibrium. Note that

in Figure 3.2-(b), the parameter values are chosen such that R0,H2 < 1, however, I3(t)

approaches a positive value instead of 0.
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(a) A positive solution is attracted to a mixed e-
quilibrium in case (2).
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(b) A positive solution is attracted to the endemic
equilibrium in case (3).

Figure 3.2: Mixed equilibrium and positive equilibrium.
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Chapter 4

Coupled gradient functional differential

equations on networks

The local agent systems and couplings of a complex system may involve time delays

[13, 42, 49]. Coupled functional differential equations on interaction networks are the

mathematical framework to study complex systems with time delays. Given a directed

graph G with vertices 1, 2, ..., n, let Xi ∈ Rd be the variable on vertex i, assume the local

dynamics on vertex i is described by

Ẋi(t) = Fi(Xit). (4.1)

For some r > 0, Xit ∈ C([−r, 0],Rd) and Xit(s) = X(t + s),−r ≤ s ≤ 0, Fi :

C([−r, 0],Rd) → Rd. Let h : C([−r, 0],Rd) × C([−r, 0],Rd) → Rd represent the

coupling from vertex j to i, and hij 6≡ 0 if and only if there is a directed edge from j to i

in G. The coupled functional differential equations on G is

Ẋi(t) = Fi(Xit) +
n∑
j=1

hij(Xit, Xjt) i = 1, 2, ..., n. (4.2)
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In system (4.2), for i = 1, 2, ...n, the derivative of Xi at time t is determined by all the

information of Xj(s), j = 1, 2, ..., n, t− r ≤ s ≤ t.

Like in Chapter 3, in this chapter we assume the local agent systems (4.1) are gradient,

and investigate how the connectivity of interaction network impact the dynamic behaviors

of system (4.2). Without stating the general approach for studying coupled functional

differential equations as in Section 3.1, we directly investigate a group of multi-group

epidemic models with time delays.

Previously, multi-group epidemic models with time delays were only studied under

strongly connected networks. In this chapter, our study extends various results in previous

literatures. By the theory of asymptotical autonomous semiflows, we firstly establish a

global convergence result for the model. Next we prove the global stability result for all

restricted systems on strongly connected components, this is the key step. Thirdly, for

each group, we define a number R1 that determines whether disease dies out or persists in

the group. R1 is determined by both basic reproduction number R0 [57] and the structure

of the interaction network G, thus the impact of G is shown.

The chapter is organized as follows. In Section 4.1, we state the approach to construct-

ing global Lyapunov functions for coupled functional differential equations on networks.

In Section 4.2, we present the multi-group model with distributed time delays. In Section

4.3, we prove the global stability result for restricted systems, and the original model. In

Section 4.4 we show the impact of the connectivity of interaction network on the disease

transmission.
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4.1 Approach to constructing global Lyapunov functions

for coupled functional differential equations

For an open set Di ⊂ C([−r, 0],Rd), ϕ ∈ D, let X(ϕ) be the solution of (4.1) for initial

condition ϕ. For a continuous functional Vi : Di 7→ R, the derivative V̇i along the solution

of (4.1) is given as [25]

V̇i(ϕ) = lim sup
h→0+

Vi(Xh(ϕ))− Vi(ϕ)

h

where Xh(θ) = X(θ + h).

The following theorem can be derived from [35], it shows the approach to constructing

global Lyapunov functions for coupled functional differential equations.

Theorem 4.1. For open sets Di ⊂ C([−r, 0],Rd), i = 1, 2, ..., n, and D =
n∏
i=1

Di. As-

sume that the following assumptions are satisfied.

(1) There exist functions Vi(Xit) : Di 7→ R, Fij(uit, ujt) ∈ Di × Dj 7→ R, and

nonnegative constants kij such that

V̇i(Xit) ≤
n∑
j=1

kijFij(Xi, Xj), ui ∈ Di, i = 1, 2, . . . , n.

(2) Let K = (kij), along each directed cycle C of the weighted digraph GK ,

∑
(s,r)∈E(C)

Frs(Xr, Xs) ≤ 0, Xr ∈ Dr, Xs ∈ Ds.

(3) Matrix K is irreducible.

Let ci be the cofactor of the i-th diagonal entry of matrix K, and function V (Xt) =
n∑
i=1

ciVi. Then ci > 0, i = 1, 2, ..., n and V̇ (Xt) ≤ 0 for X ∈ D.
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4.2 Model description

We consider a multi-group SIR model with delays. Let Sk, Ik, Rk denote the suscepti-

ble, infectious and recovered population in the k-th group, let lk(r) : R+ 7→ R+ be a

continuous kernel function that represents the infectivity at infectious age r. Assume the

incidence function is of the nonlinear form Sh(I), where h(I) : R+ 7→ R+. The disease

incidence for the k-th group is given by
n∑
j=1

βkjSk
∫∞

0
lj(r)hj(Ij(t − r))dr, here βkj is

the transmission coefficient from group j to group k. The Multi-group SIR model can be

described by the following system of coupled functional differential equations

S ′k = Λk − dSkSk −
n∑
j=1

βkjSk

∫ ∞
0

lj(r)hj(Ij(t− r))dr,

I ′k =
n∑
j=1

βkjSk

∫ ∞
0

lj(r)hj(Ij(t− r))dr − (dIk + γk)Ik,

R′k = γkIk − dRkRk,

k = 1, 2, ..., n. (4.3)

Here Λk represents the influx of susceptible population in group k, dSk , d
I
k, d

R
k represent

the death rate of the susceptible, infectious and recovered population in the k-th group,

and γk represents the rate from infectious compartment to recovered compartment in the

k-th group. Note Rk does not appear in the first two equations of (4.3), we can just

consider the following system

S ′k = Λk − dSkSk −
n∑
j=1

βkjSk

∫ ∞
0

lj(r)hj(Ij(t− r))dr,

I ′k =
n∑
j=1

βkjSk

∫ ∞
0

lj(r)hj(Ij(t− r))dr − (dIk + γk)Ik,

k = 1, 2, ..., n. (4.4)

Let n × n matrix B = (βkj), GB is the interaction network of coupled functional dif-

ferential equations (4.4). From biological considerations, we assume that the nonlinear

functions hj(Ij), j = 1, 2, ..., n satisfy the following conditions.
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(C1) hj(I) ≥ 0, hj(0) = 0, j = 1, 2, ..., n,

(C2) lim
I→0

hj(I)

I
= cj and hj(I)

I
≤ cj, j = 1, 2, ..., n.

(C3) h′j(I) ≥ 0, h′′j (I) ≤ 0 for j = 1, 2, ..., n.

Note that we allow cj =∞ in condition (C2).

For k = 1, 2, ..., n, we assume that the kernel function lk(r) has compact support, and

satisfies the following property:

ak =

∫ ∞
0

lk(r)dr > 0. (4.5)

Let N be the smallest number such that lk(r) = 0 when |r| > N . Let Banach space C =

C([−N, 0],R) and designate the norm of an element φ in C by ‖φ‖ = sup−N≤θ≤0 |φ(s)|.

For φ ∈ C, let φt ∈ C be defined as φt(θ) = φ(t + θ),−N ≤ θ ≤ 0. We consider

system (4.4) in phase space X =
n∏
k=1

R × C. Standard theory of functional differential

equations [25] ensures that system (4.4) with initial conditions

(S1(0), I10, ..., Sn(0), In0) = (S1,0, φ1, ..., Sn,0, φn) ∈ X

has a unique solution (S1(t), I1t, ..., Sn(t), Int) ∈ X .

By similar argument as in [36], It can be seen that

Θ = {(S1, I1(·), ..., Sn, In(·)) ∈ X|0 ≤ Sk ≤
Λk

dSk
, Sk+Ik(0) ≤ Λk

d∗k
, Ik ≥ 0, k = 1, 2, ...n}

is positively invariant for system (4.4), where d∗k = min{dSk , dIk + γk}.

For system (4.4), there exists a disease free equilibrium P0 = (S0
1 , 0, S

0
2 , 0, ..., S

0
n, 0).

The basic reproduction number R0 can be defined as the spectral radius of the next gen-

eration matrix [57]

M0 = (
βkjS

0
kajcj

dIk + γk
)n×n, (4.6)

where aj, j = 1, 2, ..., n are defined in (4.5). When the interaction network GB is strongly
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connected, the following threshold result was established in [49].

Theorem 4.2. [49] Assume GB is strongly connected, and assumptions (C1), (C2) are

satisfied. Then

(a) ifR0 ≤ 1, P0 is the only equilibrium of system (4.4) and it is globally asymptotically

stable in Θ.

(b) if R0 > 1, system (4.4) has a unique endemic equilibrium P ∗, and P ∗ is globally

stable in the interior of Θ if assumption (C3) is satisfied.

When the interaction network GB is not strongly connected, we use similar methods

as in Chapter 3 to study system (4.4). Subsystems, reduced subsystems, and restricted

systems of system (4.4) are defined as in Chapter 2. Let G ∈ G be a subgraph of GB, the

G-subsystem of system (4.4) is

S ′k = Λk − dSkSk −
∑
j∈GB

βkjSk

∫ ∞
0

lj(r)hj(Ij(t− r))dr,

I ′k =
∑
j∈GB

βkjSk

∫ ∞
0

lj(r)hj(Ij(t− r))dr − (dIk + γk)Ik,

k ∈ G; (4.7)

the reduced G-subsystem of system (4.4) is

S ′k = Λk − dSkSk −
∑
j∈G

βkjSk

∫ ∞
0

lj(r)hj(Ij(t− r))dr,

I ′k =
∑
j∈G

βkjSk

∫ ∞
0

lj(r)hj(Ij(t− r))dr − (dIk + γk)Ik,

k ∈ G; (4.8)

let a = (a1, a2, ...an) ∈ Rn
+, the restricted system on G at a of system (4.4) is

S ′k = Λk − dSkSk −
∑
j∈G

βkjSk

∫ ∞
0

lj(r)hj(Ij(t− r))dr −
∑

s∈GB\G

βksSk

∫ ∞
0

ls(r)hs(as)dr,

I ′k =
∑

s∈GB\G

βksSk

∫ ∞
0

ls(r)hs(as)dr +
∑
j∈G

βkjSk

∫ ∞
0

lj(r)hj(Ij(t− r))dr − (dIk + γk)Ik,

k ∈ G
(4.9)
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LetH be the condensed graph of GB.

Theorem 4.3. Assume that ∀H ∈ H and ∀a ≥ 0, the restricted system (4.9) onH at a has

a nonnegative equilibrium that attracts all positive solutions. Then all positive solutions

of coupled system (4.4) converge to a single nonnegative equilibrium P ∗.

Proof. Suppose for ∀s ∈ G \ H , Is(t) approaches as. By Lemma 2.2, the semiflow

defined by the H-subsystem (4.2) is asymptotic autonomous with the semiflow defined

by the restricted system (4.9) onH at a. By Theorem 2.2, if the restricted system (4.9) has

an equilibrium P ∗ that attracts all positive solutions, then P ∗ attracts attracts all positive

solutions of the H-subsystem (4.2). The rest of the proof is the same as the proof of

Theorem 3.1.

4.3 Analysis of the restricted system

For a restricted system (4.9) onH ∈ H at a, let pk =
∑

s∈GB\H
βks
∫∞

0
ls(r)hs(as)dr, k ∈ H .

Let m = |H|, relabel the vertices in H to be 1, 2, ...,m. Then system (4.9) can be written

as

S ′k = Λk − dSkSk −
m∑
j=1

βkjSk

∫ ∞
0

lk(r)hj(Ij(t− r))dr − pkSk,

I ′k = pkSk +
m∑
j=1

βkjSk

∫ ∞
0

lk(r)hj(Ij(t− r))dr − (dIk + γk)Ik,

k = 1, 2, ...,m.

(4.10)

Let matrix B1 = (βkj)m×m, B1 is irreducible since H is a strongly connected com-

ponent. System (4.10) can be viewed as a multi-group model with vertical transmission.

Let Xm =
m∏
k=1

R× C, it can be seen that

Γ = {(S1, I1(·), ..., Sm, Im(·)) ∈ Xm|0 ≤ Sk ≤
Λk

d∗k
, Sk+Ik(0) ≤ Λk

d∗k
, Ik ≥ 0, k = 1, 2, ...m}
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is the feasible region for system (4.10), where d∗k = min{dSk + pk, d
I
k + γk}.

When pk = 0 for all k, system (4.10) becomes system (4.4), its dynamical behavior is

totally described by Theorem 4.2.

When pk > 0 for some k, the following proposition shows there is no disease free

equilibrium in system (4.10).

Proposition 4.1. Assume pk0 > 0 for some k0 ∈ {1, 2, ...,m}. Then system (4.10) has no

disease free equilibrium, furthermore, system (4.10) has a positive equilibrium.

Proof. The set Γ is compact, convex and positively invariant, by Schauder Fixed Point

Theorem [10], system (4.10) has an equilibrium in Γ. Let P ∗ = (S∗1 , I
∗
1 , ..., S

∗
m, I

∗
m) be

an equilibrium of system (3.1). By the first equation of (4.10), we know S∗k > 0 for all

k = 1, 2, ...,m.

Consider the second equation of (4.10) with k = k0,

0 =
dIk0
dt

∣∣∣∣
P ∗
≥ pk0S

∗
k0
− (dIk0 + γk0)I

∗
k0
,

thus I∗k0 > 0.

Since B1 is irreducible, there exists k1 ∈ {1, 2, ...,m}, such that βk1k0 > 0. Consider

the second equation of (4.10) with k = k1,

0 =
dIk1
dt

∣∣∣∣
P ∗
≥ βk1k0S

∗
k1
ak0hk0(I

∗
k0

)− (dIk1 + γk1)I
∗
k1
,

thus I∗k1 > 0.

Since B1 is irreducible, we can repeat this process and eventually we get I∗k > 0 for

all k = 1, 2, ...,m.

Lemma 4.1. Assume assumptions (C1), (C2), (C3) are satisfied. For any two positive

numbers I, I∗, and j = 1, 2, ...,m, hj(I)

hj(I∗)
− ln

hj(I)

hj(I∗)
− I

I∗
+ ln I

I∗
≤ 0.

Proof. Let x = I
I∗

, f(x) =
hj(I

∗x)

hj(I∗)
=

hj(I)

hj(I∗)
. Let g(x) = f(x)− ln f(x)− x+ lnx. It can
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be seen that g(x) =
hj(I)

hj(I∗)
− ln

hj(I)

hj(I∗)
− I

I∗
+ ln I

I∗
. Then

g′(x) = f ′(x)− f ′(x)

f(x)
− 1 +

1

x
=
f ′(x)

f(x)
(f(x)− 1) +

1

x
(1− x)

=
f ′(x)

f(x)
(f(x)− x) + (

1

x
− f ′(x)

f(x)
)(1− x).

(4.11)

Notice that hj(0) = 0, since h′′j (I) ≤ 0, for ∀z ≥ 0,

h′j(z) ≤ h′j(ξ) =
h(z)− 0

z − 0
=
h(z)

z
≤ h′j(0), (4.12)

where ξ is a number between 0 and z. We have f ′(x) =
I∗h′j(I

∗x)

hj(I∗)
, by (4.12),

0 ≤ f ′(x)

f(x)
=
I∗h′j(I

∗x)

hj(I∗x)
≤
I∗

hj(I
∗x)

I∗x

hj(I∗x)
≤ 1

x
(4.13)

Let F (x) = f(x)−x, then F (0) = F (1) = 0, and F ′(x) = f ′(x)−1, F ′′(x) = f ′′(x) ≤ 0.

Then F (x) ≥ 0 when x ≤ 1 and F (x) ≤ 0 when x ≥ 1. Therefore by (4.11), (4.13),

g′(x) ≥ 0 when x ≤ 1, g′(x) ≤ 0 when x ≥ 1. This implies g(x) ≤ g(1) = 0.

With Lemma 4.1, we are able to show the global stability of the positive equilibrium

P ∗ in the following theorem.

Theorem 4.4. Assume that system (4.10) has an positive equilibrium P ∗ = (S∗1 , I
∗
1 , ..., S

∗
m, I

∗
m).

If assumptions (C1), (C2), (C3) are satisfied, then P ∗ is globally asymptotically stable in

Γ and thus unique.

Proof. First assume n ≥ 2. Let β̄kj = βkjajS
∗
kh(I∗j ), and

B̄1 =



m∑
j=1

β̄1j −β̄12 · · · −β̄1m

−β̄21

m∑
j=1

β̄2j · · · −β̄2m

...
... . . . ...

−β̄m1 −β̄m2 · · · −
m∑
j=1

β̄mj


.
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Let (c1, c2, ..., cm) be the cofactor of the i-th diagonal entry of B̄1. Denote αj(r) =∫∞
r
lj(r)dr. Consider a Lyapunov functional V =

m∑
k=1

ck(Vk1 + Vk2), where

Vk1 = Sk − S∗k lnSk + Ik − I∗k ln Ik,

Vk2 =
m∑
j=1

βkjS
∗
k

hj(I
∗
j )

I∗j

∫ ∞
0

αj(r)(Ij(t− r)− I∗j ln Ij(t− r))dr.

Taking the derivative of Vk1, Vk2 along solutions to system (4.10), and using the equi-

librium equation, we obtain

V̇k1 = (pk + dSk )S∗k

(
2− S∗k

Sk
− Sk
S∗k

)
−

m∑
j=1

βkjS
∗
k

∫ ∞
0

lj(r)hj(Ij(t− r))dr

+
(

2− S∗k
Sk

) m∑
j=1

βkjS
∗
kajhj(I

∗
j ) + pkSk −

Ik
I∗k
pkS

∗
k −

Ik
I∗k

m∑
j=1

βkjS
∗
kajhj(I

∗
j )

− I∗k
Ik
pkSk −

I∗k
Ik

m∑
j=1

βkjS
∗
k

∫ ∞
0

lj(r)hj(Ij(t− r))dr + pkS
∗
k

= dSkS
∗
k

(
2− S∗k

Sk
− Sk
S∗k

)
+

m∑
j=1

βkjS
∗
khj(I

∗
j )

∫ ∞
0

lj(r)
(

2− Ik
I∗k
− S∗k
Sk

+
hj(Ij(t− r))

hj(I∗j )
− I∗kSkhj(Ij(t− r))

IkS∗khj(I
∗
j )

)
dr + pkS

∗
k

(
3− S∗k

Sk
− Ik
I∗k
− I∗kSk
IkS∗k

)
≤

m∑
j=1

βkjS
∗
khj(I

∗
j )

∫ ∞
0

lj(r)
(

2− Ik
I∗k
− S∗k
Sk

+
hj(Ij(t− r))

hj(I∗j )
− I∗kSkhj(Ij(t− r)

IkS∗khj(I
∗
j )

)
dr.

(4.14)

V̇k2 =
m∑
j=1

βkjS
∗
k

hj(I
∗
j )

I∗j

∫ ∞
0

αj(r)
[
− ∂

∂r

(
Ij(t− r)− I∗j ln Ij(t− r)

)]
dr

=
m∑
j=1

βkjS
∗
khj(I

∗
j )

∫ ∞
0

lj(r)
( Ij
I∗j
− Ij(t− r)

I∗j
− ln

Ij
Ij(t− r)

)
dr

(4.15)
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Combining (4.14) and (4.15), using Lemma 4.1, we have

V̇ =
m∑
k=1

ck(Vk1 + Vk2)

≤
m∑

k,j=1

ckβkjS
∗
khj(I

∗
j )

∫ ∞
0

lj(r)
(

2− Ik
I∗k
− S∗k
Sk

+
hj(Ij(t− r))

hj(I∗j )

− I∗kSkhj(Ij(t− r)
IkS∗khj(I

∗
j )

+
Ij
I∗j
− Ij(t− r)

I∗j
− ln

Ij
Ij(t− r)

)
dr

=
m∑

k,j=1

ckβkjS
∗
khj(I

∗
j )

∫ ∞
0

lj(r)
[(

1− S∗k
Sk

+ ln
S∗k
Sk

)
+
(
− I∗k
Ik

+
I∗j
Ij

)
(

1− I∗kSkhj(Ij(t− r)
IkS∗khj(I

∗
j )

+ ln
I∗kSkhj(Ij(t− r)
IkS∗khj(I

∗
j )

)
+
(
− ln

I∗k
Ik

+ ln
I∗j
Ij

)
+
(hj(Ij(t− r))

hj(I∗j )
− ln

hj(Ij(t− r))
hj(I∗j )

− Ij(t− r)
I∗j

+ ln
Ij(t− r)

I∗j

)]
dr

≤
m∑

k,j=1

ckβ̄kj

[
−
(I∗k
Ik

+ ln
I∗k
Ik

)
+
(I∗j
Ij

+ ln
I∗j
Ij

)]
.

By Theorem 4.1, V̇ ≤ 0.

When V̇ = 0, we have

2− S∗k
Sk
− Sk
S∗k

= 0,

1− I∗kSkhj(Ij(t− r)
IkS∗khj(I

∗
j )

+ ln
I∗kSkhj(Ij(t− r))

IkS∗khj(I
∗
j )

= 0, k = 1, 2, ...,m.

(4.16)

Using the same argument as in the proof Theorem 3.1 in [36], one can show the largest

invariant subset of the set where V̇ = 0 is the singleton {P ∗}. Therefore P ∗ is global-

ly asymptotically stable in the interior of Γ, and this implies P ∗ is the unique positive

equilibrium.

At last, for m = 1, V can still be the Lyapunov function. The argument is similar and

much simpler compared to the argument above for n ≥ 2.

Note that assumption (C1), (C2), (C3) are satisfied for various incidence functions,

like h(I) = Iq for q ≤ 1 or saturate incidence function Iq

I+pI
. When pk = 0 for all
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k = 1, 2, ...,m, the basic reproduction number R0 of system (4.10) is defined as the

spectral radius of (4.6). With Theorem 4.2, Theorem 4.4 and Proposition 4.1, we have the

following theorem summarizing the dynamics of the restricted system (4.10).

Theorem 4.5. Assume assumptions (C1), (C2), (C3) are satisfied. For system (4.10),

(i) when pk = 0 for all k and R0 < 1, the disease free equilibrium is globally asymp-

totically stable;

(ii) when pk = 0 for all k and R0 > 1, there exist an unique endemic equilibrium and

it is globally asymptotically stable in the interior of Γ;

(iii) when pk > 0 for some k, system (4.10) has no disease free equilibrium, there exist

an unique endemic equilibrium and it is globally asymptotically stable in Γ.

By Theorem 4.5, we show that the restricted system (4.9) has a nonnegative equi-

librium that attracts all positive solutions, by Theorem 4.3, we can establish the global

stability result for equation (4.4) on non-strongly connected transmission networks.

Theorem 4.6. Assume assumptions (C1), (C2), (C3) are satisfied. Then all positive solu-

tions of system (4.4) converge to a nonnegative equilibrium.

A series of previous results in the study of mathematical epidemiology are extended in

this section. Theorem 4.5 generalize previous results [21, 36, 49] by taking vertical trans-

mission term pkSk into account. Theorem 4.6 shows the global stability of the nonnegative

equilibrium on non-strongly connected connected interaction networks, it generalizes al-

most all previous results [21, 35, 36, 49] that depended on strongly connected interaction

network.
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4.4 Impact of the network connectivity

Recall in system (4.4), matrix B = (βkj)n×n, and the interaction network is GB. By The-

orem 4.2, it is shown that if the interaction network GB is strongly connected, then disease

either disappears or persists in all groups. If the interaction network is not strongly con-

nected, we can identify the globally asymptotical stable equilibrium by similar methods

as stated in Chapter 3.

Proposition 4.2. Let P ∗ = (S∗1 , I
∗
1 , ..., S

∗
n, I

∗
n) be an equilibrium of system (4.4), the

following statements hold.

(b) If a path from j to i exists and I∗j > 0, then I∗i > 0.

(c) Let H ∈ H be a strongly connected component of G. Then for all i ∈ H , I∗i are

either all zero or all positive.

(d) Let H1, H2 ∈ H and H1 ≺ H2, if there exist j ∈ H1 such that I∗j > 0, then for all

i ∈ H2, I∗i > 0.

Proposition 4.2 can be proved with the same argument as in the proof of Proposition

4.1. For a strongly connected component H , let R0,H be the basic production number of

the reduced H subsystem (4.8).

Proposition 4.3. Let P ∗ = (S∗1 , I
∗
1 , ..., S

∗
n, I

∗
n) be the globally asymptotically stable non-

negative equilibrium of system (4.4).

(a) If R0,H > 1, then I∗i > 0 for i ∈ H .

(b) If R0,H < 1 and R0,H′ > 1 for some H ′ ≺ H , then I∗i > 0 for i ∈ H .

(c) If R0,H < 1, and R0,H′ ≤ 1 for all H ′ ≺ H , then I∗i = 0 for i ∈ H .
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Proof. For (b), if R0,H′ > 1 for some H ′ ≺ H , then disease persist in all groups of H ′,

then the H-subsystem (4.7) has the same behavior as the restricted system (4.9) on H at

some nonzero vector a. By Theorem 4.5, I∗i > 0 for i ∈ H .

For (c), if R0,H′ ≤ 1 for all H ′ ≺ H , then disease disappear in all groups of H ′, then

H-subsystem (4.7) have the same behavior as the restricted system (4.9) on H at 0, which

corresponds to the case pk = 0 for all k in (4.10). By Theorem 4.5, the behavior of the

groups on H is determined by the basic reproduction number R0,H of H: if R0,H < 1,

disease will disappear in all groups of H; if R0,H > 1, disease will persist in all groups of

H .

Part (a) is implied by the proof of (b) and (c).

Define

R1,H = max{R0,H′|H ′ ∈ H, H ′ ≺ H or H ′ = H}. (4.17)

Then R1,H serves as a threshold quantity that indicate whether disease dies out or persists

in groups of H .

Theorem 4.7. Let P ∗ = (S∗1 , I
∗
1 , ..., S

∗
n, I

∗
n) be the globally stable nonnegative equilibri-

um of system (4.4),

(i) if R1,H > 1, then I∗i > 0 for i ∈ H;

(ii) if R1,H ≤ 1, then I∗i = 0 for i ∈ H .

Theorem 4.7 follows from Proposition 4.3. By Theorem 4.7, we see in a strongly

connected componentH , disease either dies out in all groups ofH , or persists in all groups

of H , therefore the dynamical clusters of the multi-group model (4.4) are formed by

strongly connected components. For each strongly connected component H , the quantity

R1,H determines whether disease dies out or persists in H .

At last we state the connections between R1 as defined in (4.17) and the basic repro-

duction numberR0 of the whole system (4.4). It can be verified thatR0 = max{R0,H |H ∈
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H}. By Proposition 4.7, ifR0 < 1, disease will disappear in all groups, ifR0 > 1, disease

will persist in at least one strongly connected component. When the interaction network

GB is strongly connected, there is only one strongly connected component in GB, which

is GB itself. Thus R0 = R1,GB . Then Proposition 4.7 reduces to previous global stability

result, Theorem 4.2.
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Chapter 5

Coupled linear oscillators on networks

In this and next chapter, we study a class of n coupled oscillators

ẋi = yi,

ẏi = −fi(xi) +
n∑
j=1

kij(yj − yi), i = 1, 2, ..., n,
(5.1)

where fi(xi) ∈ C(R). The local agent systems of (5.1) are

ẋi = yi,

ẏi = −fi(xi), i = 1, 2, ..., n,

(5.2)

They are derived from second order oscillators ẍi = −fi(xi), i = 1, 2, ..., n. Let K =

(kij)n×n, the interaction network of system (5.1) is GK . System (5.1) was widely studied

in cooperative control problems, classic mechanical problems and electrical problems

[24, 42, 45].

In the study of coupled oscillators, frequency plays an important role. Some re-

searchers are interested in the phenomenon of frequency synchronization, in which all

agent systems oscillate under a common frequency [31, 59] when time approaches in-

finity. In the case of clustered behavior, oscillators in the same clusters have the same

frequencies, and the dynamical clusters are characterized by their frequencies.

57



In this chapter, we show the behavior of systems (5.1) with general interaction net-

works. When the interaction network is strongly connected, synchronization always oc-

curs, regardless of the coupling strength. When the interaction network is not strongly

connected, we show clustered behaviors may occur, different agent systems may have

different frequencies. Moreover, we show a way to determine the frequencies of each

dynamical cluster. The results in this chapter extend various previous results in the study

of system (5.1).

This chapter is organized as follows. In Section 5.1, we investigate coupled linear

and nonlinear oscillators on strongly connected networks. In Section 5.2, we investigate

coupled linear oscillators on networks with a directed spanning tree. In Section 5.3, we

investigate coupled linear oscillators on arbitrary networks. Numerical simulations are

presented in Section 5.4.

5.1 Coupled oscillators on strongly connected networks

In system (5.1), for i = 1, 2, ..., n, let Fi(xi) be an anti-derivative of fi(xi). In this section

we assume that

(C1) fi(xi)xi > 0, xi 6= 0, i = 1, 2, ..., n,

(C2) Fi(xi)→∞ as |xi| → ∞, i = 1, 2, ..., n.

Definition 3. System (5.1) achieves global synchronization if for every solution x(t) of

system (5.1) and ∀i, j ∈ {1, 2, ..., n}, lim
t→∞

ẋi(t)− ẋj(t) = 0.

Let U = {(x1, y1, ..., xn, yn)|y1 = y2 = · · · = yn}. Let W be the largest invariant set

contained in U . We observe that (0, ..., 0) ∈ W , hence W is not empty. Then synchro-

nized solutions are all in the set W . In set W , the coupling terms disappear, and system

(5.1) becomes n isolated local agent systems (5.2).
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Lemma 5.1. Let X(t) = (x1(t), y1(t), ..., xn(t), yn(t)) be a solution of (5.1) in the set

W . Then

(i) for i = 1, 2, ..., n, (xi(t), yi(t)) is a solution of the local agent system (5.2);

(ii) for i, j = 1, 2, ..., n, and t ∈ R, yi(t) − yj(t) = 0, fi(xi(t)) = fj(xj(t)) and

xi(t)− xj(t) = Cij for some constant Cij;

(iii) if assumptions (C1), (C2) are satisfied, and X(t) 6≡ 0, the orbit {X(t),−∞ < t <

∞} is a periodic orbit.

Proof. The first two statements follow directly from the definition of the set W . For

i = 1, 2, ..., n, let Fi(x) =
∫ x

0
fi(s)ds, Vi(xi, yi) = 1

2
y2
i (t) + Fi(xi). By assumption (C1),

Vi is positive definite, and (0, 0) is the only equilibrium point of the system

ẋi = yi,

ẏi = −fi(xi).

By assumption (C2), all level curves of Vi are closed. It can be seen that along the orbit

of X(t), d
dt
Vi = 0. Then (xi(t), yi(t)) lies on one level curve of function Vi. Therefore if

(xi(t), yi(t)) 6≡ 0, the orbit {(xi(t), yi(t)),−∞ < t <∞} is a periodic orbit.

By the first and second statement of the theorem, if X(t) 6= 0, the orbit {X(t),−∞ <

t <∞} is a periodic orbit.

Theorem 5.1. In system (5.1), suppose that GK is strongly connected, and assumptions

(C1), (C2) are satisfied. Then all solutions of (5.1) are bounded, and system (5.1) achieves

global synchronization.

Proof. Let ci be the cofactor of the i-th diagonal element of K. Let Fi(x) =
∫ x

0
fi(s)ds,

Vi = 1
2
y2
i (t) + Fi(xi) and define V =

m∑
i=1

ciVi. By assumption (C1), Vi, i = 1, 2, ..., n and
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V are positive definite. Taking derivative of V along a solution of (5.1), we have

V̇i = −fi(xi)yi +
n∑
j=1

kij(yj − yi)yi + fi(xi)yi

=
n∑
j=1

kij(yj − yi)yi

≤ 1

2

n∑
j=1

kij(−(yj − yi)2 + y2
j − y2

i ) ≤
1

2

n∑
j=1

kij(y
2
j − y2

i ).

By Theorem 2.1, V̇ ≤ 0, and V̇ = 0 only if y1 = y2 = · · · = yn. By Lasalle invariance

principle [33], the omega limit set of every bounded orbit of (5.1) is contained in the set

W .

By assumption (C2), V is unbounded only if |xi| is unbounded or |yi| is unbounded

for some i = 1, 2, ..., n. Since V̇ ≤ 0 along every orbit of (5.1), then every orbit of system

(5.1) is bounded. Therefore the omega limit set of every orbit of (5.1) is contained in the

set W .

For i, j = 1, 2, ..., n, let Sij(t) = yi(t) − yj(t). Then {0} is the only limit point of

Sij(t) in∞. Therefore lim
t→∞

yi(t)− yj(t) = 0.

Theorem 5.1 shows that synchronization of coupled oscillators can occur when no

assumption is made on the coupling strength kij . Previously, this kind of result was stated

in Theorem 3.1 of [45], it only works for systems of coupled linear oscillators. Theorem

5.1 extends the result of Theorem 3.1 in [45], from coupled linear oscillators to coupled

nonlinear oscillators. For nonlinear oscillators, previous synchronization results [61, 62]

all require the coupling strength to exceed a threshold value.

Functions V and Vi, i = 1, 2, ..., n, defined in the proof of Theorem (5.1) can be

viewed as the energy functions of the system of coupled dynamical oscillators (5.1) and

its local agent systems (5.2). Theorem 5.1 shows that the omega limit set of every orbit

of (5.1) is contained in W . The next theorem shows the omega limit set of every orbit of
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(5.1) is an orbit in W .

Theorem 5.2. Suppose that GK is strongly connected, and assumptions (C1), (C2) are

satisfied. Let γ be an orbit of system (5.1), then the omega limit set of an orbit γ of system

(5.1) is either {0} or a single periodic orbit in W .

Proof. Let γ1, γ2 be two orbits inW , and let γ, γ1, γ2 be generated by solutionsX(t), X1(t),

X2(t) of system (5.1). Suppose γ1 ⊆ ω(γ), γ2 ⊆ ω(γ). Let p = 1, 2, since γp ⊆ W ,

we know d
dt
V (Xp(t)) = 0, then there exist constants Vp, such that V (Xp(t)) = Vp.

Consider function V (X(t)), we know d
dt
V (X(t)) ≤ 0, and V is bounded from below,

therefore there exists constant V0, such that lim
t→∞

V (X(t)) = V0. Since γp ⊆ ω(γ),

V1 = V2 = V0. Let Xp(t) = (xp1(t), yp1(t), ..., xpn(t), ypn(t)). Notice γp ⊆ W , then for

i, j = 1, 2, ..., n and t ∈ R, ypi (t) = ypj (t), and −ypi (t)fi(x
p
i (t)) = −ypj (t)fj(x

p
j(t)).

Therefore (Fi(x
p
i (t)))

′ = (Fj(x
p
j(t)))

′, by choosing appropriate antiderivatives Fi, i =

1, 2, ..., n, we can get Fi(x
p
i (t)) = Fj(x

p
j(t)), then Vi(x

p
i (t), y

p
i (t)) = Vj(x

p
j(t), y

p
j (t)).

Recall V =
m∑
i=1

ciVi, we get V1 = V2 ⇔ Vi(x
1
i (t), y

1
i (t)) = Vi(x

2
i (t), y

2
i (t)), i = 1, 2, ..., n.

By assumption C1, the level curves Vi = C,C ∈ R, i = 1, 2, ..., n of local agent systems

(5.2) are isolated, γ1, γ2 are disconnected; however, since γ is bounded, ω(γ) is connect-

ed, we get a contradiction. Therefore ω(γ) is a single orbit in W . By Lemma 5.1, ω(γ) is

either {0} or a single periodic orbit in W .

Note the orbits in W are all synchronized, as described in Lemma 5.1.

Corollary 2. Suppose that GK is strongly connected, fi(xi) = f(xi), i = 1, 2, ..., n, f(x)

satisfies f(0) = 0, f ′(x) ≥ 0 and f ′(x) = 0 only on isolated points. Then for every

solution (x1(t), y1(t), ..., xn(t), yn(t)) of system (5.1), lim
t→∞

xi(t)− xj(t) = 0.

Proof. It can be seen under the assumption on f(x), assumptions (C1), (C2) are satisfied.

By Theorem 5.2, the omega limit set of (x1(t), y1(t), ..., xn(t), yn(t)), 0 < t < ∞ is a

complete orbit ζ in W . Let ζ = {(x̄1(t), ȳ1(t), ..., x̄n(t), ȳn(t)),−∞ < t < ∞}. By
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Lemma 5.1, for i, j = 1, 2, ..., n and t ∈ R, f(x̄i(t)) = f(x̄i(t) + Cij), since f ′(x) ≥ 0

and f ′(x) = 0 only in isolated points, Cij = 0. Therefore x̄i(t) = x̄j(t). Then by the

same proof of Theorem 5.1, we get lim
t→∞

xi(t)− xj(t) = 0.

Theorem 5.1 applies to both linear and nonlinear oscillators. Therefore under a strong-

ly connected interaction network, synchronization behavior should be expected. For cou-

pled linear oscillator, fi(xi) = ω2
i xi, where ωi is called the natural frequency of oscillator

i.

Theorem 5.3. Let (x1, y1, ..., xn, yn) be a solution of system (5.1). Let fi(xi) = ω2
i xi for

some ωi. Suppose the interaction network G is strongly connected,

(i) if ω1 = ω2 = · · · = ωn = ω, for initial condition (x0
1, y

0
1, ..., x

0
n, y

0
n), there exist

constants A and φ, such that lim
t→∞

xi(t) = A cos(ωt+ φ) for i = 1, 2, ..., n;

(ii) if there exist i, j such that ωi 6= ωj , then lim
t→∞

xq(t) = 0 for q = 1, 2, ..., n.

Proof. 1. The first statement is a result of Theorem 3.1 in [45].

2. Let X(t) = (x1(t), y1(t), ..., xn(t), yn(t)) be a solution of (5.1), by Theorem 5.2,

the omega limit set of {X(t), 0 < t <∞} is an orbit ρ in W . Let ρ = {(x̄1(t), ȳ1(t), ...,

x̄n(t), ȳn(t)),−∞ < t <∞}. Suppose there exist i, j such that ωi 6= ωj , By Lemma 5.1,

x̄i = Ai cos(ωit+ φi), x̄j = Aj cos(ωjt+ φj), and there exists Cij , such that

Ai cos(ωit+ φi) = Aj cos(ωjt+ φj) + Cij (5.3)

for all t. The left hand side and right hand side of equation (5.3) has different frequencies,

for equation (5.3) to hold, we need Ai = Aj = Cij = 0. Then x̄i(t) = x̄j(t) = 0.

For l 6= i, j, ωl is different with at least one of ωi, ωj , by the same argument as above,

x̄l(t) = 0. Thus lim
t→∞

xq(t) = 0 for q = 1, 2, ..., n.
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5.2 Coupled linear oscillators on network with a rooted

spanning tree

Definition 4. A digraph G has a rooted spanning tree if there exists a vertex i, such that

for every vertex j, there exists a directed path from i to j. Vertex i is called a root of G.

Lemma 5.2. A digraph G has a rooted spanning tree if and only if the condensed graph

H of G has only one minimal element with respect to the partial order ≺.

Proof. If G has a rooted spanning tree, assume there are two minimal elements H1 and

H2, By the definition of rooted spanning tree, we have H1 ≺ H2 and H2 ≺ H1, this

contradicts the fact that the partial order ≺ is a strict partial order. Suppose H has only

one minimal element H1. Consider the set H1 = {H ∈ H, H 6≺ H1}, if there exists

H2 6= H1, such that H2 6≺ H1, then H1 is not empty, and there exists a minimal element

H2 in H1, then H2 is a minimal element in H, it contradicts the fact that H has only one

minimal element H1. So for ∀H ∈ H, if H 6= H1, precH1 ≺ H . Then every vertex of H

is a root of G.

Let H be the condensed graph of GK . For a strongly connected components H ∈ H,

consider the restricted system on H at a function (G(t), g(t), ..., G(t), g(t)) with G′(t) =

g(t).

ẋi = yi,

ẏi = −ω2
i xi +

∑
j∈H

kij(yj − yi) +
∑

j∈GK\H

kij(g(t)− yi), i ∈ H.
(5.4)

Let m = |H| and pi =
∑

j∈GK\H
kij , then system (5.4) becomes

ẋi = yi,

ẏi = −ω2
i xi +

m∑
j=1

kij(yj − yi) + pi(g(t)− yi), i = 1, 2, ...,m,
(5.5)
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System (5.5) can be interpreted as a system of coupled oscillators forced by an external

force g(t). Let (x1, y1, ..., xm, ym), (x̃1, ỹ1, ..., x̃m, ỹm) be any two solutions of system

(5.5), and ui = xi − x̃i, vi = yi − ỹi. Then ui, vi satisfy the following equations.

u̇i = vi,

v̇i = −ω2
i ui +

m∑
j=1

kij(vj − vi)− pivi, i = 1, 2, ...,m.
(5.6)

Theorem 5.4. Suppose there exists j, such that pj > 0. Then all solutions of (5.6)

approach 0.

Proof. The interaction network of system (5.6) is H , let its weight matrix be K̃ =

(kij)i,j∈H . Let ci be the cofactor of the i-th diagonal element of matrix. SinceH is strong-

ly connected, ci > 0, i = 1, 2, ..., n. let Vi = 1
2
v2
i (t) +

u2iω
2
i

2
, and define V =

m∑
i=1

ciVi, we

have

V̇i = −ω2
i u

2
i vi +

m∑
j=1

kij(vj − vi)vi − piv2
i + ω2

i u
2
i vi

=
m∑
j=1

kij(vj − vi)vi − piv2
i

≤ 1

2

m∑
j=1

kij(−(vj − vi)2 + v2
j − v2

i )− piv2
i

By Theorem 2.1,

V̇ = −
m∑
i=1

cipiv
2
i −

1

2

m∑
i=1

m∑
j=1

cikij(vj − vi)2

≤ −cjpjv2
j −

1

2

m∑
i=1

m∑
j=1

cikij(vj − vi)2 ≤ 0,

and V̇ = 0 only if vj = 0 and v1 = v2 = · · · = vm, that is vi = 0 for all i = 1, 2, ...,m. By

a similar argument as in the proof of Theorem 5.1, solutions of system (5.6) are bounded.

Let U be the set such that V̇ = 0, and W be the largest invariant set contained in U . It

can be seen that W = {0}. Therefore all solutions of system (5.6) approach 0.
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Corollary 3. Suppose ω1 = ω2 = ...ωm = ω, and G(t) solves the equation ẍ = −ω2x,

then for every solution (x1, y1, ..., xm, ym) of system (5.5), lim
t→∞

xi(t) − G(t) = 0, i =

1, 2, ..,m.

Proof. If G(t) solves the equation ẍ = −ω2x, then xi = G(t), i = 1, 2, ...,m is a so-

lution of system (5.5). By Theorem 5.4, the difference of any two solutions of system

(5.5) approaches 0, therefore lim
t→∞

xi(t) − G(t) = 0, i = 1, 2, ..,m for every solution

(x1, y1, ..., xm, ym).

Now we are ready to prove the main theorem of this section.

Theorem 5.5. Suppose fi(xi) = ω2xi, and the interaction network GK has a rooted span-

ning tree. Then for every solution (x1, y1, ..., xn, yn) of system (5.1), and i, j = 1, 2, .., n,

lim
t→∞

xi(t)− xj(t) = 0.

Proof. Let H be the condensed graph of GK . We use induction on the order |H| of H.

When |H| = 1, the interaction network is strongly connected, by Theorem 5.3, the the-

orem holds. Assume the theorem holds when |H| = N . Then when |H| = N + 1, let

Hm be the maximal element with respect to the partial order ≺. Let Gr = GK \Hm, and

let Hr be the condensed graph of Gr. Then |Hr| = N . By induction assumption, every

solution of system (5.1) on interaction network Gr approaches to a synchronized solution

(x̄(t), ȳ(t), ..., x̄(t), ȳ(t)).

Now consider system (5.1) on interaction network GK . Since Hm is the maximal

element with respect to the partial order ≺, it does not effect the solution on interaction

network Gr. Therefore, for every vertex i ∈ Gr, xi(t) approaches to x̄(t). Consider the

restricted system on Hm at (x̄(t), ȳ(t), ..., x̄(t), ȳ(t)).

ẋi = yi,

ẏi = −ω2xi +
∑
j∈Hm

kij(yj − yi) +
∑
j∈Gr

kij(ȳ(t)− yi), i ∈ Hm.
(5.7)
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It is clear x̄(t) solves equation ẍ = −ω2x. By Corollary 3, xi(t) approaches x̄(t) for i ∈

Hm. By Theorem 2.3, solutions of Hm subsystem converge to (x̄(t), ȳ(t), ..., x̄(t), ȳ(t)).

Therefore the solution of system (5.1) converges to (x̄(t), ȳ(t), ..., x̄(t), ȳ(t)). By induc-

tion, the theorem is proved.

Theorem 5.5 was proved in [45], by explicitly solving the system (5.1). Comparing

to the proof in [45], our proof uses Lyapunov functions on each strongly connected com-

ponent of GK in this section. Similar argument can be applied to general cases when the

oscillators have different natural frequencies or the interaction network does not have a

rooted spanning tree. We will discuss the details in next section.

5.3 Coupled linear oscillators on arbitrary interaction net-

works

Let H be the condensed graph of G. For a strongly connected component H ∈ H,

consider the restricted system on H at a function (G1(t), g1(t), ..., Gn(t), gn(t)) with

Gi(t) ∈ C1(R), G′i(t) = gi(t), i = 1, 2, ..., n.

ẋi = yi,

ẏi = −ω2
i xi +

∑
j∈H

kij(yj − yi) +
∑

j∈GK\H

kij(gj(t)− yi), i ∈ H.
(5.8)

Let m = |H|, pi =
∑

j∈GK\H
kij and hi(t) =

∑
j∈GK\H

kijgj(t). Then system (5.8) becomes

ẋi = yi,

ẏi = −ω2
i xi +

m∑
j=1

kij(yj − yi)− piyi + hi(t), i = 1, 2, ...,m.
(5.9)

System (5.9) is similar to system (5.5), it can be interpreted as a system of coupled os-

cillators driven by an external force (h1(t), h2(t), ..., hm(t). Suppose hi(t), i = 1, 2, ..,m
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is periodic or quasi-periodic, we are going to show the solutions of system (5.9) approach

to functions with the same frequencies of hi(t), i = 1, 2, ..,m. To be more specific about

frequencies, we introduce the definition of frequency module. Frequency module is as-

sociated with almost periodic functions, which are a generalization of periodic functions,

for detailed definition and introduction of almost periodic functions, please see [9].

Definition 5. [22] Suppose {λn} is a set of real numbers. The module m{λn} of the

set {λn} is the set consisting of all real numbers which are finite linear combinations of

elements of the set {λn} with integer coefficients.

Definition 6. [22] For a function f(t) and a real number λ, let a(λ) = lim
T→∞

1
T

∫ T
0
f(t)e−iλtdt.

If for a real number λ, a(λ) 6= 0, then λ is called a Fourier exponent of function f(t).

When f(t) is almost periodic, its Fourier exponents are countable, the frequency module

of f(t) is defined as m{λn} where the numbers λn are the Fourier exponents of function

f(t).

From the definition of frequency modules, we have the following lemma.

Lemma 5.3. Let f(t) =
N∑
j=1

αj cos(ωjt+ φj), with αj, ωj 6= 0, and lim
t→∞

g(t)− f(t) = 0.

Then the frequency modules m(f) = m(g) = m{ωj, j = 1, 2, ..., N}.

Let H(t) = (h1(t), h2(t), ..., hm(t))T , x = (x1, ..., xm)T , system (5.9) can be written

in matrix form

ẍ(t) + (M +D)ẋ(t) + Ωx(t) = H(t), (5.10)

with

M =



m∑
j=1

k1j −k12 · · · −k1m

−k21

m∑
j=1

k2j
. . . −k2m

... . . . . . . ...

−km1 · · · −km(m−1)

m∑
j=1

kmj


,
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and

D =



p1 0 · · · 0

0 p2
. . . 0

... . . . . . . ...

0 · · · 0 pm


,Ω =



ω2
1 0 · · · 0

0 ω2
2

. . . 0

... . . . . . . ...

0 · · · 0 ω2
m


The interaction network of system (5.8) is the strongly connected component H , thus it is

strongly connected. By the definition of matrix M , it can be seen that M is irreducible.

The homogeneous equation of (5.10) is

ẍ(t) + (M +D)ẋ(t) + Ωx(t) = 0. (5.11)

Theorem 5.6. Suppose pi > 0 for some i. Then all solutions of system (5.11) approach

to 0.

Theorem 5.6 can be proved by the same argument as the proof of Theorem 5.4.

Corollary 4. Let (x1, y1, ..., xm, ym), (x̃1, ỹ1, ..., x̃m, ỹm) be any two solutions of system

(5.9). Then lim
t→∞

xi(t)− x̃i(t) = 0 for i = 1, 2, ...,m.

Proposition 5.1. Suppose pi > 0 for some i, and H(t) = leiµt, with l ∈ Cm, µ ∈ R. Then

one particular solution of system (5.10) is veiµt for some vector v ∈ Cm.

Proof. Let W = (x1, x2, ..., xm, y1, y2, ..., ym)T , R =

 0, I

−Ω, −(M +D)

, and H̃ =

(0, H)T ∈ C2m, rewrite system (5.10) as

Ẇ = RW + H̃. (5.12)

Let l̃ = (0, l)T ∈ C2m, it can be seen that H̃ = l̃eiµt. By Theorem 5.6, the eigenvalues

of R all have negative real parts, thus iµ is not an eigenvalue of R, then it can be verified

that (iµI −R)−1H̃eiµt solves equation (5.12). Then v is the vector formed by the first m

entries of (iµI −R)−1H̃ .
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Proposition 5.2. Suppose pi > 0 for some i, and H(t) =
N∑
j=1

lje
iµjt, with lj ∈ Cm, µj ∈

R. Then there exist vj ∈ Cm, j = 1, 2, ..., N , such that all solutions of (5.10) converge to
N∑
j=1

vje
iµjt.

Proof. By superposition principle and Proposition 5.1, there exists exists vj ∈ Cm, j =

1, 2, ..., N , such that
N∑
j=1

vje
iµjt is a particular solution of system (5.10). By Corollary 4,

all solutions of (5.10) converge to
N∑
j=1

vje
iµjt.

In the thesis, we call functions with the form A cos(µt + φ) sinusoidal functions. By

Proposition 5.2, in the restricted system (5.8), if gi(t), i ∈ H are linear combinations of

sinusoidal functions, then the solutions converge to a linear combination of sinusoidal

functions that contains all the frequencies of gi(t), i ∈ H .

Proposition 5.3. Suppose gj(t) =
Nj∑
i=1

Aij cos(µijt+φij), j ∈ GK \H . Let J = {j ∈ GK \

H : ∃i ∈ H, kij 6= 0}. Then solutions of system (5.8) converge to a linear combination of

sinusoidal functions xH(t), and m(xH(t)) =
∑
j∈J

m(gj).

Proof. Proposition 5.3 is a direct result of Proposition 5.2 as a result of the following

three facts.

(i) Re(Aeφeiµjt) = Re(Aei(µt+φ)) = A cos(µt+ φ);

(ii) in system (5.9), functions hi(t), i = 1, 2, ...,m, are linear combinations of gi(t);

(iii) let f, g be two almost periodic functions, m(f) +m(g) is the smallest module that

contains m(f)
⋃
m(g).

Theorem 5.7. In equation (5.1), let fi(xi) = ω2
i xi. Let (x1, y1, ..., xn, yn) be a solution

of system (5.1). For every i ∈ {1, 2, ..., n}, there exists a finite linear combination of
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sinusoidal functions x̄i(t), such that lim
t→∞

xi(t) − x̄i(t) = 0. Furthermore, for j, l ∈

{1, 2, ..., n}, if i, l are in the same strongly connected component, then m(xj) = m(xl).

Proof. Let H be the condensed graph of GK . We use induction on the order |H| of H.

When |H| = 1, the interaction network is strongly connected, by Theorem 5.3, the theo-

rem holds. Assume the theorem holds when |H| = N , when |H| = N + 1, let Hm be the

maximal element with respect to the partial order ≺. Let Gr = GK \ Hm, and let Hr be

the condensed graph of Gr. Then |Hr| = N .

Now consider system (5.1) on interaction network G. Since Hm is the maximal el-

ement with respect to the partial order ≺, it will not effect the solution on interaction

network Gr. By induction assumption, for every vertex i ∈ Gr, xi(t) approaches a linear

combination of sinusoidal functions x̄i(t), and the frequency module of any two oscilla-

tors in the same strongly connected component are the same.

For the case i ∈ Hm, consider the the Hm subsystem of system (5.1)

ẋi = yi,

ẏi = −ω2
i xi +

∑
j∈Hm

kij(yj − yi) +
∑
j∈Gr

kij(yj(t)− yi), i ∈ Hm.
(5.13)

We know that for j ∈ Gr, xj(t) approaches to x̄j(t), yj(t) approaches to ˙̄xj(t), which

is also a linear combination of sinusoidal functions with the same frequency module as

x̄j(t). By theorem 2.3, solutions of (5.13) converges to the global attractor of the restricted

system on Hm at ˙̄x(t)

ẋi = yi,

ẏi = −ω2
i xi +

∑
j∈Hm

kij(y − yi) +
∑
j∈Gr

kij( ˙̄xj(t)− yi), i ∈ Hm.
(5.14)

By Proposition 5.3, solutions of system (5.14) approach to a linear combination of sinu-

soidal functions, and the frequency module of this function is m(xH(t)) =
∑
j∈J

m(x̄j),

where J = {j ∈ GK \Hm : ∃i ∈ Hm, kij 6= 0}. Therefore for i ∈ Hm, xi(t) approaches
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to a linear combination of sinusoidal functions x̄i(t), and the frequency module of any

two oscillators in Hm are the same.

By Theorem 5.7, it is natural to define frequency module for a strongly connected

component in system (5.1).

Definition 7. Let H be a strongly connected component. The frequency module of H is

defined as m(H) = m(xi), ∀i ∈ H .

The next theorem shows how the interaction network impacts the dynamics of coupled

oscillator (2.9).

Theorem 5.8. Suppose fi(xi) = −ω2
i xi. Let H be the condensed graph of GK , and

x(t) = (x1(t), x2(t), ..., xn(t)) be a solution of (5.1). Then

(i) for every i ∈ {1, 2, ..., n}, there exists a finite linear combination of sinusoidal

functions x̄i(t), such that lim
t→∞

xi(t)− x̄i(t) = 0;

(ii) for a minimal component H , if ∀i ∈ H,ωi = ω, then m(H) = m{ω}; otherwise

m(H) = {0}, and xi(t)→ 0,∀i ∈ H;

(iii) for a non-minimal component H , m(H) =
∑

H′≺H
m(H ′).

Proof. Statement 1 directly follows from Theorem 5.7. Statement 2 follows from Theo-

rem 5.3. Statement 3 is implied in the proof of Theorem 5.7.

When interaction network G has a rooted spanning tree, Theorem 5.8 generalizes The-

orem 5.5 as it applies to the situation when the natural frequencies of the oscillators are

not the same.

Corollary 5. Suppose the interaction network GK has a rooted spanning tree, letH be the

condensed graph of GK . Let (x1(t), y1(t), ..., xn(t), yn(t)) be a solution of system (5.1).

(i) There is only one minimal element H with respect to the partial order ′ ≺′ inH.
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(ii) If the natural frequencies ωi of each oscillator xi in H are the same, namely ωi =

ω, i ∈ H , then for every i = 1, 2, ..., n, m(xi) = m{ω}.

(iii) If the natural frequencies ωi of each oscillator xi in H are not the same, then

m(xi) = {0}, and xi(t)→ 0, i = 1, 2, ..., n.

Theorem 5.8, with Theorem 5.3 and Theorem 5.5 fully describe the dynamics of cou-

pled linear oscillators. If we use the frequencies to differentiate clusters, by Theorem

5.8, we see dynamical cluster of coupled linear oscillators are formed by the strongly

connected component of the interaction network. Clustered behavior occurs only if the

interaction network does not have a rooted spanning tree, and Theorem 5.8 fully charac-

terize how the connectivity of interaction network determines the clustered behavior of

coupled linear oscillator system.

5.4 Numerical simulations

In this section we show several numerical examples to illustrate the results in this chapter.

We consider four coupled linear oscillators

ẋi = yi,

ẏi = −ω2
i xi +

4∑
j=1

kij(yj − yi), i = 1, 2, 3, 4.
(5.15)

Numerical examples are shown under strongly connected interaction network, interac-

tion network with rooted spanning tree, and interaction network without a rooted spanning

tree, respectively.

5.4.1 Strongly connected interaction network

In this section, let the interaction network G1 be described by Figure 5.1. It can be seen
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Figure 5.1: Interaction network G1.

that interaction network G1 is strongly connected. By Theorem 5.3, we know system

(5.15) achieves global synchronization. If all natural frequencies are the same, solutions

of system (5.15) synchronize to sinusoidal function; if there exist two different natural

frequencies, solutions of system (5.15) synchronize to 0. Numerically, we consider the

following two cases corresponding to the conditions stated in Theorem 5.3.

(i) ω1 = ω2 = ω3 = ω4 = 1.

(ii) ω1 = 1, ω2 = 5, ω3 = 3, ω4 = 4.

The simulation results are shown in Figure 5.2 and Figure 5.3. In Figure 5.2, x1, x2, x3, x4

approach to the same sinusoidal function. In Figure 5.3, x1, x2, x3, x4 approach to 0.
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Figure 5.2: Solution approaches to a sinusoidal function when the natural frequencies are
the same.
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Figure 5.3: Solution approaches to 0 when the natural frequencies are different.
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5.4.2 Interaction network with a rooted spanning tree

In this section, let the interaction network G2 be described by Figure 5.4.
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Figure 5.4: Interaction network G2.

It can be seen that interaction network G2 has a rooted spanning tree. There are two

strongly connected components in interaction network G, H1 = {1}, H2 = {2, 3, 4}, and

H1 ≺ H2. When all natural frequencies are the same, by Theorem 5.5, solutions of system

(5.15) achieves global synchronization. If there exists two different natural frequencies,

by Corollary 5, for i = 2, 3, 4, xi(t) converge to functions with the same frequency as

x1(t). Numerically, we still choose ωi as

(i) ω1 = ω2 = ω3 = ω4 = 1;

(ii) ω1 = 1, ω2 = 5, ω3 = 3, ω4 = 4.

The simulation result for the first case is shown in Figure 5.5. It can be seen that x1, x2, x3, x4

synchronize and approach to the same sinusoidal function. The simulation result for the

second case is shown in Figure 5.6. In Figure 5.6-(a), It can be seen that x1, x2, x3, x4 do

not synchronize. In Figure 5.6-(b), We see that the frequencies of x1, x2, x3, x4 are the

same, they all equal to 1, the natural frequency of x1.
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Figure 5.5: Interaction network with a rooted spanning tree and same natural frequency.
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(a) Synchronization does not happen.
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(b) The frequencies of the four oscillators are the
same.

Figure 5.6: Interaction network with a rooted spanning tree and different natural frequen-
cy.
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5.4.3 Interaction network without a rooted spanning tree

In this section, let the interaction network G3 be described by Figure 5.7.
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Figure 5.7: Interaction network G3.

It can be seen that interaction network G2 does not have a rooted spanning tree. There

are three strongly connected components in interaction network G, H1 = {1}, H2 =

{2}, H3 = {3, 4}, and H1 ≺ H3, H2 ≺ H3. By Theorem 5.8, x3, x4 converge to functions

with the frequencies of x1(t) and x(t). Numerically, we still choose ωi as ω1 = 1, ω2 =

5, ω3 = 3, ω4 = 4. The simulation results are shown in Figure 5.8. In Figure 5.8-(a),

It can be seen that x1, x2, x3, x4 do not synchronize. In Figure 5.8-(b), We see that the

frequency modules of x3, x4 are the same, that is m(x3) = m(x4) = m{1,
√

5}.
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(b) x3, x4 inherit the frequencies of x1, x2.

Figure 5.8: Interaction network without a rooted spanning tree.
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Chapter 6

Coupled nonlinear oscillators on

networks

In this chapter we investigate system (5.1) when fi(xi), i = 1, 2, ..., n are nonlinear and

identical.
ẋi = yi,

ẏi = −f(xi) +
n∑
j=1

kij(yj − yi), i = 1, 2, ..., n.
(6.1)

In this chapter we assume that f(x) ∈ C1(R), f(0) = 0, f ′(x) ≥ 0.

By Theorem 5.1, we know that if the interaction network GK is strongly connected,

then system (6.1) achieves global synchronization. In this chapter we investigate synchro-

nization problems of system (6.1) when the interaction network has a rooted spanning

tree.

In Section 6.1, assuming the interaction network has a rooted spanning tree, we show

system (6.1) achieves synchronization when coupling strength between different strongly

connected components is sufficiently large. In Section 6.2, we investigate system (6.1)

when coupling strength between different strongly connected components is sufficiently

small, we show the existence and local stability of a non-synchronized periodic solution
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with small amplitude. In Section 6.3, numerical examples are given to illustrate the theo-

retic results in this chapter.

6.1 Synchronization of coupled nonlinear oscillators

In this section, we make the following assumption on f(x) in (6.1).

(A) f(x) ∈ C1(R), f(0) = 0, f ′(x) ≥ 0, lim
x→∞

f(x) =∞ and lim
x→−∞

f(x) = −∞.

Let H be the condensed graph of the interaction network GK . For a strongly con-

nected component H ∈ H, consider the restricted system of (6.1) on H at a function

(G1(t), g1(t), ..., Gn(t), gn(t)) with Gi(t) ∈ C1(R), G′i(t) = gi(t), i = 1, 2, ..., n.

ẋi = yi,

ẏi = −f(xi) +
∑
j∈H

kij(yj − yi) +
∑

j∈GK\H

kij(gj(t)− yi), i ∈ H.
(6.2)

Let m = |H|, pi =
∑

j∈GK\H
kij and hi(t) =

∑
j∈GK\H

kijgj(t), system (5.8) becomes

ẋi = yi,

ẏi = −f(xi) +
m∑
j=1

kij(yj − yi)− piyi + hi(t), i = 1, 2, ...,m.
(6.3)

Recall kij ≥ 0 for i.j = 1, 2, ..., n, it can be seen that pi ≥ 0 and hi(t) = 0 when pi =

0. The interaction network of system (6.2) and (6.3) are strongly connected component

H . Let K̃ = (kij)m×m. Then H = GK̃ .

Proposition 6.1. Suppose assumption (A) is satisfied, and there exist i ∈ {1, 2, ..., n}

and M > 0, such that pi > 0 and |hi(t)| ≤ piM for sufficiently large t. Then solutions

(x1(t), y1(t), ..., xm(t), ym(t)) of system (6.3) are eventually bounded.

Proof. The proof has three parts.
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1. Let set I be the set of index i such that pi > 0. We show |yi(t)|, i ∈ I are bounded

for sufficiently large t. Let ci be the cofactor of the i-th diagonal element of matrix K̃. Let

F (x) be the anti-derivative of f(x), Vi = F (xi)+
y2i
2

, and V =
m∑
i=1

ciVi. By the assumption

(A), V, Vi, i = 1, 2, ...,m are positive definite. Along solutions of system (6.3),

V̇i =
m∑
j=1

kij(yj − yi)yi + hi(t)yi − piy2
i .

By Theorem 2.9,

V̇ ≤
∑
i∈I

(cipiM |yi| − cipiy2
i ) ≤

1

2

∑
i∈I

cipi(M
2 − y2

i ).

For i ∈ I , let Ni =

√ ∑
j∈I

cipi

cipi
M , and N = maxi∈INi. By the definition of N , we have

N > M . Let set S = {(x1, y1, ..., xm, ym) ∈ R2m : ∃i ∈ I, such that |yi| > N}. For

∀(x1, y1, ..., xm, ym) ∈ S, let |yi0| > N where i0 ∈ I , then

V̇
∣∣
(x1,y1,...,xm,ym)

≤ 1

2

∑
i∈I

cipi(M
2 − y2

i )

≤ 1

2
[−ci0pi0y2

i0
+
∑
i∈I

cipiM
2]

<
1

2
[−ci0pi0N2 +

∑
i∈I

cipiM
2] ≤ 0.

Therefore solution of system (6.3) will enter and remain in the set R2m\S, that is |yi(t)| ≤

N for i ∈ I and sufficiently large t.

2. Let I0 = {1, 2, ...,m} \ I . We show |yi(t)| is bounded for i ∈ I0. For i ∈ I0, we

have

V̇i =
∑
j∈I

kij(yj − yi)yi +
∑
j∈I0

kij(yj − yi)yi.

Let K̃0 be formed by the rows and columns of K̃ with index in I0. Let ei be the cofactor

of the i-th diagonal entry of K̃0. Consider the Lyapunov function V0 =
∑
i∈I0

eiVi. By
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Theorem 2.1,

V̇0 ≤
∑
i∈I0

∑
j∈I

eikij(yj − yi)yi ≤
1

2

∑
i∈I0

∑
j∈I

eikij(y
2
j − y2

i ).

From part 1 of the proof, |yj(t)| ≤ N for j ∈ I and sufficiently large t. Then

V̇0 ≤
1

2

∑
i∈I0

∑
j∈I

eikij(N
2 − y2

i ).

For i ∈ I0, j ∈ I such that kij 6= 0, let Qi =

√ ∑
i∈I0

∑
j∈I

eikij

eikij
N , and Q = maxi∈IQi. Then

Q > N By the same argument as in part 1, it can be shown that |yi(t)| ≤ Q for i ∈ Q and

sufficiently large t.

Therefore |yi(t)| ≤ Q for i = 1, 2, ...,m when t is sufficiently large.

3. We show |xi(t)|, i = 1, 2, ...m are bounded for sufficiently large t. For i =

1, 2, ...,m, let qi =
m∑
j=1

kij + pi, ei(t) =
m∑
j=1

kijyj + hi(t). Since GK̃ is strongly connected,

qi > 0. The i-th local agent system of (6.3) is

ẋi = yi,

ẏi = −f(xi)− qiyi + ei(t).

(6.4)

Let zi = x′i + qixi, then system (6.4) is transformed to

ẋi = zi − qixi,

żi = −f(xi) + ei(t).

(6.5)

Let R =
m∑
j=1

kijQ + piM . From part 2, for sufficiently large t, |ei(t)| ≤ R, and |zi(t)| ≤

qi|xi(t)| + Q. Consider the Lyapunov function Wi =
z2i
2

+ F (xi), along the solutions of

(6.5),

Ẇi = −qif(xi)xi + e(t)zi ≤ −qif(xi)xi +R(qi|xi|+Q)

By assumption (A), f(xi)xi > 0 and approaches∞ when xi → ∞ or xi → ∞. There-
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fore, there exists Si > 0, such that Ẇi < 0 when |xi| > Si. Therefore |xi(t)| ≤ Si for

sufficiently large t.

Let b = minx∈Rf ′(x), and l(x) = f(x)−bx, then b ≥ 0, l′(x) ≥ 0. Let (x1, y1, ..., xm, ym),

(x̃1, ỹ1, ..., x̃m, ỹm) be any two solutions of system (6.3), Let ui = x̃i − xi, vi = ỹi − yi.

Then ui, vi satisfy the following equation

u̇i = vi,

v̇i = −bui − l(ui + xi) + l(xi) +
m∑
j=1

kij(vj − vi)− pivi, i = 1, 2, ...,m.

(6.6)

In system (6.6), for ∀i, there exists ξi(t) in between xi(t) and x̃i(t), such that l′(ξi(t))ui =

l(ui + xi)− l(xi). System (6.6) becomes

u̇i = vi,

v̇i = −bui − l′(ξi(t))ui +
m∑
j=1

kij(vj − vi)− pivi, i = 1, 2, ...,m.
(6.7)

Now we introduce the definition detailed balanced digraph [35, 58].

Definition 8. In a weighted directed graph G, the weight of a cycle is defined as the

product of the weights of all the arcs that form the cycle. Let C be a circle in G, the

reversing cycle of C is a cycle with all arcs of C reversing direction. A digraph is detailed

balanced if the weight of a cycle equals the weight of its reversing cycle.

Lemma 6.1. A symmetric digraph is detailed balanced, the converse is not necessarily

true. A detailed balanced digraph is strongly connected, the converse is not necessarily

true.

For detailed balanced graph, we have the following result.
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Proposition 6.2. [35] For detailed balanced graph, the conclusions of Theorem 2.2 hold

if condition (2.5) is replaced by

∑
(s,r)∈E(C)

Grs(t,Xr, Xs) +Gsr(t,Xs, Xr) ≤ 0, t > 0. (6.8)

Theorem 6.1. Suppose the interaction network GK̃ is detailed balanced, and

pi ≥
l′(ξi(t))√
b+ l′(ξi(t))

t > 0, i = 1, 2, ...,m. (6.9)

Then every solution of system (6.6) approaches to 0.

Proof. Let ci be the i-th cofactor of the matrix K̃, and qi(t) = l′(ξi(t)), i = 1, 2, ...,m.

Then qi(t) ≥ 0, i = 1, 2, ...,m. Let Vi = 1
2
[(pi+

2b
pi

)u2
i +2uivi+

2
pi
v2
i ]+

1
4

m∑
i=1

kij(uj−ui)2,

and V =
m∑
i=1

ciVi. Then

V̇i ≤ −u2
i −

2

pi
qiuivi − (b+ qi)v

2
i +

m∑
i=1

kij(vj − vi)vi

+
m∑
i=1

kij(vj − vi)ui +
1

2

m∑
i=1

kij(vj − vi)(ui − uj)

If pi ≥ l′(ξi(t))√
b+l′(ξi(t))

, it can be verified that the quadratic form−u2
i− 2

pi
qiuivi−(b+qi)v

2
i ≤ 0

and equal sign holds only when ui, vi = 0. Thus

V̇i ≤
m∑
i=1

kij(vj − vi)vi +
m∑
i=1

kij(vj − vi)ui +
1

2

m∑
i=1

kij(vj − vi)(ui − uj)

=
m∑
i=1

kij(vj − vi)vi +
1

2

m∑
i=1

kij(vj − vi)(ui + uj)

(6.10)

By (6.10) and Proposition 6.2, we can verify that V̇ ≤ 0 and V̇ = 0 only when ui, vi =

0, i = 1, 2, ..., n. Therefore every solution of system (6.6) approaches to 0.

Remark 1. By Proposition 6.1, xi, x̃i are eventually bounded for i = 1, 2, ..., n, then

l′(ξi(t)) is eventually bounded, condition 6.9 can be satisfied if constants pi, i = 1, 2, ...,m
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are sufficiently large.

Corollary 6. Suppose Gi(t) = G(t) for i ∈ H , and G(t) solves the equation ẍ = −f(x),

and GK̃ is detailed balanced. For every solution (x1, y1, ..., xm, ym) of system (6.2), if

condition (6.9) is satisfied, lim
t→∞

xi(t)−G(t) = 0, i = 1, 2, ..,m.

Proof. If G(t) solves the equation ẍ = −f(x), then xi = G(t), i = 1, 2, ...,m is a

solution of system (6.2). By Theorem 6.1, the difference of any two solutions of system

(6.2) approaches 0, therefore lim
t→∞

xi(t) − G(t) = 0, i = 1, 2, ..,m for every solution

(x1, y1, ..., xm, ym).

Definition 9. Consider system of coupled nonlinear oscillators (6.1) on an interaction

network G. For i ∈ G, assume vertex i is in component H . Define the inter-components

coupling strength of i as pi =
∑

j∈G\H
kij .

The following Theorem shows system (6.1) achieves global synchronization when the

inter-components coupling strengths are sufficiently large.

Theorem 6.2. Consider system of coupled nonlinear oscillators (6.1) on an interaction

network GK . Suppose GK has a rooted spanning tree. LetH be the condensed graph of G,

let H0 be the minimal element ofH with respect to the partial order ′ ≺′. Further assume

(i) condition (A) is satisfied;

(ii) for strongly connected component H ∈ H \ {H0}, H is detail balanced.

Then for i = 1, 2, ..., n, there exists constant p0
i , such that when the inter-components

coupling strength pi > p0
i , system (6.1) achieves global synchronization.

Proof. Firstly we assume G only have two strongly connected components, H0 and H1,

and H0 ≺ H1. H0 is the minimal element, by Corollary 2, solutions of H0 subsystem

synchronize. That is, there exists function G(t), such that lim
t→∞

xi(t) − G(t) = 0 for

i ∈ H0.
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Let g(t) = G′(t), the the H1 subsystem is

ẋi = yi,

ẏi = −f(xi) +
∑
j∈H1

kij(yj − yi) +
∑
j∈H0

kij(yj − yi), i ∈ H1.
(6.11)

By theorem 2.3, solutions of (6.11) converges to the attractor of

ẋi = yi,

ẏi = −f(xi) +
∑
j∈H1

kij(y − yi) +
∑
j∈H0

kij(g(t)− yi), i ∈ H1.
(6.12)

By Proposition 6.1, xi(t) is eventually bounded for every i ∈ H1. Thus there exists

constant N , such that l′(x(t)) ≤ N when t is sufficiently large. Let p0
i =

√
N , when

pi > p0
i , condition (6.9) is satisfied. By Corollary 6, lim

t→∞
xi(t) − G(t) = 0 for i ∈ H1,

system (5.1) achieves global synchronization.

For more general interaction network G, the theorem can be proved by induction, as

in the proof of Theorem 5.5.

System (6.1) is a special form of system (1.6) in Chapter 1. Recall system (1.6) is

ẋi = yi,

ẏi = −fi(xi) + ui, i = 1, 2, ..., n,

where ui =
n∑
j=1

h(xi, yi, xj, yj) specifies the coupling protocol of the i-th oscillator. Previ-

ously, Synchronization behaviors were shown to exist when the coupling protocol ui was

assumed to be
n∑
j=1

kij(yj − yi) + kij(xj − xi) or
n∑
j=1

kij(xj − xi)− piyi [50,61,62]. In this

chapter, we studied system (1.6) under the coupling protocol ui =
n∑
j=1

kij(yj − yi), to the

best of our knowledge, this is the first synchronization result under this kind of coupling

protocol.
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6.2 Non-synchronization when inter-component coupling

strength is sufficiently small

By Theorem 6.2, when the inter-component coupling strength is sufficiently large, system

(5.1) achieves global synchronization.

In this section we investigate system (6.1) when the inter-component coupling strength

is sufficiently small. For better understanding, we firstly investigate the case of two cou-

pled nonlinear oscillators in section 6.2.1. More general coupled nonlinear oscillators are

studied in section 6.2.2.

6.2.1 The case of two oscillators

Consider the following coupled system of two oscillators,

ẋ1 = y1,

ẏ1 = −f(x1),

ẋ2 = y2,

ẏ2 = −f(x2) + k21(y1 − y2).

(6.13)

Assume k12 > 0, f ∈ C1(R), and f ′(x) ≥ 0, x ∈ R. The interaction network for system

(6.13) is

/.-,()*+1
k21 ///.-,()*+2 ,

representing that oscillator 1 is a free oscillator, and x2 is damped driven by x1.

For every initial condition (x0
1, y

0
1, x

0
2, y

0
2), we can firstly solve x1(t), y1(t). Then plug

y1(t) into the equations of oscillator 2. The equations of oscillator x2 are

ẋ2 = y2,

ẏ2 = −f(x2) + k21(y1 − y2).

(6.14)

86



Let x = x2(t), y(t) = y2(t), k = k21, g(t) = y1(t), system (6.14) becomes

ẋ = y,

ẏ = −f(x) + k(g(t)− y).

(6.15)

With the assumption on function f(x), the solutions of ẍ1 = f(x1) are periodic. Thus

g(t) is a periodic function. Let b = f ′(0), l(x) = f(x) − bx, then l(x) ∈ C1(R) and

l′(0) = 0. Equation (6.15) can be written as

ẋ = y,

ẏ = −bx− l(x) + k(g(t)− y).

(6.16)

LetPT denote the set of periodic functions of period T,Bdδ = {x(t) ∈ C(R,Rd), ‖x(t)‖

≤ δ}. For δ > 0, let η(δ) = max(x,y)∈B2δ |l
′(x)|. It can be seen that η(δ) = max|x|≤δ|l′(x)|

and lim
δ→0

η(δ) = 0. The following theorem is used in this section.

Theorem 6.3. [22] Let x ∈ Rn, f ∈ PT
⋂
C(R) and A is an n× n matrix. Suppose the

only solution of ẋ = Ax that belongs to PT is x = 0, then system ẋ = Ax + f(t) has an

unique solution xf ∈ PT for every f(t), and there is a constant C such that |xf | ≤ C|f |

for all f ∈ PT
⋂
C(R).

Theorem 6.4. Assume g(t) ∈ PT , and b 6=
(

2π
T

)2. Then there exist sufficiently small

k0 > 0, δ > 0 and an unique function (x∗(t, k), (x∗)′(t, k)) ∈ B2
δ

⋂
PT that solves (6.16),

for every k ∈ (0, k0].

Proof. The theorem can be proved with similar argument as in the proof of Theorem 2.1

in [22] Section 4.2. Let X = (x, y)T , A =

 0 1

−b 0

, q(k,X, t) = (0,−l(x)+kg(t)−

ky)T , write equation (6.16) as

Ẋ = AX + q(t,X, k) (6.17)
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By Theorem (6.3), for every Z(t) = (Z1(t), Z2(t))T ∈ P2
T and k ≥ 0, equation

Ẋ = AX + q(t, Z, k) (6.18)

has an unique solution X(t, Z, k) ∈ P2
T ,

‖X(t, Z, k)‖ ≤ C‖q(t, Z, k)‖ ≤ C(|l(Z1)|+ k|g(t)|+ k|Z2|). (6.19)

Since g(t) ∈ PT , g(t) is bounded for t ∈ R, let M = supt∈R|g(t)|. Let T : PT 7→ PT be

a transform defined as T (Z) = X(t, Z, k). Choose k0, δ sufficiently small such that

C(η(δ)δ + k0(M + δ)) < δ. (6.20)

For Z, Z̃ ∈ B2
δ

⋂
PT , k ∈ [0, k0], by (6.20), we have

‖T Z‖ ≤ C‖q(t, Z, d)‖ ≤ C(η(δ)δ + kM + kδ) ≤ C(η(δ)δ + k0(M + δ)) < δ, (6.21)

and
‖T Z − T Z̃‖ = ‖T (Z − Z̃)‖ ≤ C‖q(t, Z, k)− q(t, Z̃, k)‖

= C|l(Z1)− l(Z̃1)|+ k0|Z2 − Z̃2|

≤ C(η(δ) + k0)δ ≤ θ < 1.

(6.22)

By (6.21) and (6.22), the transform T is a uniform contraction from B2
δ

⋂
PT to B2

δ

⋂
PT

when k ≤ k0. Therefore it has a unique fixed point (x∗(t, k), (x∗)′(t, k)) ∈ B2
δ

⋂
PT , and

x∗(t) solves equation (6.16).

Theorem 6.4 establishes the existence of a periodic solution x∗(t, k) for sufficiently

small k, its period is the same with the driving force g(t). Next we investigate the stability

of x∗(t, k). Let x(t) be a solution of equation (6.16) other than x∗(t, k), let u(t) = x(t)−
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x∗(t, k), then u(t) satisfies the following differential equation

u̇ = u,

v̇ = −bu− l(x∗(t) + u) + l(x∗(t))− kv.
(6.23)

For t ∈ R, there exists ξ(u(t), x∗(t)), such that l(x∗(t)+u)−l(x∗(t)) = l′(ξ(u(t), x∗(t)))u.

Let h(t, u) = l′(ξ(y(t), x∗(t))). Equation (6.23) can be written as

u̇ = u,

v̇ = −bu− h(t, u)u− kv.
(6.24)

Theorem 6.5. Assume b > 0, l′(x) ≥ 0 for x ∈ R, and ‖(x∗(t), (x∗)′(t))‖ ≤ µ. Then

∀ε > 0, there exists k(ε, µ) > 0, such that when k > k(ε, µ), solution u(t), v(t) of system

(6.24) approach zero if the initial condition ‖(u(0), v(0))‖ < ε.

Proof. Consider the Lyapunov function V (u, v) = 1
2
[(k + 2b

k
)u2 + 2uv + 2

k
v2]. It can be

verified that V (u, v) is positive definite, and

V̇ = −u2 − 2

k
huv − (b+ h)v2.

Therefore V̇ < 0 when

k >
h(t, u)√
b+ h(t, u)

. (6.25)

Note that h(t, u) ≥ 0 since l′(x) ≥ 0. For a constant C > 0, the curve V (u, v) = C is an

ellipse EC . Given ε > 0, we can find the minimal ellipse EC1 that encloses B2
ε , and the

minimal disk B2
ε1

that encloses the ellipse EC1 . Ellipse EC1 , disks B2
ε ,B2

ε1
are described

in Figure 6.1.

Let ε2 = ε1 +µ, then ‖(u(0) +x∗(0), v(0) + (x∗)′(0))‖ ≤ ε+µ < ε1 +µ = ε2. Recall

that η(δ) = max|x|≤δ|l′(x)|, let k(ε, µ) = η(ε2)√
b

, then it can be seen for k > k(ε, µ), (6.25)

is satisfied when ‖(u(t), v(t))‖ < ε1 for all t.

Suppose ‖(u(0), v(0))‖ < ε, let C(t) = V (u(t), v(t)), this means that the point
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(u(0), v(0)) is on the the ellipse EC(0). By the definition of the disk B2
ε1

, the point

(u(0), v(0)) is inside the disk B2
ε1

. When k > k(ε, μ), V̇ |t=0 < 0. As time evolves,

the point (u(t), v(t)) will be on the shrinking ellipse EC(t), then (u(t), v(t)) will be al-

ways in the interior of the disk B2
ε1

, therefore (6.25) is always satisfied, V̇ (t) < 0 for all

t > 0, thus u(t), v(t) approach to 0.

Figure 6.1: The small disk is B2
ε , the ellipse is EC1 and the large disk is B2

ε1
.

Remark 2. In the proof of Theorem 6.5, the ellipse mentioned has the form Au2 +2uv+

Bv2 = const, where A = k + 2b
k
, B = 2

k
. Note that when k is sufficiently small, A and

B are both sufficiently large, the rate of the major axis and minor axis approaches to the

maximal of A
B

and B
A

, that is the maximal of b and 1
b
. This implies ε1

ε
is bounded.

Note that in equation (6.23) the solution x∗(t) is an arbitrary solution, if we apply

Theorem 6.5 to show the stability of the periodic solution x∗(t, k), the stability of x∗(t, k)

can be derived.

Theorem 6.6. Suppose g(t) ∈ PT , b �=
(
2π
T

)2 and b > 0. For function l(x), assume

l′(x) ≥ 0 for x ∈ R and lim
x→0

l′(x)
x

= 0. Then there exists sufficiently small k0 > 0, such

that for every k ∈ (0, k0], there exist δ > 0 and a unique function (x∗(t, k), (x∗)′(t, k)) ∈

B2
δ

⋂PT that solves (6.16), and it is locally asymptotically stable. Let ζ denote the orbit

of (x∗(t, k), (x∗)′(t, k)), the attraction region is {(x, y) ∈ R2, d((x, y), ζ) < δ}.
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Proof. The key to prove this theorem is to find k, such that both (6.20) and (6.25) are

satisfied.

Define the ellipse EC as in the proof of Theorem 6.6. Given δ > 0, there exists

C1 > 0, such that EC1 is the minimal ellipse that encloses the disk B2
δ , and there exists

γ1 > 0, such that the disk B2
γ1

is the minimal disk that encloses the ellipse EC1 . Let

γ(δ) = γ1 + δ, and k(δ) = η(γ(δ))√
b

. It can be seen that γ(δ) = O(δ).

By our assumption, we have lim
δ→0

η(γ)δ
δ

= 0 and lim
δ→0

k(δ)(M+δ)
δ

= lim
δ→0

M k(δ)
δ

+k(δ) = 0.

Therefore there exists δ0, such that for δ ∈ (0, δ0].

C(η(δ)δ + k(δ)(M + δ)) < δ. (6.26)

Let k0 = k(δ0), for every k ∈ (0, k0], there exists δ ∈ (0, δ0], such that k = k(δ).

By Theorem 6.4, there exists periodic solution x∗(t, k) and ‖(x∗(t, k), (x∗, k)′(t))‖ ≤ δ.

Notice that k(δ) > η(γ(δ))√
η(γ(δ))+b

, by Theorem 6.5, x∗(t, k) is asymptotically stable, and the

attraction region is {(x, y) ∈ R2, d((x, y), ζ) < δ}.

In Theorem 6.6, the assumptions on f(x) are satisfied by various functions, one class

of examples is functions f(x) = a1x+ a3x
3 + a5x

5 + · · · with ai > 0, i = 1, 3, 5, ....

6.2.2 The case of multiple oscillators

In this section we consider system (6.1), the general system of coupled nonlinear oscil-

lators. Suppose H is a strongly connected component of the interaction network GK ,

with m vertices, the restricted system on H at a function (G1(t), g1(t), ..., Gn(t), gn(t)) is

given by (6.3). Recall b = f ′(0), l(x) = f(x)− bx. System (6.3) can be written as

ẋi = yi,

ẏi = −b− l(xi) +
m∑
j=1

kij(yj − yi)− piyi + hi(t), i = 1, 2, ...,m,
(6.27)
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where pi =
∑

j∈GK\H
kij ≥ 0 and hi(t) =

∑
j∈GK\H

kijgj(t).

Theorem 6.7. Assume hi(t) ∈ PT , i = 1, 2, ..., n, and b 6=
(

2π
T

)2. Then there exist

sufficiently small p0 > 0, δ > 0 and a unique function

W ∗(t) = (x∗1(t), (x∗1)′(t), ..., x∗m(t), (x∗m)′(t)) ∈ B2m
δ

⋂
PT

that solves (6.27), for all 0 < pi ≤ p0, i = 1, 2, ..., n.

It can be seen that lim
pi→0

hi(t) = 0. Write system (6.27) in vector form, as system

(6.17), then Theorem 6.7 can be proved in the same way as Theorem 6.4. Theorem 6.7

shows the existence of the perturbed periodic solution W ∗(t) of the restricted system

(6.27). With the same arguments as in Theorem 6.5 and Theorem 6.6, we can show the

stability of W ∗(t).

Theorem 6.8. For equation (6.27), suppose hi(t) ∈ PT , i = 1, 2, ..., n, m 6=
(

2π
T

)2, b > 0

and the strongly connected component H is detailed balanced. For function l(x), assume

l′(x) ≥ 0 for x ∈ R and lim
x→0

l′(x)
x

= 0. Then there exist sufficiently small p0, such that

for all constants 0 < pi ≤ p0, i = 1, 2, ..., n, there exists δ > 0 and a unique function

W ∗(t) ∈ B2m
δ

⋂
PT that solves (6.27), and it is locally asymptotically stable. Let ζ denote

the orbit of W ∗(t, P ), the attraction region is {W ∈ R2m, d(W, ζ) < δ}.

Note that to prove Theorem 6.8, we can use the Lyapunov function given in the proof

of Theorem 6.1.

In system (6.1), let H be the condensed graph of GK . For i = 1, 2, ..., n, suppose

i ∈ H , recall pi =
∑

j∈GK\H
kij ≥ 0 is the inter-components coupling strength of vertex i,

as defined in Definition 9. For a solution W (t) = (x1(t), y1(t), ..., xn(t), yn(t)) of system

(6.1), and a strongly connected component H , let WH(t) = (xi(t), yi(t))i∈H . We have

the following theorem.
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Theorem 6.9. In (6.1), suppose the interaction network GK has a rooted spanning tree,

let H0 be the minimal element ofH with respect to the partial order ′ ≺′. Assume

(i) f(x) ∈ C1(R), f ′(x) ≥ 0, x ∈ R, f ′(0) > 0 and f ′′(0) = 0;

(ii) for strongly connected component H ∈ H \ {H0}, H is detail balanced;

Then

(a) system (6.1) synchronize in component H0, and xi(t), i ∈ H0 approaches to a func-

tion in PT for some T > 0;

(b) for every H ∈ H \ {H0}, there exists sufficiently small pH , such that if the inter-

components coupling strength 0 < pi ≤ pH for all i ∈ H , there exist small con-

stants δH and a solution W ∗(t) ∈ PT of system (6.1), with |W ∗
H(t)| ≤ δH .

Theorem 6.9 can be proved by applying Theorem 6.8 to the restricted system on H 6=

H0, following the partial order ′ ≺′. We briefly describes the process of the proof when the

interaction network GK has two strongly connected components. SupposeH = {H0, H1},

and H0 ≺ H1. By Corollary 2, WH0 synchronizes, and xi(t), yi(t), i ∈ H0 approach-

es to a function p0(t) in PT for some T > 0. By Theorem 6.8, there exists a locally

asymptotically stable periodic solution p1(t) of the restricted system on H1 at p0(t). Then

W ∗
H0

(t) = p0(t) and W ∗
H1

(t) = p1(t).

Recall in Theorem 6.2, we show that system (6.1) achieves synchronization when the

inter-components coupling strength is sufficiently large. Now with Theorem 6.9, we show

the behavior of system (6.1) when the inter-components coupling strength is sufficiently

small. Then what happens when the the inter-components coupling strength is neither suf-

ficiently large nor sufficiently small? This question is numerically investigated in Section

6.3.3 with a bifurcation diagram.

93



6.3 Numerical simulations

In this section we provide several numerical examples to illustrate the results in this chap-

ter. We consider four coupled nonlinear oscillators

ẋi = yi,

ẏi = −fi(xi) +
4∑
j=1

kij(yj − yi), i = 1, 2, 3, 4.
(6.28)

6.3.1 Strongly connected interaction network

In this section, let the interaction network G1 be described by Figure 6.2.

/.-,()*+1
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/.-,()*+2k12oo

k32
mmm

mmm
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vvmmm
mmm

m

/.-,()*+3
k43 ++/.-,()*+4
k34

kk

k24
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Figure 6.2: Strongly connected interaction network G1.

It can be seen that Interaction network G1 is strongly connected. In system (6.28), we

consider the following two cases.

(i) fi(xi) = x3
i , for i = 1, 2, 3, 4.

(ii) fi(xi) = αix
3
i , where α1 = 1, α2 = 5, α3 = 3, α4 = 4.

Coupled nonlinear oscillators with strongly connected interaction network is studied in

section 5.1. By Theorem 5.1, for all the three cases, system (6.28) achieves global syn-

chronization under strongly connected interaction network, that is lim
t→∞

ẋi(t)− ẋj(t) = 0

for i, j = 1, 2, 3, 4. For the first case, by Corollary 2, lim
t→∞

xi(t) − xj(t) = 0 for

i, j = 1, 2, 3, 4, and they all approach to an orbit of ẍ + x3 = 0. For the second case, for

i, j = 1, 2, 3, 4, letCij = lim
t→∞

xi(t)−xj(t), then we have lim
t→∞

fi(xj(t)+Cij)−fj(xj(t)) =

0, it is clear that xj(t) approaches 0 for j = 1, 2, 3, 4.
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The simulation results are shown in Figure 6.3. Case 1 shown in Figure 6.3-(a),

x1, x2, x3, x4 approach to the same periodic function. Case 2 is shown in Figure 6.3-

(b), x1, x2, x3, x4 approach to 0, note here the time it takes for solution to approach 0

is huge, the reason is when xi is small, fi(xi) is the third order infinitesimal of xi, then

fi(xj(t) + 0)− fj(xj(t)) is very small.
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Figure 6.3: Strongly connected interaction network case 1 and 2.

6.3.2 Interaction network with a rooted spanning tree

In section, let fi(xi) = xi + x3
i , i = 1, 2, 3, 4. Let the interaction network G2 be described

by Figure 6.4.

/.-,()*+1

k31
��

k41
QQQ

QQQ
Q

((QQ
QQQ

QQ

/.-,()*+2

/.-,()*+3
k43 ++/.-,()*+4
k34

kk

k24

OO

Figure 6.4: Interaction network G2 with a rooted spanning tree.

It can be seen that Interaction network G2 has a rooted spanning tree. There are three

strongly connected components in interaction network G2, H1 = {1}, H2 = {3, 4}, H3 =

{2}, and H1 ≺ H2 ≺ H3. The inter-component coupling strength of vertices in H2 is

p3 = k31, p4 = k41; the inter-component coupling strength of vertices in H3 is p2 = k24.
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By Theorem 6.2, when the inter-component coupling strength is sufficiently large, system

(6.28) achieves global synchronization. By Theorem 6.9, when the inter-component cou-

pling strength is sufficiently small, x2, x3, x4 will converge to periodic orbits with small

amplitudes. We consider the following three cases.

(i) k31 = k41 = k34 = k43 = k24 = 1.

(ii) k31 = k41 = 0.5, k34 = k43 = k24 = 0.1.

(iii) k31 = k41 = k34 = k43 = k24 = 0.1, k41 = 0.01.

The simulation results are shown in Figure 6.5, Figure 6.6 and Figure 6.7. Case 1 shown in

Figure 6.5, oscillators x1, x2, x3, x4 synchronize, since p2, p3, p4 are all sufficiently large.

Case 2 is shown in Figure 6.6, oscillators x1, x3, x4 synchronize while x2 approaches to a

periodic orbit with small amplitude, this is because the inter-component coupling strength

p3, p4 is large while p2 is small. Case 3 is shown in Figure 6.7, oscillators x2, x3, x4

all approach to periodic orbits with small amplitudes. The reason is p2, p3, p4 are all

sufficiently small.
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Figure 6.5: Interaction network with a rooted spanning tree, case 1.
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Figure 6.6: Interaction network with a rooted spanning tree, case 2.
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Figure 6.7: Interaction network with a rooted spanning tree, case 3.
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6.3.3 Bifurcation diagram of two coupled oscillators

As stated in the end of Section 6.2, in this section we numerically investigate the dynam-

ical behavior of (6.1) when the inter-component coupling strength is neither sufficiently

large nor sufficiently small. For simplicity, we consider the following system of two cou-

pled oscillators,

ẋ1 = y1,

ẏ1 = −x1 − x3
1,

ẋ2 = y2,

ẏ2 = −x2 − x3
2 + k(y1 − y2).

(6.29)

Oscillator 1 is a free oscillator, without loss of generality, we assume the initial con-

dition of x1 oscillator is (1, 0), thus x1 oscillates with amplitude 1. We focus on the

dynamics of oscillator 2.

ẋ2 = y2,

ẏ2 = −x2 − x3
2 + k(y1 − y2).

(6.30)

When k is sufficiently large, by Theorem 6.2, system 6.29 achieves global synchroniza-

tion, thus the amplitude of oscillator x2 is also 1. When k is sufficiently small, by Theorem

6.12, a stable periodic solution of (6.30) with a small amplitude exists. Therefore there

must exist threshold value k0 > 0, such that for k ≥ k0, the small periodic orbit no longer

exists. One natural question arises: when k increases continuously from small to large,

how do the dynamics of system (6.30) change? Figure 6.8 is the bifurcation diagram of

system (6.30), it shed some light on this question.
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Figure 6.8: The bifurcation diagram of system (6.30).

In Figure 6.8, the horizonal axis describes the coupling strength k, the vertical axis

describes the amplitude of periodic orbit of (6.30) for corresponding k. The light green

curve represents stable periodic orbit, while dark blue curve represents unstable periodic

orbit. It can be seen that there is a turning point at k0 ≈ 0.3. When k < k0, there

are three periodic solutions of (6.30): the synchronized orbit x1(t), the stable periodic

orbit with small amplitude and an unstable periodic orbit in between of them, when k >

k0, system (6.29) achieves global synchronization. x2(t) approaches to x1(t), which is

periodic function with amplitude 1. The small periodic orbit and the unstable periodic

orbit no longer exist.
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Chapter 7

Future directions

In the thesis we study coupled gradient systems and coupled oscillators on arbitrary inter-

action networks, we show the impact of network connectivity on their dynamical behav-

ior. For these two types of systems, we show synchronization occurs when the interaction

network is strongly connected, while clustered behavior is expected when the interac-

tion network is not strongly connected. In the case of clustered behavior, the local agent

systems in the same strongly connected component are in the same dynamical clusters.

Many mathematical problems regarding coupled dynamical systems can be further

investigated. For the future research on this subject, I plan to investigate the following

problems.

• Study coupled dynamical systems with multiple interaction networks. For example,

in system (1.6), let u =
n∑
j=1

kij(yj − yi) + lij(xj − xi), K = (kij), L = (lij). Then

there are two independent interaction networks GK and GL in system (1.6).

• Provide a condition such that core assumption of Chapter 3, assumption (A3) is

satisfied.

• Study coupled nonlinear oscillators on networks without a rooted spanning tree.

Unlike the case of linear oscillator, for systems of coupled nonlinear oscillators,
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there is no superposition principle which is critical for the proof of Theorem 5.8.

• For system (6.29), do bifurcation analysis on system (6.29) on parameter k.
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