6752

NATIONAL LIBRARY BIBLIOTHEQUE NATIONALE

OTTAWA OTTAWA
NAME OF AUTHOR\QN\\)QTHF\QGD .......... LS
TITLE OF THESIS.. Q*\‘la\\ \—W\\O‘V%‘)(‘N D@NCE
OF T™E 3Na Q\JADRUPOLQ
REUAEVTION, ™ N0 3
UNIVERSITY........ J\\U&@R‘H\ ..........
DEGREE FOR WHICH THESIS WAS pRESENTED...?\).‘ C)‘ ..............
G/
YEAR THIS DEGREE GRANTED\HQ ..... eereeaa. FRTTTTI

Permission is hereby granted to THE NATIONAL LIBRARY
OF CANADA to microfilm this thesis and to lend or sell copies
of the film,

The author reserves other publication rights, and
neither the thesis nor extensive extracts from it niay be

printed or otherwise reproduced without the author's

written permission.

(Signed)... ... ... .. 0l e,

PERMANENT ADDRESS:

+F’S D% 43 - FSANC

NL-91 (10-68)



THE UNIVERSITY OF ALBERTA

ORIENTATION  DEPENDENCE OF THE 23Na

QUADRUPOLE RELAXATION IN NaNO3

by

@ KENNETH REED

A THESIS
SUBMITTED TO THE FACULTY OF GRADUATE STUDIES
IN PARTIAL FULFILMENT OF THE REQUIREMENTS FOR THE DEGREE

OF DOCTOR OF PHILOSOPHY

DEPARTMENT OF PHYSICS
EDMONTON, ALBERTA

FALL, 1970



UNIVERSITY OF ALBERTA
FACULTY OF GRADUATE STUDIES

The undersigned certify that they have read, and
recommend to the Faculty of Graduate Studies for
acceptance, a thesis entitled ORIENTATION DEPENDENCE OF
THE 23Na QUADRUPOLE RELAXATION IN NaNO3, submitted by

Kenneth Reed, in partial fulfilment of the requirements

for the degree of Doctor of Philosophy (i;//

v/4 Vi
Superv1s d |

/47 /ff=~ <
lﬁ//?d;//jw‘, M/

T
/é' NN JR‘(.%

%] 4 K/mu

Exteynal Examiner

Date 4%/ 22 /7



ACKNOWLEDGEMENTS

I wish to express my sincere gratitude to Dr. D.G.
Hughes, my research supervisor, for suggesting this project
and for his continual help, interest and encouragement

throughout the whole project.

I also wish to thank Dr. R.E. Snyder for assistance
with computing and for many helpful discussions during this

latter part of the work.

The cooperative attitude of members of the technical
staff, in particular Mr. D. Gerritsen and Mr. A. O'Shea, is
gratefully acknowledged.

Also, I wish to thamnk my wife, Carol, for her
patience and encouragement during the course of this research.

It is a pleasure to acknowledge the National Research
Council's financial support of this work in particular the
award of a Graduate Scholarship. I wish to thank the
University of Alberta for the award of a Dissertation

Fellowship.
Finally, I would like to thank Mrs. Marilyn Wahl

for her work in typing this thesis.



Abstract

This thesis describes an investigation of the
orientation dependence of the 23Na quadrupole relaxation in
a single crystal of-NaNO3 at room temperature. Nuclear
- quadrupole relaxation occurs via transitions where the
magnetic quantum number m changes by * 1 or + 2, the
respective probabilities of these allowed transitions being
W, and W,. The ratio Wz/wl was measured as a function of
the crystal orientation with respect to the external magnetic
field using a steady-state nuclear magretic resonance
technique.

The technique is an extension of the double-resonance
method devised by Pound where the intensity changes of one

23Na resonance components caused by

of the quadrupole-split
severe simultaneous saturation of another component is
measured. By measuring the intensity changes as a function

of the spectrometer observing power, the effec;.of the
observing power was corrected for using a linear extrapolation.
In order to make accurate measurements for a range of crystal
orientations, a sensitive flux-balance system wasvdeyeloped.
This enabled the coupling between the spectrometer and the

saturating signals to be eliminated. The final resonancés

obtained with the equipment were such that their intensities
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could be measured with an accuracy of 0.2% giving the value
of WZ/Wl accurate to 2.0%.

The quadrupole relaxation is characterized by a
fourth rank tensor, the so-called M-tensor. Theoretical
expressions for the orientation dependence °f'W2/Wl for
triad symmetry have been developed in terms of the M-tensor
components by Pietila. Our experimental values of WZ/Wl
were fitted by a least squares technique to this equation
resulting in a very good fit when the M-components in the
equations for W2 and Wl were .considered equal. This implies
that the predominant relaxation mechanism is an indirect
process. The results obtained were Ml313/Mllll = 0.850 =
0.015, M3333/Mllll = 0.822 % 0.01s, Mlll3/Mllll = -0.115 #
0.018 and M1123/Mllll = 0.147 £ 0.017 where the z axis is
along the triad axis and the x axis is along the projection
of a rhombohedral unit cell edge on a plane perpendicular
to the triad axis. Using symmetry arguments it is shown
that M1123 should equal zero in NaNO3. This is in marked
contrast with our experimental value, indicating that at
room temperature the crystal structures of NaNO3 is not as
presently accepted.

Previous measurements of the W2/Wl orientation

dependence of 23Na in monocrystalline NaNO3 at 77°k by



Niemela using pulse techniques are reanalyzed. It is shown
that agreement between experiment and theory is satisfactory.
and that the relaxation mechanism at 77°K is again via an
indirect mechanism.

In an attempt to interpret the experimental values
of the M-tensor components, a calculation using a point
charge model is presented. The calculated values of. the
ratios of the M—componentg are in surprisingly good agreement.

with experiment.
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SECTION I Introduction

Nuclear spin-lattice relaxation in solids occurs
through the coupling of the magnetic dipole moment and the
electric quadrupole moment with the lattice. For nuclei
having a nuclear spin number I = 1/2, the quadrupole inter-
actions are absent, but for I>1/2, both of these intefactions
contribute to the relaxation. In the magnetic case, the
magnetic dipole is coupled to the fluctuating magnetic field
at the nuclear site. 1In the electric quadrupole case, the
electric quadrupole moment couples with the fluctuating electric
field gradient at the nuclear site.

The allowed nuclear spin transitions in the magnetic
case are governed by the selection rule Am = +1 (Bloembergen,
Purcell and Pound, 1948). 1In the quadrupole case on the other
hand, transitions corresponding to Am = *1 and Am = *2 can
occur (Pound, 1950).

If the nucleus is situated in a crystal at a site
possessing less than cubic symmetry, the time-average electric
field gradient will be non-zero. This interacts with the
electric quadrupple moment (for I>1/2) to modify the nuclear
magnetic energy levels. 1In sodium salts the static quadrupole

interactions of the 23Na nuclei, for which I = 3/2, are usually



much smaller than the Zeeman interaction of the nuclear magnetic
moment with magnetic fields m104G generally available in the
laboratory. This situation is usually referred to as the 'high-
field' case and we shall be concerned with this case through-
out this thesis. Since the static quadrupole. interactions
depend on the m value of the Zeeman levels, the 2I+1 levels
become unequally spaced. For nuclei lécated in identical sites
in a single crystal, the resonance spectrum will therefore
consist of 2I components.

Spin-lattice relaxation via. quadrupole interactions
was first investigated by Pound (1950) who. studied the 23Na
spin system in a pure single crystal of NaNO3 at room temper-
ature. Pound showed theoretica}ly that by severely 'saturating
one component of the three-=line resonénce spectrum the in-
tensity of other components would be significantly changed if
the relaxation mechanism is quadrupolar. On the other hand,
severly saturating one component would produce no effect on
the intensity of the other components if the relaxation mech-
anism is magnetic. By assuming that the quadrupole transition
probabilities corresponding to Am = *1 and Am = *2 were equal,
Pound showed that severe saturation of the central component
of the spectrum (the so-called centre line) should cause an

enhancement of the other components, the so-called satellites,



by a factor of 3/2. Similarly, Pound showed that severe
saturation of a satellite should depress the other satellite
by a factor of 2/3 and enhance the centre line by a factor of
5/3.

To check this, Pound performed a double resonance
experiment in which one component of the spectrum was severely
saturated and the intensities of the other components were
measured using a marginal oscillator spectrometer (Pound and
Knight, 1950, Watkins and Pound, 1951). Although the signal-
to-noise ratios were poor, approximate agreement with the ex-
pected intensity changes was obtained. The indication there-
fore was that the dominant relaxation mechanism was quadrupolar.
This was later confirmed by Andrew and Swanson (1957), by
observing the saturation behaviour of the centre line and
satellites.

Abragam (1961) generalized the Pound theory taking into
account the fact that the transition probabilities corresponding
to Am = £]1 and Am = t2 are not necessarily equal. Abragam
pointed out that Pound's data implies that W2/Wl is approximately
1.5 rather than unity, where Wl and W2 are the respective
probabilities of the transitions Am = *1 and t2 (Yosida and
Moriya, 1956).

In addition to assuming that Wl and W2 were equal,



Pound assumed that the effect of the spectrometer (observing)
power was negligible. By taking into account the spectrometer
power and lifting the restriction that W1=W2, Hughes (1966)
derived expressions for the double resonance behaviour of an
I = 3/2 spin system. In particular, Hughes showed that the
enhancement of a component should be linearly dependent on
the spectrometer observing power when the observing power is
small. It should therefore be possible to correct for the
effect of the spectrometer observing power in the Pound
experiment by measuring the enhancement as a function of the
Sspectrometer observing power and using a linear extrapolation
procedure.

The first experimental measurement of WZ/WI in the
high-field case was made by Goldburg (1959) for the 23Na spin
system in monocrystalline NaNO3 at 77°k. Whereas Pound
measured the enhancement using a steady-state technique, Gold-
burg employed a pulse method. The crystal was orientated such
that its triad symmetry axis was directed along the externally
applied magnetic field and W2/Wl was found to be 0.90 * 0.05.

The aim of the work discussed in this thesis is to
investigate experimentally the orientation dependence of
W2/Wl in a solid. The investigation was carried out on the

23Na spin system in NaNO3 at room temperature.



A steady state method was chosen in preference to a
pulse method (Hahn, 1949) because of the danger of interference
with other components of the spectrum when the 90° pulse is
applied to a given component. The quadrupole splitting is a
function of the crystal orientation with respect to the exter-
nal magnetic field and at certain orientations the resonance
separation is so small that pulse methods can no longer be
used.

The double resonance method cannot be used for a quad-

rupole study of 23

Na in NaNo3 if the radio-frequency fields
interfere with each other. We describe the design and con-
struction of a sensitive flux-balance system that enabled the
coupling between the radio-frequency fields to be reduced to
very small values. If this had not been done, the measurements
that we describe could not have been carried out.

During the course of the work described in this thesis,
the results of the orientation dependence of W2/Wl for 23Na
in NaNO3 at 77K were given by Niemela (1967) and compéred to
the theoretical dependence given by Pietila (1968). This work
is critized in detail in Section 1IV.

It was necessary for us to extend the theory in order

to analyze our data and this is done in Section II. The

equipment and experimental procedure is given in Section III.



Some auxiliary data concerned with the equipment. is also given

in Section III. The main body of the experimental data is

presented and discussed in Section IV.



SECTION II Theory

a) Introduction

The application of a steady magnetic field Ho to a
system of nuclei with nuclear spin number I and magnetic
dipole moment u gives rise to 21+1 nondegenerate Zeeman energy

levels. These energy levels are given by

E = -mpH
m T ° (II 1)

where m is the magnetic quantum number. In a state of ther-
mal equilibrium, the ratio of the populations of adjacent

levels is given by the Boltzmann factor exp ég’ where AE is

kT
the energy separation of adjacent levels, k is the Boltzmann

constant and T is the temperature of the spin system. For a
spin system at room temperature in an applied field of a few
thousand gauss, the Boltzmann factor is of the order of 10-6.

So to an excellent approximation the Boltzmann factor can be

written as 1 + AE . It follows that if N is the total number

kT
of spins then the population of the mth energy level is given

by

N muH
[ 1+ o] ]. (1T 2)

m = N
(2T9)
IKT



NMR occurs when photons of frequency v given by the expression
E/h interact with the Spin system. a quantum of energy will
exite transitions between the energy levels if it has the

Same value as the level Spacings.

Let us consider an alternative picture. The appli-
cation of a steady magnetic field will result in a precess-
ional motion of the spin about the direction of the applied
magnetic field. Such a motion will be characterized by the

Larmor frequency of Precession that is given by the equation
W = Y_ H (I 3)

where Y is the nuclear gyromagnetic ratio for the particular
species. Let us Suppose that a circularly polarized field is
applied such that its bplane is perpendicular to the steady
magnetic field Ho‘ The frequency of the polarized field can
be adjusted until the rotation rate of the radial vector
representing the field is equal to the precessional rate of
the spin about the field Ho and in the correct sense. 1In
this case there will be a sustained interaction between the
spin and the circularly polarized field resulting in the re-
orientation of the spin into another energy state. Such an
interaction is the basis of the Nuclear Magnetic Resonance

Phenomenon and this description is equivalent to the energy



level picture given in the pPreceding paragraph.

The magnetic transitions resulting from absorption
of energy by the spin system and resulting in the redistribu-
tion of the spin population is governed by the selection
rule Am =+ 1, ©The probability for such a transition takes
the form (Bloembergen, Purcell and Pound, 1948 henceforth
referred to as BPP, 19438)

P o= P =@y e g [Tt [1-me1) (11 4)
m->m-1 m-1-+m
where g(v) is the normalized lineshape function and Hl is the
magnitude of the circularly-polarized applied field. The net
absorption of energy by the spin System occurs because of the
slight excess of population in the lower energy levels and
the intensity of the nuclear absorption is directly propor-
tional to the population difference between the two levels
between which the spin transition takes place.

For an isolated nuclear spin system, devoid of inter-
actions with another system, the continued presence of the
appropriate radiation would in time lead to equal population
of the Zeeman levels and there would be no further net energy
absorption by the Spin system. In such a state, the charac-
teristic spin temperature will be infinite and the spin system

is described as being completely saturated.
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In practice the spin system is not isolated but in
fact interacts with the lattice. Such an interaction, the
So-called spin-lattice interaction, has a finite Probability
of inducing transitions. However, in this case the probabil~
ity of downward transitions exceeds that of upward transitionsg
(Andrew, 1955) ., Clearly such spin-lattice interactions will
form the basis of the relaxation mechanisms for the particular
nuclear spin system.

To illustrate thig let us consider the simple case of
a spin system with T = 1/2. Using equation (II 4) we write

the transition Probability as

spin-lattice interaction as w We can write the downward tran-
Ssition Probability as W(1l+4) (Andrew, 1955) where A = h\VkT,_
hv being the énergy separation between the two levels. By
Probability arguments we can then write rate equations for
the populations of the two levels as

N, =N

1
2

W(l+4) + l_\Il_Po - Nl- W - Nl- Po

2 2 2

(II 6)

et

Nl
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and

P, (II 7)

N =NW+N PO - NW(l+A) - N
1 -

1

2

NI
NI
N~

2

where the N's are the populations of the pafticular levels.,

Since A<<1l and N Nl = No<<N, it follows that

11
2 2
Ny = -WN o+ N, WA - NP (11 8)
2 2
and
Ny =W, - Ny WA+ NP, (1T 9)
2 2

Hence, it follows that

No = -2WN, - 2Ny WA - 2N P, (II 10)

Now using equation (II 2), NlA is the equilibrium value of
No which we denote as noand 2therefore

Ny ="2W (n - N ) - 2N P (II 11)

For Po=o the solution for this type of equation is of the form

No=no[l-C exp (-2Wt)] where C is a constant that is determined
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by the initial conditions. The time constant for the ex-
ponential return to equilibrium is (2W)_l which is defined as
the spin-lattice relazation time Tl'

In the presence of a radiation field, it follows from
equation (II 4) that the steady-state solution of equation
(II 11) is

n
N = 0

° - 2
l+(%)Yn H

f T, g(v) (IT 12)

If the applied radiation field is sufficiently large such
that yi Hi Tl g(v)>>1 then the spin system is said to be
severely saturated. This derivation of equation (II 12) was
first given by BPP (1948). However, for NMR, in solids
equation (II 12) is only valid for small values of Hl except
at the centre of the resonance where it is true for large

23

H This was demonstrated by Goldburg (1961) for “°Na in

1°
NaCl.
For the case I = 1/2, spin-lattice relaxation is due
to the magnetic dipole moment of the nucleus interacting with
the time-dependent magnetic field produced at the nuclear site.
However, measurements by BPP (1948) indicated another type of
relaxation process. 1In water doped with deuterium, Tl for

a proton is approximately 3 seconds whereas Tl for a deuteron
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is approximately 0.5 seconds. Since the Magnetic dipole for
the deuteron is much less than that of the proton, it is
clear that another relaxation mechanism is involved. The
deuteron has an electric quadrupole moment and it was pro-
posed by BPP (1948) that it was this interacting with the
time-dependent electric field gradient that caused the short
Tl. In the case of heavier nuclei which have large quad-
rupole moments, broad linewidths have been found that indji-
cate relaxation times as short as lo_sseconds in liquids.

In the case of liquids, the quadrupole interaction,
although broadening the resonance line, does not result in
any additional structure of the line. Such structural changes
would arise from the interaction of the quadrupole moment with
the time-average electric field gradient in the crystal. How-
ever, in the liquid the local configuration time is suffi-
cently short that such an interaction is averaged out. 1In
the case of a solid, however, the local configuration
does not fluctuate so rapidly, and a non-zero time-average
electric field gradient may exist at the nuclear site. Thus,
the interaction of the electric quadrupole moment with this
field gradient may result in fine structure of the resonance
(Pound, 1950). 1In passing, we mention that the time-averaged

electric field gradient at the nuclear site is zero if the
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nucleus is in a site possessing cubic Symmetry. On the other
hand electric quadrupole relaxation may still occur.

Let us now consider in detail the quadrupole inter-
action iﬂ a solid and the subsequent effect that such an inter-
action will have on the Zeeman energy levels arising from the
application of the steady field Ho to the system. Consider
a nucleus with atomic number 2 whose total electric charge is
distributed over the nuclear volume with a density p (;).

Let V(;) be the electric potential arising from all the other
charges in the environment excluding that of the nuclei
under consideration. The electrostatic interaction H is given,

over the nuclear volume, by
H=/0() V (r) av. (II 13)

The term V(;) can be expanded over the nuclear volume about

the nuclear centre of mass by a Taylor series giving

3 -
H= fd"%p(x) [V.+ I. v X, +1 2
[ o “j [§§5] j Lix [ 8i \' Jx.xk+.... ] (II 14)

Xq=X, X,=y and X3=2 with the summation over each of the sub-

scripts extending over 1,2 and 3. Thus one obtains the ex-
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pression

0X..

g 2

H=2ev + Z, P, |8V + 1 Z, . 07V +.... II 15

e 0 i j [_ ]o E Q X [ k]o ( )
J J

where

Pj = fd3xpf;5xj is the nuclear electric dipole moment and
(II 16)

ng = fd3xp(§3xjxk is the nuclear electric quadrupole moment.
(I 17)

The first term in equation (II 15) represents the electrostatic
energy of the point charge nucleus and since it is independent
of the nuclear shape or orientation it is of no interest in
this work. The electric dipole interaction term vanishes by
virtue of a parity argument. The basis of the argument is

that the ground state wave function wlm has a definite parity
such that wlm Wlm’ is unchanged if all nuclear coordinate signs
are reversed. Thus, it follows that pmm‘(:?3 = Pom” (;3, but
since the term xj in equation (II 16) has different signs in
the different octants then the term Pj vanishes. This

argument also holds true for the case of the electric octupole
term so that in fact the next non-zero term in the expansion

is the electric hexadecapole term. One can therefore write
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the interaction Hamiltonian in the form

»

H = % ij ij ij + hexadecapole terms +---- (II 18)
where
v ]
Vi =12V
jk =
ijaxk .

Looking at the approximate orders of magnitude of the.
interaction terms in equation (II 15), the electrostatic energy
Zez/re is '\aloscm_l having taken ry to be typically one Angstrom.
The quadrupole term is %ernz(e/re3) = eVO(rn/re)2 where L
the nuclear radius is mlO_lzcms. It follows that the quadru-
pole interaction mlo-sof the monopole interaction. The
hexadecapole interaction is. some 10_8 of the quadrupole inter-
action ruling it out for all intents and purposes.

We shall henceforth be concerned with the so-called
"high field" case where the quadrupole interactions are small
compared to the Zeeman interaction. The effect of the quad-
rupole interactions can therefore be treaﬁed by perturbation
theory. A first-order perturbation treatment was carried out

by Pound (1950) and results in the nuclear energy levels being

given by the equation



17

-muH 2 —
E = o + e 3m®™ - I(I+1)]| V
m i AT (21-1) [ ] 2. (11 19)

where eQ is the nuclear electric quadrupole moment and V;é

is the time-average zz component of the field gradient at the
nuclear site and z is the direction of the applied magnetic
field. 1In the absence of quadrupole interactions, the Zeeman
splitting produces 2I+1 equally-spaced energy levels. As can
be seen from equation (II 19)y quadrupole perturbation results
in a degree of perturbation that depends on the magnetic
quantum number m of the nuclear level with the result that
the energy levels are no longer equally spaced. If the envi-
ronment has axial symmetry then the field gradient term is
given by (Pound 1950)

Voz = [1] e [3 cos? 0-1] (II 20)

2

where 6 is the angle between the symmetry axis of the crystal
and the external field Ho' Also, eq is a scalar descriptive

of the electric environment defined as
2 -3
eq = fo[3cos” ¢ ~-1] r ° av (I 21)

where the integral is taken over all the charges outside of

the nucleus, r is the vector joining the nucleus to the
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volume element dV, ¢ is the charge density and ¢ is the
angle between r and the symmetry axis. From equation (II 19)
it follows that the component lines have frequencies
v =v+ 3e?p (2m-1) (3cosZ6-1) (11 22)
m-m-1 8I(2I-1)h
where vo‘is the unperturbed Zeeman frequency.

For a single crystal of NaNO3, all the 23Na nuclei
are in environments possessing axial symmetry and identical
V;é. Since I=3/2 for the 23Na nucleus, and since the symme-
try of the crystal is lower than cubic, the 23Na nuclear

magnetic resonance will consist of three lines. These are the

so-called centre line arising from the transition m=1+ -1 and

2« 2
the satellites corresponding to the transitions m=3 + 1 and
2 « 2
= -3 > -1. The first-order perturbation treatment of Pound

2+ 2
has been extended to higher orders by Bersohn (1952). The

frequency Vc of the centre line and the frequencies v_ of the

satellites are given by

v

%= 1% p (3cos26-1) + 3p2 sin? 20 o? sine (3cosZ6-1) X
v, 4 32 W)

(3-5c0s28) + 0 (94)

Ve 2 2 2 4

— = 1= 3p" (9 cos® 6 -1) sin“s + 0 (p*) (11 23)
v 6
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where p is the dimensionless parameter eZQq/hvo. The first-
order term in p give the equations as expressed by Pound
(1950). To this approximation, quadrupole interactions affect
only the satellite frequencies, with each satellite being
affected the same degree. Second-order and higher even-order
perturbation terms affect the centre line and also the
satellites shifting the satellites with respect to the fre-
quency v whilst maintaining a constant satellite separation.
For 23Na in NaNO3, the third-order term is of the order of
10Hz and for most purposes can be ignored.

The frequency separation of the satellite components
as a function of the orientation of the symmetry axis of the
crystal with respect to the direction of the applied field

Ho’ is to first order given by

vV, -V 2 2
+ - =11 e°Qq 3cos™ 6 ~1
s e ] _—

where the quantity eZQq/h is usually referred to as the

quadrupole coupling constant.

b) Population dynamics for a spin system with I=3/2

We consider a system of nuclear spins with I=3/2
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situated in a single crystal on sites which have identic:l
and non-zero V;; . The resonance spectrum therefore consists
of three lines. Furthermore, we shall suppose that the re-
laxation of the spin system is due to homogeneous quadrupole
interaction. The allowed spin transitions are governed by
the selection rules Am=+1 and Am=:+2.

We shall suppose further that the spin system is
subject to a double resonance experiment of the type carried
out by Pound (1950) in which one resonance is severly satu-
rated whilst another is simultaneously observed using a much
weaker signal. 1In his experiments Pound investigated the
23Na spin system in NaNO3 at room temperature and showed that
the relaxation mechanism was predominantly quadrupolar. This
was later confirmed by Andrew and Swanson (1960) who studied
the saturation behaviour of various components of the spec-
trum. By assuming the probability of the two possible quad-
rupole transitions were equal, and that the observing power
of the spectrometer measuring the component undergoing the
intensity variation was having no effect on the spin system,
Pound showed that the intensity of the satellite should be
enhanced by a factor of 3/2 when the centre line transition is
severely saturated. Similarly, Pound showed that when a sat-

ellite is severly saturated the centre line should be en-
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hanced by 5/3 and the other satellite depressed by a factor
of -3/2. Experimentally, Pound. obtained enhancement values in
rough agreement with these values.

We now generalize the Pound- theory to take into
account other considerations which are necessary to carry out
accurate double resonance experiments. The quadrupole in-
duced spin-lattice transitions probabilities are given by

(Yosida and Moriya, 1956)

W= W (2m-1)2 (I-m+l) (I+m)
mm-1 . > (II 25)
2I (2I-1)

and

W = W2 (I+m) (I+m-1) (I-m+1l) (I-m+2)
m>m-2

5 (IT 26)
2I (2I-1)

The downward quadrupole transition probability by the same
selection rules are given by the above equations multiplied
by the appropriate Boltzman factor.

From examination of the unit cell of NaNO3,it is
apparent that for relaxation purposes there are in general
two different Na sites though they both have the same V;;

and therefore the same quadrupole splitting. The quadrupole
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Caption II a

Figure II a shows the nuclear transitions considered

in the setting up of the population rate equations for the
I = 3/2 spin system. Transitions resulting from the inter-
action of the electric quadrupole moment with the time-

dependent electric field gradient are labelled in terms of
the quadrupole transition probabilities Wl and W2. transi-
tions resulting from the interaction of the magnetic dipole
moment with the time dependent magnetic field are labelled

in terms magnetic transition probability W3.
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transition probabilities Wl and W2 given by equations (II 25)
and (II 26) are therefore in general different for both sites
and our theory must take this into account.

We shall consider the general case where Wl and W2 are
unequal. We shall further introduce into our calculations of
the population dynamics the refinement that the 23Na energy
levels are not equally spaced. Ignoring second-order frequency:
shifts, we express .the frequencies of. the components of the
23Na spectrum in monocrystalline NaNO3 as v, for the centre
line, vo(l+6) for the high frequency satellite and vo(l-G)
for the low frequency satellite. The two spin systems, say
A and B, will be coupled by spin-exchange interactions since
corresponsing 23Na resonance frequencies are equal (Andrew

and Swanson, 1960). We label the intrinsic spin-exchange

transition probabilities as o for m = -3+-1,8 for the tran-
2« 2
sitionm = -1+ 1 and y for m = 3> 1. We now develop the rate
2+ 2 2+ 2

equations for the various levels of the A spin system, and

calculate the enhancement of the high frequency satellite

where a saturating power P is applied to the centre line, P
being given by ;yﬁ Hig(v). This will correspond to the ex-

4
perimental case where the observing power of the spectrometer

is zero. The allowed transitions are shown schematically in

Figure II a.
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Using N§3/2 for the population of the m = -3/2 level
of the A spin system and similar labelling for the other

levels, the time-dependent population of the m = -3/2 level is

Bt - aen -, ae

NN Wy - N %
2 3 3 2 73
B B
MY T
N 2 2 2 24,

1}3=E1‘2W?+N1W‘3‘—§'3W?(1+A)-l_\13W2(1+2A)
2 2 2 2 2
B
+ao [N - N
1 [—1 -IJ. (IT 27)
where Nl = N§ -Nl' No_= N; - ?l and §1= fl‘- ?3 .
2 2 2 2 2 2
ii) m=-1/2

Using a similar notation we can write

2 72 2 "2 -
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=2
Lv1]

g B B
+ 4PN+ o [NAN;-I:IQN;;]
2 273

;|

I
Nlw
!

+ B8
N

2
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NI to
]
Pl b
2
Nl o
| I

Nl
1

which can be reexpressed as

"2 2 T2 "2

. B B
+ 4PN +a N -7+ 8 N -N
° 1 ['1 '1] 1 [° °]. (IT 28)

iii) m = 1/2

Similarly N? is given by
2

3 wi‘(1+A)

v -l e -
2 2

rot s

3
2

) B B
w§'4PNo+%[N?'N1]+§[N'o'N2] (IT 29)

4

Rt b

iv) m = 3/2

Similarly.Ng is given by
2

NS=N€W‘?(1+A)+§'2W2(1+.2A)-NSW?
3 3 p 3
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le%

B
W%*%[Nl'N?]. (II 30)

Using equations (II 27), (II 28), (II 29) and (II 30) we get

following expressions for the population differences

ﬁ‘;=n§(4p')+NA(2w"wA)+_ (w‘l‘)+m\rA (2wA)

1

B
+ AN‘Za (2w-’l* + 2w§) + X (Nl-NA) + s (NA NO)

» (II 31)

RRACERE L R e g}

+ ANPS (-zwll"-zw‘;) + B (N-NB) + o (NB-NR) (II 32)
- ) o 1

- 0 5 - =1
and
% = (oo 4 B s b oo

4 ) 2

B B
M (awp-20) + o (P-nD) + g (wo-x) *y (N-ND)
(II 33)

We wish to find the steady state solution where g? = N? =.

ﬁﬁ = 0. The term P” can be eliminated from these expressions

to simplify obtaining the solution. Multiplying . (II 31) by 2
and adding to (II 33) we get
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+ N]l3 (3y) + Ile (=a) + 2no[WA+2W'§+26(W?+W}2\)] (II 34)

4 4
Likewise multiplying (II 32) by 2 and adding to (II 33) we
have the form

T =

B
+ Nl (

) + N} (30) + 2n_ [wihzw‘;‘-za(wll‘mg)l (II 35)
2

-y

4
A similar set of rate equations will exist for the spin
system B and by similar manipulation they can be put into
the form

B B B B
0= Ng (=20 + x5 (-3w113-3w§-3_z) + NP (w]23+w113+%)

+ N (3y) + 0D (ca) + 2n_ [w§+2w§+25(w‘13+w‘23)] (II 36)
Z

1 3+ 0

and
0 = N° (-2wB) + nB (Worit+y) + NP (-3W2-3W5-3a)
2

1 Z 1

B
+ b (zp + Ny (30) +2n, [wl+2w‘23-26(w113+w§)-'ll. (IT 37)
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If we assume that the power P° applied to the centre line is
sufficiently large to cause complete saturation, then we can

set the term Nﬁ = Ng = 0 thereby giving four steady-state

equations:
B
0=n (-3w‘;-3w}2‘-§%) + N (w§+w?+%) "N Gy

3 3
+ N (9_2) + 2n_ [3w?+6w§‘-66(w2+w§)]’
0=n 3y + Ny o) + Ny (-3w’13-3w’23-3_z)
+ g}i" (w§+w]l3+%) + 2n [w’f+2w§+26(w’f+w§)],
0=t (-3_1) + (9_2) + N (3W123+3W113+3-Z)
+ N3 <'9W?‘9W§'9_2‘) * 2n, [3“’?*6”?'6“""113”?)]. (II 38)

We now solve these equations in order to obtain the

value N? and N? which will be directly proportional to the

enhanced intensity of the high frequency satellite due to the
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spin systems A and B. The total intensity of the enhanced
satellite component. is written as Niit the sum of N? and N?.

Assuming a,B,y>> 17 W?, W?, Wg,the solution takes the form

ySat - 2no[(w‘}+2w§) + (wf_‘+2w§') + G(Wi‘+w§) + 6(W§+W§)]

1
[W?"W?*W?*Wg] . (II 39)
Since the unsaturated intensity is given by
NIERE < on (140), (II 40)

the enhancement is given by

E = [(Wzl\+2w§) + (W113+2W§‘) + 6(Wi‘+w§) + 6(W113+W]23)]

(1+6) [wi‘ + w"z‘ + wl_.f + w?] (II 41)

It is now convenient to introduce mean transition probabilities

Wl and W2 defined by

(II 42)

Equation (II 41) then reads

E=Wl+ 2W2 + G(Wl +W2).

(1+6) (Wl + W2) (IT 43)
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When § = 0, this reduces to the single spin expression
(Abragam 1961, Hughes, 1966). We can therefore treat the
23Na spin system in NaNO3 as a single spin species with tran-
sition probabilities Wl and W2.

Let us now develop the equations for a single spin
species allowing for unequal energy level spacings and as-
| suming that radio-frequency power is applied to all three
resonances simultaneously (Hughes, 1966). In this case the
spin-exchange interactions need not be considered since we
exclude the crystal orientation where the resonances overlap.

The rate equations for the various levels now take

the form:
i) m= -3/2
N_§ = 3p] Ijl - 3P 1§§ + wly;-wl (%) N;+Wl (A_CZS) Ij_]:—WlN_é
2 2 2 2 2 2 2
-Wl(é) N_§ + Wl(é%) N_§+ W2 1 - W2 AN; + W2 (A%) N;
2 2 2 2 2
-W2 N_3 - W2 AN_3 + W2 (A%) N_3 "
3 5 5 (IT 44)
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ii) m= -1
2
N_l = 4P N; - 4p] N_;+W1N 3 + W, (A) N 3—wl(Ag) N é+w2N§
2 2 2 2 2 2 2
-W, AN§ - W, (A%) N§ -W3N_; -W, AN_l - W, (é%) N_l
2 2 2 2 2
-W,N_ l+wl (%) N_;—Wl(é%) N_;+3P_l N_§-3P_l N_; (11 25)
2 2 2 2 2
iii) m = 1/2
Nl = 4P/ N_l - 4PO.Nl + WlN§ - W (%) N§-Wl (A%) N§-W1N;
2 2 2 2 2 2 2
W, (é) N;-Wl (A%) Nl + W, N_§ + W, AN_§ - W, (A_ch_)N_§
2 2 2 2 2
2 2 2 2 2
iv) m = 3/2
§ = 3p] Nl - 3P N§ + wlNl + Wy (%) Nl + W (A%) Nl-Wl N§
2 2 2 2 2 2 2
+ WlA(%) N§ + W (A%) N§ + W, N_l‘+ W, A N_;
2 2 2 2
+ W, (A%) N_; Wy Ny + W, ANy + W, (A%) N, (IT 47)
2 2 2 2
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where PS, Pi and le is the power applied to the N, N, and

N_l resonances respectively. It then follows that

Ny =N, (4R0) + N, (~6P] - 2W)-W,) + N_; (W,)

1 7o
+ AN (zwl) + ANGS (2wl + 2W2), (II 48)
2 4
Ny =N, (4P0) + N, (W,) + N_; (-6PZ; - 2w, - W)
+ AN (20) + ANS (-2w; - 2w,), (II 49)
) 4

and

N = No (-8Po - 2W2) + Nl (3Pl + Wl - W2)

Ny (BRI + W - W) 4 A% (4W, - 2W,), (II 50)

We now normalize the rate equations with respect to
Wl’ putting the ratio WZ/W1,= X, PO/W1 = Po, Pl/w1 =-Pl and

P_‘l/Wl = P_,. Thus the equations take the form,

M /My =N (4R) 4Ny (-6B) - 20 -W,) + N_| (W) + ny (2W))

+ nOG (2Wl + 2W2), (II 51)
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N_y/Wy =N, (4P0) + N (Wy) + N_, (-6P_;=2W)~W,) + 'n_ (2W;)

nOG (--2W1 - 2W2) (IT 52)

3

and

N, /W, N, (-8P - 2,) + Nl.(3P1+W1'W2) +N_; (3P_1+W1-W2)

+ng (4W2 - zwl). (II 53)

Let us now consider the situation where P =P_ =0,
Such a situation covers the experimental. case where the. high-
frequency satellite is observed using the spectrometer. The:

population difference-lensat which,determines the intensity

of - the N1 resonance is given by

(I 54)

nyneat - n(1+8) |1+ B 3(2+x) -1
2{1+x)

Let us now consider the situation where, in addition, the
centre line transition has power applied to it such that

Po>>l, Pl? This will correspond to the double resonance

situation where the high frequency satellite is being ob-

served while the centre line is simultaneously severely .satur-

ated. The population difference-Nia't which determines the
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enhanced intensity of. the Nl resonance is given by

Niat= no[ (2x + 1) + 6(l+x).] (1+x+3Pl)Zl (IT 55)

The enhancement E of the high frequency satellite is therefore

given by

=~[ (2x+1) + §(1+x) ] [2(1+x) + Pl 3(2+x) J

(IT 56)
[ 2(1l+x) (1+6) ] [1 + x + 3p1]

Expanding equation (II 56) to first order in Pl as allowed
for P1<<1 corresponding to low observing powers of the
spectrometer, the enhancement becomes

E = |1+2x 1+3(2+x)p1] 1 - 8x 1+ 3P, -1 (II 57)
1+x 2(1+x) 1+2x 17 .

X

Similarly, the enhancement of the low frequency
satellite as a result of severe saturation of the centre line

transition can obviously be eéxpressed to first order in the.

power P_1 as

: -1
E = 1+2x% 1l + 3(2+x) P -1 1+ 6x 14+ 3P_l
1+x (l+x5 1+2x W (I1 58)

Similar expressions can be obtained for the enhance-
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ment of the various components due to the saturation of any
other component. However, those of interest to us are the
two given above in equations (II 57) and (II 58) and a third
case corresponding to the enhancement of the centreline due
to severe saturation of the high frequency satellite. The
enhancement for this case expanded to first order in the
observing power is given by

-1
E = |342x 1+ 2(1l+x)P 1+ 8(1+x) {1 + 4(1l+x)
[2+x _.I I: X ° ][ 3+2x ][ x.ZZ-!-x)]. (11 59)

For simplicity we shall henceforth refer to the three en-
hancements given by (II' 57), (II 58) and (II 59) as Case I,
Case II, and Case III respectively.

In all three cases the enhancement, for low values
of the observing power, has a linear dependence on the
observing power. In the limit of zero observing power, the

enhancements for the three cases,I,II, and III are respectively

E = 1+2x 1+ 6x (II 60)
1+x 1+2x |
E = 1+2x 1l - 6x (II 61)
1+x 1+2x%
and
E =

[ 3+2x ] [ 1+ 6(l+x)] : (II 62)

2+x 3+2x%
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Thevalue § can be found from measuring the resonance frequen-
cies using the relationship v, = v =v2v06. If the enhance-
ment at zero power is found by extrapolating the linear portion
of the enhancement/observing power curve, the value of W2/W1= X
can be found from equations (IT 60), (II 61) and (II 62).

This is the basis of our proposed double resonance
experiment, mnamely to measure the enhancement of a component
due to‘severe saturation of another component as a function
of the spectrometer power.

It has been pointed out by Snyder and Hughes (1970)
that for the case of quadrupole interaction of an indirect
nature, such as harmonic and anharmonic Raman processes,

W

m- m-1
laxation is caused by a direct process such a one-phonon in-

and wm+m-2 are independent of m. If, however, the re-

teraction then Wh+m—l and W will depend on m. We,

m->m-2
therefore consider the possibility that W1 and indeed W2 will
be different for the different transitions. Using a notation
in keeping with that developed previously we define ﬁl for
the transition m = -3+-1 and o for the case m = -3+1 with W
_ 2« 3 2 23 1
and W, for the transitions m = 3+l and m = 3+-1 respectively.

2+2 2+« 2
Further we define the relationship between them as

ﬁl = #, (1+9) and v*vz = W, (1+0) (II 63)
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where 6 and ¢ are small quantities. The appropriate rate
equations can be set up in the manner described earlier. To.
first order in Pl’ the enhancement of the high frequency
satellite caused by severe saturation of the centre line

transition has the form

— - -— 2— -
E = 2w, | |1 W W0 (SW5-20,W,) 0 W,

[ W, +W, (Wl+2W2) (wl+w2‘T 2 (Wl+w2) (wl+2W2) 22W2+Wl)
[ 2

X |1+ P 3(Wyr2m) |1 - (Wy42H) ¢ - W, W2

2W, (W) +W,) 2 (W) +W,) 2 (W, +W.,) (Wo+20._ W

R 11Wy) (Wy+2w W,
i -1
i 1, 1, 1t |,

For the direct phonon interaction mentioned above, the phonon
density of states should increase monotonically with frequency
and therefore # the quadrupole transition probability for the
high frequency satellite should be greater than W, the quad-
rupole transition probability for the low frequency satellite,
The quantities 6 and ¢ defined in equation (II 63) are there-
fore positive. It can be seen from (II 64) that the effect

of these quantities for the situation Pl= 0 is to reduce the

enhancement of the high frequency satellite. By symmetry
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arguments the enhancement of the low frequency satellite
due to severe saturation of the centre line can be obtained
from equation (II 64) by changing the signs of 6, ¢ and §.
The effect of the quantities 6 and ¢ in this case increases
the extrapolated enhancement of the low frequency satellite.
Finally, we consider the correction that should be
applied to the measured enhancement values to take. account
of the fact that the saturating power is not in practice in-
finite. (We shall see later that such a correction is
necessary to obtain the required experimental accuracy). For
the case were the centre line is severely saturated with &
power Po it can be shown from the expressions presented by

Hughes (1966) that the saturated enhancement of a satellite

is given by

E=1+ 2P I:l+2x]
o] X
9

1+ 2p [l+x ] (II 65)
o] X

in the limit of zero observing power and ford= 0. By
measuring E as a function of the saturating observing power
Po with a very small power, and fitting the data to

an equation of the form given by (II 65) a correction for the

non-infinite saturating power can be applied. So long as Po>>l
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the error in such a correction factor due to the non-zero

observing power used in the measurements is small.

¢) Quadrupole spin-lattice interaction

The Hamiltonian for the quadrupole spin-lattice in-

teraction can be written as
H=HL+HZ+HQ (IIGG)

where H is concerned with the lattice states and HZ is the
Zeeman term. The HQ term represents the interaction of the
nuclear quadrupole moment .with the electric field gradient .
produced by the lattice. The electric field gradient component

ij at the nuclear site may be written as

The term V;; is the time-average field gradient whose inter-
action with the quadrupole moment determines the static quad-
rupole interaction. This interaction, as we discussed earlier,
will result in a perturbation of the Zeeman energy levels

resulting in unequally spaced energy levels giving the compo-

nent structure of the spectrum. The term ij(t) is the time-
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dependent field gradient whose interaction with the quadrupole
moment will determine the quadrupole relaxation.
Following the notation of Pietila (1968)y we express

the quadrupole interaction Hamiltonian in the form

2
H = 1 oYW+
Q p=-2 (II 68)
where
o -—
B = %.szl
+1
B = £(1/¥6) (v, % Vog)
B2 = (a//6) (1 (V. -v_) iy 1
3 XX yy' T T xy
Q° = k[3I§ - I(I+1)],
(IT 69)
ot = s(ve/2) Kk (11, +11)
z + +7z’ !
0*? = (/6/2)k12,
and k = eQ/[21(21-1)].

The term Qu involves the nuclear quadrupole moment and the
nuclear spin parameters I, and I,. The subscript y takes the

five values 2, i, o, -1, -2 representing the five possible
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Caption II b

Figure II b shows the Feynman diagrams of the relax-
ation processes. The so-called direct process is shown in
i), the indirect harmonic Raman process in ii), and the
indirect anharmonic Raman process is shown in iv). The
process indicated in iii) is a three-phonon process which,

as is discussed in the text, is not an effective relaxation

Process.



(iii)
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spin transitions A m = #2, A m = +1 and A m = 0. The term
BH represents the electric field gradient and this can be
expanded as a power series in terms of. the displacement,
relative to the relaxing nucleus, of the ions representing

the lattice. Such a power series has the form

BY =8 + £ 38Y u, +1 £z ,%H WtpFennnnn, (II 70)
3 __3xj J 315k _a_—'—xjaxk J

where uj represents a component of the relative displacement
from the equilibrium configuration.

It is convenient to categorize relaxation processes
according to whether they involve the displacement.uj linearly
via the second term in equation (II 70) or quadratically
via the third term in (II 70), etc. (Van Kranendonk, 1954).

As an example of the first category is the direct phonon
process in which each spin transition is associated with the
creation or annihilation of a lattice phonon (Van Kranendonk,
1954). Such an interaction is represented by a Feynman
diagram in Figure II b i. However, this process should be
relatively ineffective (except at low temperatures), since
the density of phonon states with frequencies equal to the

nuclear resonance frequency (m107Hz) is small.
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As an example of the second category is the indirect
harmonic Raman process first discussed by Van Kranendonk (1954).
The treatment consisted of a first=order perturbation calcu-
lation involving the interaction of the incoming phonon with
a nuclear spin to produce a spin transition and an outgoing
phonon of different energy. The energy difference between the
incoming and outgoing phonons is equal to the energy difference
between the initial and final spin states. This process is
represented by the Feyman diagram in Figure II b ii. 1In this
process all phonons are involved thereby making the process
in general much more effective than the direct phonon process
referred to above.

Van Kranendonk and Walker (1967,1968) have proposed
another relaxation process that they have called the anharmonic
Raman process. The total potential energy of a crystal can be
expanded as a Taylor series in powers of the atomic dis-
placements from the equilibrium configuration. The quadratic
term in such a series is the harmonic description of the
lattice and higher powers are called anharmonic terms. The
first anharmonic (cubic )term gives rise to the three-phonon

process, shown in Figure II b iii, which plays a role in
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lattice thermal conductivity. The anharmonic process .con-
sidered by Van Kranendonk and Walker (1967, 1968) is a second-
order process involving the first anharmonic term in combi-
nation with the linear term in equation (II 70). Such a
process therefore falls in our first category. The Feynman
diagram for such a process is shown in Figure II b iv. The.
phonon causing the spin transition in the anharmonic Raman
process is a virtual phonon as opposed to the real phonons
involved in the lattice conductivity process shown in Figure
IT b iii. The third real phonon of Figure II b iii was pro-
posed as a suitable phonon for spin relaxation by Kutsishvili
(1967) . However, Van Kranendonk and Walker (1967) have pointed
out that such a process is quite ineffective as a relaxation
mechanism.

The temperature dependence of the spin-lattice relax-
ation time Tl associated with indirect harmonic Raman proc-
esses and anharmonic Raman processes is the same as for the
magnetic relaxation processes due to lattice vibrations. If
one assumes a Debye frequency spectrum, then the temperature

dependence is

1 T2 (a - b/T2) for T 2 1 SD
Tl 2
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7

N for T < 0.02 SD (IT 71)

— X

1

where a and b are constants and eD is the Debye temperature.
Measurements of Tl (Wikner, Blumberg and Hahn, 1960, Weber
and Allen, 1962) have confirmed the T2 dependence of Ti%
However, the T7 dependence has not been verified because

of magnetic relaxation process at the low temperatures.

d) Orientation dependence of the quadrupole spin-lattice

relaxation

As is seen from equation (II 69), the BM and hence
the quadrupole relaxation probabilities depend on sz, Vxx'
V&y etc., where the z axis is along the magnetic field di-
rection. (A coordinate System where the z axis is set along
the direction of the externally applied field is later referred
to as the K” coordinate system). 1If the crystal is rotated
with respect to the magnetic field, these field gradient com-

ponents will be different and hence the relaxation probabil-

ities Wl and W2 should be orientation dependent.

The orientation dependence of the transition prob-

abilities was first considered by Pietila (1968% for a harmonic
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lattice. Pietila considered the quadrupole relaxation due
to the direct process and the indirect harmonic Raman process,
for which he derived. the orientation dependence for 3-folag,
4-fold and 6-fold crystal symmetry. The question arises as
to whether the form of the orientation dependence for the
anharmonic Raman process is the Ssame as that calculated by
Pietila. This question was considered by Snyder and Hughes
(1970) , who showed that the orientation form was independent
of the relaxation process. The following discussion follows
the notation used by Snyder and Hughes.

It is convenient to introduce. a reference system, say
K(xyz), associated with the symmetry properties of the crystal.
For example, for NaNO3 the z axis would be set along the
crystal triad axis. It is also convenient to introduce a
second reference system, say K'(x"y’z”), with z* coinciding
with the magnetic field Ho direction. The polar angles of
the z° axis with respect to the crystal reference frame K are
denoted by 6 and ¢. The quantities BY and Q" in equation
(IT 69) can be readily transformed from one reference frame
to another with the use of a suitable rotation operator, the
Euler angles for such a transformation being o = ¢, B =06 and
Y = 0 (Edmonds, 1957). Following the usual procedure (Van

Kranendonk 1954, Pietila 1968) the quadrupole Hamiltonian
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can be written as
Hy= 2 Q" p* (o, ¢) (8", (11 72)
pp” TR

The term Qu‘, an irreducible tensor, is in the K~ reference
system representing the nuclear quadrupole term in a manner
that is independent of § and ¢. Likewise, the term BM is an
irreducible tensor which is independent of the angular para-
meters and is defined in the K reference system. The angular
parameters are contained in the rotation operator which trans-
forms B into the K~ system, thereby putting the whole ﬁamilr
tonian into that system. The matrix elements for the spin

states are given by the expressions

1
Q1 ,m = Mt1[0™ m> = £ (/6/2)k (2me1) [(Itm+1) (13m)]2 (II 73)
1
Qo n = 022[0*%|m> = (/6/2)k[ (IFm) (ITm-1) (I3m+1) (I+m+2) ] 2
(II 74)

Considering a relaxation process due to quadrupole
interactions (Pietila 1968, Van Kranendonk. and Walker 1968,
Snyder and Hughes 1970), the probability per unit time of a
transition m, n-m+y, n”, where n and n” are the initial and
final lattice states whilst m and m+u are the initial and

final spin Statesyis given to first order by
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= 27

- * Hy g 2 B -
wm’nmﬂ’n, 2n n’|z. px. (8%) 'n>, G(En,-*-Em_'_u E-E ).

2
Qum ’

(IT 75)

The § -function imposes energy conservation constraints
on the transition. If the lattice is in thermal equalibrium,
then the probability of spin transitions m*m+py can be re-
written by replacing the phonon states by their thermal
average. Thus, the spin transition probability per unit time

becomes in such a case

- 2 P
Wm+m+1_| - ,Qum’ Z . “D - D e C(u YU u,m) . (II 76)

where
c( P P m = 2'"' . p . ]J"
TR TRERER VIS )] ?Izln‘qn ,Bu )*ln>*<n '(B )*,n>x
X G(En; + Em+u- En— Em). (II-77)

Let us first suppose that the transition probabilities
Wl and W2 depend on the initial spin state (Snyder and Hughes
1970). Such a consideration was discussed earlier in connec-
tion with the evaluation of the rate equations for the I = 3/2
spin system. We therefore rewrite Wl and W2 as WT and Wg

respectively. The two transition probabilities then become.
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Wome1 = W1 (2m+1) 2 (T4me) (I-m) /(21 (21-1)2) (II 78)
and
Wpomez = Wa (I-m) (I-m-1) (Ttmt1) (T4m+2) /[21(21-1) 1. (11 79)

If the transition probabilities do not depend on the
m value, then the above. equations reduce to the form of the
expressions given by Yosida and Moriya (1956). Using equations
(IT 73), (II 74) and (II 76), the spin transition probability

can therefore be written in the form

W = 362Q2
* - s
U —4:— E»uaaD ]J‘UD]J““ C(]J ', Uu,m) ., (II 80)

By substituting for BV in (IT 77) it can be shown (cf.
Pietila 1968) that Wﬁ+m+u and.Wﬁ can be expressed as linear

combinations of the quantities.

* L
Moo g~ (Him) = 27 ‘<n’lvaslp> <n ,v()‘,s,lmds(En,ﬂzm+ ~E -E_)

b3 &n H

(IT 81)

where a,8,a”,8” are the Cartesian cordinates X,¥,2, which for
future simplicity we shall label as 1,2,3. The quantity
MaBa’B’ is a component of the fourth rank-tensor representing

the fluctuations in the electric field gradient. 1In the
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general, this tensor will have 81 components. Using equation
(II 80) and the Symmetry properties of quadrupole interactions,
it can be shown (Snyder and Hughes, 1970) that the M-tensor

is real. It then follows from (II 81) that

and from Laplace'sequation that
g Maaa464 = éa MaBaaaa = 0. (II 83)

This reduces the number of independent tensor components

from 81 to 15. The number of independent components may be
further reduced depending on the particular crystal symmetry
and this has been carried through for the 32 point groups by
Snyder and Hughes (1970). Restrictions on the sign and mag-
nitude of the M-components can also be obtained from equation
(II 81) and it can be shown that these are (Snyder and Hughes,

1970)

MOLBOLB 2 0

and

2
(MocBoc’B’) < Moaie My g g g (II 85)
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For the indirect harmonic Raman process and the
anharmonic Raman process, the energy difference (E ey E ) is
small compared to the eénergy of the phonons and may be neg-
lected in equation (IT 81 ). It follows that the M-components
and hence the transition probabilities are.independent of the.
parameters y and m. In the case of the direct process the
change in the nuclear spin energy is equal to the phonon
eénergy and this approximation cannot be made. The M~components
and Wﬁ are therefore dependent on M and m.

Other relaxation mechanisms such as diffusion and
torsional oscillation of molecular groups also fall into the
former category where the M-components are independent of the
parameters u and m, so long as the correlation time is suf-
ficiently short. For those group motions where the correlation
time is long, then the M-components will depend on u and m
(Snyder and Hughes, 1970). 1n Practice, even where the M-
components do depend on u and m, the m-dependence may be negli-
gibly small if the static quadrupole interaction is much less
than the Zeeman interaction.

Finally we note that the orientation dependence of Wl
and W2 is independent of. the mechanism that produces the quad-
rupole relaxation. For the case of a single crystal possess-

ing triad symmetry, the quadrupole relaxation transition prob-
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abilities are given by Pietild, 1968, Snyder and Hughes, 1970)

2
(M32+4M373%2M5500) + (6M;117-6My334) cos“s

4
tMy71074M; 37 3%2M, 55 0) cos

o o 3 i
+4(Mlll3cos3¢+M112351n3¢)s1n 6cosh

—
N

I

(ITI 86)

=

2 2
(4Mllll+4Ml3l3-M3333) - (12Ml3l3-9M3333)cos 0

4
(4Mllll-16Ml3l3+8M3333)cos 9

~16(M; 1) 300839+, ,.5in3¢) sin3ecoss




SECTION III Apparatus and Experimentation

a) Spectrometer

The double resonance experiment that we wish to
carry out requires power being applied simultaneouslyito
two different frequency components of the nuclear magnetic
resonance spectrum. This means therefore that the supply
of power to the spin system and extraction of the infor-
mation pertaining to the resonance must be achieved by a
single coil, leaving the second orthogonal coil to supply
power to the second Spectrum component. Crossed-coil
Spectrometers such as the Varian Associates models are
therefore unsuitable for this type of experiment. Spec-
trometers of the bridge network type are single coil units.
However, they tend to be somewhat unstable and to respond
to both the absorption and dispersive modes of the nuclear
magnetic resonance signal, an undesirable complication,

We initially constructed a Pound-Knight-Watkins single coil
spectrometer (Watkins and Pound, 1951 ang Knight, 1950),
However, this unit could not be made to operate at the power

levels that we required,with a sufficiently good signal-to-
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noise ratio (Reed, 1967). The work reported in this thesis
was carried out using a Robinson nuclear spectrometer,
(Robinson, 1959) whose design was similar to that built by
Howling (1966).

In this type of spectrometer the nuclear spin
system under investigation is placed in the coil of the tank
circuit of an oscillator. The énergy absorbed by the spin
system during resonance originates in this unit so that
spin absorption will directly affect the performance of the
oscillator. Therefore, by monitoring the oscillator level
one can obtain information about the nuclear absorption of
the spin species.

The tank circuit of the oscillator is a parallel
combination of inductive and capacitative elements, plus
a resistive component that may be considered to be in series
with the inductive part. The sample is placed in the in-
ductive coil therefore exposing it to the circularly polar-
ised components of the radio-frequency field resulting from
the carrier developed by the oscillator.

The absorption of energy by the spin system at
resonance is equivalent to the introduction of an additional

resistive component into the tank circuit. The resulting



Caption III a

Figure III a shows the circuit diagram of the Robinson

nuclear magnetic resonance spectrometer (Robinson, 1959).
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change in the Q-factor of the tank circuit will then offer
a means of monitoring the resonance. The Q-factor of such

a parallel circuit is given by the equation

Q = wo L

R

(III 1)

where L is the inductance, R is the resistance and W, is the
resonant pulsatance given by the condition wSLC=l where C
is the capacitative element. This introduction of the addi-
tional resistive term decreases the Q-factor,and the magni-
tude of the oscillation level falls. It is the monitoring
of this amplitude change that will allow the extraction of-
the information from the spih system.

We shall now consider the particular design charac;
teristics of the Robinson spectrometer whose circuit dia-
gram is shown in Figure III a . The spectrometer may be
considered as consisting of two parts, a radio-frequency
oscillator section and a demodulation-audioamplification
section.

Three 6688 tubes are employed in the oscillator
section, which also performs the additional role of ampli-

fying the radio-frequency oscillation by a factor of some
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300. The final stage of the oscillator unit is a 6AKS

tube incorporated in a limiter circuit. The feedback is
taken from the output of the limiter and coupled onto the
tank circuit of. the oscillator. The limiter output is a
constant value that is independent of the input amplitude
providing that this input is sufficiently large. Since the
preceding section has a gain of 300, this condition is easily
satisfied. The feedback appears to the tank circuit as a
constant current source with the degree of feedback being
largely independent of the gain fluctuations in the early
stages of the oscillator. While fhe characteristics of the
limiter were adjusted to have the idealised square wave
response, such a situation was not achieved and a degree of
ripple was always noticeable on the waveform. It is safe to
say that the excellent performance of this spectrometer,
particularly at the lower levels of power, is due to the in-
clusion and successful operation of this limiter.

Because of the signal-to-noise characteristics of
the 23Na NMR in NaNO3, one cannot observe the signal di-~
rectly say by the use of an oscilloscope. Fast-passage
techniques (Abragam ang Proctor, 1958) are also unsuitable
because of the frequency-dependence of the balance~mode

System. Fast passage by variation of the magnetic field
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is also ruled out since this would require the tracking of
the saturation signal as the field is swept. We therefore
employed phase-sensitive detection methods in conjunction
with an audio-modulation of the steady magnetic field, the
modulation amplitude being small compared to the linewidth.
The result is an audio modulation of the radio-frequency
carrier level of the order of 1 part in lO5 which is pro-
portional to the first derivative of the absorption line.

The audio-modulated radio-frequency carrier is
taken from the last of the 6688 tubes of the oscillator sec-
tion and is then fed into the demodulation-amplification
unit. Here the signal is chopped, the radio-frequency compo-
nents smoothed out by a series of low-pass filters, and
the final audio signal is amplified by a factor of some 400.
Thus the spectrometer output is an audio signal whose am-
plitude contains the information about the nuclear spin
absorption.

Two other parts are incorporated in the spectro-
meter design although they are not essential to the obser-~
vation of the signal. One is a circuit suitable for feed-
ing the oscillator radio-frequency signal into a frequency
counter. The other is a calibrator unit (Watkins and

Pound, 1951, Watkins, 1952)., fThis unit employs a 6C4 tube
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operated in a nonlinear part of its characteristic. The
brinciple here is that, under such conditions, the plate
resistance of .the tube will be dependent on the instan-
teous plate. voltage. Therefore, if the grid voltage is
varied at an audio frequency, we have introduced an audio~
modulated resistance into the circuit. Furthermore, if
the audio frequency is the same as that of the chosen
audio field modulation frequency, then the detection and
amplification units respond to it in the same way as they
do to the results of the field modulation. The load of the
tube is weakly coupled to the tank circuit so that we have
introduced a pPseudo resonance into the spectrometer. This
circuit therefore offers a means of calibrating the sensi-
tivity of the Spectrometer's response to NMR and also a
means of checking the linearity of. the system as a whole.
Care was taken in the design and construction of the
Spectrometer to reduce microphonics and pick-up, both of
which are of particular concern in NMR Spectrometers, par-
ticularly those operating at low levels. The body of the.
Spectrometer was made from 1/4=inch brass plate welded
throughout. The body was divided into compartments each-
containing specific parts of the electronics of the spec-

trometer thereby ensuring isolation of the various stages
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Caption III b

Figure III b shows. typical resonances obtained during the
main experiment. Those shown are for spectrometer observing
powers .corresponding to 20 millivolts peak-to-peak and 60
millivolts peak-to-peak measured across the sample coil. For

each level we show an enhanced and an unenhanced resonance.
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from one another. The entire back plate of the spectro-
meter could be removed to provide accessibility to all the
circuitry.

The capacitance of the tank circuit, housed in a
separate part of the spectrometer away from the electronics,
comprises a large variable,capacitance of 50-600uuf and a
smaller one of 5- =25uuf. The two are arranged in a parallel,
the smaller one being driven by a synchronous motor via a
set of reduction gears to provide the frequency Sweep of the
Spectrometer. By using different gears, the sweep rate
could be varied, a typical sweep rate corresponding 10kHz
per hour. Examples of typical resonances are shown in Figure

III b.

b) The probe

In order to carry out double-resonance experiments
it was hécessary to construct a suitable crossed-coil probe.
Such a probe must house the spectrometer and saturating
coils as well as the field=modulation coils. The construc-
tion of the probe should be such that microphonics are re-
duced to a minimum and the components are well shielded.

The probe was therefore milled from a solid block
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of aluminium and all the coils were wound on teflon for-

mers which fitted snugly into milled cavities of the probe
body. The spectrometer coil was wound into grooves machined
on a cylindrical former. The internal diameter of the cyl-
inder and the length of the coil. were chosen So as to provide
a good filling factor for the particular size sample that we
had avilable. The inductance of the coaxial cable that
connects this coil to the capacitance part of the tank cir-
cuit must be negligible compared to the inductance of the
sample coil. There were a number of other considerations
concerning the sample coil. Firstly, the Q-factor of the
tank circuit must be ag large as possible in order to have
maximum sensitivity in detection of the NMR signal. Secondly,
the inductance had to be such that the resonance freguency
was around 7.5 MHz, the 23Na resonance frequency in the mag-
netic field that we had available.

The spectrometer coil had an inductance of 2.1uH, a
self-capacitance of 40upf and a Q-factor of. 135 at a frequency
of 7.5 MHz when totally enclosed in the aluminium body. of the
probe.

The single crystal of NaNO3 was housed in a cavity
in the end of a teflon rod which fitted snugly into the ver-

tically-mounted Spectrometer coil. The axis of . the coil and
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rod coincided, and the rod was free to rotate about the
common axis. The top of the rod had a 360° angular scale
with the associated vernier being mounted rigidly on the

body of the probe. 1In this way, therefore, the orientation
of the crystal with respect to the horizontal steady magnetic
field, could be varied ang measured to within 1/4°.

The saturating coil was wound in two slots milled
into a teflon former. Between these two slots a hole was
drilled to take the Spectrometer coil. By inserting the
saturation coil into the probe in the horizontal plane, we
could arrange for the steady field, the spectrometer radio-
frequency field and the saturation field to pe mutually
orthogonal. The inductance of the saturating coil was 4.7uH.
This allowed a sufficiently large saturation field to be.
produced at the correct. frequency, with the coil being part
of the tuned circuit of the saturation signal amplifier unit,

The modulatica field was provided by a Helmholtgz coil
arrangement, the coils of which were mounted on the probe
such that the field was parallel to the steady magnetic field
direction.

It is impossible to mount the spectrometer and satu-~
ration coils exactly orthogonal to each other to avoid difect

coupling between them. In order to overcome. the coupling, it
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was necessary to incorporate a balance-mode system the details
of which are discussed in Section III i) 6. It should be
noted that the inclusion of this network will impose further
constraints on the values of the inductances and Q-factors
of the two coils.

The probe was mounted on rails between the pole
pieces of the magnet. This allowed the probe to be moved in
the gap and scales attached to the arrangement allowed the

fixing of the probels position in the field.

c) Phase-sensitive detector.

The final output from the Robinson spectrometer con-
sists of an audio-frequency signal whose periodicity is equal
to that of the field modulation so long as the modulation
amplitude is small compared to the linewidth. The amplitude
of this audio signal is then proportional to the first deriv-
ative of the nuclear absorption lineshape. If the spectro-
meter is swept through the resonance, the spectrometer output
gives a representation of the first derivative of the line-
shape (Andrew, 1955). The phase-sensitive detector is a

device that produces a d.c. voltage proportional to Acose



65

where A is the amplitude of the Fourier component at the
frequency of a predetermined reference signal and € is the
phase difference between the component and the reference
signal. By feeding the reference signal and the modulation
coils from the same audio oscillator and applying the spéc-
trometer output to the detector input, the d.c. output will
be the first derivative of the NMR signal. This output can
then be displayed on a strip-chart recorder.

Our phase-sensitive detector was built according to
the circuit diagram given by Schuster (1951). Preceding the
mixer stage was a twin-T narrow band amplifier tuned to the
40Hz modulation frequency. This harrow band amplifier elim-
inates unwanted harmonics of the modulation frequency at 80Hz,
etc, which will otherwise also give a d.c. output. These.
Oother harmonics will be particularly present in the output
cf the spectrometer if the modulation amplitude is not small
compared to the linewidth of the resonance. The narrow band
amplifier also cuts down the bandwidth of the noise entering
the detector. The bandwidth of the amplifier depends on the
Q-factor of the twin-T network. The Q-factor was chosen to
be approximately 10, since a much higher Q imposes too strong
a demand on the Stability of the audio-oscillator frequency

output. A low-pass filter with a time constant that could be
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set at values from 1 to 80 seconds followed the Schuster

mixer circuit.

d) Saturating equipment

The saturating signal was obtained from a Marconi
radio-frequency signal generator model TF2002. The frequency
stability of this unit was a few parts in lO6 per hour. The
frequency of the signal generator was monitored by a T.s.I.
frequency counter, model number 385R,which had an accuracy of
3 parts in 107. A vernier frequency adjustment on the signal
generator enabled the frequency to be set to within 10 Hz at
7.5 MHz.

The output from the signal generator was fed into a
tuned radio-frequency amplifier developing a maximum voltage
of 80 volts peak-to-peak. The output from this amplifier was
fed into the saturating coil of the probe and a portion was
also fed into the flux-balance system as discussed in Section
IITI g).

The Marconi generator had facilities for amplitude
modulating the radio-frequency signal with known modulation

depth. This facility was of great use in the initial inves-
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tigation of the functioning of the Spectrometer.

e) The Magnet

The large magnetic field required to 1ift the nu-~-
clear spin degeneracy was provided by a Peérmanent magnet
which had eight-inch pole pieces and a two-inch gap. 1t
pProduced a field of 6700G and, as is usually the case with
bermanent magnets, its field was susceptible to thermal
variations. Thig magnet had a temperature coefficient of
approximately 1 gauss per oC. In order to overcome thisg
problem, the magnet was completely covered with one-inch
thick sheets of styrofoam which were glued to the yoke of
the magnet. Thig arrangement was then covered with a wooden
box which had a removable strip to allow access to the gap.
This system therefore minimized the effect of variations in
the temperature of the laboratory on the magnetic field
strength. Furthermore, the laboratory itself was thermo-
statically controlled and air-conditioned.

The magnet was Ssituated on a concrete slab laid in
the floor of the laboratory. However, as we shall see in the

discussion of the flux-balance System in Section ITT g), the
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pProblem of vibrations originating outside the laboratory
remained an inconvenience in the final experiment,

An aluminium shelf was bolted across the magnet yoke
near the magnet gap to support the flux-balance system. The
Robinson spectrometer was placed on top of the magnet in order
to minimize the length of the spectrometer—to—probe coaxial
cable. However, care was taken to keep the spectrometer away
from the fringe field of the magnet.

The homogeneity of the magnetic field was investigated
using an NMR sample comprising a saturated agueous solution
of NaNO3. One tenth of a cc. of this solution was placed in
@ quartz phial. A little FeCl3 was added to the NaNO3 solu-
tion so that the Fe’*t ions would reduce the spin-lattice
relaxation time T, of the sample. This allows the use of
stronger sSpectrometer observing power so as to improve the
signal-to-noise ratio of the resonance.

Detailed homogeneity plots were carried out in the
gap of the magnet. Although the field was not symmetric in

the gap, a region with a homogeneity of about 1l part in lO5

over lcc was found.
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f) Frequency Marking System

The resonances were recorded by sweeping the spec~
trometer frequency as opposed to sweeping the magnetic field
which would require simultaneous frequency-sweeping of the
saturating signal. Since we wanted to set the saturation
frequency to within 30 Hz of the centre frequency of the
spectrum component being saturated, we needed to be able to
measure the resonant frequency to this kind of accuracy. The
spectrometer frequency Sweep was not perfectly uniform. It
was therefore not possible to use a frequency counter since
this could not sample and display the varying frequency with
enough accuracy without a substantial time lag. We now de-
scribe in some detail the frequency-marking procedure adopted,
since it is our impression that such a scheme is neither
widely used nor easily understood.

In essence, the system consisted of the following:

A crystal=controlled RMS frequency standard, model number
M76BR,delivering a signal at 100kHz which is accurate to 1
part in 107. This signal is then fed into a series of decade .
divider and multiplier circuits and amplifier units pProducing
signals at 1MHz, 100kHz, 10kHz, 1lkHz and 100Hz, both in the

form of sinusoidal fundamentals and pulses. The 10kHz pulse
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was then combined with the IMHz or 100kHz fundamental to pro-
duce a series of Signals 10kHz apart throughout the radio-
frequency band. This mixing and dividing was done using an
Airmec frequency-standard unit.

The spectrometer signal was picked up using a lead
that was inserteg into one of the oscillator tube cans on the
Spectrometer. The Spectrometer signal and the mixer output
were then fed into an. Eddystone communications receiver which
had a band-pass of 5kHz. Tuning the receiver. to the spectro-~
meter frequency meant that the audio output from the receiver
consisted of. the beat note between the Spectrometer and the
nearest 10kHz component marker" As the spectrometer sweeps
through a range, the frequency of this beat note will change,
decreasing as the spectrometer Sweeps towards the pulse marker,
and increasing as it Sweeps away from the pulse marker. The
beat note was feg into a loudspeaker and also to the X-plates
of a double-beam oscilloscope. The lkHz fundamental signal
from the Airmec unit was fed to one set of the Y-plates ang
a 100Hz fundamental Signal was fed to the other set of Y-
plates. The resulting Lissajous figures indicate changes in
the spectrometer frequency of- 1004z and 1lkHz increments with
respect to the 10kHz marker. After some practice, it was

possible to identify these figures. Using an event marker
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frequency markers could be put on the recorder chart,

What remains now is to identify the marker pulses
which will allow the exact determination of the Spectrometer
frequency. This was done by first feeding a 100kHz pulse to.
the receiver. As the receiver tuning control is varied, the

ignal level meter (s-meter) on the receiver. gives a large

n

deflection each time the receiver is tuned to a 100kHz
harmonic. Thus, having calibrated the receiver, it is pos-
sible to dial the receiver to within 10kHz of the desired
frequency by simply reading the receiver scales since the band-—
pass of the instrument is only 5kHz. The tuning capacitances
of thé Spectrometer are noy adjusted to tune in the spectro-
meter to the frequency set on the receiver. The 100kHz pulse
fed to the receiver is no& replaced by a 10kHz pulse. Thus,
the spectrometer is now beating against a 10kHz pulse whose
frequency is known,with the resultant Lissajous. kHz pattern
going 5,4,3,2,1 as the Spectrometer Sweeps towards the marker
and 1,2,3,4,5 as it passes the pulse and Sweeps away. The
process would of course be reversed if the spectrometer was
in the frequency decreasing mode. Thus, by observing the
pattern, markers can be put onto the recorder trace every
1000Hz and specifically identified. Observing the 100Hz

Lissajous pattern will allow markers to be put on at 100 Hz
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intervals. Finally, the 100Hz divisions can be subdivided
by eye to give a final indentified frequency accurate to a

few tens of - Hz.

g) The Flux-balance system

In the performance of a double resonance experiment,
meaningful results can only be obtained if the direct pick-
up between the saturating and spectrometer signal is negli-
gible. This is because the NMR sensitivity of the spectro-
meter depends on the oscillation conditions of the spectro-
meter and this can be changed by an external signal, particu-
larly if the external signal frequency and the spectrometer
frequency are close.

In an idealized case of the saturating coil and the
spectrometer coil being exactly orthogonal to one another,
no pick-up between the coils would result. However, as was
pointed out in the discussion of the probe, these coils cannot
be mounted orthogonal to one another to the required accuracy.
Furthermore, the coils are by necessity in a probe whose
dimensions are restricted by the dimensions of the magnet gap.
There will in general be a signal induced in the sample coil

from the saturating coil via the body of the probe. This
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Caption III ¢

Figure III ¢ is a schematic representation of - the orthogonal

and in-phase pick-up components considered in the.evaluation

of the flux-balance system.
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would in fact exist even if the two coils were exactly
orthogonal, so long as the probe body is not symmetrically
located with respect to the coils.

It was pointed out in Section I that the saturating
signal had to be at least 40 volts peak-to-peak in order to
énsure essentially complete saturation of a particular compo-
nent of the spectrum. Also, the spectrometer level was in
the range 10 to 100 millivolts peak-to-peak, where the en-
hancement is a linear function of the observing power. It is
obvious from the difference between these two magnitudes angd
the fact that one wishes to make lmeasurements at crystal
orientations were the two frequencies are as close as 40kHz,
that a sensitive flux-balance system is required.

Let us first consider the form of the voltage pick-up
in the spectrometer coil due to the Signal in the saturating
coil. The resultant pick-up may be considered as having an
amplitude coil as is illustrated in Figure III ¢ . This
pick-up can be resolved into two components. one in-phase with
the saturating voltage and a smaller component orthogonal to
the saturating voltage. The in-phase component is due to
direct coupling between the coils, and the orthogonal portion
is due to induced Pick-up via the resistive body of the probe.

The in-phase component is balanced out using the
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Caption III 4

Figure III d is a schematic diagram of the flux~balance system.

Particular attention is paid in the diagram to the grounding

and shielding of the units,
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III d . These loops are single turns thereby keeping to a
minimum the additional inductance that they will introduce.
into their respective circuits. This is of. particular im-
portance in the case of.the Spectrometer coil since it is
imperative that most of the inductance in this line is lo-~
cated at the crystal. Furthermore, the inclusion of the loop
must not markedly reduce the Q-factor of the tank circuit.
The two loops come. within a few millimeters of each other and
are supported along. their whole length in the housing by
Sstyrofoam chips to minimize microphonics. The degree of
coupling between the two loops is varied by means of a semj-
circular vane that is rotated about an axis parallel to the
common axis of the loops. This vane is made from one six-
teenth brass plate and ig one. and a half inches long. By
choosing the correct sense of the winding of these two loops,
one will introduce a mutual inductance into the circuit that
is opposite in sign to the mutual inductance between the spec-
trometer and saturating coils. Furthermore, by altering the
position of the vane between the two ioops, the magnitude of
the coupling can be varied until complete cancellation has

been achieved. The position of the vane was varied by means
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of a 2000:1 reduction gear, such a reduction being necessary
to provide the required fine adjustment. The use of a mutual
inductance coupling introduced into the ground-returns of the
two coils was first reported by Blume (1962).

In his paper, Blume also suggested a means of re~
moving the orthogonal component. Blume's suggestion is to
feed the spectrometer coil with a signal of variable phase
and amplitude which is coherent with the saturating signal.
This involves apply;ng a portion of the saturating signal
through a phase-shift network to the Spectrometer coil via a
potential divider. 1In our particular experiment, we require
that the tank circuit has a large Q-factor and that this will
not be significantly reduced by the orthogonal balance-mode.
Furthermore, as was stated previously, the voltage applied to
the saturating coil must be at least 40 volts peak-to-peak.
These conditions could not be satisfied by the circuit sug-
gested by Blume. Firstly, in order that the Q-factor is not
significantly reduced, the orthogonal signal must be fed onto
the spectrometer coil via a network whose effective resistance
is much greater than the parallel resistance of the tank
circuit which is of the order of 104ohms. Since the output
impedance of the delay line is 450 ohms, a resistance of . the

order of lO5 ohms is required. The result is that the current
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reaching the spectrometer coil is insufficient to cancel out
the orthogonal pick~up. A further-difficulty arises at the
input to the delay line. The source of the coherent signal
fed into the orthogonal mode is the voltage amplifier that
feeds the saturating coil. If connected directly to the delay~
line, whose input impedance ~ 450 ohms, the saturating coil
is overloaded by the orthogonal network with the result that

a sufficiently large voltage cannot be developed in the sat-
urating coil. This difficulty could only be avoided by in-
cluding a resistance of the order of 104ohms in the delay line
input circuit. This meant a further reduction in the magni-
tude of the signal that finally reaches the spectrometer coil.
Therefore, it was not possible to use thig arrangement in

our apparatus.

The network we employed (Hughes and Reed, 1970) is
schematically shown in Figure III 4 . The coherent signal is
fed from the amplifier into the delay line via a small
capacitance. The delay line is terminated by its character-
istic impedance thereby providing a delay line output that is
independent of the phase or delay line settings. ‘The output
is now coupled, via a 560 ohm resistance, into the tank circuit
via an additional small loop introduced into the spectrometer

coil ground-return lead as shown in Figure III d . The degree
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of coupling can be varied again by the use of a vane as in
the case of the in-phase coupling. Since the return loop is
only a single coil, the effect on the Q-factor and inductance
of the spectrometer coil is minimal. We found that this
arrangement allowed us to cancel the orthogonal component
without unduly loading the saturating coil. For the flux-
balance system as a whole, we have independent control over
the amplitude of the in-phase component, and independent
control over both the phase and amplitude of the nominally
orthogonal component. In principle, of course, one should be
able to balance out the pick-up using only the orthogonal
‘mode. However, the main component of the pick-up is the in-
phase component caused by the mutual inductance coupling be-
tween the spectrometer and saturating coils. A separate mode
were this component is cancelled greatly reduces the demands
on the phase-shift properties of the delay-line. It is
therefore a great advantage to have these two independent
balance modes.

As is illustrated in Figure III d the orthogonal and
in-phase modes are housed in compartments separated by a
perspex insulating sheet. Both compartments were rigidly
constructed from one quarter inch brass plate to form a

completely closed unit. This provided shielding and reduced
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the microphonic effects, The balance-mode system was located
close to the spectrometer and probe to minimize the length
of the connecting cables.

The correct grounding and shielding of the apparatus
is of the greatest importance and this is particularly true
a@s regards the case of the probe and the balance modes. The
spectrometer and the Saturating coils must have ground-return
leads that are entirely separate so as to avoid interference
between their respective signals. Furthermore, the housings
should be grounded, yet in such a way that no ground-loop is
Created. The orthogonal-mode housing is grounded by the
coaxial cable that brings in the signal from the saturation
power amplifier. This casing also provides the ground for the
delay line and in turn for the orthogonal coil that couples
with the spectrometer coil. Thus the orthogonal-mode network
is completely Seéparate from the rest of the Circuitry, except
for the inductive coupling, yet it ig always enclosed in a
ground casing. It can be seen from Figure III q) that two
connections are necessary between the probe and the in-phase
mode housing. To avoid the ground loop problem, ang yet
maintain complete shielding, the ground of one coaxial cable
is not connected to the housing even though it completes the

return path of the coils. This was achieved by mounting the
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Caption III e

Figure III e is g3 block diagram showing the interconnection
of the units that make up our apparatus. Each unit is

labelled to signify whether or not it is grounded. Aalso the
distribution rack feeding the particular piece of equipment

is shown.
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coaxial connectors on insulating boards. This complicated
situation becomes clear by - consulting Figure IIT d . The
two spectrometer—coil leads from the probe are especially
sensitive to stray radiation and these were doubly-shielded
using braid slipped over the cables and grounded only at the
probe end of the cables. Thus, we have two completely in-
dependent ground-return paths. for the two modes of the flux-
balance system, and both are always contained in a shielded
environment,

The performance of the balance-mode‘system is discussed

in detail in Section III i) 6.

h) Interconnection of units

We have already discussed in detail the most important
parts of the equipment. During this discussion it was pointed
out, particularly in connection with the balance-modes and
the spectrometer, that grounding of the apparatus is of the
utmost importance. As can be seen from Figure III e there
are several units, which if frounded, would create ground-
loops.

As is shown in the figure, the main power lines come

to the apparatus by way of three distribution racks each with
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Six outlets. The line voltage feeding particularly sensitive
pieces of equipment is stabilized by a line regulator. We
have included in the figure an indication as to the distri-
bution rack that feeds a particular unit, and whether or not
the piece of apparatus is made floating with respect to the

electrical ground.

i) Preliminary experimental procedures

This section is concerned with various measurements
and calibrations that were necessary before the main experi-

ment could be carried out.
1) The spectrometer

The performance of the spectrometer as a radio-fre-
quency amplifier and detector was first checked at 7.5MHz
using an audiomodulated radiofrequency carrier from the
Marconi signal geénerator. This signal was traced through the
various sections of the Spectrometer, and components were
altered until the performance of the system proved satig-
factory. Further adjustments of the spectrometer components

were carried out using the calibrator unit and the 23Na NMR
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signals from an. aqueous solution of NaNO3 and a single
crystal of NaNOB. Suffice to say that thisg procedure took. a

good deal of time before satisfactory resonances were obtained.
2) Linearity and long-term,stability of the spectrometer

The linearity and long-term stability of the spectro-
meter was investigated using the calibrator unit. A known
calibrator voltage, sufficient to give a deflection on the.
chart ccmparable with thét of the 23Na signal in NaNO3, was
fed into the spectrometer. The output from the phase-sensi-
tive detector was then recorded for several hours. The long-
term stability of the deflection caused by the calibrator
signal was found to be satisfactory. The phase of the cali-
brator signal was then changed by.180°, resulting in a de-
flection in the opposite sense on the chart recorder. The
total deflection corresponding to the magnitude of the cali-
brator signal was then measured. As pointed out in Section
III a), the calibrator unit provides a pPseudo resonance. The
linearity of the spectrometer to NMR signals of different
strength may therefore be checked by hmeasuring the spectrometer
sensitivity to different values of.the calibrator voltage.

The procedure described above was therefore repeated

for different calibrator voltages. The sensitivity in millji-
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meters of recorder deflection per millivolt of calibrator
signal is shown in Table III a. It is apparent that the
system is linear in its sensitivity to within the limits

imposed by the signal-to-noise ratio.
3) Phase-shift network

The phase-shift network provides the coherent 40Hz
signals for the modulation coils, calibrator unit and the
reference input to the phase-sensitive detector. Each output
has an independent phase and amplitude control. Using an
NMR sample containing an aqueous solution of NaNO3, the phase
of the reference signal was adjusted until a maximum resonance
signal was recorded. Then, using a calibrator signal, the
phase of the calibrator was adjusted for maximum responce on.
the chart. 1In this way, the correct phase relationships be-

tween the various signals was obtained.
4) Field modulation

The 40Hz modulation of the steady magnetic field is
pProvided by means of the Helmholtz coil arrangement that is
built into the probe. A small search-coil was used to in-
vestigate the magnitude and homogeneity of the modulation

field produced in the region of the sample. The modulation
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Table III a
Calibrator signal Delfection Deflection/Calibrator
signal
(millivolts) (centimeters) (centimeters/millivolts)

96.0 4.64 4.83 x 1072

134.3 6.41 4.77 x 1072

174.0 8.43 4.84 x 1072

2

214.0 10.28 4.81 X 10~
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field was calibrated by measuring the voltage induced in the
search coil by a known modulation signal. The amplitude VO
in volts of the induced voltage is related to the modulation

amplitude in gauss by the equation
B = 108

0 (IIT 3)
NA wm

where W is the modulation angular frequency, and Na is the.
area-turns of . the search coil. Using an accurate flux-meter
and a known magnetic field, the area-turns of our search-coil
was found to be 103.8 cmsz. The modulation field was found
to be 1.6+ 0.1 gauss peak-to-peak for a 1.0 volt peak~to-peak
output from the bower amplifier that feq the Helmholtz coils.
This measurement was carried out. for various positions in the
pProbe sample region but no detectable variation in the field

could be found over a region of several ccs.
5) Performance of the flux-balance system

We have discussed in Section III g) the problems in-
volved with the Crossed~coil probe and We outlined the ar-
rangement that wag developed to counteract the. problems in
our case. 1In this section we shall be concerned with the

performance of the balance modes in a double reésonance exper-
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iment.

A gross indication of the saturating signal directly
affecting the spectrometer can be seen by observing the spec-
trometer radio-frequency level meter as the saturating signal
is increased. The pick-up by the Spectrometer coil results
in the spectrometer being forced to oscillate at the satur-
ating signal frequency rather than at its own free-running
value. The detector level indicates this by an initial
decrease due to Suppression of the free-running oscillation,
followed by a rapid increase due to the complete breakdown of
the spectrometer's operation.

A more sensitive indication of the effect of the
saturating signal on the spectrometer can be obtained by ob-
serving the audio output from the Spectrometer. This output
contains a sinusodal component whose frequency is the differ-
ence between the frequencies of the saturating and spectro-~
meter signals. As the influence of the saturating signal on
the spectrometer increases, so does the amplitude of this
audio output.

The most sensitive criterion is the frequency of the
spectrometer, particularly as illustrated by the Lissajous
pattern on an oscilloscope. An extremely small unbalanced

saturating signal will cause a change in the Lissajous display,
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without it being perceptible to the unmusical ear.

The most important criterion is the effect that the
saturating signal has on the spectrometer's sensitivity to
an NMR signal. When the spectrometer is being tq some degree
driven, it is found that the NMR signal intensity is artifi-
cially increased.

This effect was investigated by measuring the inten-
sity of. the enhanced signal as a function of the deliberately-—
intorduced coupling between the saturating and spectrometer
coils. The crystal was orientated with respect to the field

°. This corresponded to a frequency separation

so that 6 = 45
between the saturating and spectrometer signals of -approxi-
mately 42 kHz., A saturating voltage of 40 volts peak-to-peak
was applied to the centre line component and observations. of
the high-frequency satellite intensity were made at an observ-
ing power of 25 millivolts and then repeated. for an observing
power of 60 millivolts. The misbalance was measured in terms
of the amplitude of the audi§ signal from the spectrometer
output. This amplitude was measured in centimeters on an
oscilloscope with a 25 volts/cm sensitivity, and is to this
extent an arbitrary measure. The date is given in Table

IIT b and shown in Figure IIT f . For the case of a 25 millji-

volt observing level the intensity of the recorded enhanced



Table III b

i) 25 millivolt level

(arbitrary units)

7.05
7.125
7.07
7.117
7.25
7.20
7.40
7.55
7.50
8.35
9.40
9.80

Misbalance

(¢entimeters)

0.80
1.00
1.50
2.00
3.00
4.00
6.00
7.00

10.00

13.00

18.00

20.00
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ii)

60 millivolt level

(arbitrary units)

7.90
8.10
8.10
7.90
7.90
8.40
8.50
9.20

91

Misbalance

(centimeters

1.00
2.00
3.00
4.00
6.00
8.00
10.00
16.00
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Caption III f

Figure III f shows the intensity of a satellite,
recorded whilst the centre line component is severly
saturated, as a function of the deliberate misbalance flux-
balance system. The intensity of the satellite is given in
arbitrary units and the deliberate misbalance is expressed
as centimeters of audio signal from the spectrometer audio
output as discussed in the text. The variation of intensity
is given for two values of the spectrometer observing power
corresponding to 25 millivolts and 60 millivolts peak-to-peak
across the sample coil. For both sets of data} the saturating

and spectrometer frequencies differead by 40 kHz.
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signal does not begin to increase until the pick-up ampli-
tude exceeds 2cm on the oscilloscope. A change in the note
does not become audible until the Pick-up exceeds about 3cm.
After 4cm, the intensity rapidly increases, clearly. illus-
trating that data taken above such a misbalance situation
would lead to Very erroneously values of the. enhancement.

It is noticed that the indication of the misbalance concerned.
with the sSuppression of the detector level and its subsequent .
increase is not observed until the degree of misbalance ex-
ceeds some 17cmX* Clearly, this criterion for balance is
completely wrong and explains the large enhancement values re-
ported in the author's M.Sc. thesis. For an observing power
of 60 millivolts, the increase in the enhanced intensity
occurs at a higher misbalance, as one would expect.

For all the enhancement data reported in this thesis,
the pick-up was maintained below 2cm on the oscilloscope.

If, during any run, the pick-up exceeded this value, the
resonance was discarded and the run was repeated.

Let us now consider in absolute terms the ability of-
the balance modes to cancel out pick-up between the two coils.
In order to measure the signal induced at the saturating
frequency in the Spectrometer coil, it was necessary to use a

communications receiver. in order to reject 2nd and higher

* We are grateful to M. Smith for pointing out that the

intensity « (pickup)2
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harmonics which otherwise would overwhelm the required signal.
Because of the low input impedance of the receiver, a pre-
amplifier unit was inserted between the coil and the receiver.
This preamplifier had a low noise-figure, a gain of approxi-
mately 200 at 7.5 MHz, and an input- impedance of 107 ohms
shunted by a 2uuf. The preamplifier therefore did not
significantly load the spectrometer coil.

A signal of 50 volts peak-to-peak was fed to the
saturating coil with the flux-balance system disconnected,
and the pick-up at the Spectrometer coil was found to be 0.35
volts peak-to-peak. (This signal was. so large that it could
be measured directly on a calibrated oscilloscope. This
voltage is the sum of the direct.pick-up due to the non-
orthogonality of the coils, and the orthogonal component .
caused by currents induced in the resistive body of the probe.
The coupling between the saturating and spectrometer coils
was then minimized using the in-phase‘flux-balance mode. alone,
and the pick-up was found to be 3.3 millivolts. Using both
modes the minimum was 5 microvolts. The technique. used to
minimize the pick-up was to first use the in-phase mode. and
then make the final adjustment with the orthogonal mode. The
in-phase mode was by far the most effective as one would ex-

pect since most of the coupling is due to the direct coupling.
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The frequency of. the saturating signal was now
changed over a range of approximately 5kHz and the resultant
pick-up was measured by means of the preamplifier-communica-
tions receiver combination. . By readjusting to a position of
minimum pick-up it was found that the in-phase mode was
frequency—dependent while the orthogonal was apparently fre-
quency-independent. We attribute this to the effect of - stray
capacitances in the probe and the in-phase mode housing. The
results of the frequency dependence studies are given in
Table III ¢ and illustrated in Figure III gq.

Let us now consider the temperature dependence of the
flux-balance System. This was. investigated by minimizing the
pPick-up and then changing the temperature of the-laboratory
by.SOC. Then the temperature. of the laboratory was allowed to
return to its original value, a process that took a few hours.
Every ten to fifteen minutes, the degree of misbalance was
lmeasured using the centimeter criterion mentioned in Section
IIT i) 5. At each temperature setting, the change in the
saturation frequency needed to minimize the pick-up was found.
Using the curve given in Figure III g, the frequency shifts
were related to microvolt, levels and a temperature coeffji-
cent of 20uv/°C. was calculated.The data is given in Table ITI d.

Let us now pPropose. a model to analyse the frequency



(MH_)

7.5638
7.5642
7.5650
7.5655
7.5659
7.5661
7.5667
7.5671
7.5675
7.5679

7.5684

Table III c

[v]?2

(uV)z'

- 5516

3873
1821
1382
1466
1647
2798
4127
5609
7683
10835
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Caption III g

Figure III ¢ shows the square of.the pick-up voltage
as a function of the saturating frequency as the saturating
frequency is mis-set. The setting of the flux-balance system

was unaltered during these runs.
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Magnet temp.
(°c)
22,2
23.5
24.1
24,2
24.3

24.4

Table III 4

Pick-up

(uv)
1.09
1.09
9.25

24,48

38.08

41.89
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dependence of the Pick-up of the system. Consider that there
is a residual pick~-up of magnitude Vl that has a phase angle
¢ with respect to the in-phase component, and that this jis
frequency-indepéndent. We also have an in-phase component of -
amplitude V2 due to the direct coupling which - the previbus
data shows is frequency dependent term. The resultant pick-
up V is therefore related to these two terms by the express-

ion
2, _ 2 , 2
[vey = (V2+Vlcos¢) + (V151n o) (III 4)
Now we can write V2 in the approximate form
V2 =K (v~ vo) (III 5)

where K is Some constant, V is the saturating frequency and
Vo is the frequency at which the in-phase component.V2

vanishes. Thus we can write (III 4) as

V] = k2% (2kv, cosg =2KV )V + (k% vP-2x

2
cos¢Vlvb + Vl)‘ (III 6)

Such- a model would predict that the frequency dependence. of
the pick-up would be in the form of a parabola, and this ig

indeed the case for the data shown in Figure III g).



100

Using a least Squares analysis of the data, we find
[V3|= (1221.38) 2 + (-13690.82) v + (39726.23) (111 7)

giving K the approximate value 35uV per kHz. The theoret-
ical fit to the experimental data is shown in Figure III g.
The question remains as to the causes of the pick-up
Vl' By studying the operation of the sSpectrometer when
recording enhanced signals it becomes apparent that the limi-~
tation of the flux-balance-performance is due to micro-

phonics. We therefore atrribute.Vl to microphonic effects.
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6) Effect of mis-setting of saturating frequency

To ensure the complete saturation of a component of
the spectrum, the applied power must have sufficient magnitude
and be applied at the correct frequency, corresponding to the
maximum of the absorption curve. 1In the case of the recorded
first derivitive of the resonance this frequency will be the
crossover value. An insufficient magnitude or incorrect .
frequency results in the recorded enhancement being less than
the value for a completely saturated component. The effect of
insufficient power will be discussed later. 1In this section
we shall discuss the effect of deliberately mis-setting the
frequency of the saturating signal.

According to the BPP theory, the saturation behaviour.
of a homogeneously~broadened resonance line is given by
equation (II 65). However, it was pointed out by Redfield
(1955) that the BPP theory was invalid for $>>1, where
S = Y;HiTlTZ and T2 is the so-called spin-spin relaxation time,
except for the particular case where the saturating power is
applied to the centre of the resonance. This was confirmed
experimentally by Goldburg (1961) by measuring Mz, the
Z2-component of the nuclear magnetization, of the 23Na spin

system in NaCl as a function of the mis~setting of the satu-
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rating frequency from the centre value. For § = 1, the
measured Mz values were in agreement with the BpPP theory.
However, for s = 10, the BPP theory was obviously in error
éxcept when the saturation frequency corresponded to the
centre of the resonance, but the measured values were in a-
greement with the Redfield theory. According to this theory
it is not possible to obtain complete saturation of a resonance
(Mz=0) using a steady-state technique if the saturating fre-
quency is mis-set. It was therefore.vitally important to
investigate the effect, on the satellite enhancement, of
deliberately mis-setting the frequency of the saturating sig-
nal applied to the centre line. Our data is shown in Figure
III h for a field modulation amplitude of 0.65 G and 1.30 G.
It is clear that mis-setting the saturating frequency. seems to
have a relatively small effect. Furthermore, the degree of
mis-set necessary to produce a significant effect on the sat-
ellite enhancement is dependent on the modulation amplitude.
This effect .can be explained by realizing that the field
modulation has the effect of modulating the saturating frequency
across the centre line. It thus appears that so long as the
saturating frequency is swept by the modulation across the
centre of the resonance then essentially complete saturation

can be produced even though the saturating signal is mis-set. .
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Table III e

1) Modulation amplitude 0.65G (0.73kHz)

sv Unsaturated intensity Saturated intensity Enhancement
(Hz) (centimeters) (centimeters)

0 6.600 9.775 1,482
=100 6.575 | 9.525 1,450
-250 6.875 10.200 1.483
~500 6.575 9.625 1.465
-750 6.775 9.600 1.418
-1000 6.700 9.150 1.365
-1250 6.700 8.750 1.305
-1500 6.600 7.850 1.190
-1750 6.825 7.525 1.101
-2000 6.675 7.000 1.048

100 6.900 10.175 1.475
250 6.675 10.050 1.502
500 6.670 9.900 1.478
750 6.878 9.875 1.435
1000 6.800 9.250 1.360
1250 7.000 9.325 1.331
1500 6.725 8.275 _ 1.225
1750 6.850 7.700 1.122

2000 6.500 " 7.150 1.090
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Table III e

i) Modulation amplitude 0.65G (0.73kHz)

sv Unsatufated intensity Saturated intensity Enhancement
(Hz) (centimeters) (centimeters)

0 6.600 9.775: 1.482
=100 6.575 | 9.525 1.450
=250 6.875 10.200 1.483
-500 6.575 9.625 1.465
-750 6.775 9.600 1.418
-1000 6.700 9.150 1.365
=-1250 6.700 8.750 1,305
-1500 6.600 7.850 1.190
-1750 6.825 7.525 1.101
=2000 6.675 7.000 1.048"

100 6.900 10.175 1.475
250 6.675 10.050 ' 1.502
500 6.670 9.900 1.478
750 6.878 9.875 1.435
1000 6.800 9.250 1.360
1250 7.000 9.325 1.331
1500 6.725 8.275 . 1.225
1750 6.850 7.700 1.122

2000 6.500 " 7.150 1.090
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ii) Modulation amplitude 1.3G (1.46kHz)

Sv Unsaturated intensity Saturated intensity Enhancement
(Hz) (centimeters) (centimeters)

0 6.025 9.075 1.505
=330 5.800 8.775 1.510
-670 5.925 8.875 1.498
-1000 5.850 8.726- 1.493
-1330 5.950 8.275 1.391
-1670 5.925 7.725 1.305
=-2000 5.850 7.150 1.223

330 5.950 8.925 1.499

670 5.900 8.750 1.483

1000 6.050 9.000 1.487

1330 5.875 8.300 1.411

1670 5.950 7.875 1.324

2000 6.075 7.525 1.238
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Caption III h

Figure III h shows the enhancement of the high fre-
quency satellite due to severe saturation of the centre line
as a function of the deliberate mis-set of the,frequehcy
of the saturating signal. The two curves correspond to
field modulation amplitudes of 0.65 G and 1.30.G. The
solid lines do not refer to any particular théory but-are

simply drawn through the points.
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It -should be possible to treat this effect by analyzing the
frequency-modulated saturating signal in terms of its compo-
nent sidebands. However, the important feature of the data

is that it is not essential to maintain the saturating frequency
at the centre frequency. 1In our determination of the en-
hancement, the saturating frequency was- always maintained with-
in 30Hz of the centre of the resonance. It might appear from
Figure III h that the satellite enhancement isg slightly de-
pendent on the modulation amplitude at zero mis-set. However,
later more careful measurements showed that this was not the
case,

The experimental procedure for determining the satu-
rating frequency was to measure the cross-over frequency of
the resonance to be saturatedyin the frequency-increasing and
then frequency—decreasing sweep modes. These values were not
exactly coincident because of the time constants of the appa~
ratus. It is obvious that the correct.cross-over frequency
at which the saturating power should be applied is the mean
of these two results.

In order to check that no large errors were made in
the determining of the saturation frequency, the enhancement
of a component was measured for the case of the saturating

power being deliberately mis-set by #1kHz. An incorrect
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saturation frequency would show up by the enhancements being

different in the two cases.
7) Calibration of the. sample holder. angular scale

It was necessary to calibrate the angular reading 6~
on the rotation scale fixed to the. sample holder in terms
of the angle 6 between the triad axis and the steady magnetic
field. If the symmetry axis. of the crystal is perpendicular
to the axis of rotation, then 6 = 9§~ + Y where v is a constant.
The separation of the satellites is related to the angle 6

by the equation

Av = eng (3cos2 6-1) (III 8)
2h

where equ/h is the quadrupole,coupling constant. By meas-~
uring the satellite splitting as a function of 8”, we can fit
the data to equation (IIT 8) to obtain the relation between

9 and 8-, Furthermore, by comparing the measured quadrupole
coupling constant with Previous measured values (Pound, 1950,
Andrew et al., 1962) we are able to check that the triad
symmetry axis is essentially perpendicular to the axis of
rotation of the crystal.

The satellite separation was measured at 30° intervals
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Table III f
i) ¢ =2.8 % 1,5°
A Av
(degrees) (kHz)
0 —128;23
30 94.24
60 307.05
90 295.30
120 77.78
150 ~136.93
ii) ¢ =32.8 + 1,5°
N Av
(degrees) (kHz)
0 330.20
30 252,85
60 -2.0.
90 -164.23
120 -80.29 .

150 167.45
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of ¢~ through a range of 180°, Such- a procedure was carried
out twice, once each for the two values of the azimuthal angle.
¢. The point of repeating the leasurements. for the second
setting was to check that the Symmetry axis was still perpen-
dicular to the rotation axis after the re-orientation of the
Ssample to.change the ¢ value. The data. for the two cases is
given in Table III f. Using a least‘squares-analysis tech-

nique (Whittaker and Robinson, 1925) 3 linearized equation

. giving the satellite Separation £(0°) in kHzas.
£(67) = 84.87+(-212.43) COS26°+(132.92)sin20" (111 9)

can be obtained for the setting ¢ = 2.8+1,5°, pop the case

¢ = 32.8:1.5° the linearized form is

£(67) = 84.0+(248.58) 00529'+(47.25)sin26: (III 10)

£(6°) = A + Bcos28” + Csin28~” (IIT 11)

and the relationship between the angles 6 and 6~ can be

written as

267 + 2y = 2¢ or 6 =06" + vy, (III 12)
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Therefore, we may write
Rcos (267+2y) = Rcos26°cos2y - Rsin26”sin2y = Rcos26 (III 13)

where R =./(82 + Cz).

If we write.
£(67) = A + Rcos (20~ + 2y) (III 14)

then by comparing equations (III 11) and (III 13) we obtain

the relatioﬁships
Rcos2y = B, Rsin2y = -C  and therefore Tan2y = -C/B (III1 15)
By re-arranging equation (III 13), we.can write

A+Rcos28 = (A—R)+2R/3(3cosze).(III‘16)

£(87) = A+Rcos (20 “+2y)

Defining X = A-R and v 2R/3 we have

X), ‘ (111 17)

£(8) = ¥ (3cos2g -
) Y

Knowing the values of A, B and C from the linearized equations.
We can calculate the angle 2y and the coefficients X and Y.
For the case ¢ =.2.8 + 1.5° ye have y = 6°1- there-

fore giving the relationship

6 =06"+ 6°1 (XTI 18)
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Thus  the satellite separation is given by

2

Av = 167.1 (3cos“s - 165.6/167.1) (III 19)

The experimental error in the quantitles 165.6 and 167.1 is
estimated at lkHz. 'Equation (III 9) is thus of.the form

Av a(3cosze -1). The quadrupole coupling constanf is there-
fore 334.0 * 2kHz. and is in good. agreement with the valﬁes

given by Pound (1950) and Andrew et al. (1962).

(o}

For the case ¢ = 32.8 #.1.5°, by a similar technique

we get
8 =0"+ 0° 37 (III 20)

and a satellite separation given by

2

Av = 168.0 (3cos“® - 169.0/168.0) ' : (III 21)

In this case the quadrupole coupling constant is 336.0 * 2kHz,
again in agreemeﬁt with the accepted value. We therefore
conclude that the symmetry axis of the crystal was in both
cases essentially perpendicular to.the axis of rotation of

the sample.
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Caption III i

Figure III i shows the rhombohedral unit cell of

sodium nitrate. For clarity only two groups of oxygen

atoms are shown.
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8) Crystallographic information on NaNO3

Sodium nitrate crystallizes in the rhombohedral
system (space group R3c, ng) with two molecules in the unit
cell. As shown in Figure III i, there are nitrogen atoms
at each corner of the unit cell and also at the centre;

the sodium atoms lie half-way between the nitrogen atoms on

the triad axis of the cell at 111and 33 3. The nitrate
4 4 4 4 4 4

groups are plgnar, each.nitrogen.being situated at the
centroid of aﬁ equilateral triangle of oxygen atoms whose
place is normal to the triad axis. The sides of the oxygen.
triangles lie parallel to the projection of the cell edges

on a plane normal to the triad axis, the orientation of the
triangles alternating by 180° as one proceeds along the triad

axis. The oxygen positions are given by the parameters.

u,u,0; 9,0,u; O,u,q; “usutl,1; u+l,1,1-u;1,1-u, I+u.
2

1
2 22 22 23 3

The sodium atoms therefore have an environment of trigonal
symmetry, and the axial field gradient tensor is axially
symmetric.

From close examination of the unit cell, it is clear
that the environment of each sodium nucleus is similar. How-

ever, the environment of adjacent . sodium sites situated on
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the triad axis (as schematically shown in Figure III j) differ
in one important respect. Since the orientation of the nitrate
groups alternate by 180° as oOne moves along the triad axis
the environments of the sodium sites are not identical. 1In
fact each of the two sodium sites in the unit cell are in-
equivalent, in that they differ by a rotation as well as a
translaﬁion. In other words, the pPrincipal axis defining the
symmetry of the sodium environments have common z axis along
the triad axis but the x and y axis are differently orientated.
This difference stems from the orientation of the oxygens
associated with the nitrate groups. If the nitrate groups
possessed azimuthal symmetry, as would be the case if the
groups rotated rapidly about their own triad axes, the sodium
sites are no longer different. Wwe note however, that since
32V/az2 is the same at each sodium site and 32V/3x2 = 82V/8y2=
-;BZV/BZZ from Laplace's equation, the static quadrupole
s;litting is identical for each 23Na site. This is why 3
reésonances and not 5 (2 pairs of satellites and a centre line)
are observed,

The question now arises as to whether there are two
non-equivalent sodium sites in so far as quadrupole relaxation
is concerned. The factor determining the'qhadrupole relaxation

is the orientation of the externally appiied magnetic field
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Caption III j

Figure III j is a schematic representation of the
two 23Na sites believed to exist in sodium nitrate. The
figure shows a side view illustrating the planes of nearest
neighbour oxygen atoms that are associated with the two 23Na
nuclear sites. Also plan views are given for the two sites
showing the orientation of the nearest neighbour oxygen
atoms with respect to the pProjections of the rhombohedral

unit cell edges on the pPlanes perpendicular to the triad axis:

of. the unit cell.
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relative to the environment of the relaxing nucleus. To
consider this point we refer to the conventional Xyz co-
ordinate system for a rhombohedral system where the 2z axis
coincides with the triad axis and the x axis is the projection
of a rhombohedral unit cell edge on a.plane perpendicular
to the triad axis. These projections are shown in the
plan-view diagrams in Figure III j. If the steady applied
field H lies in the x-z plane (¢ = 0°) then the two sites
are obviously equivalent. However, if ¢ is not equal to zero,
then the two sodium sites are inequivalent from the point of
view of quadrupole relaxation. This can also be shown
theoretically by considering the expressions for Wl and W,
in terms of the M-component tensors. These M-components are
determined by the local environments. Therefore, to have
identical M-components, in particular M1ll3 and M1123, for
each 23ya siteythe orientation of the x axis in space for the
two sites must be different. This would mean therefore that
for an arbitrary magnetic field direction the angle would be
different for the two sodium sites and hence the Wl and W2
for the 23Na nuclei located at these two sites will in general
be different.

The single crystal of NaNo3 used in our work was in

the form of a right circular cylinder, 0.9cm long and 1.0cm
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Caption III k

Figure III k is an X-ray photograph taken of our
single crystal of NaNO3 using a precession X-ray camera.
The incident X-ray beam was directed along the triad axis-
of the crystal. The crystal was mounted with the cylinder
axis horizontal. The interpretation of the photograph
enabling the determination of the orientation parameter ¢

is discussed in the text.
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in diameter and was obtained from the Harshaw Chemical Company
Cleveland, Ohio. The crystal was cut such that the triad axis
was perpendicular to the cylinder axis. The sample was mounted
in the magnet with the triad axis perpendicular to the vertical
axis of rotation. Thus, by rotation the angle that the triad
axis makes with the magnetic field could be varied from

0° to 180°,

As spectroscopic analysis showed the following im-.
purities: Al-3ppm; Ca-8ppm; Mg-3ppm; Cu<lppm and Si<lppm. N?
trace of the paramagnetic ions Fe, Mn, and Ni was found. theée-
by indicating that magnetic relaxation should be negligibly
small at room temperature.

The orientation of the x-axis (the projection of a
rhombohedral unit cell edge on a plan perpendicular to the
triad axis) relative to the crystal cylinder axis was found
using X-rays. Figure IIT k shows a photograph taken with a
Precession camera with the X-ray beam directed along the triad
axis? For this photograph the crystal cylinder axis was.
horizontal (parallel to the short edge of the photograph) .

The diamond pattern of the spots is characteristic of the
pattern obtained for a rhombohedral unit cell. The angle
between the x axis and the cylinder axis of the crystal is
found to be 32.8 1.5°. Since the crystal cylinder axis was
vertical for most of the NMR measurements, the azimuthal angle
¢ was equal to 2.8 l.5°. For later measurements ¢ was equal

to 32.8 1.5°,

* We are grateful to Dr. M. J. Bennett of the Department of

Chemistry for taking the X-ray photographs.
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J) Experimental procedure

We shall discuss in detail the experimental procedure
for the particular crystal orientation ¢ = 2.8 + 1.5° and
6 = 0° where the cylinderical axis of the crystal is vertical.
Three cases were considered at this orientation: Case I, the
enhancement of the high frequency satellite due to severe
saturation of the centre line. cCase II, the enhancement of
the low frequency satellite due to severe saturation of the
centre line and Case III,the enhancement of the centre line
due to severe saturation of the high frequency satellite.

For Case I measurements, the centre line frequency was
accurately determined in both the frequency increasing and
decreasing sweep modes. As described earlier in this section,
the mean of these two values gives the true centre of the
centre line. This is the frequency of the saturating signal,
the signal generator being kept within * 30Hz of this value
during saturation runs. By measuring the satellite frequenciés
at the same time,it was possible to check the correctness of
the crystal orientation 9. Also, by monitoring the high fre-
quency satellite frequency it was possible to detect slight
frequency changes caused by the slow drift of the magnetic

field. The saturating signal could therefore be adjusted to
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compensate for this field drift without separately measuring
the centre line frequency. The temperature coefficient of

the quadrupole. coupling constant (Andrew et al., 1962) is very
small at room temperature so one can assume  that it is essen-
tially temperature independent in our laboratory.

In order to ensure that the centre line is completely
saturated, we first measured the enhancement of the high fre-
quency satellites a function of the saturating power Psat
applied to the centre line. The observing power applied to
the high frequency satellite was kept as small as possible
during these runs to minimize its effect. The experimental
runs consisted of recording enhanced and unenhanced high fre-
quency satellite resonances for different values of the satu-
rating Power»Psat being applied. A measure of this power was
provided by the voltage across the saturating coil monitored
by an oscilloscope connected via a X50 by x50. To improve the
accuracy, resonances were recorded several times, typically
three enhanced and four unenhanced resonances recorded alter-
nately. Throughout the enhanced runs, the balance mode cri-
terion of 'two centimeters' was strictly observed.

The data is given in Table IV a and is shown in
Figure IV a, The solid circles refer to measurements made

with a modulation amplitude of 1.3G (1.46kHz) and the open




121

circles are for measurements made with a modulation ampli-
tude of 0.65G (0.73kHz). This data was fitted to the BPP
equation (II 65) using a least Squares method. The fit is
shown as a solid line in Figure IV a. The figure clearly
shows the plateau region that results from the essentially
complete saturation of the centre line component. From the
theoretical curve it is found that the enhancement for Psat =
1600 Volts2 (corresponding to 40volts peak~to-peak across the
saturating coil) differs by less than 0.1% from the 'ideal
enhancement' with Psat equal to infinity. The extrapolated
enhancement corresponding to the infinite saturating power is
shown on the figure by the dotted line. Accordingly, this
value of Psat was selected for all the measurements at this
crystal orinetation. Furthermore, since an error of 0.1% is
significant, a correction for a non-infinite Psat was always.
applied. In all cases this was done by measuring the en-
hancement as a function of-Psat and fitting to the BPP equation
as described.

For the above results,the spectrometer power Pobs
was set at a value corresponding to 20 millivolts peak-to-peak
across the coils. The spectrometer level was indicated by
the detector level meter. This was calibrated directly in

terms of the millivolts peak-to-peak across the spectrometer
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coil by measuring this voltage using an oscilloscope. However,
the oscilloscope could not be left pPeérmanently attached to
the spectrometer since it acted as an antenna leading to un-
wanted interference.

From the data in Figure IV a,we see that the enhance-
ment is not dependent on thé modulation amplitudes of 1.3G
and 0.65G. As a result we chose to use a modulation amplitude

of 0.975G for all the data taken at the crystal orientation

¢ = 2.8 + 1.5°,

The enhancement of the high frequency satellite was
Now measured (using an amplitude of modulation equal to
0.975G) as a function of. the Spectrometer observing power,
Pobs' with Psat = 1600 units. In the case of the lower
observing powers we ran five saturated and seven unsaturated
resonances. Fewer were required for the higher observing
powers because of the improved signal-to-noise ratios. Once
again the balance criterion was strictly adhered to, results
violating the criterion being rejected. The data is shown. in
Figure IV b as Case I. The stright line represents a least
squares fit of the data. A Statistical test was used to
determine whether data at. large Pobs'values should be rejected
because they were outside of the linear region. The enhance-

ment values shown in the figure have been corrected because
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of the non-infinite saturating power as was discussed earlier.
By substitution of the extrapolated enhancement at zero P obs
into equation (II 60) the ratio of the quadrupole transition
probabilities WZ/Wl may be calculated.

At this same orientation the. above brocess was re-
peated for different resonance components. Case II, the en-
hancement of the low frequency satellite as a result of
Severe saturation of the centre line was measured and also
Case III, the enhancement of the centre line due to saturation
of the high satellite was investigated. These two cases are
shown in Figure 1V b. The data for Case II and Case III is
given in Tables IV b to £f. This data is discussed in Section
Iv.

Measurements similar to Case I were made at crystal
orientations 6 = 22.5°, 42.0°, 74,¢°, 90.0°, 1oo.o°, 112,5°,
135.0°, 150.0°, 157.5°, and 1g0. 0%ith ¢ = + 1.5°% Pinally,
the crystal was remounted in the holder in such a way that ¢
was increased by 30° to 32.8 + 1,5°, This was done by ro-
tating the crystal through 90° (this being equivalent to a
30° change) about an axis parallel to the symmetry axis.,
Measurements corresponding to Case I were then made at this

value of ¢ for 6 = 42.0°, 69.0°, 110.0° and 138.0°



SECTION IV Results and discussion

We first discuss the enhancement E of a component
due to severe saturation of another component. The
enhancement of the population difference is taken to be
the ratio of the peak-to-peak intensity of the resonances
with and without saturating power. This is the case
only if the lineshape is the same in'both cases. Such a
situation is approximated by the use of small Pobs values.
It is essential therefore to extrapolate to this limit
for quantitative measurements.

The main purpose was to.check the validity of
applying equation (II 65) to our experiment. The measure-
ments were carried out in detail at § = 0° and o =
2.8 £ 1.5°,  The data is given in Table IV a and is shown
in Figure IV a. The error bars are estimated errors
determined by the signal-to-noise of the resonances.

The solid line represents a least squares coﬁputer fit
of the data to (II 65). The good agreement confirms the
correctness of applying the BPP equation even. though
Pobs’ although. small, is non-zero. The finife Pobs

will have the effect of changing
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Table IV a

6 =0°and ¢ = 2.8 + 1.5°

The enhancement of the high frequency satellite as a function
of the saturating power applied to the centre line. The
spectrometer observing power corresponds to 20 millivolts
peak-to-peak measured across the sample coil.

Modulation amplitude is 0.65 G peak-to-peak.

Psat Enhancement .

(arb. units)

0.16 0.993 £ 0.03
0.27 0.021 0.03
0.45 1.055 0.03
0.71 1.072 0.03
1.00 1.090 0.03
1.51 1.163 0.03
2.00 1.196 0.03
2.30 1.296 0.03
2.52 1.332 0.03-
2.75 1.314 0.03
3.25 1.351 0.03
4.00 1.382 0.03
6.00 1.411 0.03

8.67 l.464 0.03
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PSat Enhancement
(arb. units)
14.00 1.520 + 0.03
21.00 1.527 0.03
30.00 1.484 0.03
42,00 1.507 0.03
70.24 1.516 0.03
90.00 1.482 0,03

Modulation amplitude is 1.40 G peak-to-peak

Psat Enhancement

(arb. units)

0.98 1.089 £ 0.03
1.70 1.189 0.03
2.50 1.262 0.03
3.50 1.359 0.03
5.00 1.395 0.03
7.00 1.435 0.03
10.00 1.492 0.03
17.00 1.509 0.03

35.00 1.500 0.03
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Caption IV a

Figure 1V a shows the enhancement of the high
frequency satellite as a function of the saturating power
applied to the centre line. The spectrometer observing
power during these runs. corresponded to 20 millivolts-peak-
to-peak measured across. the sample coil. The solid line
represents a least squares fit of equation'(II 65) to the
experimental points. The dotted line is the extrapolated
enhancement of the satellite for infinite saturating power

applied to the centre line.
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the ordinate scale however this is of no consequence since we
are only interested in checking the validity of the BPP equa-
tion and not in the determining of any absolute enhancement
values. One can however. use the data to obtain the correction
factor for the non-infinite saturating power that will be
applied in the measuring of the enhancement as a function of.
Pobs' The dotted line in Figure IV a represents the extra-
polated enhancement.at infinite saturating power.

Having confirmed the correctness of equation (II 65)
it was necessary only to take some 7 points on the E/Psat
curves for the other crystal orientations in order to find the
saturation correction factor. The E/PSat data for the other
crystal orientations is presented with the appropriate E/Pobs
data. As a final point we note from Figure IV a that the
enhancement values are indepeﬁdent of - the amplitude modulation
in contrast with data in Figure IITe. All the data taken at
other crystal orientations employed a modulation peak-to~-peak
amplitude of 0.97 G which was adjusted where necessary to
maintain a fixed modulation amplitude/linewidth ratio.

The enhancement as a fﬁnction of Pobs‘was measured at
6 = 0° ang $=2.8 +1,5% for three specific cases:

Case I, the enhancement of the high frequency satellite due

to severe saturation of the centre line. Case II, the en-
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hancement of the low frequency satellite due to the severe
saturation of the centre line and Case III, the enhancement
of the centre line due to the severe saturation of the high
frequency satellite.

The data for these three cases is given in Tables IV b,d, and
f and is shown in Figure IV b. The error bars represent
estimated errors. It is clear that the enhancement exhibits
a linear dependence on the small values of the spectrometer
observing power Pobs’ as predicted by Hughes (1966). The
straight lines in Figure IV b represent a least squares
computer fit of the data where the weighting factor for each .
point is taken as 1/ (estimated error)z. By examination of
the deviation of each point from the least Squares fit, some
points at large Pobs were rejected as being outside of the
linear region.

The extrapolated enhancement at Pobs= 0 is significantly
different for the two cases I and II. The enhancement is in-
deed not expected to be the same in these two cases since the
energy level spacings are unequal. It was for this reason
that we developed the rate equations given in Section IT taking
into account this unequal splitting factor in the hope that
our experimental data would be sufficiently accurate to illus-

trate the effect. Using equations (II 60) and (II 61) we find
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Table IV b

8=0%and ¢ = 2.8° + 1.5°
Case I, the enhancement of the high frequency satellite due
to severe saturation of the centre line as 3 function of the

Spectrometer observing power.

The correction for the non~infinite saturating power is 1.001

The correction 6§ = 0.022

Pobs Unenhanced intensity Enhanced intensity Enhancemenﬁ
(arb. units) (arb. units) (arb. units) (corrected)
225.00 4.697 * 0.038 6.982 + 0.038 1.486 * 0.014

441.00 7.610 0.050 11.231 0.058 1.476, 0.012
900.00 6.980 0.030 10.410 0.035 1.491 0.008
1225.00 6.642 0.039 10.045 0.039 1.512 0.011
1600.00 7.257  0.025 10.988 0.029 1.514 0.007
2500.00 7.369 0.026 11.226 0.032 1.523 0.007
3600.00 7.520 0.020 11.667 0.025 1.551 0.005
6400.00 6.247 0.017 10.045 0.021 1.608 0.006¢
10000.00 5.868 0.015 9.630 0.017 1.641 0.005
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Table IV ¢

°and ¢ = 2.8 + 1,5°

8 =0
The enhancement of the low frequency satellite as a function

of the saturating power applied to the centre line. The
spectrometer. observing power corresponds to 20 millivolts

peak-to-peak measured across the sample coil.

Modulation amplitude is 0.65 G peak-to-peak

PSat Enhancement
(arb. units)

0.16 0.993 % 0.03
0.27 1.021 0.03
0.45 1.055 0.03.
0.71. 1.072 0.03
1.00 1.090 0.03
1.51 1.163 0.03
2.00 1.196 0.03
2.30 1.296 0.03
2,52 1.332 0.03
2.75 1.314 0.03

3.25 1.351 0.03
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Psat Enhancement
(arb. units)
4.00 1.382 £ 0.03
6.00 1.411 o0.03
8.67 1.464 0.03
14.00 1.520 0.03
21.00 1.527 0.03
30.00 ' , 1.484 0.03
42.00 | 1.507 0.03
70.24 1.516 0.03

90.00 1.482 0.03
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Table IV d

6 =0°and ¢ = 2.8 + 1.5°

Case II, the enhancement of the low frequency satellite dque
to severe saturation of the centre line as a function of the
spectrometer observing power.

The correction for the non-infinite saturating power is 1.001

The correction 6§ = - 0.022
Pobs Unenhanced intensity Enhanced intensity Enhancement
(arb. units) (arb. units) (arb. units) (corrected)
225,00 3.888 £ 0.040 5.770 + 0.046  1.484 + 0.019
400,00 4.696 0.040 7.057 0.049 1.503 0.017
900.00 5.535 0.029 8.511 0.035 1.538 0.010
1225.00 5.696 0.029 8.822 0.035 1.549 0.010
1681.00 5.765 0.029 8.859  0.035 1.537 0.010
2500.00 5.724  0.029 9.049 0.035 1.581 0.010
3600.00 5.850 0.028 9.284 0.028 1.587 0.009
4900.00 5.690 0.020 9.177 0.025 1.613 0.007

6400.00 5.367 0.017 8.914 0.022 1.661 0.007
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Table IV e

6 =0°and ¢ = 2.8 + 1.5°

The enhancement of the centre line as a function of the
saturating power applied to the high frequency sattelite.

The spectrometer observing power. corresponds to 20 millivolts
peak-to-peak across the sample coil.

Modulation amplitude. is 0.65 G peak-to-peak

Psat Enhancement
(arb. units)
2.00 1.240 + 0,03
3.00 1.391 0.03
5.00 1.575 0.03
7.00 1.638 0.03
10.00 1.638 0.03
20.00 1.695 0.03
40,00 1.681 0.03

50.00 1.674 0.03
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Table IV f

6 =0° and ¢ = 2.8 + 1.5°

Case III, the enhancement of the centre line due to severe
saturation of the high frequency satellite as a function of
the spectrometer observing power.

The correction for the non-infinite saturating power is 1.0017

The correction § = 0.022

PObs Unenhanced intensity Enhanced intensity Enhancement
(arb. units) (arb. units) (arb. units) (corrected)
225.00 4.250 = 0.038 7.195 £ 0.038 1.693 + 0.018
400.00 5.375  0.050 9.098 0.058 1.693 0.018
625.00 5.700 0.039 9.767 0.039 1.713 0.014
900.00 6.075 0.030 10.468 0.035 1.723 0.010
1225.00 6.113  0.039 10.668  0.039 1.745 0.013
1600.00 6.087 0.025 10.735 0.029 1.764 0.009
2500.00 5.967 0.026 10.768 0.032 1.805 0.010

3600.00 5.757 0.020 10.518 0.025 1.827 o0.008
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Caption IV b

Figure IV b shows three cases of the enhancement of
an 23Na reésonance component in a single.crystal of NaNO3 due
to severe saturation of another component as a function of
the spectrometer observing power‘Pobs. Case I is the en-
hancement. of the high frequency satellite due to the severe
saturation of the. centre line, Case II igs the enhancement
of the low frequency satellite due to the severe saturation
of the centre line and Case III is the enhancement of the
centre line due to the Severe saturation of the high frequency
satellite. Each soligd line represents a least squares fit

of the data to the enhancement equation derived in the text.
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that W2/Wl = 0.952 * 0.015 for Case I and.Wz/Wl = 0.986 £
0.029 for Case II. The error limits for W2_/Wl are obtained.
from the scatter of. the points from the straight. line, and
are sometimes referred. to as. external errors. The error
limits on W2/W1 as obtained from the estimated errors. are
invariably larger than the external errors,. usually by a
factor of 2 or 3. This is due to.the difficulty of
initially estimating the error. limits in the measuring of
the resonance intensities. For Case III, the value of
W2/Wl derived. by extrapolation is 0.988 + 0.022, in
agreement with the values obtained for Case I and II.

Such agreement for W2/Wl would not be expected if
magnetic relaxation due to paramagnetic ions were signif-
icant (BPP, 1948). We denote magnetic transition proba-
bility by (Andrew and Swanson, 1960)

W = (I+m (I-m+ 1) W, (IV 1)

m->m-1
and assume W3 to be same throughout the. crystal and the
same for each transition. (This will be true for direct
relaxation by a bparamagnetic ion but not if the relaxation
were determined by a spin diffusion). The rate equations

for Case I, where y =’W3/Wl’ are

NO/W1= Nl(1—x+3y)-No(2x+8y+8Po)+N_l(l-x+3y)+2no(2x+y—l)
(IV 2)
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Nl = -N1(2+x+6y)+4No(y+Po)+N_l(x)+2no[l+y+6(l+3y+x)] (IV 3)

N_; + Nl(x)+4No (y+Po)—N_l (x+2+6y) t2n [1+y-6 (143y+x)], (IV 4)

Solving these equations in the usual way we find that the
Case I enhancement, for Zzero observing power, is given to

first order in y and 6 by

(1+x) (1+2%) 1+2x

E= |1+2%| |1~ 3xy - x6 (IV 5)
l+x

The enhancement for Case II is from symmetry arguments given

by

E = |1+2% 1- 3xy +  x6 (IV 6)
1+x (1+x) (1+2x%) T+2x%

For Case III the rate equations are given by

N = Nl(l-x+3y+3Pl)‘—No(2x+8y) +N_l(l-x+3y)+2no(2x+y-l) (IV 7)

e
=
|

= -Nl(2+x+6y+6Pl)+4Noy+N_lx + 2no[l+y+6(l+3y+x)] (IV 8)

= le+4Noy-N_l(x+2+6y) + 2n0[l+y-6(l+3y+x)], (IV 9)

and the enhancement of the centre line for zero observing

power is given to first order in y and § by
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- _ 2
E = [2x+3] [1+ §(1+x) - y(7x°+8x+4) ] (IV 10)

X+2 2x+3 X (x+2) (2x+3)

Substituting the measured enhancement values for the case I,
II and III into equations (IV 5), (IV 6), and (IV 10), we

find using a least Squares analysis that

y = w3/wl = -0.0040* 0.0034 (IV 11)

This shows that magnetic relaxation effects are completely
negligible in our crystal. This is to be expected from the
Spectroscopic analysis given in Section IIT 8 where no trace
of the paramagnetic impurities is indicated.

The enhancement data obtained for the various values
of 6 at ¢ = 2.8° are given in Tables IV a + 2. Further
enhancement datg obtained when the crystal was tipped through
90° as described in Section III are given for ¢ = 32.8° in
Tables a, B, Y 8§, g, n, €, and 7. From the enhancement data,
the values of W2/Wl were obtained as described above, and are
listed in Table 1V T for ¢ = 2,8° and in Table IV = for
¢ = 32.8°. The data for ¢ = 2,g° is plotted in Figure IV o
and for consistency the value at 6 = 0° is that obtained for
Case I, since Case II and Case III were only carried out at
8 = 0°, The error limits. The data for ¢ = 32,8° is plotted

in Figure 1V d. The error limits shown in these figures are
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Table IV ¢

0 = 22.5° and ¢ = 2.8 + 1.5°

The enhancement of the high frequency satellite as a function
of the saturating power applied to the centre line. The
Spectrometer observing power corresponds to 20 millivolts

peka-to-peak measured across the sample coil.

Psat Enhancement
(arb. units)
2.00 1.196 + 0,03
4.00 1.353 0.03
7.00 1.382 0.03
10.00 1.451 0.03
20.00 1.490 0.03

40.00 1.471 0.03



6 =22.5° and ¢ = 2.8 + 1.5°

spectrometer observing power,

Table IV h
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The correction for the non-infinite saturating power is 1.0013

The correction § =

Pobs

(arb. units)
400.00
625.00
900.00
1225,00
1600.00
2025,00
3025.00
3600.00

(arb. units)

2.467

2.667
2.850
2.930
2.967
3.350
3.100
2.730

0.038
0.050
0.030
0.039
0.025
0.026
0.026
0.020

(arb. units)

3.680 + 0.038

3.980
4.306
4.456
4.521
5.182
4.856
4.306

0.058
0.035
0.039
0.029
0.032
0.032
0.025

Unenhanced intensity Enhanced intensity Enhancement

(corrected)
1.492 + 0,028
1.492 0.035
1.511  0.020
1.521 0.024
1.524 0.016
1.547 0.015
1.567 0.017
1.577 0.015
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Table IV i

8 = 42° and ¢ = 2.8 + 1.5°

The enhancement.of the high frequency satellite as a function
of the saturating power applied to the centre line. The-
Spectrometer observing power corresponds to 20 millivolts

peak-to-peak measured across the sample coil.

Psat Enhancement

(arb. units)

2.00 1.193 # 0.03
5.00 1.298 0.03
7.00 1.340 0.03
10.00 1.451. 0.03
20.00 ' 1.523 0.03

- 40.00 1.515 0.03
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Table IV j

6 = 42° and ¢ = 2.8 + 1.5°

Case I, the enhancement of the high frequency satellite due
to severe saturation of the centre line as a function of the
spectrometer observing power. .

The correction for the non~infinite saturating power is 1.001

The correction 6§ = 0.007

Pobs Unenhanced intensity Enhanced intensity Enhancement
(arb. units) (arb. units) (arb. units) (corrected)
400.00 2.175 + 0.038 3.278 + 0.032 1.507 + 0.032
625.00 2.467 0.050 3.754 0.058 1.522 0.039
900.00 2.600. 0.030 3.979  0.035 1.530 0.022
1225.00 2,600 0.040 4.004 0.039 1.540 0.028
1600.00 2.650 0.025 4.079 0.029 1.539 0.018
2025.00 2.630 0.026 4.104 0.032 1.560 0.020

3600.00 2.365 0.020 3.779 0.025 1.598 0.017
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Table 1V k

6 = 74° and ¢ = 2.8 £ 1.5°

The enhancement of the high frequency satellite as a function
of the saturating power applied to the centre line. The
spectrometer observing power. corresponds to 20 millivolts

peak-to-peak measured across the sample coil.

PSat Enhancement

(arb. units)

2.00 1.215 £ 0.03
5.00 1.397 0.03
7.00 1.454 0.03
10.00 1l.464 0.03
20.00 1.473 0.03

40.00 1.473 0.03



Table IV 1

6 = 74° and ¢ = 2.8 + 1.5°

Case I, the enhancement of the high frequency satellite due
to severe saturation of the centre line as a function of the

spectrometer observing power.
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The correction for the non-infinite saturating power is 1.001

The correction § = 0.008

Pobs

(arb. units)
400.
625,
900.
1225,
1600.
4096.

00
00
00
00
00
00

(arb. units)

2.600
2.783
2.850
2,800
3.075

2.117

0.038
0.050
0.030
0.040
0.025

0.020

(arb.

3.837
4.179
4.279
4,221
4.672
3.303

Unenhanced intensity Enhanced intensity

units)

0.038
0.058
0.035
0.039
0.029

0.025

L

Enhancement
(corrected)
.476 0.026
.502 0.034
.501 0.020
.508 0.026
.519 0.016
.560 0.019
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Table IV m

6 =90° and ¢ = 2.8 + 1.5°

The enhancement of the high frequency satellite as a function
of the saturating power applied to the centre line. The
spectrometer observing power corresponds to 20 millivolts

peak-to-peak measured across the sample coil

Psat Enhancement
(arb. units)
1.00 1.073 = 0.03
1.50 1.158 0.03
2.00 1.221 0.03
2.50 1.276 0.03
3.50 1.353 0.03
6.00 - 1.427 0.03
10.00 1.417 0.03
20.00 1.414 0.03

40.00 1.426 0.03



Table IV n

8 =90° and ¢ = 2.8 + 1,5°

Case I, the enhancement of the high frequency satellite due
to severe saturation of the centre line as a function of the
spectrometer observing power.

The correction for the non-

The correction § = 0.011

obs

(arb. units)

100.00
225,00
400.00
625.00
900.00
1225.00
1600.00
2500.00
3600.00
5184.00

(arb.

3.233
4.411
5.147
5.812
6.165
6.195
6.332
6.345
6.585
6.362

o.
0.
0.

0.

units)

* 0.049

042
046
037
037

.034
.029
.026
.029
.020

4.
6.
7.
8.
9.

10.
10.
10.

(arb.

688
564
715
773
347

.532
.962

122
332
075

0.
0.
0.
0.

units)

055
049
056
043

.043
.042
.035
.032
.035
.025

147

infinite saturating power is 1.0007

Unenhanced intensity Enhanced intensity Enhancement

(corrected)
1.450 £ 0.028
1.488 0.018
1.499 0.017
1.509 0.012
1.516 0.011
1.539 0.011
1.573  0.009
1.595 0.008
1.569 0.009
1.584 0.006
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Table IV 0

6 = 100° and ¢ = 2.8 + 1.5°

The enhancement of the high frequency satellite as a function
of the saturating power applied to the centre line. The
spectrometer observing power corresponds to 20 millivolts

peak-to-peak across the sample coil.

Psat Enhancement

(arb. units)

2.00 1.128 + 0.03
3.00 1.319 0.03
5.00 1.441 0.03
7.00 1.467 0.03
10.00 1.493 0.03
20.00 1.484 0.03

40.00 1.493 0.03



6 =

Case I,

to severe saturation of the centre line as a function of the

spectrometer observing power.

Table IV p

100° and ¢ = 2.8 + 1.5°

The correction for the non-

The correction 6§ = 0.010

P

(arb.
361.
625.

900.
1225,

1600.
2500.

3600.

obs

units)

00
00

00
00

00
00

00

(arb.
.760
.280
.483
.450

.467
.300

.230

units)

0.038
0.050

0.030
0.030
0.025
0.026

0.020

O U u v

(arb.
.156
.957
.238
.258

.358
.158

5.033

Unenhanced intensity Enhanced intensity

units)

0.038
0.058

0.035
0.035
0.029
0.032

0.025

L T

the enhancement of the high frequency satellite due

149

infinite saturating power is 1.0015

Enhancement
(corrected)
.506 .025
.511 .029
.517 0.016
.524 0.017
.545 0.014
.563 0.016
.558 .012
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Table IV ¢q

© = 112.5° and ¢ = 2.8 + 1,5°

The enhancement of the high frequency satellite as a function
of the saturating power applied to the centre line. The
spectrometer observing power corresponds to 20 millivolts

peak-to-peak measured across the sample coil.

Psat Enhancement
(arb. units)
3.00 1.325 + 0,03
5.00 1.432 0,03
8.00 1.500 0,03
10.00 1.488 0.03
20.00 1.490 0.03

40.00 1.474 0.03



6 = 112.5° and ¢ = 2.8 + 1.5°
Case I, the enhancement of the high frequency satellite due
to severe saturation of the centre line as a function of the

spectrometer observing power.

Table IV r

The correction for the non-

The correction 6 = 0.006

Pobs

(arb. units)

400.00

625.00
900.00

1225.00
1600.00
2500.00

3600.00

151

infinite saturating power is 1.0009

Unenhanced intensity Enhanced intensity Enhancement

(arb. units)

4,400 + 0.035

4.400
5.070

4.900
4.880
4.730
4.330

0.021
0.035

0.044
0.035
0.023
0.035

(arb. units)

6.756

6.806
7.957

7.707
7.682
7.657
7.056

4

0.

0'
0.

0.
o.
0.

0.

035

026
035

044
035
028

042

(corrected)
1.535 + 0.015
1.547 0.009
1.569 0.013
1.573 0.017
1.574 0.013
1.619 0.010
1.630 0.016



152

Table IV g

& = 135° and ¢ 2.8 * 1.5°

The enhancement of. the high frequency satellite as a function.
of the saturating power- applied to the centre line. The
spectrometer observing power- corresponds to 20 millivolts

peak-to-peak measured across the sample coil.

Psat Enhancement

(arb. units)

2.00 1.250 = 0,03
5.00 1.467 0.03
7.50 1.524 0.03
10.00 1.579 0.03
20.00 1.571 0.03
40.00 1.582 0.03




Table IV t

6 = 135° and ¢ = 2.8 + 1.5°
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Case I, the enhancement of the high frequency satellite due

to severe saturation of the centre line as a function of the

Spectrometer observing power.

The correction for the non-

The correction § = 0.006

Pobs

(arb. units)

625.00

900.00
1296.00
1600.00
1936.00
2500.00
3600.00
4900.00

Unenhanced intensity Enhanced intensity

(arb. units)

3.860 + 0.014

4.100
4.030
4.170
4.130
4.070
4.217

4.010

0.

0.

0

023
029

.035
.029
.023
.035
.023

(arb. units)

5.988 £ 0.017

6.
6.

388
408

.629
.609
.559
.934

.759

0-
O.

023

029

.035
.035
.028
.042
.028

infinite saturating power is 1.0013

Enhancement

(corrected)

.558
.590
.590
.600
.611
.644
.685

0.
O.
O.

.551 * 0.007

010
013
016

.014
.011
.017

.012
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Table IV u

6 = 150° and ¢ = 2.8 + 1.5°

The enhancement of the high frequency satellite as a function
of the saturating power applied to the centre line. The
spectrometer observing power corresponds to 20 millivolts

peak-to-peak measured across the sample coil.

Psat Enhancement
(arb. units)
2.00 1.263 + 0.03
5.00 1.433 0.03
7.00 1l.468 0.03
10.00 1.527 0.03
20.00 1.536 0.03

40.00 1.517 0.03



Table IV v

6 = 150° and ¢ = 2.8 + 1.5°

Case I, the enhancement of the high frequency satellite due

to severe saturation of the centre line as a function of the

Spectrometer observing power.

The correction for the non-

The correction § = 0.014

Pobs

(arb. units)

400.00
625.00
900.00
1225.00
1600.00
2500.00
3600.00

(arb. units)

3.250 * 0.038

2.840
3.250
3.500
3.417
3.280
3.050

0.050
0.030
0.040
0.025
0.026

0.020

.954
.384
.055
.455
. 380
.305

(arb. units)

0.038
0.058
0.035
0.039
0.029
0.032
0.025

1.524 + 0.
0.

155

infinite saturating power is 1.0009

Unenhanced intensity Enhanced intensity Enhancement

(corrected)

021
034

.018
.021
.014
.016
.013
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Table IV w

6 =157.5 ° and ¢ = 2.8 + 1.5°

The enhancement of the high frequency satellite as a function
of the saturating power applied to the centre line. The
spectrometer observing power corresponds to 20 millivolts

peak-to-peak across the sample coil.

PSat Enhancement
(arb. units)
3.00 1.313 + 0.03
5.00 1.408  0.03
7.00 1.432 0,03
10.00 1.492  0.03
20.00 1.519  0.03
40.00 1.551  0.03

60.00 1.508 0.03




8 = 157.5° and ¢ = 2.8 + 1.5°

Table IV x

157

Case I, the enhancement of the high frequency satellite due

to severe saturation of the centre line as a function of the

spectrometer observing power.

The correction for the non-

The correction § = 0.017

Pobs

(arb. units)

225.00
400.00
625.00
900.00
1225,00

1600.00
2500.00

3600.00

(arb. units)

2,575 + 0,035

3.275
3.700
3.900
3.600
3.867
3.783

3.583

0.035
0.030
0.030
0.039
0.025
0.026

0.020

(arb. units)

3.839
4.883
5.559
5.909
5.509
5.859
5.884

5.709

0.035
0.035
0.035
0.035
0.039
0.029
0.032

0.025

infinite saturating power is 1.0016

Unenhanced intensity Enhanced intensity Enhancement

(corrected)

0.024
0.019
0.015
0.015
0.020
0.012
0.014

0.011



Table IV y

0 = 180° and ¢ = 2.8 + 1.5°

The enhancement of. the high frequency satellite as a function
of the saturating power applied to the centre line. The
spectrometer observing power- corresponds to 20 millivolts

peak-to-peak measured across the sample coil.

PSat Enhancement
(arb. units)
2.00 1.286 + 0.03
4.00 1.440 0.03
7.00 1.49¢ 0.03
10.00 1.508 0.03
20.00 1.508 0.03

40.00 1.515 0.03
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Table IV 2

6 = 180° and ¢ = 2.8 * 1.5°
Case I, the enhancement of the high frequency satellite due
to severe saturation of the centre line as a function of the

spectrometer observing power. .

The correction for the non-infinite saturating power is 1.0007

The correction 6§ = 0.022

P Unenhanced intensity Enhanced intensity Enhancement

obs

(arb. units) (arb. units) (arb. units) (corrected)
225,00 3.350 + 0.038 4.983 + 0.038 1.488 * 0.020
400.00 4.130 0.050 6.164 0.058 1.493 0.023
625,00 4.525 0.040 6.805 0.048 1,504 0.017
900.00 4.880 0.030 7.325 0.035 1.501 0.012
1225.00 4.825 0.039 7.305 0.039 1.514 0.015
1600.00 4.780 0.025 7.305 0.029 1.528 0.010
2500.00 4.610 0.026 7.230 0.032 1.568 0.011

3600.00 4.030 0.020 6.404 0.025 1.589 0.010
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Table IV «

6 = 42° and ¢ = 32.8 ¢ 1.5°

The enhancement of the high frequency satellite ag a function
of the saturating power applied to the centre line. The
Spectrometer observing power corresponds. to 20 millivolts:

peak-to-peak measured across. the sample coil.

Psat Enhancement

(arb. units)

1.00 1.134 + 0.03
3,00 1.333 0.03
5.00 1.452  0.03
7.00 1.484  0.03
10.00 1.516  0.03
20.00 1.517  0.03
40.00 1.548  0.03

60.00 1.533 0.03
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Table IV B

6 = 42° ang ¢ = 32.8 + 1.5°

Case I, the enhancement .of the high frequency satellite due

to the severe saturation of the centre line as a function of
the spectrometer observing power.

The correction for the non-infinite saturating power is 1.0010

The correction § = 0.008

PObs Unenhanced intensity Enhanced intensity Enhancement
(arb. units) (arb. units) (arb. units) (corrected)
400.00 3.100 + 0.038 4.835 £ 0.038 1.560 * 0.023
625.00 3.425 0.050 5.380 0.058 1.571 0.029
900.00 3.600 0.030 5.706 0.035 1,585 0.016
1225,00 3.700 0.030 5.881 0.035 1,589 0.016
1600.00 3.750 0.025 5.986 0.029 1.596 0.013

2500.00 2.900 0.026 4.730 0.032 1.631 0.018
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Table 1V vy

6 =69° and ¢ = 32.8 + 1.5

The enhancement of the high frequency satellite as a function
of the saturating power applied to the centre line. The
spectrometer observing power corresponds to 20 millivolts

peak-to-peak across the sample coil.

Psat Enhancement

(arb. units)

2.00 1.048 + 0.03
3.00 1.346 0.03
5.00 1.375  0.03
7.00 1.433  0.03
10.00 1.500 0.03
20.00 1.548 0.03

40.00 1.548 0.03



Table IV §

8 = 69° and ¢ = 32.8 + 1,5°

163

Case I, the enhancement of the high frequency satellite due

to the severe saturation of the centre line as a function of

the spectrometer observing power.

The correction for the non-

The correction § = 0.007

Pobs

(arb. units)
400.00
625,00
900.00
1225.00
1600.00
2500.00
4225.00

(arb.

3.100
3.530
3.750
4.050
3.530
3.130
2.625

units)

+ 0.038
0.050
0.030
0.030
0.025
0.026
0.02

(arb. units)

4.808 * 0.038

5.459
5.909
6.360
5.659
5.108
4.457

0.058
0.035
0.035
0.029
0.032
0.025

infinite saturating power is 1.0016

Unenhanced intensity Enhanced intensity Enhancement

(corrected)
1.551 + 0.023
1.546 0.027
1.576 0.016
1.570  0.014
1.603 0.014
l.632 0.017
1.698 0.016
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Table IV ¢

8 = 110° and ¢ = 32.8 + 1.5°

The enhancement of the high frequency satellite as a function
of the saturating power applied to the centre line. The
spectrometer observing power corresponds to 20 millivolts

peak-to-peak measured across. the sample coil,

Psat Enhancement
(arb. units)
2.00 1.276 * 0.03
5.00 l.414 0.03
7.00 1.448 0.03
10.00 1.483 0.03
20.00 1.509 0.03

40.00 1.472 0.03




& = 110° and ¢ = 32.8 + 1.5°

Table IV n

165

Case I, the enhancement .of the high frequency satellite due

to the severe saturation of the centre line as a function of

the spectrometer observing power.

The correction for the non-

The correction 8§ = 0.007

Pobs

(arb. units)
400.
625.
900.
1225,
1600.
2500.

3600.

00
00
00
00
00
00

00

(arb. units)

2.867
3.250
3.500
3.675
3.630
3.475

3.150

0.038
0.050
0.030
0.030
0.025
0.026

0.020

(arb. units)

4.213 *+ 0.038

4.778
5.179
5.454
5.404
5.229

4.803

0.058
0.035
0.035
0.029
0.032

0.025

infinite saturating power is 1.0007

Unenhanced intensity Enhanced intensity Enhancement

(corrected)

1.469 * 0.024
1.470 0.029
1.480 0.016
1.484 0.015
1.489 0.013
1.505 0.015
1.525 0.013
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Table IV £

6 = 138° and ¢ = 32.8 ¢ 1.5°

The enhancement of the high frequency satellite as a function
of the saturating power applied to the centre line. The
spectrometer observing power corresponds to 20 millivolts

peak-to-peak measured across the sample coil.

Psat Enhancement

(arb. units)

3.00 1.300 + 0.03
5.00 1.388 0.03
7.00 1.463 0.03
10.00 1.463 0.03
20.00 1.463 0.03
40.00 1.476 0.03



6 = 138° and ¢ = 32.8 + 1.5°.

Table IV

167

Case I, the enhancement of the high frequency satellite due

to the severe saturation of the centre line as a function of

the spectrometer observing power.

The correction for the non-

The correction § = 0.007

Pobs

(arb. units)

400.00
900.00
1225.00
1600.00
2500.00

3600.00

(arb. units)

2.150
2.510
2.750
2.750
2.700

2.380

0.038
0.030
0.030
0.025
0.026

0.020

(arb.

3.204
3.779
4.155
4.180
4.155
3.729

units)

0.038
0.035
0.035
0.029
0.032

0.025

infinite saturating power is 1.0011

Unenhanced intensity Enhanced intensity Enhancement

(corrected)

1.490 + 0.032

0.023
0.021
0.017
0.019
0.017
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Table IV T

$ =2.8 1,5°
The data being measured under the conditions of Case I, the
enhancement behaviour of the high frequency satellite due to

severe saturation of the centre line

6 /M
(degrees)

0.0 0.952 = 0.015

22,5 0.976  0.017

42.0 1.026 0.016

74.0 0.898 0,015

90.0 0.885 0.021

100.0 0.994 0.017

112.5 1.119 0.023

135.0 1.163 0.017

150.0 1.077 0.018

157.5 0.956 0.022

180.0 0.936 0.016
6 = 0° for Case II measurements gives WZ/Wl = 0.986 £ 0.029
8 = 0° for Case IIT measurements gives W2/W1 = 0.988 * 0.22
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Caption IV ¢

Figure IV ¢ shows the orientation dependence of our

values of Wp/Wy at ¢ = 2.8 + 1,5°  mThe solig line is a

least squares fit of the Pietila theoretical equations,
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Table IV

¢ = 32.8 = 1.5°

170

The data being measured under the conditions of Case I, the

enhancement of the high frequency satellite as a result of

the severe saturation of the centre line

: Wy/Wy
(degrees)
42.0 1.249 =
69.0 1.160
1190.0 0.871

138.0 0.945

0.023
0.027
0.010
0.010



171

Caption IV d

Figure IV d shows the orientation dependence of our
values of W2/Wl at ¢ = 32,8 + 1,59, The solid line is a
least squares fit of the Pietila‘theoretical‘equations.
The dashed line shows the least Squares fit for ¢ = 2.8 *
1.5°,
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the external errors obtained from the linear fit of the en-
hancement data. This means that our estimated errors are not
directly involved in the limits except in so far as they
determine the weighting factor applied to each point. Since
various checks mentioned in Section III showed no evidence

of non-linearity and since the enhancement values are the
simple ratio of successive resonances we are confident that
systematic errors are negligible in our measurements of
WZ/Wl. We therefore place a high degree of reliance on the
error limits on the values of W2/Wl shown in Figure IV ¢ and
Figure IV 4. The work at 6 = 0° has been published by Hughes,
Reed and Snyder (1970).

We now consider the comparison of this data with the
theoretical orientation dependence as developed in Section
II. Since we have not measured Wl and W2 independently, we
are unable to determine all the parameters Mllll’ M1313'
M3333, Mlll3’ and M1123. We therefore normalize with respect

to Mllll and define the following quantities
M 1313 = M1313/M17,
M 3333 = M3333/M;4;

M1113 = My733M1
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M1123 = My323/M3715¢ (IV 12)

Assuming that the values of the M components are the same for
W, and W,, the orientation dependence is therefore, from

equation (II 86)

» » - 2
(l+4M1313 + 2M3333) + (6-6M3333)cos 6

W — - 4 e 4 - Pl v v 3
Wl = +(1 4Ml3l3+2M3333)cos 6+4(Mlll3cos3¢+M112331n3¢)51n fcosb
2

Pl - - P 2
(4+4M7 59 3M3535) - (12M; 5, 3~9M3345) cos 6.
- P - - o » 3
-(4-16M1313+8M3333) -16(Mlll3cos3¢+M112351n3¢)81n fcosb

(IV 13)

The solid line in Figure IV c represents a least square fit

of the crystal data to equation (IV 13) giving the following

M” values
M1313 = 0.850 + 0.015 (IV 14)
M3333 = 0.822 * 0.016 ’ (IV 15)

Mlll3cos3¢ + M1123sin3¢ = -0.092 = 0.014 (IV 16)

where ¢ = 2.8°,
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The agreement between the experimental values. and the
theory is very good, thus confirming the correctness of equa-
tion (IV 13) and the assumption that the M-components are the
same for Wl and W2. As was discussed in Section II this
implies that the quadrupole relaxation is via an indirect
mechanism. This is not unexpected, since the direct process
should not contribute significantly compared to the indirect
process. Moreover we would not expect rapid reorientation of
the NO3 groups at a temperature so far below the melting point
of the crystal.

Figure Iv d shows the W,/W, data for ¢ = 32.8 + 1.5°,
The purpose of these Measurements was to determine Mill3cos¢ + .
Mi123sin¢ from a value of different from that in the first
case so that by combining with the data at ¢ = 2.80, one can.

find M1123 and MlllB' Using the values of-M1313, M3333

given earlier, we found at ¢ = 32.8 = l.5°,

Mlll3cos3¢ + M112351n3¢ = 0.162 + 0.014 (IV 17)

From (IV 16), (Iv 17) we find

Mlll3 = =0.115 + 0,018
and (IV 18)

M1123 = 0.147 + 0,017

These runs were made at 0 = 420, 690, 110° and 138° where the

term sin3@cos® is relatively large. This enables Mill3cos¢ +




175

Table IV A

i) ¢ = 2.8 + 1.5°

M1313 = 0.85 + 0,015

M3333 = 0.822 + 0.016

Mlll3cos3¢ + M1123sin3¢ -0.092 £ 0.014

ii) ¢ = 32.8 = 1.5

Mlll3cos3¢ + M112351n3¢ 0.162 = 0.014

Solving the last two expressions. gives

Mlll3 = -0.115 * 0.018

M1123 = 0.147 = 0.017
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Mi123sin¢ to be determined with the most precision. Values
between 42° and 69° and between 110° and 138° were avoided due
to the proximity of the satellites and centre line.

We now discuss results of the oriehtation dependence
of W2 and Wl published by Niemela. (1967) during the course of
this work. Niemela.measured-w2 and Wl for 23Na in a single
crystal of-NaNO3 at 77°Kk for several values of 6 in the range -
0° to 90°. The data is shown in Figure IV e. In these
measurements the time dependent behaviour of- the spin system
following the saturation of a different transition was studied
using a pulse method. This method was first suggested by
Goldburg (1959) but is different from the one. actually used by
Goldburg. Niemela measured the resonance intensities as a
function of the time after applying the saturating signal. 1In
contrast, Goldburg only measured the resonance intensity imme-
iately following the application of the saturating signal.

As was mentioned in Section I, we did not use a pulse
method because of the danger. of exciting other components
with the»90°pulse. Strictly speaking, the duration of the 90°
pulse should be much longer than T2, the spin-spin relaxation
time. Moreover, T-l should be much less than the separation
between the adjacentA23Na resonances. The pulse duration

used by Niemela was 40 microseconds. Since T, is«&0—4 seconds
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and the minimum resonance separation (at 6 = 40° and 73.50)
was approximately 60 kHz away from the central value (8MHz) ,
it is clear therefore that Niemela was in fact observing an.
induction decay signal which included a significant contri-
bution from a component other than that being studied. Since
the recovery behaviour of all the. resonances is not the same,
this admixture- of resonances will give rise to errors in the
measured values of Wl and W27 especially at 6 = 40° and 73.5°.
It should be pointed out that the magnetic relaxation contri-
bution in Niemelas crystal at 77°K was by no means negligible,
the value of..W3/Wl being approximately 0.10, at least 30 times
larger than in our crystal. While it is possible to correct
for the effect.of magnetic relaxation it is necessary to assume
that the W3 is uniform throughout the sample. For large
magnetic effects, this may not be valid.

In fitting the data to the orientation dependence
given by Pietila (1968), Niemela used an incorrect symmetry
argument in showing that Mlll3cos3¢ + M1123sin3¢ is zero.
According to Niemela the symmetry of the NaNO3 crystal is such:
that the crystal is invarient under the rotation 6+8 + . and
therefore Mlll3cos3¢ + M1123sin3¢ as given in equation (II 86)
must vanish. This is incorrect for two reasons. Firstly,

the NaNO3 crystal is not invariant under the rotation 6+6 + T.
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Secondly, even if. it were,it does not follow from equation
(II 86) that the term Mlll3c053¢.+ M112351n3¢ is zero. The

dashed line in Figure IV e represent a least squares fit of
. . " . . .

Niemela's data tc equation (II 86) with Mlll351n3¢ + M1123

cos3¢ set to zero. This fit differs slightly from Niemela's

because of a partial error in his theoretical expressions

(Pietila, 1968). The corresponding M-values are given by

e20%M = 2.35 % 0.10 X10~2 seconds~l (IV 19)
1111
R = 1.83 + 0.09 X10~2 seconds1 (IV 20)
1313
2.2 _ -2 -1
e’Q M3333 = 1.51 £ 0.29 X10 seconds (IV 21)

where the error limits are external errors determined by the
scatter of the data points about the theoretical curves.
While the fit between experiment and theory agree within the
error limits given by Niemela, the fit is unsatisfactory
because most. of the Wl points lie below the theoretical
curve and most of the W2 points. lie above. the theoretical
curve. We have therefore re-analyzed the data with Mlll3
cos3¢ + M1123sin3¢ # 0. A least squares fit of the data is
shown as a solid line in Figure IV e. For the crystal ori-

entation used by Niemela, the angle. ¢ is 0° when measured with
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Caption IV e

Figure IV e shows the orientation dependence of W,
and W1 obtained by Niemela at 77°kx. The dashed line
represents a least squares fit of the data to the theoretical
form given by Pietila with M1113 = 0. The solid line

represents a least squares fit of the data with M1113 # 0.
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respect to the projection of a rhombohedral unit cell edge in
a plane perpendicular to the symmetry axis. In such a co-

ordinate system, the M-values are given by

e202m = 2.42 % 0.05 X10~2 seconds~t (IV 22)
1111

e202 = 1.84 * 0.05 X10~2 seconds~l (IV 23)
1313

e20% = 1.68 * 0.05 X10™2 seconds~t (IV 24)
3333

e®0%, . = 0.51 ¢ 0.10 x107% seconas™l,  (1v 25

The importance of the M1113 term is more clearly
illustrated in Figure IV f where the ratio W2/Wl is shown as
a function of 6. The best fit with M1113 = 0 is shown as a

dashed line and the corresponding ratios of the M-values are

I+

M1313/ Mllll-0.77v 0.09 (IV 26)

i+

M3333/ Mllll=0.59 0.17. (IV 27)

With M1113 # 0, the best fit is the solid line and the

corresponding ratios of the M-values are

Ml3l3/ Mllll = 0.78 = 0.02 (IV 28)
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Caption IV f

Figure IV £ shows the orientation dependence of the

ratio WZ/Wl obtained by Niemela at 77°K. The dashed line is

a8 least squares fit of the theoretical form with M1113 = 0,

The solid line is a least squares fit with Mi113 # 0.
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M3333/ Mllll = 0.66 + 0.04. (IV 29)

Mlll3/ My79; = 0.26 + 0.02. (IV 30)

We conclude that the experimental data are much more
precise than was first believed (Niemela, 1967), the a=-
greement being highly satisfactory so- long as Mlll3c°83¢ +

M112351n3¢ 1s not set to zero.

We now compare the experimental values of the M-
components obtained at 77°K by Niemela (as re-analyzed by us,
Hughes, Reed and Snyder, 1970) and by ourselves.at room tem-
perature with the theoretical predictions given. in Section

o) ‘s
II, At 777K, Mllll' M1313 and M3333 are all positive as ex-
pected for components. of the form MaBaB' Our values are in
agreement with this since M1313/ Mllll and M3333(1M1111 are

s 2 0, .
also positive. Also, Mlll3. at 77K is less than MllllM1313’

- . 2
Similarly at room temperature we .find that Mlll3< MllllMl3l3

and MilZB < M1111M2323 (since it was shown by Snyder and Hughes;
(1970) that My3o3 = M1313)'

We now consider the relationship between W? and W?,
the transition probabilities for the spin systems A and B and
also the relationship between,wg and Wg. For simplicity we

first suppose that the nearest neighbour. oxygens alone are
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responsible for the time-dependent electric field gradient
at the particular 23Na site. This assumption is not unrea-
sonable since as will be seen the quadrupole spin-lattice
interaction falls off very rapidly as r ° or r 2. rThe
relationship of these six nearest-neighbour oxygen atoms. to
the 23Na site is shown. in Figure III j for cases.A and B.
As was pointed out in Section III 8, the two lattice sites are .
€quivalent apart from a translational and rotational oper-
ation. It is convenient to define a coordinate system (x"~,
y““,2”7) for the spin systems A lattice site where z°° axis
coincides with the triad axis and the x“” axis is orientated
so that two oxygen atoms lie in the X“7z”” .plane. It is clear
from Figure IIlj that this x““z”” plane (there are of course -
3 of them orientated at 120° to each other) is a mirror plane
for these nearest .neighbours (however this is not so if one
considers further neighbours). We denote the angle between
the x”” axis and the x axis (defined previously as the pro-
jection of the rhombohedral unit cell edge on a. plane per-
pendicular to the crystal triad axis) by ¢o.

A plan view of the situation is shown in Figure IV g.
From the crystallographic information the angle ¢ois calcu-

lated to equal 18°, For the B lattice sites one can define

a similar system of axis (x°°”", y°°7, 27°7) such that x**~
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Caption IV g

Figure IV g shows schematically the two spin sites

with their appropriate principal axis and the angles ¢o.
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z°”” plane is again a mirror plane containing two nearest.
neighbour oxygen atoms. Again the angle between the x”“” and.
the x axis is 18°, the sense of rotation from x to x‘f being
oppoéite to that from x to x°“~. |

The two lattice sites a and B are completely equivalent
if A and B are viewed from their respective coordinate systems.
The values of the M~components will therefore be the same for
the two systems if they are defined in the appropriate co- |
ordinate system. . We4denote,the M-components at A sites that

are non-zero for the symmetry by Mllll M1313, M3333, Mlll3'

and Mii23 We can therefore write-qulte generally-
W = &% [ang; vam M3137M333) - (1245, -9MIZ o) cos®e.
‘T—s 11l |
o a;_’ P 4 .
~(4M177716M] 37 5+8M 3550 cos 6 ~ 16 (M7 75 5008307 + Mi7, .

sin3¢”°) sin3e cosf ] (Iv 31)

Where ¢°” is the azimuthal angle of ﬁo relative to the (x°~,
y°", 2°7) system. For our choice of X““-axis the x°= z°”
plane:is a mirror plane if we consider only the nearest.
neighbour oxygens. The transition probability W? will there-
fore be.invarient with respect.to mirror reflections in the

-

X°= z”” plane. Such a mirror reflection corresponds to the
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change ¢°“+ -¢°” in equation (IV 3). This invariance property
requires that Mii23 be equal to zero. This can also be shown

from the invariance of Wg.

We denote the M-components for the type B system

P

) ‘coordinate system by Mllll’

R

relative to the (x7°” y*“” 3

Ml313’ M3333, M1113 and M1123 Using argument.similar to that

applied to type A it follows that Mii23 is zero. Moreover,
since the sites A and B are equivalent .when viewed from their
appropriate (principal) coordinates. systems, the values of the

JJ‘

corresponding M-components are equal. Putting Mllll llll

etc., the transition probabilities can be written

2 2 vy a P o 2
Ly [‘4”41111 My 373 M3335) (1247 3, 59335 0) cos o

“a .o 4 .3
- (4M -16M +8M 3333)cos o- 16Mlll3c033¢ sin~6cos# ]

1111 1313
(Iv 32)
W = e2Q2 (MZ7  +4M77 ) + (6M77. . -6M7Z )00526
2 18 1111 1313 3333 1111 3333
+ (M7, -4M +2M7 )cos46+4M cos3¢” sin36 cosh |-
11117 1313 3333 1113

(IV 33)



187

B - 2 2 PP IR Ve - o PP 2
M1-el [‘4M1111+4M1313 M3333) - (12M1375-9M7224) cos e

A, ,pp L 4 - AL, . A, . 3
—(4Mlll-16Ml3l3+8M3333)cos ] 16M1113cos3¢ Sin~fcosb ]
(IV 34)
B

- 2 2 ,,p Ll Ll o, r, - ‘114 2
W, = oo [kM1111+4M1313+2M3333) + (6M777,-6M372 ) cos o

e e et 4 PP Al s 3
U111 31 5¥ M55 08”0 + 4T 7T 00839 “sin0c0s ]

(IV 35)

The quantities W, and W2, whose ratio is measured in

our double resonance experiment, are equal to (W? + W?)/Z

and (W? + W?)/Z. Therefore from equations (IV 32), (Iv 33),

(IV 34) and (IV 35) it follows that

- 2 2 / ~ . R YT - .. - - 2
1T el (UMt Mg a NSy - (2] 5 -omss o ) cose
P o, Pl , - . - Py 3
-(4M1111—16M1313+8M3333) - 8Mlll3(cos3¢ +cos3¢"")sin~6cosh.
(IV 36)
W, = e2Q2 (MIF3 +4MI20 42M27_ ) + (6M77. . -6MZ 2 )00526
2 =5 11117 °7131374"3333 "71111 °73333
+(4M)) 4 P

1111-4M13l3+2M3333)cos 6 + 2Mlll3(cos3¢ +cos3¢ )

sin36cos8 (IV 37)
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But from Figure IV g it is clear that

7T =0+ 0, (IV 38)
and

877" =9 - 9, (Iv 39)
Substituting in equations (IV 3¢) and (IV 37) we get

2 2 P 2
W = [(4M1111+4M1313 M3333) - (12mM]3; .- 9M3233) cos“o

o ‘l P s 3
-(4Mllll 16M1313 3333) - 16Mlll3(c053¢ocos3¢)s1n 8cosh ]

(IV 40)

- e20? [+ 2
N2 =@ [(M1111+4M1313+2M3333) * (M) 1-6M5353) cos

4
+(M llll 4Ml3l3+2M3333)cos 6 + 4MlJl3(cos3¢ cos3¢)51n Bcosb ]
(IV 41)

The expressions for Wl and W2 are comprised of independent
M-components only one.of which, Mlll3’ involves the angle.
$°“. Since a redefining of the x”“ axis is equivalent to a
change in the angle $°° it follows that the M-components.

4;

llll' M13l3 and M3333 will be independent of the choice of.
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the x°° axis. a change in ¢““ will however affect the Mii13

term. The Mii13 term will change in such a manner as to keep
the value of Wl and W2 invariant for the change in ¢°°. We

can therefore write

My111 = M3913
M1313 = My3;5 (IV 42)

M3333 = M3333

where the unprimed M-components refer to the unprimed co-
ordinate system where the x axis is along the projection of
the rhombohadral. cell edge in a plane perpendicular to the
triad axis., Finally it is convenient to replace Miii3cos3¢o

by Equations (IV 40) and (IV 41) can now be written

Mi113¢
W, = e20? [(aM . +aM . M) - (12M, .. .=9M....)cos26
1T 29 111114433737 M3333 131373333

(4

.3
Mllll_16M13l3+8M3333) = 16M;,,,c0s3¢sin ecose‘] (IV 43)

2,2 | 2
2=22 [(M1111+4M1313+2M3333’ * (6My77,76M3;35) cos”0

=
]

+(

y . 3
M11117M 313+ 243333000870 + 4M, ) scos3psin>cosd ] (IV 44)
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showing that the spin system comprising type A and type B are
equivalent to a single spin species with M1113 = Miil30053¢o'
In the above calculation it was assumed that the relaxation
was. caused by nearest neighbour. oxygen atoms. However, the
result is independent of thig assumption as can be seen from
the following argument. Suppose that the nearest neighbour
oxygens do not contribute at all to the quadrupole relaxation.
Then the A and B spin species are no. longer different, the xz
bplane is now a mirror plane and $ =¢""= ¢""". We would then
get the same results as above except that ¢o is 0° instead

of 18°. 1In reality, the quadrupole relaxation field will be
partly due to the OxXygen and nitrogen atoms and partly due to
the rest of the lattice neighbours. 1In considering we note
that the principal coordinate systems (x""y““z°’) and (x"""
Y“"°2”"") can always be selected such. that Mii23 and Mii53 are
zero. Furthermore, from the symmetry of the NaNO3 crystal
structure, the x“” and x“°* will be symmetrically disposed
with respect to the x axis. While it is not obvious what the
angle between the x and x*° or x and X""" axes will be,it
seems likely that ¢o should lie between 0° and 18°, the values.
obtained from the extreme cases where the oxygen does not
contribute to relaxation and where the oxygen is wholly

responsible for the relaxation. Due to the short range of the
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quadrupole interactions,one would expect that ¢, would lie
closer to 18° than to 0°. we therefore conclude that (IV 43)
and (IV 44) will be valid whatever the source of the quadru-
pole relaxation.

It is quite generally implied by equations (IV 43) and
(IV 44) that M1123 must be zero for the 23Na spin system in
NaNO;. This is in marked contrast to our experimental results
which shows that M1123 is numerically larger than Mlll3'
Since there is no evidence that our crystal is in any way
defective, we interpret this surprising result as implying
that the crystal structure of NaNO3 at room temperature is not
that previously accepted. While our data indicate that the
23Na spins are located at sites possessing triad symmetry, the
orientation of the principal coordinate systems describing the
quadrupole relaxation is not in agreement with that deduced
from the crystal structure. Confirmation of the correctness
of the ¢ values is obtained from consideration of the 23Na
linewidth as a function of. §. For the first setting of meas-
urements (at ¢ = 2.80), the linewidth was found to be approx-
imately symmetrical about 6. = 90°. 1In contrast the second.
set of measurements (¢ = 32.80), the linewidth was found to be
quite assymetric about 6 = 9¢0°, Comparison with the linewidth

measurements by Andrew et al. (1962) indicates that ¢ is
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approximately zero in the first set of measuremen:s. and 30°
in the second set of measurements.,

It is convenient to interpret the Mill3 and Mi123
values in a slightly different way. We assume that the
23Na sites possess triad symmetry but that the orientation of
the principal (x) axis is rotated at an angle ¢* from that
predicted by the accepted structure. We can therefore write
Mi113cos3¢ + Mi1235in3¢ in the form Acos3(¢ - $*). Using the
measured values for Mill3= ~=0.115 £ 0.018 and Mill3 = 0.147 =
0.017 we find A = 0,187 * 0.011 and ¢* = 17.3+1.8°. The
-quantity A may be regarded as a magnitude of the ¢ ~dependent
term and ¢* is the rotation necessary to be able to account
for our data. We note that the angle ¢* is remarkably close
to the value of the angle ¢, considered earlier. Our data
could at first sight be interpreted by supposing that the Na
spins are all either type A or type B. However, it is not
possible to arrange the nitrate groups in the NaNO3 such. that
this can occur. A tentative qualitative explanation of our
data is that the nitrate groups are rotated from their accepted
equilibrium positions in such a way that the angle between x
and x°° is greater than 9% (18°) while the angle between x and

o » (] 0
X 15 correspondingly less than 18°. However, measurements

at the other angles of ¢ are now required in order to confirm
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that the ¢ -dependent term really is of the form Acos3(¢ - ¢*)
as assumed. above. In this connection, measurements at 77°k
for ¢ # 0 to complement Niemela's data would be useful.

Finally we compare the predictions of a very simple
model with the experimental values of the ratios of the M-
components. Guided by the accepted configuration of the
nearest neighbour oxygens, we consider a simple model in which
the 23Na nucleus, located at the orgin of the coordinate

system, is surrounded by six point charges.q situated at
(rr@ro)/ (r1612"/3)r (rlel4ﬂ/3)l (rln_@rﬂ'/3)

(r,m™0,7) and (r,m~0,5n/3).

23Na nucleus has therefore triad

The  environment of the
symmetry and inversion symmetry as is the case in NaNO3. In
the real crystals the relative motions are very complicated
and little is known about the relative motion of the 23Na
nuclei and their nearest neighbours. We therefore make the
simplifying assumption that the motion of each of the six
charges relative to the 23Na nucleus is istropic. In other
words, there is no preferential direction in space of the
relative motions. We now calculate for this simple model the

fluctuations in the electric field gradient at the origin which

are caused by this isotropic motion of the point charges. We.
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Caption IV h

Figure IV h is a schematic representation of the
charge»configuratiqn used in the point charge calculation of

the various,M-compqnents,
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shall consider two cases. 1In the first case we shall calculate
the changes in the electric field gradient which are linear.
in displacement. 1In the second case, we shall calculate the
fluctuation in the electric field gradient which are quadratic
in displacement. The first case would correspond to the .
anharmonic Raman phonon process and the second case to the
indirect harmonic Raman phonon process.

Considering first a simple.charge located at (x,y,z),

we have

Vo, = q(222-x2-y2) (x2+y2+22)-5/2 (IV 45)

The change G(sz) arising from a displacement u of. the charge

g from its equilibrium site is in the linear case given by

6(V__) =3 (V. )dx + 8 (V. _)ay + 9_(v__)dz (IV 46)
2z 3% 22 5y zz 57 22

where

dx = usin® cosd, dy = usin®d sin¢ and dz = ucos0d (IV 47)

and 0 and ¢ are the polar angles of the displacement 1
relative to the (xyz) coordinate System. It can be seen from
the definition of the MaBa’B‘ equation II 81) that M3333 for

example is proportional to the square of the fluctuations V.zz
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integrated over all relative vibrations. Taking into account
all six charges. and ignoring constants such»as‘eZQZ in

equation (II 81) one can write

M3333 = 2(1(1/477)¢§7T [G(sz) ]2 sin® de 62" d¢ (IV 48)

- where Zq signifies that the expression is.summeq over‘the
configuration .of six charges as shown in Figure IV h. After

some manipulation we find that

8

Mygz = 1aq2u2r" (1-2cos?0 + 5cose), (IV 49)

We have generalized this expression to the extent of allowing
the vibration in the z direction to be different from that in
the x and y direction. This is allowed for by ihtfoducing a
factor A for the vibration along the z direction. ' The value
A = 1 therefore corresponds to the isotropic case considered
above. The value A + 0 corresponds to relative motion pre-
dominantly in the x-y plane as was suggested by Andrew et al.
(1962). The value A + = repfesents.the situation where the
relative motion is predominantly.in the z directionlalong

the triad axis. Equation (IV 49) becomes
M3333 = 18q2u2r-8[(500520—1)2(l-cosze)+A2(3-5cosze)2c0329 ]

(IV 50)
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Similarly it can be shown for the linear process
Mi1pq= 6q2u2r-8[sin2@[(3-Ssin29)2+(l/2)(3-Ssin2@/4)2+(3/2)
(-1+5sin29/4)1+A2cos29[(5sinzo-1)2+2(-1+5sin29/4)2]] (IV 51)

M1313= 6q2u2r-8[cos2@[(l-SsinZG)2 + (75/8)sin4O]
+ (3/2)42%sin%0 (1-5c0s20)2] (IV 52)
Mlll3= 6q2uzsinecoser-8[(3-Ssin20)(l-Ssin20)+(15/4)sin2@x

(1-5sin%0/4) - (3-55in2@/4)(l—Ssin2®/4)-(15A2/4)(l-Scosze)sinZO].

(IV 53)

From symmetry theAM1123is zero in this case. We recall that
the M1113 as measured. experimentally ls‘Mlll3COS3¢o’ The
quantity given in equation (IV 53) is Miil3' Accordingly, to
compare with experiment, this should. be multiplied by cos3qf

Hence we can write
_ 2 2 -8 , 2 . 2 .2
M)113° 697ur 51n6cos@cos3¢o[(3-551n ©) (1-5sin”0)+(15/4) sin“0x

(l-Ssin26/4)—(3-Ssin2@/4)(l-Ssin29/4)~(15A2/4)(1-50052@)sin2@]

(IV .54)
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Figures IV i, IV j, IV k illustrate the dependence of Mllll’
M1313’ M3333 and M1113 on the angle 0 for three values of
A =0.80, 1.00, and 1.25. The large dependence on 0 indicates.
that the local lattice environment has a large effect on the
M—components. Some indication of the effect of. anisotropy
of the lattice vibrations is given by comparing the curves
for different values of )\

For the quadratic case, the change in sz caused by a

» + [
displacement u can be written as

_ 2 2.2 2.2 2 2
v, =(1/2)3 V,g QX7+3°V,  dy“+d V,z 427 + 23°V__ dxdy
3%° 3y 922 30y
+ 2% dxdz + 2 3%V dydz (IV 55)
22 ZzZ
0x0d2z dyodz

Using equation (IV 55 ) and substituting for the derivitives
in equation (IV 55) to determine [VZZ]Z, it can be shown that
M3333 for the charge configuration shown in Figure IV h is

given by

M3333=(9q2u4r-10/10)[[8(l-5cosze)2+40(l-500s20)(7cosze-l)sin2@

+75(7cos?0-1) %sin%o] + 22[(2) (3-30cos20+35c0s%0) x
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Caption IV i

Figure IV i shows the M-components Mllll' M1313
[4

M3333 and Mlll3-as a function of © for the linear process

and A = 0.80.
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Caption 1V.j

Figure IV j: shows the M~-components Mllll’ M1313,

1113 28 a function of. @ for the linear process
and A = 1,00,

M3333 and M
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Caption IV k

Figure IV k shows. the M-components Mllll’ M1313,

M3333 and M11131as a function of 0 for Fhe.llnear

process and A = 1.25.
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X[2(l-5cosze) + 5sin26(7c0526 -1)] + lOOcoszésin20(7cosze-3)2]

+ 324 [3-30c0s%0 + 35c0s%072]. (IV 56)

Similarly it can be shown that

Mllll=(3q2u4r_lo/10)[;(B-BOSin2@+35sin46)2 + 3(1-5sin2e) 2

+2(3-30sin%0+35sin%6) (1-55in20) + 6[3-(30/4)sin®e+(35/16) sin0]2
+6[1-5sin0 + (105/15)sin%0]2 + (300/8)sin%0 (3-7sin20/4) 2

.2 .4 . 2 . 4
+4[3-(30/4)sin“0 + (35/16)sin"] [1-55in“0 + (105/16)sin"0]

2 [l00 coszesin26(7sin29-3)2 —2(4-355in26c052@)2

+ A
+ 50sin®0cos?0 [(3-7sin20,4)2 +3(1-7sin%0/4) 2]
+31 41 (4-3551n2600s20) 2 +2[(15/4)sin®0-4 + (35/4)sin0cos26] 2] ],

(IV 57)

Ml3l3=(3q2u4r-10/10)[[sinzecos26[75(7sin2®-3)2-50(7sin2@-3)+ 75

+(75/2) (3-7sin0/4) + (75/2) (1-21sin20/4) + 150 (1-7sinZ0/4) >

+(50/2) (3-7sin%0/4) (1-21sin20/4)]
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+ 2% [4(355in%6c0s20-4) 2 -50sin%0c0s20 (3-7c0s20)2
+ 2(35sin%0cos?0 + 15sin%0-16)2 + (75/2) sin%e (7cos20-1)2
—(50/2)sin20c052@ (3-7cosze)2]

+ 2% (225/2)5in%0c0520 (7c0s2o -3)2 ] (IV 58)
Mlll3=(3q2u4sin@cos®cos3¢or-lo/2)[3(7sin2@-3)(3-3OSin29+35sin46)

-3(5c0s°6-4) - (3-30sin2p +35sin%0) + (7sin%0-3) (5cos20-4)
2 .2 .4
-3(3-7sin 0/4) [3-(30/4)sin“0 + (35/16)sin"0]

~3(-1+21sin%0/4) [5cos20-4 + (105/16) sin’0]

+ 22 [(35sin®0cos?0 -1) (425in20-20)-16 (7sin%0-12) x

X (15sin®0-16 +35sin%0cose) - 605in6 (7c0s26-1) (751n20-4)

- 8(3-7cos20) (15sin20 -1g + 355in%0c0s20) ]

+ A4[12(7c052®-3)(lOSsinZOcosze-lSSinZO)I (IV 59)
Figure IV 1, IV m and IV. n illustrate the dependence. of Mllll’

Ml3l3’ M3333 and Mlll3 on the angle 0 for )\ = 0.80, 1.00 and

1.25 for the quadratic case.
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Caption 1V 1

Figure IV 1 shows the-M-components.Mllll, Ml313’

1113 2 a function of 0 for the quadratic
process and A = 0.80.

M3333 and M
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Caption IV m

Figure IV m shows the M-components Mllll’ Ml313’

1113 @S a function of 0. for the quadratic case
and A = 1.00.

M3333 and M
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Caption IV n

Figure IV n shows the M-components-Mllll, Ml3l3'

1113 @8 a function of 0 for the quadratic case.
and A = 1,25,

M3333 and M
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Since our experiment was- concerned with the ratios of.
the M-components and not absolute values of these components,
we have plotted M;3)3/Myyyq, Myzay/M) ), and M1123Myy;; for
the linear case in Figures IV o, IV p and IV g respectively
for » = 0.80, 1.00 and 1.25, Similarly, these quantities are
shown in Figures IV r, IV s and IV t for the quadratic case,
again for A = 0.80, 1.00 and 1.25. oOur experimental values
are shown on each of graphs IV 0 + t along with the uncertain-
ties. In»Figu#e IV g and IV t, we have shown not- the ex-
perimental value of M1113/Mllll but the total magnitude of

the ¢-dependent term defined by A&fll3 + M§123 / Mllll' This

is judtifiable sincegM1123 is zero for the theoretical model
we considered.

We first note that the © dependence is similar in the
linear and quadratic cases for the ratios M1313/Mllll and
M3333/M1111' However, the ratio Mlll3/Mllll is-significantly
smaller in the quadratic case than in the linear case. We see
that in all cases except for the Mlll3/Mllll quadratic case,
the value of © which corresponds with the experimentally
measured ratios is approximately 54° and this happens to be the
polar angle 0 of the nearest neighbour oxygen atom in the NaNO3

crystal. The appreciable difference between the theoretical

linear and quadratic terms for MlllB/Mllll leads one to wonder
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Caption IV o

Figure IV o shows. the ratio M1313/Mllll as a

function of 0 for the linear process. and A = 0.80, 1.00.

and 1.25. Also shown is our. experimental value of M1313/

Mllll for 23Na in NaN03. The shaded region indicates the

limits of experimental errors.
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Caption IV p

Figure IV p shows the ratio M3333/Mllll as a

function of 0. for the linear process and A =.0.80, 1.00

and 1.25. Also shown is our experimental value of M

3333/
M1111 for 23Na in NaNO3. 'The shaded region indicates. the

limits of the experimental error..
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Caption IV ¢

Figure IV g shows the ratio Mlll3/Mllll as a

function of O for the linear process and A = 0.80, 1.00

and 1.25, Also shown is our. experimental value of

””1113 *Myy,5/ M;;77 for the ““Na in NaNO,. The shaded

region indicates the limits of experimental error.
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Caption IV r

Figure IV r shows the ratio M1313/M1111 as a

function of 0 for the quadratic process and A = 0.80, 1.00

and 1.25. Also shown is our experimental-value of Ml313/

Mllll for 23Na in NaNQ3. The shaded region indicates the

limits of experimental error.
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Caption IV s

Figure Iv.s shows the ratio of.M3333/M1lll as a

function of. © for the quadratic process and A = 0.80, 1.00

and 1.25, Also shown is our experimental value of M3333/

Mllll for 23Na in NaNO3. The shaded region indicates the

limits of experimental error.
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Caption IV t

Figure IV t shows the ratio Mlll3/Mllll as - a function

of 0 for the quadratic process and A = 0.80, 1.00 and 1.25.

. . 2 2 .
Also shown is our experimental. value of “M1113,+ M1123 /Mllll

for 23Na in NaNO3. The shadedlreqion indicates the limits

of the experimental error.
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whe'her it is possible to distinguish between a linear and

a quadratic process on the basis of our crystal measurements.
Since the agreement between theory and experiment at 54° jg
considerably better in the linear than in the quadratic case,
it is tempting to conclude- that the relaxation mechanism is
anharmonic. This conclusion must be tempered by the fact
that the experimental behaviour, of the ¢~dependent term is
quite clear in this case as to the validity of using the
expression Mi113 = Mii130053¢o with»¢ov= 18°, as in developing
equations (IV 54) and (IV 59). If the 3¢° term is omitted
then the agreement is better for the quadratic case than for
the linear case.

It is interesting to compare our room temperaturé data
results and Niemela's,77°K,data_in the light of the theoretical
curves, especially those of Ml3l3/Mllll and M3333/Mllll‘ Since -
it is known that thermal expansion of NaNO3 is some ten times
greater along the triadaxis than in a direction perpendicular
to the triad axis (Saini and Mercier, 1934), the polar angle
of the nearest neighbour oxygen atoms will decrease with in-
creasing temperature. It follows from Figures IV o, IV o
IV r and IV s that according to our point charge calculation
the values of Ml3l3/Mllll and M3333/Mllll should increase with

the results obtained by Niemela and ourselves. It therefore
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appedrs that our point charge calculations. are able to provide
at least a semi-quantitative understanding of our data.
Finally, relatively small orientation dependence of
W2/Wl in NaNO3 at room temperature is perhaps not typical of
the behaviour to be expected in all cases.. For example, a
ratio of M3333/Mllll of near four is expected according to
our simple calculation is a crystal where the nearest neighbours'
are located at © close to zero. Such a ratio would imply a
highly anisotropic behaviour of WZ/Wl' An example of a case
where this may be expected is sodium nitrite (NaNOZ). Indeed
an investigation of the orientation dependence of the relax-
ation in this crystal would provide a check for the point
charge model. It would thus appear in retrospect that
NaNO3 was an unfortunate choice of material for the study of
the orientation dependence of W2/W1 because the relative dis-
positions of the hearest neighbour oxygen atoms around the

sodium sites causes such a small anisotropy in Wz/Wl.




216

References

Abragam, A., 1961, The Principles of. Nuclear Magnetism
(Oxford: Clarendon Press), 411.
Abragam, A., Proctor, W. G., 1958, Phys. Rev., 109, 1441,
Andrew, E. R., 1955, Nuclear Magnetic Resonance (Cambridge
University Press) |

Andrew, E. R., Eades, R. G., Hennel, J. w., Hughes, D. G.,
1962, Proc. Phys. Soc., 79, 954,

Andrew, E. R., Swanson, K. M., 1957, Proc. Phys. Soc., 70, 436

Andrew, E. R., Swanson, K. M., 1960, Proc. Phys. Soc., 75, 582,

Bersohn, R., 1960, J. Chemn. Phys., 20, 1505,

Bloeh, F., 1946, Phys. Rev., 70, 460.

lBloembergen, N., Purcell, E. M., Pound, R. V., 1948, Phys.
Rev., 73, 679.

Blume, R. J., 1962, Rev. Sci. Inst., 33, 1472,

Edmonds, A. R., 1957, Angular Momentum in Quantum Mechanicé
(Princeton, New Jersey: Princeton University
Press)

Goldburg, W. I., 1959, Bull. Amer. Phys. Soc., 75, 337.

Goldburg, W. I., 1961, phys. Rev., 122, 831.

Hahn, E. L., 1949, Phys. Rev., 76, 145.

Howling, D. H., 1966, Rev. Sci. Inst., 36, 660.



217

Hughes, D. G., 1966, Proc. Phys. Soc., 87, 953,
Hughes, D. G., Reed, K., 1970, Rev. Sci. Inst., 41, 293
Hughes, D. G., Reed, K., Snyder, R. E., 1970, Can. J.
Phys., 48, 480.
Kutsishvili, G. R., 1956, Publications of.the Georgian
Institute of Sciences iV, 1.
Niemela, L., 1967, Ann. Acad. Sci. Fennicae A VI, No. 236.
Pietila, A., 1968, Ann. Acad. Sci. Fennicae A. VI, No. 271.
Pound, R. V., 1947, Phys. Rev., 12, 527.
Pound, R. V., 1950, Phys. Rev., 79, 685.
Pound, R. V., Knight, W. D., 1950, Rev. Sci. Inst., 21, 219.
Redfield, A. G., 1955, Phys. Rev., 98, 1787.
Robinson, F. N. H., 1959, J. Sci. Inst., 36, 481.
Saini, H., Mercier, A., 1934, Helv. Phys. Acta., 7, 267.
Schuster, N. A., 1951, Rev. Sci. Inst., 22, 254,
Snyder, R. E., Hughes, D. G., 1970, J. Phys. C. (Solid
St. Phys.), in press.
Van Kranendonk, J., 1954, Physica., 20, 781.
Van Kranendonk, J., Walker, M., 1967, Phys. Rev. Letters, 18, 707.
Van- Kranendonk, J., Walker, M., 1968, Can. J. Phys., 46, 2441.

Watkins, G. D., Pound, R. V., 1951, Phys. Rev., 82, 343.



218

Whittaker, E., Robinson, G., 1925, The  Calculus of
Observations (Blackie and Sons Ltd.).

Weber, M. J., Allen, R. R., 1962, Ampere colloquium, 168.

Wikner, E. G., Blumberg, W. E., Hahn, E. L., 1960, Phys.
Rev., 118, 631,

YOSida, Ko’ MQriya, T. ’ 1956, Jo PhYS. SOC. Japan, H’ 33.



