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Abstract—This paper discusses design and application of the
multiagent simulation technology aiming to meet smart grid
requirements. The difference between multiagent systems and
multiagent simulation in smart grid applications is clarified. The
state-of-the-art applications of multiagent simulation in power
and energy systems are classified based on the simulation envi-
ronment. The paper also addresses the interface issues including
synchronization and data distribution for multiagent co-simula-
tion. In addition, the emerging research paradigms in smart grid
multiagent simulation are identified.

Index Terms—Interface, multiagent simulation, multiagent sys-
tems (MAS), smart grid, time management.

I. INTRODUCTION

S MART GRID involves the use of information, communi-
cations, and distributed computing technologies to transmit

and distribute electric energy more efficiently while improving
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the quality of power and system reliability. It allows the trans-
mission and distribution system operators to integrate large-
scale renewable and traditional generation resources or take pre-
cise actions to fix problems through alerts sent by smart sensors,
controls, and distributed computing devices. With the aim of de-
veloping a smart grid, the grid is evolving from an entirely cen-
tralized structure to a decentralized one [1].
In the past decade, multiagent systems (MAS) technology has

been recognized as a promising new paradigm for power grid
planning, design and operation [2], [3]. MAS use a collection
of heterogeneous and distributed intelligent agents which in-
teract with each other and their environments to achieve spe-
cific outcomes. Agents exchange information with neighbors
and with centralized controller if necessary, gather data from
environment, and may be able to perform cognitive learning to
adapt to changes in the system [4]. Therefore, MAS provide a
common communication interface for all system components
with autonomous control actions in a distributed and decentral-
ized manner. It offers an effective way of serving as the plat-
form for modeling autonomous decision-making entities and
can be used to realize smart grid concepts for grid planning and
operations.
There are typically two ways in which MAS can be applied

in power systems. One is to employ MAS as a modeling ap-
proach to model physical systems and then determine inherent
rules of the physical systems through simulations, such as the
power marketplace simulation [5]–[7]. This multiagent mod-
eling and simulation approach is also known as multiagent sim-
ulation (MASim) [8]. The other application is to utilize MAS
as a method to manage physical systems that are composed of
heterogeneous entities to achieve joint goals while considering
the interests of each entity. Recently, several MAS-based appli-
cations have been reported in literature in the areas of load fore-
casting, fault location and diagnostics, protection design and
training, etc. [9]–[15]. In these applications, one necessary step
before implementing the designedMAS in reality is to verify the
effectiveness and improve the performance of the utilized MAS
approach in a simulated environment. Traditional power system
simulation tools, which may work well for some specific pur-
poses, are no longer able to provide holistic optimal solutions at
this time [16]. MASim has to be used to set up agent models and
simulate agent behaviors. However, MASim by its very nature
lacks tools to model power systems and corresponding commu-
nication systems for its application to smart grids. As a result,
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MASim has to be interfaced with other simulation tools [16],
[17].
MASim has been paid great attention as a decision support

tool for predicting, understanding, and verifying hypotheses
with the widespread use of the MAS technology in power sys-
tems. In this task force paper, an overview of MASim in smart
grid applications is provided. Particular interest is given to the
interfacing issues between the agent simulators, the available
commercial off-the-shelf (COTS) simulators in power systems,
and communication simulations. Future research topics, chal-
lenges, and opportunities in MASim are also identified.
The organization of this paper is as follows. The definitions

and salient features of MASim are introduced in Section II.
State-of-the-art applications of MASim in power systems and
the architecture of MASim are summarized in Section III and
Section IV, respectively. The interface issues of MASim are
presented in Section V. The case studies ofMASim are provided
in Section VI and new research needs to meet the challenges in
MASim are discussed in Section VII. This conclusion is in Sec-
tion VIII.

II. MULTIAGENT SIMULATION: DEFINITION,
FEATURES, AND BENEFITS

MASim is a modeling concept based on MAS which are sys-
tems that comprise of two or more intelligent agents [2], [3]. An
agent is defined as “a software (or hardware) entity that is situ-
ated in some environment and is able to autonomously react to
changes in that environment” [18]. The environment is a shared
structured entity for communication between agents.
MASim is used to simulate a real system ofmultiagent nature,

involving many different components and interactions amongst
agents in a complex, diverse way. In MASim, one extensively
details the decision processes of simulated agents at a micro-
level. At the macro-level, structures are described as a result of
interaction of agents at the micro-level. The basis of MASim is
the interaction among agents as a central point.
Agents are autonomous entities that react to environmental

change and proactively change their behavior [8]. This feature
would allow MASim, which is used to simulate MAS, to test
if the smart grid is able to heal itself, provide higher quality
power that will save money wasted from outages, accommo-
date all generation and storage options, enable electricity mar-
kets to flourish, run more efficiently, and enable higher penetra-
tion of intermittent power generation sources [20]. The agents’
action and perception are local, though having flexible interac-
tion between agents in order to perform these smart grid func-
tions. MASim has variable structure models that entail in their
description the possibility to change their own structure; their
constitutive components as well as the relations that exist among
them [21]. This feature is what makes MASim adapt well to the
smart grid. The advantages and disadvantages of MASim are
summarized as follows [8].

A. Advantages of MASim

1) can deal with MAS directly (real agent versus simulated
agent);

2) facilitates structural validation;

TABLE I
SUMMARY OF THE MASIM APPLICATIONS IN POWER ENGINEERING

3) elegant treatment of variable structures;
4) enable model adaptation and evolution;
5) easy to model heterogeneous space and population;
6) provides different levels of observation.

B. Disadvantages of MASim

1) development of complex models can be expensive;
2) difficult to determine minimal model;
3) established formalism is missing, difficult to document;
4) calibration problem; finding the best parameter setting for
a model (given a structurally valid model);

5) sensitivity problem; even small changes may have a large
effect;

6) limited comparison done with centralized coordination.

III. APPLICATIONS OF MASIM IN POWER AND
ENERGY SYSTEMS

If MASim is required for power engineering applications,
one may develop user-specific power component models in the
MASim environment. However, this is a very time consuming
process and it is infeasible to some degree for large-scale simu-
lations. A viable method is to select an appropriate COTS sim-
ulation tool and integrate it with multiagent simulators. This
approach can build an integrated simulation system, that is, a
multiagent co-simulation (MACSim) system. In this kind of
co-simulation, multiagent simulators are responsible for mod-
eling and simulating of agents and the COTS simulators are re-
sponsible for modeling and simulating other professional do-
mains. In MACSim, agents can be used as a mechanism for
combining simulators [22] or they can be used to represent key
entities such as protective relays [16].
State-of-the-art applications of MASim in power and energy

systems are summarized in this section. Three categories of
MASim are identified according to the interconnectivity be-
tween the MASim execution environment and the external sim-
ulation environment. The categories are denoted as multiagent
environment (MAE) simulation, multiagent federation (MAF)
simulation, and hardware-in-the-loop (HIL) simulation, respec-
tively. Table I lists the summary of the MASim applications in
these categories.
The specifics of the three simulation approaches are described

as follows.
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Fig. 1. Framework of the MASim implemented only in the MAS environment.

A. Multiagent Environment (MAE) Simulation

Most agent platforms are capable of both developing MAS
and providing environments where MAS can be implemented.
Multiagent missions can be simulated only in the MAS environ-
ment if they do not need to interact with external environment
in real time [44]. The framework of such a simulation is shown
in Fig. 1. Special modules need to be developed simultaneously
with the progress of MAS development, if necessary, to deal
with tasks concerned with power computation or simulation, in
which case MASim does not need to resort to COTS simula-
tion systems [29], [36]–[39]. Another kind of special module is
the data interface which is in charge of managing non-real-time
data input/output (I/O). There are two sources for data. The first
source is the database of the real power system, such as the
supervisory control and data acquisition (SCADA) system and
digital fault recorder [23].
Another source is the data that has already been produced by

the utilized COTS power simulators which do not interact with
MASim and then do not need to develop interface specially de-
signed in them [33]. MASims adopting these methods are com-
monly used to simulate ex post facto MAS missions, such as
fault location MAS applications [33].

B. Multiagent Federated (MAF) Simulation

In most cases, MAS environments need to interact in
real-time with external environments which can be provided
by COTS software systems such as power simulators and
communication simulators, to fulfill their simulation missions.
Three types of service that can be provided by COTS software
systems were discovered:
1) Providing Virtual Object Environments: Some MAS

missions (e.g., control applications) must interact with the ac-
tual power systems. Therefore it is necessary to employ COTS
power simulators to establish a virtual object environment
for such MASims. An example can be found in [45]–[47],
[50]–[52]. The most important point one should recognize is
that the object environment must run synchronously with the
MAS environment.
2) Providing Calling Services for Professional Computation

or Simulation: In some other MASims, because MAS have no
capability to complete certain professional computing or simu-
lating tasks, it is necessary to resort to external COTS software
systems to fulfill the tasks. The COTS software systems can be
considered as special modules called by MASim. For example,

Fig. 2. Framework of the federated MASim.

in [49] a micro grid PoolCo market for distributed energy re-
source (DER) management is simulated based on MAS. The
MASim employs PowerWorld Simulator to check the reliability
and to mitigate the congestion of the investigated microgrid.
3) Providing Communication Simulation Environments:

Distributed application is one of the most important character-
istics of MAS. Only through computer networks agents of MAS
can interact with each other. For some time-sensitive MAS
missions, it is necessary to investigate the effect of network la-
tency through COTS communication simulators which are also
commonly utilized to evaluate communication protocols. For
example, Network Simulator 2 (NS2), a discrete-event-driven
communication network simulator, is adopted by [16] to eval-
uate new communication protocols.
In MAF simulations, it is critically important to create a run-

time infrastructure (RTI) [57] to glue the MAS environment and
the external environment composed of COTS simulators. Each
simulator is referred to as a federate. The collection of federates
interacting through the RTI is referred to as a federation [59].
The framework for this type ofMASim is shown in Fig. 2 where
the role of RTI is to route all messages between the component
simulators of MASim and ensure that the simulation clocks are
synchronized across all the simulators. It is clear that interfaces
are necessary both in theMAS execution environment and in the
external environment. These interfaces should be able to pro-
vide mutual data exchanging services for the MAS environment
and the COTS simulators.

C. Hardware-in-the-Loop (HIL) Simulation

HIL simulation is a real-time simulation with the hardware
components participating in the simulation loop. The HIL tech-
nique has also been applied in MASim because of the advan-
tages of test environment, build-up time and development cost
for developing and testing an embedded system [60]. The hard-
ware systems employed by MASim usually have the following
functions:
1) Providing Hardware Object Environments: Test-bed

composed of hardware provides a real-time and more detailed
object environment for MASim because COTS software power
simulators are not capable of modeling all details of real power
systems. Reference [55] set up a laboratory-based power system
infrastructure for interconnection issue studies of micro grid
and distributed generation. A MAS framework was designed
and tested in this HIL platform.
2) Providing Hardware Communication Evaluation Environ-

ments: Hardware simulation is a kind of evaluation to study
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Fig. 3. Example physical system for MACSim.

Fig. 4. Architecture of MACSim.

communication issues such as time delays and protocols for
MAS. Evaluating communication performance ofMAS through
network hardware is more convincing. Various communication
scenarios were tested in [56] for both intraplatform and inter-
platform communications.

IV. ARCHITECTURE OF MULTIAGENT CO-SIMULATION

As indicated in Section III, MACSim which combines
different component simulators is the representative MASim
method used in smart grid applications. Fig. 3 shows an ex-
ample system for MACSim application. The example system
is composed of three physical subsystems: the power system
(PS), the communication system (CS), and the MAS. Each
subsystem can be simulated by the specialized COTS simulator
individually. Fig. 4 illustrates the integrated simulation system
for the physical system shown in Fig. 3. The simulation system
consists of three specialized COTS simulators and an RTI.
In Fig. 4, the MAS simulator performs MASim; the CS sim-

ulator provides communication simulation services under the
request of the MAS simulator; and the PS simulator provides
power engineering simulation services under the request of the
MAS simulator. It is important to choose the right simulators
when creating such a co-simulation system. Typical MAS simu-
lators include JADE, FIPA-OS, ZEUS, JACK, etc. [61], and CS
simulators include NS2, OPNET, J-Sim, OMNet++, etc. [62].
For each individual simulator, custom modules must be de-

veloped as interfaces to be integrated into the co-simulation
system. The RTI is a distributed operating system that provides a
set of services used to interconnect the simulators. The services
include federation, declaration, object, ownership, and time and
data distributionmanagements [59]. Among these services, time
management (TM) and data distribution management (DDM)

are particularly concerned in this paper and the related interface
issues will be discussed in details in Section V.

V. INTERFACING ISSUES IN MACSIM

MACSim is based on federated simulation with continuous
time (PS) and discrete-event (CS) simulation tools [63]. MAS
simulator is also based on a discrete time model where system
states are changed at discrete time points only [64]. InMACSim,
there are some key issues to be solved in order to make the
co-simulations work well. Ensuring the synchronization of the
simulation clocks between all simulators is a challenge during
the development of federatedMASim systems. Designing inter-
face module and data exchange channel is also essential. Typi-
cally, high-level architecture (HLA) is used to handle these in-
terfacing issues in distributed computer simulations [65], [66].
HLA is defined by three components: a set of rules for dis-
tributed simulations, an interface specification for RTI, and a
standard object model template describing the information com-
municating between the simulations.

A. Time Management

MACSim synchronization is realized by TM which not only
guarantees that events are processed in the correct order but
also ensures that the repeated executions of a simulation with
the same inputs produce exactly the same results [59]. TM is
typically supported by TM mechanisms built in RTI [67]. TM
mechanisms can be classified into time-stepped mechanism and
event-driven mechanism. Time-stepped mechanism advances
simulation in equidistant time steps. The component simulator
does not proceed to the next time step until all simulation activ-
ities associated with the current time step have been completed.
Event-driven mechanism processes system events in time stamp
order. The system state is changed only if an event is triggered
in this mechanism [59].
An event-driven mechanism may be known as conservative,

when the mechanism introduces constraints to avoid causality
errors (out of time or logical order messages), or optimistic,
when the mechanism allows causality errors and provides suit-
able techniques to recover from an incorrect system state [64].
TM mechanisms of MACSim can be better explained by the

following example where a multiagent-based protection system
[17] is co-simulated through an agent simulator developed in
JAVA environment (JADE) and an electromagnetic transient
simulator, PSCAD/EMTDC. The communication process is im-
plemented in JADE in [17], whereas a communication module
is assumed to be built to simulate the physical communication
system in this example to clarify the time delay issue inMASim.
Fig. 5 shows the protection scheme consisting of two relays
placed at the end of a transmission line. Each relay is repre-
sented by an agent (R1 and R2) in the agent simulator. When a
fault (high current) occurs on the line, the relays will both see
the fault and then R1 communicates with R2 by sending a mes-
sage to ask whether R2 saw the fault. If so, the fault is judged
to be located within the protection zone of the relays and the
circuit breakers CB1 and CB2 will be opened by R1 and R2 to
isolate the fault.
There are two types of uncontrollable time delay (UTD) in the

MACSim shown in Fig. 5: simulation time uncontrollable time
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Fig. 5. Transmission line with pilot protection [17].

delay (STUTD) and wall clock time uncontrollable time delay
(WTUTD). Simulation time (ST) refers to simulator’s represen-
tation of physical time (PT) and wall clock time (WT) is the time
when simulator is executed [59]. Correspondingly, STUTD is
the time delay caused by simulation of physical systems (e.g.,
1s time delay could be generated by the communication module
when simulating the communication system in Fig. 5). This time
delay is actually determined by simulation condition settings
(e.g., different communication methods) and it could be con-
trolled by users. WTUTD is the time delay caused by different
simulators during data exchange or synchronization processes.
This time delay is determined by simulation tools themselves,
however it will not affect simulation results if appropriated TM
mechanisms are designed. More detailed discussions on time
delay of MAS can be referred to [10] where rules are recom-
mended for dealing with communication latency.
Fig. 6 displays the simulation process of the illustrated system

if no TM mechanism is employed in the MASim. In Fig. 6, the
PT axis is represented by the unit time (ut) with the base value
of the preset time step. It is important to note that in order to
simplify the analysis in this illustration, ST is advanced to be
synchronized with WT. In other words, it is assumed that the
co-simulation is a “virtual” real-time simulation.
In the simulation scheme, PSCAD/EMTDC produces a fault

at the instant 4 ut. The fault information is then delivered to R1
and R2 in the agent simulator. This data exchange process is C1
which consumes the time segment of 8 ut. During this process,
the simulation executed by PSCAD/EMTDC does not pause,
but continues to advance. At 12 ut, the relay agents receive the
fault information. Agent R1 sends a request-response-type mes-
sage to agent R2, telling R2 that R1 monitored a high current
phenomenon and requesting a response from R2. This process
is A2 in the agent simulation. It is assumed that the time delay
of the single communication between agents is set as 1 ut by the
communicationmodule and the time consumption of agents’ ac-
tion is neglected. So A2 can be considered as a communication
process taking 1 ut.
At 13 ut, R2 receives the message from R1. It should be

noticed that R2 has received the fault information at 12 ut
from PSCAD/EMTDC. So R2 sends an order of opening CB2
through the data exchange process C2 at 13 ut. Meanwhile, R2
sends a response to R1, telling R1 that R2 also monitored a high

Fig. 6. Simulation process of the protection system without TM mechanism.

current phenomenon. The response communication process A3
also consumes 1 ut. At 14 ut, R1 receives the response from
R2 and then sends an order of opening CB1 through the data
exchange process C3. Because the order sent from R1 is 1 ut
later than that from R2, the starting opening operation of CB1
should also be 1 ut later than that of CB2. The simulation result
produced by PSCAD/EMTDC verifies the aforementioned
conclusion, that is, CB2 starts opening at 21 ut and CB1 starts
opening at 22 ut.
From the aforementioned analysis, it is clear that the time

delays between the fault and the circuit breaker operations re-
flect mostly the data exchange time delays. This is because the
co-simulation system has no TM mechanism. The absence of
TM leads to several consequences. The most serious one is that
the simulation results do not meet the standard on the repeata-
bility of results. In other words, the incontrollable time delays
of the data exchange process between the agent simulator and
the PS simulator will cause different simulation results. For in-
stance, if the time delay of data exchange is not 8 ut but 6 ut
in the example, the starting opening of CB2 will move from 21
to 17 ut, assuming the other conditions of co-simulation do not
change.
In order to deal with this problem, a TM mechanism must be

added to the co-simulation system. The following part presents
the effect of different TM mechanisms on the co-simulation.
Time-Stepped Mechanism: Fig. 7 reveals the simulation

process of the example system with the time-stepped TM
mechanism. In this mechanism, each component simulator
executes independently until all simulators’ ST reaches a
synchronization point where the simulators are able to interact
with each other by sending messages through data exchange
processes. Once the simulator interactions have ended, all of
the simulators continue to run until the next synchronization
point is reached. In this case, the time segment of 1 ut is set
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Fig. 7. Simulation process of the protection system with the time-stepped TM
mechanism.

between two adjacent synchronization points and the time
delay of data exchange processes is assumed as 2 ut.
In Fig. 7, on the WT axis of the component simulators, c1–c8

are the periods for bidirectional data exchange processes; a1–a9
represent the execution periods between two neighboring syn-
chronization points in the agent simulator; and e1–e9 represent
the execution periods between two consecutive synchroniza-
tion points in PSCAD/EMTDC. E1–E4 are the simulation pe-
riods on the ST axis when system states are changed in PSCAD/
EMTDC. A1–A2 are corresponding to the similar periods in the
agent simulator.
During the periods of c1–c8, the agent simulator and PSCAD/

EMTDC halt their simulation on the ST axis. Due to this reason,
the advancement of the WT axis is different from that of the ST
axis in this case. According to the simulation setting, PSCAD/
EMTDC runs through e1–e4 on the WT axis or E1 on the ST
axis before the fault occurs. When the fault happens at 10 ut
on the WT axis or 4 ut on the ST axis, the fault information
with simulation time stamp (STS) is sent to R1 and R2 via
c4. PSCAD/EMTDC stops to advance at this time. Through
c4, the relay agents know that there was fault in the power
system at 4 ut (ST) from the fault information with STS, then
the agent simulation starts from 4 ut (ST). Because the agent
simulator needs time to execute simulation and make decisions,
it is impossible for the agents to send executable orders back to
PSCAD/EMTDC through c4 before 12 ut (WT). Since PSCAD/
EMTDC has not received executable orders from the agents, it
does not advance the power system simulation until the next
synchronization point. In other words, e5 is a null execution in
PSCAD/EMTDC. Similarly, a1–a4 and a7–a9 of the agent sim-
ulator are also null executions.

At 12 ut (WT), the agent simulator starts to perform the ex-
ecution of a5, in which R1 sends a request-response-type mes-
sage to R2 informing R2 that R1 observed a high current phe-
nomenon near CB1 and asking R2 if it observed a high current
phenomenon. After 1 ut of communication time delay, R2 re-
ceives the message from R1, and sends a response telling R1
that R2 also observed a fault. Meanwhile, R2 makes an order
to open CB2. At this time, that is, 13 ut (WT), the agent sim-
ulation is just advanced to the synchronization point, so the
agent simulator has to stop and starts to exchange data with
PSCAD/EMTDC through c5. The order made by R2 will be re-
ceived by PSCAD/EMTDC through c5. Since no useful infor-
mation is sent from PSCAD/EMTDC after c5, the agent sim-
ulator continues to run into a6. After 1 ut of communication
time delay, R1 receives the response from R2 and then makes
an order to open CB1 at the end of a6. Then the order made by
R1 will be sent to PSCAD/EMTDC through c6. In this agent
simulation, a5 and a6 on the WT axis are mapped into A1 and
A2 on the ST axis, respectively.
At 15 ut (WT), PSCAD/EMTDC starts to advance the power

system simulation again because it received the order of opening
CB2 at this time. Remember PSCAD/EMTDC is halted at 4 ut
(ST) before, so the new advancement will go from 4 ut (ST)
to 5 ut (ST). This period e6 on the WT axis is corresponding
to E2 on the ST axis. At the end of E2, the starting opening of
CB2 is simulated. The result can also be seen from the bottom
part of Fig. 7 where CB2 starts opening after 5 ut on the time
axis. Before 18 ut (WT), PSCAD/EMTDC received the order
to open CB1 at 6 ut (ST) via c6, and the co-simulation system
commands that all simulators must stop at 8 ut (ST). Therefore,
the power system simulation is advanced though e7–e9 and then
stops. At the end of e7, which is corresponding to E3 on the ST
axis, CB1 begins opening.
From the aforementioned analysis, one can see that the

simulation processes are logically synchronized on the ST axis
and the circuit breaker operations will always happen at 5 ut
and 6 ut on the ST axis no matter how long the data exchange
processes and the communication delays between JADE and
PSCAD/EMTDC are. Thus, the time-stepped TM mechanism
is effective to solve the synchronization problem for MACSim
[16]. However, this mechanism can introduce accumulating
time errors due to difficulty for selecting a perfect synchro-
nization boundary [63]. This shortcoming of the time-stepped
mechanism can be overcome by the event-driven mechanisms.
Event-Driven Conservative Mechanism: The illustration of

the event-driven conservative mechanism is shown in Fig. 8.
The difference between the event-driven conservative mecha-
nism and the time-stepped mechanism is that the component
simulators do not need to stop for every synchronization point in
the former mechanism. In other words, the advancement of the
simulators is triggered by the events in the event-driven mecha-
nism (e.g., messages sent from the agents to PSCAD/EMTDC).
When a fault occurs at 4 ut (ST), PSCAD/EMTDC is paused

until it receives orders from the agent simulator. The fault in-
formation is delivered to R1 and R2 at the same time. At 12 ut
(WT), the agents receive the related messages with STS from
the PS simulator and then the agent simulator starts to advance
at 4 ut (ST) which is known from STS.
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Fig. 8. Simulation process of the protection system with the event-driven con-
servative mechanism.

The following logic processes (LPs) in this mechanism are
similar with those in the time-steppedmechanism until R2 sends
an order to PSCAD/EMTDC to open CB2 at 5 ut (ST). This
order is not directly sent to PSCAD/EMTDC but saved tem-
porarily in the agent simulator. After 1 ut (ST), R1 receives the
response from R2 and sends its decision to PSCAD/EMTDC
that CB1 should start opening at 6 ut (ST).
The second order is also saved in the agent simulator.

The agent simulator sends the two orders together to
PSCAD/EMTDC at 13 ut (WT) after judging that no more
orders will be made by the agents. Because the data exchange
process C2 has the time delay of 8 ut (WT), PSCAD/EMTDC
receives the first order from the agent simulator at 22 ut (WT).
The circuit breakers will start opening at 5 ut (ST) and 6 ut
(ST) eventually.
Event-Driven Optimistic Mechanism: The event-driven con-

servative mechanism avoids causality violation by sacrificing
the efficiency of co-simulations. The event-driven optimistic
mechanism shown in Fig. 9, however, can provide a more ef-
ficient service.
In Fig. 9, PSCAD/EMTDC continues to run after the fault

information is delivered to related agents at 4 ut (ST). At 22
ut (WT), PSCAD/EMTDC receives the orders from JADE that
CB2 and CB1 should open at 5 ut (ST) and at 6 ut (ST), respec-
tively. But the PS simulator has already advanced to 22 ut (ST)
and the starting of the circuit breaker opening was not simulated
because PSCAD/EMTDC did not receive the orders at 5 ut (ST)
or 6 ut (ST). So the power system simulation must roll back to
the state of 5 ut (ST) and, hereafter, re-simulate the opening of
CB2 and CB1.
At 4 ut (ST), PSCAD/EMTDC did not stop the power system

simulation, but “optimistically” assumed that continuing to ad-
vance the simulation would not violate the causality constraints.

Fig. 9. Simulation process of the protection system with the event-driven op-
timistic mechanism.

When the system observed the violation at 22 ut (WT), a roll-
back mechanism was employed to recover the correctness of the
simulation.
It should be noted that the event-driven optimistic mechanism

consumes 1 ut (WT) less than the event-driven conservative
mechanism. The reason is that PSCAD/EMTDC has already ex-
ecuted E2 before it received the orders from JADE. This action
increases the simulation efficiency.

B. Interface Module Development

For the MACSim architecture shown in Fig. 4, each compo-
nent simulator or federate needs to have an interface module to
communicate with RTI. A two-part interface based on the am-
bassador paradigm was defined in HLA [68]. In this paradigm,
a federate communicates with a RTI using its RTI ambassador.
Conversely, a RTI communicates with a federate via federate
ambassador [58]. Four interface implementation methods for a
simulator to comply with an RTI are listed in [58].
1) Re-implementation of the tool with HLA-extensions: In
this method, the source code of the simulator is modified
to interface with the RTI if the code can be accessed.

2) Extension of intermediate code: If the simulator can gen-
erate intermediate source code in a higher level language,
the intermediate code can be programmed to realize HLA
extensions.

3) Usage of an external programming interface: This method
utilizes the library interface (e.g., dynamic link library in-
terface) with the function call ability to support RTI.

4) Coupling via a gateway program: If the previous three
methods do not work for a simulator, a gateway program
can be developed for the simulator to communicate with
RTI through files, pipes or sockets.

In the MACSim system presented in [16], NS2 uses the
second method to implement the interface module for RTI,
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PSCAD/EMTDC employs the third method, and PSLF applies
the fourth method.

C. Data-Exchange Channel

After the establishment of costumer interface modules in
component simulators, data exchange channels should also be
built between RTI and simulators. The development of data
exchange channels is related to inter-process communication
(IPC) which is a set of methods for data exchange among mul-
tiple threads in one or more computing processes [69]. Socket
communication is one of the IPC methods which have been ap-
plied in MACSim. In [48], the network socket communication
based on TCP/IP protocols is used to exchange data between
a micro grid simulated in Matlab/Simulink in one computer
and a MAS simulator created in JADE in another computer.
The server/client structure is exploited by the TCP/IP model.
Similar communication method is also used in [46] where an
agent-based control system developed in JADE communicates
with a hybrid micro grid set up in RTDS. Reference [17] utilizes
a local socket communication method to realize IPC between
an agent simulator developed in Java and a transmission power
system simulated in PSCAD/EMTDC in one computer.
Some MACSim systems use file and shared memory for fast

data exchange when the component simulators are at the same
physical location. For example, files are utilized to exchange
information between RTI and PSLF in [16]. Some COTS tools
are also available for MACSim IPC such as EZJCom [50] and
the IBM development tool for Java-COM Bridge [49].

VI. EMERGING RESEARCH PARADIGMS

In smart grid applications,MACSim systems can be classified
into the following three categories according to their advance
and maturity.
Case-by-Case: This kind of MACSim systems is developed

for a special case application. The simulation system must re-
configure its time management or data distribution management
if another case is going to be simulated in the system.
Platform: The MACSim systems in this category commonly

consist of fixed individual simulators and have special applica-
tions. The users no longer involve with integrating issues such
as timemanagement and data distributionmanagement and only
focus on application.
Framework: In this category, the MACSim systems have

core RTI software and a series of interface standards. The RTI
software is responsible to provide RTI services such as time
management and data distribution management. Any COTS
simulators that match its interface standards are capable of
integrating with the RTI software. For some COTS simulators,
users can develop interface modules to match these interface
standards. For a simulation application, users can select special
COTS simulator to compose a MACSim system and then
perform the simulation in it. One of the most significant advan-
tages of this kind of MACSim systems is that users can select
appropriate COTS simulators to integrate with RTI software
and then perform simulations.
Until now, most of the existing MACSim systems are

case-by-case. Only few of them are platform based, such
EPOCHS [9]. There is still work to be done for framework

MACSim systems. Some directions for development of
MACSim may include: 1) new design philosophy and archi-
tecture; 2) efficient and intelligent communication manager
for agents coordination, such as transparent but secure and
energy efficient communication protocols, uniform agent com-
munication languages and a scalable architecture extensible for
future applications; 3) new algorithms for more efficient time
management and data distribution management; and 4) new
criteria or standards for MAS-oriented interfacing, which helps
to develop framework MACSim.

VII. CONCLUSION

This task force paper presents the state-of-the-art develop-
ment of MASim for smart grid requirements. MASim provides
decision support tools to evaluate the effectiveness of MAS
in the decentralized smart grid applications. Agent simulators
together with power system simulators and communication
simulators are necessarily co-simulated to fulfill the objectives
of MASim. The efficient federation of these COTS simulators
must carefully deal with the interfacing issues such as synchro-
nization and data distribution. It is recognized that emerging
research efforts are needed in design and implementation of the
MASim framework in power engineering fields.
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