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Abstract 
 
A Gaussian pulse generator circuit is a component of an ultra-wideband transceiver 

(transmitter and receiver) circuit that generates a narrow pulse for imaging, 

detecting, and various other applications. In UWB transceivers Gaussian pulse is 

always converted to a Monopulse to be DC-free and more compatible for 

transmission via an antenna. This Monopulse is created using Avalanche transistors 

as discrete switches and a differential CMOS transistor in 65 nm technology as an 

integrated circuit. Discrete switches generate high amplitude voltage with a 

moderate pulse width, improving the detection range in UWB transceivers. 

However, using a 65 nm integrated circuit (IC) instead of a discrete circuit can 

capture a sharper pulse with less pulse width,  increasing the range resolution. The 

first design is consists of three-stage Avalanche transistors, to increase the 

amplitude of Gaussian pulse by a factor of three. The final Monopulse is created by 

a balun that subtracted two Gaussian pulses, which have different phases. In this 

design, the final Monopulse is connected to the antenna and sent by the transmitter 

circuit. After receiving the transmitted signal and analyzing the data by the 

computer, the buried object in 45 cm depth is detected and separated from the sand. 

The second design consists of a differential pair circuit that generates a sharp pulse 

due to the voltage difference between its two inputs. The desired Monopulse is 

formed by sharpening this pulse using an inverter chain and mixing three pulses 

with different phases.  These Gaussian pulse generator systems can be utilized in 

different applications, such as detecting buried objects, underwater imaging, 
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through-wall imaging, diagnosing cancer glands without using harmful methods 

like an X-ray beam, etc. 
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1- Introduction 
 

Sending and receiving data wirelessly and remotely is one of the most 

commonly used communication technologies these days. To send and receive 

data, the transmitter and receiver structure are required. There are different types 

of transceivers, such as cellphone transceivers, radar transceivers, radio 

transceivers, etc. One kind of transceiver is an ultra-wideband radar transceiver. 

Ultra-wideband is a radio technology capable of using very low energy over a 

significant fraction of the radio spectrum for short-range, high-bandwidth 

communications [1]. The extremely wide frequency bandwidth brings a high 

amount of signal energy to be transmitted without interfering with the carrier 

waves in the same frequency range [2]. Thanks to their low energy consumption 

and high bandwidth, ultrawideband radars have attracted much attention for 

different applications, such as designing portable devices to measure distances 

between cars and detect and position Objects approaching the vehicle [3]. 

Moreover, ultra-wideband systems' manufacturing cost tends to be low 

compared to other radar systems [4]. 

Most transmitters use a low noise amplifier (LNA) at the receiver's input to 

amplify the received signal attenuated by the medium and a power amplifier 

(PA) at the transmitter's front end to amplify the transmitted signal. A mixer is 

also used to up-convert the signal's frequency, reducing the effect of noise on 
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the transmitted signal. However, on the receiver side, the signal's frequency is 

decreased for ease of analysis. With the oscillator's help, the mixer multiplies a 

pure sinusoidal signal produced by the oscillator in the signal and decreases or 

increases signal frequency. Finally, the receiver and transmitter use the antenna 

to send or receive data. All transmitters operate in a similar manner, although 

their configurations and types varies based on the type of application and 

function of the circuit. In the short-range radar transmitters, there is a simpler 

structure in the transmitter section. In this structure, a pulse generator produces 

a narrow pulse for radar application. Then it is only amplified with the help of 

an ultra-wideband power amplifier and transmitted via an antenna [5]. The 

receiver has an antenna to get the returned signal which is attenuated by the 

medium. Finally, the necessary signals are taken to the digital part, and the 

results are extracted from them with the help of computer analysis. 

There are many radio broadcasting methods like frequency modulation (FM) 

[6], frequency-shift keying (FSK) [7], using squire pulses, and using Gaussian 

pulses. The Gaussian pulses are sharp signals that can be used for ultra-

wideband short-range radar imaging, where range resolution is required for 

detection [8]. Gaussian pulses are usually produced by using discrete elements 

like Avalanche transistors [9] and step recovery diode (SRD) [10] or using 

CMOS technology in an integrated circuit (IC) [11], or through the digital 

configurations [12]. Integrated circuits are significantly faster than discrete 
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circuits [13]. This faster feature gives the ability that can get a sharper signal 

with lower pulse width. In ultra wideband radar imaging systems, the Gaussian 

pulse characteristics such as amplitude, ringing, and pulse width significantly 

influence imaging performance. The radar system's range resolution is 

determined by Gaussian pulse width [14], therefore using an IC instead of 

discrete circuits enhances the range resolution. The Gaussian pulse amplitude 

and power determined the detection range. Because IC's power is remarkably 

lower than discrete circuits, it can only be used for short-range detection, such 

as detecting cancer glands with a biomedical instrument attached to the body. 

The focus of this thesis is on the pulse generator, which is a component of these 

transceivers. Two distinct methods for generating the Gaussian pulse signal are 

presented. In the first design, a Gaussian pulse generator was created with 

discrete elements. This structure is a Marx Avalanche transistor circuit, which 

increases the amplitude of the Gaussian pulse by using three Avalanche 

transistors stages [15]. Also, an output stage is designed for this structure which 

improves the quality of these transmitters' output pulses. This circuit is used to 

locate a buried object at a depth of 45cm and for underwater imaging. The 

images demonstrate this design's high performance. In the second design, a 

Gaussian pulse generator in 65nm technology has been proposed. This circuit is 

used only for short-range but high-accuracy applications due to its low power. The 

technique used to generate this pulse is an enhanced method that improved the 
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output pulse characterisitcs. In addition, an external output voltage can adjust the 

pulse width of the circuit. It means that the range resolution of this circuit can 

be changed and that it can be used with varying degrees of accuracy for various 

applications. 
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2- Ultra-wideband transceivers 
 

The basis of each communication device is its transceivers blocks that are used 

for sending and receiving data. There are different types of transceivers based 

on the type and methods of sending and receiving data. One type of transceiver 

is an ultra-wideband radar transceiver. Currently, ultra-wideband (UWB) radars 

are widely used in real-time short-range location systems, such as biomedical 

instruments, wireless network sensors, industrial machines [11],[16]-[19].  

Ultrawideband radar systems use a specific signal to send and receive by the 

transceiver to find an object. It can use a square pulse, sine wave, Gaussian 

pulse, etc. Gaussian pulse is one of the most common pulses that are used in 

these transceivers [20]. However, in ultrawideband radar systems, The Gaussian 

pulse constantly changed to the Monopulse to be DC-free [21]. The Monopulse 

shaping network is used instead of a Gaussian pulse generator to omit the 

antenna's input DC voltage. There are various methods for converting a 

Gaussian pulse to a Monopulse, including subtracting two Gaussian pulses or 

deriving the Gaussian pulse [21], [22]. Following the creation of a Monopulse, 

the derivative of that is formed in the antenna for transmission to the target.  
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3- Gaussian pulse 
 

Gaussian pulse is used in high spatial resolution radar systems and ranging 

capability for wireless sensor network terminals. A Gaussian pulse has a 

relatively low duty cycle. This low duty cycle results in low power dissipation, 

which extends the battery life of radio systems. These unique features make it 

superior to other pulses, and nowadays, Gaussian pulse is commonly used in 

ultrawideband radar systems[23]. Gaussian pulse characteristics are well-suited 

to different imaging applications, such as through-wall imaging, ground 

penetration radar imaging, buried objects imaging, etc. [24],[25]. 

Typically, Gaussian pulses are generated using discrete elements like Avalanche 

transistors or step recovery diode or combined circuits like CMOS transistors in 

integrated circuits (IC), making a sharper Gaussian pulse compared to the 

discrete switches. 

3-1 Gaussian pulse characteristics 

 

Gaussian pulse has important characteristics like amplitude, rise and fall time, 

ringing, and pulse width, significantly influencing imaging performance [22]. 

Ringing is one of the most important attributes of the Gaussian pulse. Ringing 

determines the signal-to-noise ratio (SNR) of systems; a better SNR makes a 

shorter imaging processing time [26], [27]. Also, the ringing has essential 
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effects on total harmonic distortion (THD). In a sense, which distorts the rising 

and falling edges of the Gaussian pulse [28]. 

3-2 Effect of ringing and discontinuity 

 

As shown in Fig. 1, a typical transmitter architecture was chosen to investigate 

the effect of ringing. All the transmitter elements such as  microstrip 

transmission lines, coupler, Sub Miniature Version A (SMA), antenna, and the 

air gap formed at interconnection zones are designed to find their influence on 

the characteristics of the Gaussian pulse. There are many interconnections in the 

Gaussian pulse transmitter like Sub Miniature Version A, junctions, microstrip 

transmission lines, etc. These interconnections may have some impact on the 

Gaussian pulse.  

Two conditions were investigated and compared to the mathematical state to 

find the effect of discontinuity and ringing. One time the effect of SMA and 

transmission lines interconnections was ignored to have an ideal configuration, 

and in another time, it was considered a real configuration. The correlation 

 

Fig.1 Gaussian pulse transmitter  
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between these two configurations was 86%. It shows that 14% of the signal loss, 

through distortions factors. Also, The ringing of the real circuit is 20 percent of 

the total amplitude and 12.2 percent more than the ideal circuit. 

The correlation between the mathematical configuration with these two 

configurations is 46 and 58 percent, respectively. The output of this situation is 

shown in Fig. 2, 3, and 4. Because the mathematical circuit is distortion and 

 

Fig. 3. The output of the ideal design 

 

Fig. 2. The output of the real configuration 
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ringing-free, the result of mathematical configuration is not achievable in a 

practical circuit; hence we get a very low correlation compared to the other two 

states. 

3-3 Gaussian pulse transmitter 
 

In the transmitter selected to find the ringing and discontinuity effects, 

microstrip transmission lines with 50 Ω characteristic impedance connect the 

components. The 50 Ω microstrip transmission lines cause a phase difference to 

the signals without decreasing the amplitude. The phase difference created by 

the microstrip line is different for each frequency. Also, the 90-degree coupler 

differentiates the Gaussian pulse to make a Monopulse [29]. And there is a 

power amplifier (PA) before the Vivaldi antenna to amplify the Monopulse and 

increase the signal-to-noise ratio.  All of the components are designed and 

 

Fig. 4. The output of the mathematical configuration 
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simulated in HFSS software to determine the interconnection effect, and the S 

parameters of each are shown in Fig. 5, 6, and 7.  

Input

RS

RL

 

(a) 

 

(b) 

 

(c) 

Fig. 5. a) Designing the microstrip b) S11 parameters c) S12parameters 
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The microstrip line S11 parameter is periodic, which is repeated each 10 GHz. 

The S11 bandwidth is related to the length of the microstrip. S parameters of the 

coupler shown that it has a -10 dB bandwidth from 1 to 12.5GHz. Based on the 

Vivaldi antenna's s parameter, the signal frequency component that the antenna 

can radiate is from 1.5 to 15 GHz. The S parameters of SMA are significant 

since this is a region where there may be a gap between its connections, resulting 

in a discontinuity. 

                        

(a) 

 

(b) 

Fig. 6. a) Designing the Vivaldi antenna b) S11 parameters  
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(a) 

 

 (b)`  

 

(c) 

Fi.g 7. a) Designing the 90-degree b) S12 paramters c) S11 paramters 
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3-4 De-embedding procedure 

 

 The gap between SMA and transmission lines is an essential component that 

influences output. To find The SMA effects, a model of that is designed in Fig.8. 

 

 

(a) 

 

(b) 

 

(c) 

Fig. 8. a) Designing the connection structure b) S11 parameters c) S12 

parameters 
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It is shown in Fig. 8 that the SMA is connected to the microstrip line with 

considering an air gap between the connection. The S parameters of this setup 

are depicted in Figures 8 (b) and (c) (c). To calculate the S parameters of the air 

gap, we used the T parameters of the overall circuit and detaching elements in 

Matlab to find the S parameters of the gap.  The S parameters of the gap can be 

shown in Fig. 9. 

 

(a) 

 

(b) 

Fig. 9. S parameters of the gap a) S11 b) S12 
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With the help of the Advanced designing system (ADS) software, using the 

gap's S-parameters, the gap can be modeled by three passive elements. The 

model that is given for the gap is shown in Fig. 10. 

3-5 Relation between input pulse width and ringing 
 

The output result of the fabricated circuit is investigated as a function of the 

pulse width. In doing so, the pulse width from 50 to 300 ps is studied. The results 

are categorized into five different regions based on the correlation between real 

configuration and ideal configuration. The first region start from 50 to 100 ps, 

shows a correlation of around 86 %. 

The second region started from 100 to 150 ps, represent a closed behavior 

between the two experiences. As a result of this experience, the correlation is 

between 88% to 89%. For the rest of the experience, incremental behavior is 

31pf

0.9 nH

GND1GND2

0.9nH

Input

GND3

 

Fig. 10. Model for the gap 
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achieved. However, after the 250 ps, the correlation decreased to 78% because 

it couldn't pass low-frequency bands. The diagram of a correlation between real 

configuration and ideal configuration as a function of pulse width is shown in 

Fig. 11. 

3-6 Coupler Bandwidth effect 
 

There is a 42 ps Gaussian pulse at the coupler input, as is shown in Fig 12. This 

Gaussian pulse passes through the 90-degree coupler to convert to Monopulse 

[30]. The coupler bandwidth is a significant factor in the output signal shape. 

Four 90 degrees couplers with different bandwidths have been investigated.  The 

frequency behavior of couplers with 5, 10, 15, and 40 GHz bandwidth with the 

input frequency behavior is shown in Fig. 13. It shows that the coupler with 

higher bandwidth can pass more frequency spectrums. 

 

Fig. 11. correlation of ideal and real configurations as a function of pulse width 
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The output Monopulses of these couplers and their frequency spectrum are 

shown in Fig. 14 and Fig. 15, showing different pulse characteristics. 

The comparison of the various Monopulses is shown in table 1. It shows that 

increasing the coupler bandwidth decreased both positive and negative pulse 

width. Also, by obtaining the correlation between each Monopulse and the ideal 

.  

Fig. 12. Input signal 

 

Fig. 13. Coupler bandwidth 
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Monopulse received by the 40 GHz bandwidth coupler, it is discovered that the 

results of 15 and 10 GHz coupler bandwidth are very close to the ideal 

Monopulse. However, the 5GHz coupler output is far from the ideal output 

because of the unnecessary increase in pulse width. The ringing amplitude is 

 

Fig. 14. Output Monopulse 

 

Fig. 15. frequency spectrum for each output monopulse 
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determined by the percentage of the signal's overall magnitude. It has been 

shown that only the 15 GHz coupler output has a low ringing. 

Table 1. Monopulse characteristics of each coupler 

 5GHz 10GHz 15GHz 

correlation 0.57% 0.88% 0.98% 

ringing 24% 28% 5% 

Positive 

Pulse 

width 

36ps 32ps 32ps 

Negative 

Pulse 

width 

40ps 28ps 27ps 
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4- Literature review 
 

Discrete elements or integrated circuits can generate Gaussian pulses, which are 

used in UWB systems. Different discrete switching devices like SRD diodes and 

Avalanche transistors can produce a Gaussian pulse [10]. SRD diodes are fast 

switching devices used for fabricating a Gaussian pulse system. These diodes 

are suitable for generating narrow pulses with a few nanosecond pulse widths. 

Fig. 16 depicts a typical SRD structure for generating a Gaussian pulse [10]. 

When the input alternating current source is negative, two SRD diodes operate 

as low impedance devices, and the output is connected to the ground. Once the 

voltage rises and is positive, the SRD1 switches to the off-state, causing the 

output to follow the positive input sharply. Then, SRD2 switches to the off-state 

with a slight delay caused by the load resistor in the SRD2 path. Because of this 

switching, the output is sharply connected to the ground, and a Gaussian pulse 

appears at the output. Despite the fact that this structure generates a low ringing 

Gaussian pulse, its amplitude is lower than other discrete switching devices. 

R1 L1

R
O

U
T

SRD1

SRD2
OUTPUT

 

Fig. 16. Gaussian pulse generator by using SRD diodes [10] 
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Avalanche transistors can also be used to create a Gaussian pulse. Switching 

transistors from on to off is a possible way of producing a semi-Gaussian pulse 

with a moderate amplitude. A transistor operating point is adjusted to place a 

transistor in three typical regions, including saturation, linear, and cut-off 

regions. A conventional transistor with a high dc biasing voltage can be 

damaged because of the Avalanche phenomenon. However, Avalanche 

transistors are developed to work in the Avalanche region. These transistors 

need high biasing voltages but low current to switch to the Avalanche region. 

This high biasing voltage and low current can be produced by converting a low 

amplitude voltage signal to high amplitude and low current voltage using a 

booster circuit [31]. A single Avalanche transistor generates a Gaussian pulse 

shown in Fig. 17 [9]. The Avalanche transistor is initially turned off in this 

design, and the output is connected to the ground. When the triggering signal 

arrives, the transistor switches on, causing the capacitor, which was charged by 

VCC connected to the ground, to discharge. The Avalanche transistor's quick 

C2

Q1

R1

VCC

C1

R2

R3

 

Fig. 17. Gaussian pulse generator by Avalanche transistor [9] 
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switching causes the output to fall sharply to the minus value. Then the output 

capacitor is discharged by the time constant of 𝜏 = 𝑅𝑂𝑈𝑇 × 𝐶, and as a result, 

the output returns to zero, resulting in a Gaussian pulse at the output. This circuit 

used only one Avalanche transistor stage to generate a Gaussian pulse. In our 

design, to achieve better pulse width and amplitude, a Marx structure composed 

of three Avalanche transistor stages is used to increases the amplitude by three 

times.  

Despite the discrete switches, integrated circuits can generate a Gaussian pulse 

with a narrower pulse width due to the high speed of Mosfet transistors. A 

straightforward way to generate a Gaussian pulse is using an oscillator. The 

oscillator oscillates constantly and produces a sinusoidal signal at its output. It 

is possible to obtain the desired Gaussian pulse by using a filter after the 

oscillator. In one study [32] shown in Fig. 18, by using a glitch pulse generator, 

an oscillator, and a pulse-shaping filter, the Monopulse was created. The 

activation time of the ring oscillator is controlled by an on/off switch; when the 

switch is turned off, transistors enter a sub-threshold region, and the entire 

circuit turns off. Following the oscillator, a buffer is used to separate the first 

and second stages to eliminate the effects of first and second stages on each 

other. . 
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 By using feedback in a ring oscillator, a frequency ban receives a 360-degree 

phase shift and is added to the input to amplify again, causing the oscillator to 

oscillate constantly. One limitation of these structures is that they require a filter 

to remove some frequency components in order to shape the desired Monopulse 

signal. Ringing is another issue that arises when using oscillators. The 

oscillators do not turn off quickly and continue to oscillate after the switch is 

turned off. This time is significant for oscillator designers because this ringing 

distorts the Gaussian pulse shape and reduces the imaging performance. As a 

result, more simulations are required to eliminate the effect of ringing on 

VDDVDD

R

VDD

RR
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L

C

VDD
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Pulse shaping
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Fig. 18. Gaussian pulse generator by using an oscillator [32] 
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imaging. Despite having a proper pulse width and amplitude, this design has a 

significant ringing problem. 

A digital circuit can also be used to generate a Gaussian pulse [33]. The 

advantage of using a digital circuit is that it consumes low power. In this system, 

depicted in Fig. 19, an inverter branch sharpens the input pulse generator signal.   

Then there are two identical pathways to create a Monopulse. The pulse 

generator's C and D outputs are the same as its A and B outputs. C and D outputs 

only have two more inverters to delay the output and create the Monopulse's 

second period. Output A is formed by AND operation of the input and inverted 

of that. The AND operation of the input and inverted of that is always zero; 

nevertheless, due to inverter delay, a sudden condition is generated in which 

VDD

VDD

CL

RL

Input

 

Fig. 19. the digital triangular pulse generator [33] 
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both AND inputs are high voltage, leading the output to reach peak value in a 

short period of time. Because the AND output is high voltage for a brief period 

of time, it produces an extremely sharp signal with a fast rising time. Output B 

is the inverse of output A. It means that its inputs are always high voltage, and 

in a short time, they change to zero, causing the output to change to zero as well.  

Both A and B have a NOT gate at the end of their paths, which is used to inverse 

their outputs. When the voltage at output B is high, the transistor M2 turns on 

and abruptly connects the final output to the ground. In addition, if output A is 

negative, the transistor M1 activated, and the final output is connected to VDD. 

The same thing happened with outputs C and D, as well as transistors M3 and 

M4. The C and D are added to the final output by a delay to make a derivative 

of the Monopulse. The pulse width is proportional to the inverter delay, which 

can be adjusted by changing the size of the inverters. In addition, this design 

used a capacitor before connecting to an antenna to match 50 ohms.  

Because just one transistor of the final stage is in the ON state at any given time, 

this method consumes less power. This is a basic construction that consumes 

low power and produces a Monopulse with narrow pulse width. Still, in our 

transmitter, because an antenna derives the input signal, only one Monopulse is 

needed at the antenna's input, not a derivative of that. It means that the C and D 

paths are ineffective for our imaging system. 
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Another study in Fig. 20 makes the fifth Derivative Gaussian pulse generator for 

the UWB breast cancer detection system [17]. This design consists of a squire 

waveform former circuit, delay circuits, Phase Detector Circuits (PDC), and Pulse 

Shaping Circuit (PSC). 

The squire waveform circuit is responsible for matching the circuit's input to 50 

ohms, and it has a capacitive filter for rejecting low-frequency bands. Like other 

designs, there is an inverter chain to achieve rise or fall time as low as possible. 

Then there is a delay circuit to generate a signal with different phases to use in 

the phase detector. If the phase detector circuit detects a phase difference 

between its two inputs, it will generate a sharp signal at the output. The phase 

detector output is related to the input circuit's previous and new states. The entire 

conditions of its inputs are shown in table 2. When the phase detector receives 

PHASE DETECTOR
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Fig. 20. Gaussian pulse generator [17] 
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two different inputs, as shown in Fig. 21, the output abruptly changes its state 

and displays a phase difference. The output voltage level will be low if both 

input signals are low . However, when the ln1 input leads to the ln2 input, the 

output voltage goes up to a high voltage. Finally, the output voltage level is zero 

when both input signals are high voltage. 

This design's pulse width and power are not better than the previous design; it 

merely demonstrates a new way to generate the Gaussian pulse by a phase 

detector. 

In another method [34], an all-digital reconfigurable IR-UWB pulse generator 

using BPSK modulation in the 130nm RF-CMOS process is explained. This 

circuit in Fig. 22 consists of four main blocks: a DE multiplex circuit block, 

 

Table 2. phase detector's states 

In1, In2 V1 V2 Vout 

0,0 1 X X 

1,0 1 0 1 

1,1 0 1 0 

0,1 1 1 0 

0,0 1 1 0 
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negative and positive pulse Generator blocks (NPG/PPG), modulator, and 

output buffer circuits. DE multiplex (DEMUX) circuit using two static CMOS 

NAND blocks and an inverter circuit to select the output gates. When the input 

data is "1," the AND gate output is a high voltage, and the negative pulse 

generator blocks are activated, resulting in an output waveform with a "0" 

degree phase. Also, when the data signal is "0," an inverter activates the AND 

gate and positive pulse generator blocks, producing an output waveform with a 

"180" degree phase. The negative or positive pulse generator combines edge 

combiner circuits, buffer, inverter buffer circuits, and charge pump circuits. The 

edge combiner circuit is the main component that generates a waveform from 

the phase difference between the signals at the inputs. The designer creates a 

delay, as in previous methods, by using a static inverter to generate a pulse with 

a phase detector. In this design, because of the different current levels, the 

 

Fig. 21. Phase detector circuits   [17] 
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charge pump's transistor cannot directly connect to signal V(c). Thus, buffers 

are used to gradually increase the driving capability of the charge pump's 

transistor.  

In this design, a multiplexer selects the positive pulse generator or negative 

pulse generator as an output; meanwhile, it matches the output to 50 ohms. 
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Fig. 22. the digital reconfigurable IR-UWB pulse generator [34] 
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There is no difference between positive and negative pulses in imaging 

applications, and providing both only complicates the circuit. As a result, this 

circuit is unsuitable for imaging applications. 

Previous researches have shown that voltage control oscillators (VCO) can also 

produce a Gaussian pulse. However, the Gaussian pulse's starting stage is 

arbitrary because the differential component of the noise at the VCO core 

determines the oscillation starting point. In another paper [35], asymmetrical 

topology is employed by traditional cross-coupled VCOs instead of the past 

simple symmetric oscillator. In asymmetric VCO, the deterministic differential 

DC component at the VCO core sets the starting point of oscillation. Therefore, 

the radiated impulsion phase is locked to the arrival time of the trigger signal. 

This design comprises a digital buffer, a cross-coupled asymmetric VCO, a 

 

Fig. 23. Fabricated IC      [34] 
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power amplifier, and broadband bowtie antennas, as shown in Fig. 24. In this 

design, the CMOS buffer input is fed to the trigger signal. The buffer input 

impedance is measured to be 50 ohms to minimize the reflection and ringing of 

the trigger signal. The buffer sharpens the control signals and regulates the 

asymmetric cross-coupled VCO's current source. Two voltage control 

capacitors are used at the center of the oscillator to adjust the frequency of 

oscillation. A  single-stub shunt-matching network is inserted before the on-chip 

bowtie antennas at the collector node of power amplifier transistors. An 

impedance matching network provides the necessary oscillation inductance and 

enables maximum power transmission from the VCO to the power amplifier. At 

the end of the transmitter, the on-chip bowtie antennas are intended for the 

wideband operation to transmit the signal. Despite the fact that this design has 

VDD
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Fig.24 Gaussian pulse generator with Asymmetric VCO [35] 
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a narrow pulse width Gaussian pulse, the ringing level is high due to the use of 

an oscillator. As previously stated, the ringing is undesirable for imaging 

applications. 
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5- This Work 
 

Gaussian pulse can be made by a discrete device or an integrated circuit. In this 

research, two different circuit structures are simulated and designed to generate 

a Gaussian pulse. The first design is a high-power Gaussian pulse generator 

system with discrete switches, and the second one is an integrated circuit in 

65nm technology which makes a narrow Gaussian pulse with a few picosecond 

pulse widths. Both structures show a successful result for Gaussian pulse 

transmitters, and can be employed in different ultra-wideband devices for 

various applications. 

5-1 Making Gaussian pulse system by Avalanche transistor 
 

In this design, a Gaussian pulse system is designed by three Avalanche transistor 

stages. The Gaussian pulse width of 481 ps with 51V amplitude is achieved at 

the output. This Gaussian pulse is converted to a Monopulse by a Balun to be 

more compatible with an antenna for UWB transmitter systems. 

5-1-1 Avalanche transistor 
 

Despite the conventional transistors, which break down with high collector-emitter 

voltage, some transistors are developed to work as a switch in their Avalanche 

region by means of a high voltage level.  These transistors are called Avalanche 

transistors which are appropriate for high voltage applications. The Avalanche 
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voltages of the typical transistors are in the range of several volts to a few hundred 

volts. The collector-emitter junction of an Avalanche transistor in the OFF state 

can be connected by applying a voltage of more than the Avalanche voltage.  

 Figure 25 depicts the measured piecewise output characteristics of this design's 

Avalanche transistor. When the voltage is applied to the negative ramp, it acts as a 

negative resistor, indicating that the voltage polarity differs from the current 

polarity. This situation is analogous to an unstable condition that functions as 

positive feedback. According to Fig. 25, a transistor in the cut-off region excited by 

a high collector-emitter voltage, BVCEO, can provide an almost short circuit path 

between its collector and emitter pads with a capability of passing high current. 

This phenomenon comes from a strong electric field appearing at the transistor 

collector, which produces electron-hole pairs [36]. The electric field will increase 

the electron-hole pairs then an abrupt current flows through the collector-emitter 

path because of the Avalanche multiplication effect [37]. As shown in Fig. 25, the 

 

Fig. 25.Avalanche operation work 
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breakdown knee point of "A" can be moved to higher/lower voltages by using 

different VBE and corresponding IB. In other words, for an NPN transistor, the 

Avalanche multiplication effect can be produced by either an excessive electric 

field when VBE is equal or less than zero or a lower electric field and a positive VBE.   

There are different kinds of Avalanche transistors like 2N4014, FMMT417, etc. 

the breakdown voltage of these models is different from 40 v to 350v. In this 

design, 2N4014 is used, which has an Avalanche breakdown voltage of more 

than 80 V. 

5-1-2 Three-stage Marx Avalanche transistor circuit  
 

In this design, a Gaussian pulse is generated by using a series of Avalanche 

transistors. This series structure is known as the Marx structure, which can 

increase the output pulse amplitude [15]. This structure is shown in Fig. 26 (a). 

Each transistor stage is used to develop a Gaussian pulse by charging and 

discharging a capacitor which is switched by the Avalanche transistor. Three 

transistor stages can increase the amplitude of the Gaussian pulse by a factor of 

three. However, there is a trade-off between the pulse width and amplitude of 

the Gaussian output pulse. In other words, a significant part of the output 

amplitude is sacrificed to achieve a proper pulse width. In this design, each stage 

produces an amplitude of around VCC. Then the outputs will be added up to each 
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other, and a voltage equal to almost three times bigger than the VCC is produced 
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at the output of the design. For the stages, the produced output Gaussian pulses 

result from the fact that the voltage of VCC is charged on the capacitors of C1-3, 

then transistors are switched on and discharge the voltages of the capacitors 

using resistors R2, R5, ROUT.  

Fig. 26(b) shows the first stage of the design. C1 is charged by the maximum 

value of VCC, through R1 with a time constant of τ1 = C1×R1. The developed 

voltage on C1 will be transferred to the right side through the transistor collector-

emitter path when the trigger pulse excites the base of the transistor. During this 

time, the collector-emitter path represents a resistive behavior, RCE,ON, which 

can, in turn, degrade the output amplitude. The amplitude at point B is calculated 

as follows. 

𝑉𝐵 = 𝑉𝐴 ×
𝑅2

𝑅2+𝑅𝐶𝐸,𝑂𝑁
                                                                                        (1) 

Fig. 26(c) shows the pulses of points A and B. As can be seen from Fig. 26(c), 

the charges on C1 will be discharged through the collector-emitter of Q1 and R1,2 

by a fall time of almost equal to (((R2+RCE,ON)||R1)×C1), which is slow in the 

range of 4.3ns; however, the measured 10 to 90 percent rise time of point B is 

fast, at around 360 ps. Note that, all the time, a low DC current flows from VCC 

through R1 to charge C1, irrespective of the state of Q1. As can be seen from Fig. 

26(c), the expected intersection point of these two graphs is around 108 V. 

However, the RCE,ON of Q1 pushes the real point to just below 97 V.  According 
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to (1) and considering the difference between the voltages of points A and B, 

RCE,ON of 14Ω, is calculated. The transferred voltage at point B is discharged 

through R2 with a time constant of τ2 = C1 × (RCE,ON + R2). Besides, R2 provides 

a path for the capacitor C2 to be charged to the maximum amplitude of VCC with 

a current function of I (t), as follows. 

𝐼(𝑡) =
𝑉𝐶𝐶

𝑅3+𝑅2
𝑒

−
𝑡

(𝑅2+𝑅3)×𝐶2                                                                                 (2)                                                          

By the passage of time, the current of I (t) tends to get to zero before applying the 

trigger pulse. At that time, the voltage dropping at point B is zero; therefore, the 

voltage of VC is equal to the charged voltage of C2, which is VCC.  The charged 

voltage on C2 creates a high electric field on the collector-emitter junction of 

Q2, and it is not enough to shorten the collector-emitter path of Q2. However, by 

applying the trigger pulse, the dropping voltage at VA is transferred to VB 

abruptly. The voltage level of VB is added to the previous voltage of VC 

immediately. Therefore, the collector voltage of Q2 jumps to a value of more 

than the breakdown voltage of the transistor. The electric field of the transistor 

rises; meanwhile, electrons combine with holes, and a short-circuit happens for 

the collector-emitter junction. So, the collector-emitter of Q2 will be connected, 

and the VC is transferred to VD; however, part of this voltage drops on the RCE, 

ON of Q2. Also, a fraction of this voltage is discharged through R5. The third stage 

will follow this trend. The output voltage would be a summation of VA +VC + 
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VE, which is discharged through Rout. Note that the R2 and R5 should be high 

enough not to discharge their whole voltages before Rout.  

 

5-1-3 Enhanced Marx Gaussian pulse generator circuit  

Fig. 27 shows a measured output Gaussian pulse of around 214 Volt. The pulse 

width of this output is as wide as several nanoseconds, which is not suitable for 

imaging applications. One possible way to reduce the pulse width is to decrease 

the capacitance values of C1, C2, C3. Following this procedure, a pulse of 

narrower width at the cost of lower amplitude will be achieved. By reducing the 

capacitances of C1-3, a better pulse width of around 700 ps and amplitude around 

100 V is achieved.  

At the output of Fig. 26, an output network consisting of a parallel L1 and SD1 

is accommodated for optimal pulse width. The inductor of L1 is used to reduce 

 

Fig.27 Marx Avalanche transistors output 
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the pulse width. In other words, L1 accompanied by the resistance seen at the 

output point, VOUT, acts like a high pass filter that blocks low-frequency 

components of the Gaussian output pulse. As the result of using the filter, the 

output pulse of narrow pulse width with a lower amplitude is extracted. This 

output pulse has a positive polarity which suffers from a negative part. The fast 

Schottky diode of SD1 is used to eliminate the negative part of the output pulse. 

Thanks to the high-frequency Schottky diode of BAT 62-03W, the output 

ringing level of the Gaussian output pulse will be less than 6 percent which is 

negligible.  Fig. 28 shows the Gaussian output pulse with a pulse width of 

around 480 ps and amplitude of just above 50 V. 

5-1-4 Monopulse shaping network 

A conventional procedure to convert a Gaussian pulse to a Monopulse is to use 

a broadband differentiator at the proposed Gaussian pulse network output [4]. 

 

Fig. 28. Enhanced Gaussian pulse 
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However, designing a differentiator is challenging, but having a high-quality 

Monopulse with a significant amplitude at the system's output is also 

cumbersome. An alternative way of producing a Monopulse out of a Gaussian 

pulse is to provide two branches of Gaussian pulse shaping networks then 

Balun (SCTX1-
83)

 

Fig. 29. Monopulse generation method 
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Fig. 30. Monopulse generator schematic 
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subtract the output pulses. Fig. 29 shows this method. In doing so, an extra delay 

for one of the branches is provided. Then a subtractor is used to mix up the 

outputs. Fig. 30 shows a schematic of the design, and Fig 31 shows the 

fabricated circuit. A balun, model SCTX1-83, is exploited to subtract the output 

pulses. The empirical coupling voltage rate between the input and output ports 

of the balun is just above 51 percent. This value demonstrates that balun 

 

Fig. 31.fabricated circuit 

 

Fig 32. fabricated circuit output 
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provides a more efficient rate to convert a Gaussian pulse to a Monopulse as 

compared to a differentiator-based pulse shaping network. The output 

Monopulse of this design shown in Fig. 32 reveals a Monopulse of 483 ps and 

51 V of pulse width and peak to peak amplitude, respectively. The output peak 

power of this Monopulse is around 12.5 Watt, which is suitable for a high 

penetration depth application. 

A Vivaldi antenna shown in Fig. 33(a) is used to propagate the pulse. S11 of the 

antenna is shown in Fig. 33(b). The -10 dB bandwidth of this antenna is from 

around 0.8 to 9 GHz. Another same antenna is placed 20 cm apart from the 

transmitter to receive the radiating pulse. The received pulse is a second 

derivative Gaussian pulse, which is shown in Fig. 33(c). The pulse has a pulse 

width of 478 ps. Moreover, the normalized spectrum of the second derivative 

Gaussian pulse, shown in Fig. 33(c), is depicted in Fig. 33(d). According to Fig. 

33(d), the -10 dB bandwidth of the pulse is from 0.2 GHz to 1.05 GHz. 

5-1-5 imaging 

The proposed high-power Gaussian transmitter is useful for the detection and 

imaging of underground structures. The experimental setup includes a cubic 

sandbox that emulates the ground, two Vivaldi antennas (transceiver), and an 

automated measurement system, as illustrated in Fig. 34 (a). The synthetic 

aperture radar (SAR) technique is exploited to increase the cross-range 

resolution [22].  
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a) 

 

b) 

 

c) 

 

d) 

Fig 33. Vivaldi antenna b) antenna’s S11 c) received signal from 20 cm distance d) output 

spectrum of the second derivative Gaussian pulse of Fig. 5(c). 
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 The data acquisition is completed in the XY plane, with a 2 cm increment in each 

direction and a total aperture length of 48 cm. The target is copper ore, as shown in 

Fig. 34 (b). The target has been buried in a depth of 45 cm. Two sets of 

measurements are performed: one as the target scene with the absence of the buried 

target, including measurement fixtures, sandbox, surrounding objects (Ambient 

signal), and one the target scene with the presence of the buried ore. The calibration 

process is performed as follows: 

𝑠𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑒𝑑 = 𝑠𝑅𝑎𝑤 − 𝑠𝐴𝑚𝑏𝑖𝑒𝑛𝑡                                                                                [3] 

 

  
Fig. a) Fig. b) 

 

 

Fig. c) Fig. d) 

Fig. 34. a) Experimental setup b) target c) 2D cross-section of reconstructed image d) 3D 

isosurface image 

10       20      30      40      50

50

40

30

20

10

Y
 (

c
m

)

X (cm)

1

0.8

0.6

0.4

0.2

0
0



Mahdi Alesheikh 

 

46 
 

 Where 𝑠𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑒𝑑 , 𝑠𝑅𝑎𝑤 , and 𝑠𝐴𝑚𝑏𝑖𝑒𝑛𝑡  are the calibrated signal, the measured 

signal with the buried target, and the ambient signal, respectively. The time-space 

measured data is transformed to a 3D image using time-domain global back 

projection (TD-GBP) [38]. The 2D cross-section and 3D isosurface of the images 

are illustrated in Fig. 34 (c) and (d). As can be seen, the designed transmitter is 

prosperous in high-depth microwave imaging due to its high-power property.  

Then, a metal object in the shape of the letter "F," as shown in Fig. 35, has been 

buried in the depth of 12 cm of sand. The same data acquisition and calibration 

procedure are performed, and the 2D reconstructed image in 𝑧 = 12 𝑐𝑚  is 

illustrated in Fig. 35. Furthermore, the designed high-power transmitter is tested for 

underwater imaging experiments. A container with the dimension of 40x60 𝑐𝑚2 is 

filled with water and a metal object (14x14 𝑐𝑚2) is submerged in depth of 25 cm. 

The 2D cross-section image and 3D isosurface image are illustrated in Fig. 36. As 

  
Fig. a) Fig. b) 

Fig. 35. a) Experimental setup b) 2D cross-section of reconstructed 
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can be seen, the designed transmitter is successful for underwater imaging even in 

the lossy medium such as water.  

5-1-6 comparison to other designs 
 

The output Monopulse of this system represents a high-quality pulse suited for 

the high penetration imaging system. A criterion of comparison is useful for 

comparing the proposed design to the other published papers. Papers with 

Marx's structures are chosen to ensure fairness in the comparison. For a 

Monopulse, some specifications such as amplitude, pulse width, ringing, 

number of transistors, and dc supply need to be evaluated. However, instead of 

 
 

 
Fig. b) 

 
Fig. a) Fig. c) 

Fig. 36. a) Experimental setup b) 2D cross-section of reconstructed image 

c) 3D isosurface image 
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focusing on the output Monopulse, the overwhelming majority of the published 

papers related to the Avalanche transistors have reported the Gaussian output 

pulse. Hence, a figure of merit is presented for this work for the Gaussian output 

pulse. Obviously, for having a high-quality pulse, high amplitude, narrow pulse 

width, low ringing level, and high efficiency are of interest. The efficiency of 

the Avalanche-based pulse generators is calculated as follows.  

Efficiency = 
𝑜𝑢𝑡𝑝𝑢𝑡 𝑝𝑒𝑎𝑘 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 

𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝑜𝑢𝑡𝑝𝑢𝑡 𝑣𝑜𝑙𝑡𝑎𝑔𝑒
                                             (4) 

Where maximum theoretical output voltage can be found as the number of 

stages multiplied by the charging voltage, the proposed FOM is recommended 

to cover all the pulse specifications as follows. 

𝐹𝑂𝑀 =
 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦

𝑃𝑢𝑙𝑠𝑒 𝑤𝑖𝑑𝑡ℎ ×𝑅𝑖𝑛𝑔𝑖𝑛𝑔
                                                                            (5) 

TABLE 3 

 comparison between Gaussian pulse generators  

Ref 
Amplitude 

(V) 

 
pulse 

width (ns) 
Ringing 

(%) 

 
Efficiency 

(%) 

 
Number  

of  

transistor 
FOM 

   

[9] 470 ~1 ~10 36 5 2.11 

[42] 7000 17 ~7.1 ~55 36 0.45 

[39] 5200 7 ~28.4 46 37 0.23 

[40] 1800 4 ~31 ~46.8 12 0.37 

[41] 4000 20 ~28.2 37 36 0.06 

[43] 1100 1.3 ~31 8.7 8 0.21 

This 
Work 

50 0.48 6 15 3 5.2 
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 Note that because efficiency covers up amplitude and number of transistors, 

these parameters are not accommodated in the above equation. 

Table 3 has elaborated the specification of some published papers and evaluated 

the superiority of this work upon the others.  In [9], a typical Avalanche Marx 

structure was presented with a FOM of more than 2. However, their design 

suffers from the floating ground. In other words, the design of [9] utilizes two 

separated ground; one for the input trigger pulse and the other for the entire 

configuration. Papers of [39] and [40] represent a high-efficiency factor, but 

their ringing levels are too much for imaging purposes. In [41], the design has a 

high amplitude output signal but increased pulse width. [42] depicts a low 

ringing level Gaussian pulse with high pulse width. [43] offers a low efficiency 

and high ringing pulse, which causes low FOM. The proposed work represents 

a medium amplitude Gaussian pulse with a suitable pulse width, acceptable 

efficiency, and high FOM. The design is suitable for a detection range of up to 

2 meters in dry sand, with a decent range resolution. 

5-2 An enhanced method for Gaussian pulse generator in integrated 

circuit 

 

 This chapter proposes an enhanced method for generating a Gaussian pulse 

utilizing a differential pair circuit in 65nm technology. This design is an 

integrated circuit (IC) that is faster and has a better pulse width than the discrete 
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switches. The circuit has the special feature of having changeable output pulse 

width. Because the output pulse width is changeable, it is possible to get 

different range resolutions for various applications without designing a new 

circuit. 

5-2-1 IC design 

 

An integrated circuit, often known as an IC, is made up of a sequence of a series 

of electronic circuits on a flat thin semiconductor material [13]. Integrating large 

numbers of small Mosfets into a small chip result in faster and cheaper circuits 

than those constructed of discrete components [44]. The technical developments 

in the manufacturing of semiconductor metal-oxide-silicon devices have made 

integrated circuits practical. The performance of ICs is much better than discrete 

systems.  Also, packaged ICs use much less material than discrete systems and 

have high efficiency due to their low size and proximity, which enables them to 

switch rapidly and use considerably lower power [45]. Integrated circuits are 

fabricated with different technologies and classified into analog, digital, and 

mixed signals consisting of analog and digital signals together. In this design, 

65nm technology is used for a mixed-signal integrated circuit. ICs are 

manufactured in a planar process involving photolithography, deposition, and 

etching as three main process steps [45], [46]. There are nine distinct 

interconnection layers on our circuit. By a layer of dielectric, each level of 
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interconnection is isolated from the other. Vias are used to render vertical 

connections between interconnections at various levels. The thickest and widest 

metal layers of the upper layers of a chip cause the wires on those layers to have 

the least resistance and the shortest constant RC time, so they are being used for 

power and clock supply chains. Also, there are thin and short wires on the lower 

part metal layers of the chip, closest to the transistors, only for local 

interconnection. 

5-2-1-1 Cadence Software 
 

In this circuit, Cadence software is used to design the IC. Cadence Design 

Systems is software published by a US company for electrical engineering and 

has been used for 30 years to fabricate integrated circuits, printed circuit boards, 

chip systems, hardware, and silicon structures. Cadence has several fully custom 

integrated circuit design tools, includes Schematic simulation, Layout 

simulation, and post-layout simulation. Cadence is mainly used for designing 

analog, mixed-signal, radiofrequency, and digital circuits. For developing a 

circuit, first of all, the circuit must be simulated in Schematic. There are several 

different simulations in the Schematic section to investigate the operation of the 

circuits, such as DC simulation, AC simulation, transient simulation, etc. In this 

design, DC simulation is used to find the DC voltage of each node and check 

that the circuit biasing is suitable. The AC simulation is used to find which 
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frequency band our circuit works, and transient simulation is utilized to find the 

circuit's output as a function of time and investigate the output Monpulse 

characteristics.  

Monte Carlo simulation is also used to simulate the circuit in worse conditions 

that may be happened after fabrication. After designing and simulating the 

circuit in the Schematic part, the circuit must be developed in the Layout part 

before fabricating by the TSMC company. In Layout, the physical parts of each 

device are shown in 9 layers of the IC. The Layout designer must connect all 

devices without interfering with each other by considering the TSMC Layout 

rules. Three simulation checklists must be run after creating the identical circuit 

in the Schematic and Layout to ensure the validity of the circuit design before 

sending it to fabrication. First, it must be checked for Physical Design Rule 

 

Fig.37 transient simulation setup 
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Check (DRC) errors. In this simulation, it matched the device for all layout rules. 

Some critical errors that must be corrected are: 

".s" errors related to the minimum distance or space between each device. 

 ".w" errors related to the maximum/minimum width of each line.  

"*.A" errors related to the area of each device. 

 "G.*" errors: related to the grid that is the minimum resolution can be 

manufactured. Each length must not be less than the grid resolution.  

".DN" errors related to the density. Specific metal and oxide densities are 

required for fabrication.  

Following the DRC verification, the Layout Versus Schematic (LVS ) 

simulation must be run to ensure that the Schematic and Layout similarity. 

Without complete similarity between Schematic and Layout, it is impossible to 

simulate the final version of the circuit. Finally, the Parasitic Extraction (PEX) 

simulation adds all parasitic elements to the circuit to act like an actual model. 

It adds all parasitic capacitors and resistors to the circuit to check that the circuit 

will work in real condition or not. After passing these simulations in Cadence 

the circuit is ready to send for fabrication. 

5-2-1-2 High-frequency structure simulator(HFSS) 
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In this design, high-frequency structure simulator (HFSS) software is used to 

find the S parameters of each element. HFSS is software for investigating 

electromagnetic structures and is a commercial finite element method solver. 

This application is one of the commercial techniques used for designing 

antennas and designing complex electronic circuit elements for radio 

frequencies. In this Thesis it is used to generate the S parameters of each 

component that show the element's frequency response. 

5-2-2 Methodology of Gaussian pulse generator 

 

5-2-2-1 Schematic 
 

The first component of this design is an inverter chain, which is used to sharpen 

the input triggering pulse. If the inverter's input voltage exceeds a certain 

threshold, the output is connected to VCC; otherwise, it is always connected to 

ground. Because the inverter output has only two modes, zero and one, the 

output pulse changes drastically, causing the input pulse to become sharper and 

reducing its rise or fall time. Also, the size of inverting transistors increased 

gradually in the inverter chain to have the minimum possible rise or fall time.  

In this design, the Gaussian pulse is made by a differential pair circuit. The 

differential pair circuit has the benefit in the gain and linearity; moreover, it 

doesn't have common-mode noise because it subtracted the noise between two 

inputs. In this circuit, the DC voltage difference between the two inputs causes 
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the transistor to turn on and make a sharp pulse at its output. The differential 

pair circuit has two inputs, one of them is connected to the variable DC voltage, 

and another is connected to the sharp signal made by an inverter chain. When 

one of the inputs is excited by a sharp signal, the Mosfet transistor suddenly 

turns on and makes a low rise time pulse at the output. Another input connected 

to the DC voltage can change the transistor's starting point, which makes a sharp 

signal at the output. By changing the DC voltage of the other transistor (second 

input), the first transistor's emitter voltage which is responsible for making the 

output, is changed. As a result, the output pulse is created with a different time 

shift.  

The final Monopulse is formed by combining two sharp ascending pulses and 

one sharp descending pulse. One of the pulses is a fixed signal, and the other 

two pulses can shift to have different pulse widths. An inverter chain makes the 

first fixed pulse, and two differential pair circuits create the other two pulses. 

These three pulses are added by a combination of NAND and NOR gates in the 

output stage. Pads outside the IC determine the voltage of one input of the 

differential pair circuit. By changing this voltage, the two unfixed signals that 

make the Monopulse shifted, and as a result, the final signal pulse width and 

amplitude will be changed. It means that the circuit range resolution can be 

changed, and different ranges resolution can be used for each application. 
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Finally, the antenna sends this signal to the target for detection. This circuit must 

be the same as the antenna input resistor, which is 50 ohms, in order to not lose 

power through the antenna. For this reason, a simple matching circuit that 

consisting of two capacitors is used. As a result, the adder circuit combines these 

three signals while also being matched to 50 ohms by a simple matching circuit. 

The Cadence-designed integrated circuit is depicted as a Cellview in Fig. 38. It 

shows that out of the IC, a 50-ohm resistor (antenna resistor) models the 

antenna's effect that will be connected to the circuit after fabrication. A DC 

power supply produces an output VDD voltage (1V DC) to brings the circuit's 

power and turn on the transistors. Also, this voltage is divided by variable 

resistors to tune the circuit and connected to the differential pairs inputs. 

Variable resistance is changed by changing the ratio of the resistors inside of it. 

 

Fig. 38. Connection of IC 
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The input signal of the circuit is connected to the pulse generator to get the input 

squire wave signal. The input squire wave signal has a period of 100 ns with a 

50 ns pulse width. This pulse's rise and fall time are five ns and are defined by 

the pulse generator. The IC consists of 5 different sections: first falling edge 

circuit, first rising edge circuit, second falling edge circuit, two differential pairs, 

and the output circuit shown in Fig. 39. 

5-2-2-2 inverter 
 

All falling and rising edge circuits are consisting a series of inverters. The 

inverter's delay is attributed to the capacitive load at the output node and the 

logic gate's limited current. A differential equation representing the output 

voltage as a function of time must be solved to determine the propagation delay 

 

Fig. 39. IC components 
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that can be defined as the time when the output exceeds 
𝑉𝐷𝐷

2
. For the delay 

calculation, charging and discharging of the load capacitor is essential. 

It is possible to model the inverter as a two-port network shown in Fig. 40 [47]. 

The inverter input capacitance is the summation of two intrinsic Mosfet gate 

capacitances, whereas the output capacitance is the summation of the Mosfet 

drain capacitances.  

The inverter's delay can be written as a summation of rising and falling time 

delays [48].  

Tdelay= trisetimedelay+ tfalltimedelay                                                                                                       [6]                                                               

The delay time of each period is calculated by multiplexing the effective resistor 

to the capacitor. 

Tdelay = trisetimedelay+ tfalltimedelay = ReffpmosCD + ReffnmosCG                                                               [7] 

RO1
RO2gm1VGS gm2VGS

VGS

 

Fig. 40. Inverter two-port network model 
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This equation shows that delay is related to the size of the transistors; however, 

if the inverter connects to the circuit, which has an x branch-like Fig. 41, the 

average delay is calculated by the following equation [47], [48]. 

Tdelay = 
𝑇𝑟𝑖𝑠𝑒𝑡𝑖𝑚𝑒𝑑𝑒𝑙𝑎𝑦+ 𝑇𝑓𝑎𝑙𝑙𝑡𝑖𝑚𝑒𝑑𝑒𝑙𝑎𝑦 

2
= CG × ( 

𝑅𝑒𝑓𝑓𝑝𝑚𝑜𝑠+ 𝑅𝑒𝑓𝑓𝑛𝑚𝑜𝑠 

2
) × (( 

𝐶𝐷  

𝐶𝐺
)+x))                        

[8] 

In this equation, Reff is related to the ratio of length to width ( 
𝐿  

𝑊
)  of a transistor 

and CG related to multiplying of length by width (WL), so by changing the size 

of inverters, it is possible to set the desired delays. Because N-channel devices 

have higher electron mobility, they have a higher driving capability. If we 

module the PMOS transistor k times wider than NMOS transistor and set Reff 

and CG for NMOS transistor model, for Pmos delay, we have  
𝑅𝑒𝑓𝑓 

𝑘
 and k×CG 

as its characteristics for its model where  models the higher driving capability 

 

Fig. 41. An inverter connected to multiple branch circuit 
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of the N-channel devices. By these assumptions, the total delay will be as 

equation 9. 

Tdelay = Reff × CG × (1+ 
 

𝑘
) × (1+k) × (

𝐶𝐷 

𝐶𝐺
+1)                                                      [9] 

The minimum k for the inverter pair delay is √𝑢 which is easily proven by 

equating the derivative of the last equation to zero. As a result of derivation, the 

PMOS must be broadened by a factor of √𝑢 to minimize the average delay. 

Typically set the PMOS three times wider than NMOS to get the minimum 

delay. 

In our circuit, we have an inverter chain like Fig. 42, whose delay will be the 

summation of each inverter. 

Tdelay = tdelayinv1+ tdelayinv2+….+ tdelayinvN.                                                              [10] 

By the formula that we got before the total delay will be: 

1 2 n

CL

 

Fig. 42. Inverter Chain 
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Tdelay = Reff × CG1 ×  (1+  
 

𝑘
) × (1+k) × (  

𝐶𝐺𝑖𝑛(2)

𝐶𝐺𝑖𝑛(1)
+1) + Reff  × CG2  × 

(1+  
 

𝑘
) × (1+k) × (  

𝐶𝐺𝑖𝑛(3)

𝐶𝐺𝑖𝑛(2)
+1) +…..+ Reff  × CG(N-1)  ×  (1+  

 

𝑘
)  ×  (1+k)  × 

(
𝐶𝐿

𝐶𝐺𝑖𝑛(𝑁−1)
+1) =  ∑ 𝑅𝑒𝑓𝑓 × 𝐶𝐺𝑖 × (1 +  

 

𝑘
)  × (1 + 𝑘)  × (

𝐶𝐺𝑖𝑛(𝑖+1)

𝐶𝐺𝑖𝑛(𝑖)
+ 1)𝑁

1             

[11] 

To minimize this total delay by  getting the derivate of the equation and set it to 

zero ( 
𝜕𝑡

𝜕𝐶𝐺
= 0  ) we  get this 

𝐶𝐺(𝑖+1)

𝐶𝐺(𝑖)
=

𝐶𝐺(𝑖)

𝐶𝐺(𝑖−1)
 proportion as a result. This 

proportion shows the CG(i) should be set to  √𝐶𝐺(𝑖 + 1)  × 𝐶𝐺(𝑖 − 1)  to 

minimize the total delay. It means that each CG(i) must be the geometric mean of 

before and after stage capacitors. Therefore, in order to get the minimum delay, 

each stage invertor's size must be multiplexed by the same amount. This fixed 

number measure as an F = √
𝐶𝐿

𝐶𝐺1

𝑁
. F is calculated by the Nth roots of the ratio of the 

last load capacitor to the first input capacitor, in which the N is the number of stages. 

 

5-2-2-3 First Falling Edge circuit 
 

The first falling edge circuit is the combining of multiple inverters that are 

shown in Fig. 43. The circuit's input is the squire wave signal made out of the 

IC by the pulse generator. The input peak-to-peak voltage is 1V, and the rise 

and fall times are five ns, as illustrated in Fig. 44.  The frequency of the 

triggering pulse is 10 MHz it means the period of the signal is 100 ns. The AB 
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is the inverter chain output connected to the input of differential pairs to 

compare with the other differential pair input. The comparison between these 

inputs makes a sharp signal at the differential pair output. The first inverter chain 

is responsible for sharpening the squire waive and send it to the differential pair. 

 

a) 

 

b) 

Fig. 43 a) First falling edge input and outputs b) First falling edge structure  
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The output of this inverter chain (AB) is shown in Fig. 45. the static power of 

the AB  generator circuit is 0.12 Mw, and the average power is 0.72 Mw. 

A different circuit makes the B3 output consists of an inverter chain and three 

separate inverters. The B3 is shown in Fig. 46. This sharp signal is connected to 

an adder to make the Monopulse with two other sharp signals made by 

differential pairs. B3 Output peak-to-peak voltage is 1 volt, and its frequency, 

 

Fig. 45. The AB output 

 

Fig 44. First falling edge input 
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same as the input, is 10 MHz (100 ns period). Only the rise and fall times 

decreased to 8 ps compared to the other output. This inverter chain is capable of 

sharpening pulses from less than 1 kHz to more than 1GHz frequency. However, 

for frequencies more than 1GHz, the period is less than 1ns; thus, a signal with 

a rise and fall time of less than 100 ps was required. This rise and fall time 

cannot be produced by lab equipment. So for the input signal, we can use pulses 

 

Fig. 47. First falling edge layout 

 

 
Fig. 46. The B3 output 
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with a frequency of less than 1 kHz to around 1GHz. The physical model of the 

circuit is designed in the Layout section that is shown in Fig. 47. 

5-2-2-4 Differential pair 
 

The second part of the circuit provides a sharp rising edge signal for creating 

the Monopulse. This design consists of two differential pair circuits and a 

biasing circuit that determines the current level. As shown in Fig. 48, two 

resistors are added to the differential pair as common-mode feedback to stabilize 

 

a) 

 

b) 

Fig 48. a) First falling edge input and outputs b) First falling edge structure 
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the output voltage. The circuit has two inputs, one is an AB signal that comes 

from the first falling edge circuit, and the other is a DC voltage determined by 

the tuning voltage out of the IC. The tuning voltage is divided into two branches, 

VT1 and VT2, in order to tune both differential pair circuits separately.  

The output of this configuration is shown in Fig. 49.  The first differential pair 

output is routed to the first rising edge circuit and the second falling edge circuit, 

producing two of the three signals comprising the final Monopulse. Differential 

pair configuration has static power of 0.46 mW and average power of 0.79 mW. 

The final output pulse width for both positive and negative parts was 

investigated as a tuning voltage to test the circuit's tenability, as shown in Fig. 

50. Vn/Vp denotes negative/positive amplitude, and Pp/Pn denotes 

 

Fig. 49. Differential pair circuit output 
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positive/negative pulse width. This graph depicts the circuit's ability to work in 

extensive range resolution. 

5-2-2-5 First rising and second falling edge inverter chains 
 

Following the differential pairs, two inverter chains reduce the signal's rising 

and falling time. The output of the differential pairs, BranchC and O11, is 

connected to the rising and falling edge inverter chains, which are then 

combined with the output of the first falling edge circuits, B3, to form the final 

Monopulse signal. The rising edge circuit consists of six inverter circuits, shown  

 

a) 
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e) 

Fig. 50. a) Monopulse characteristic b) negative amplitude as a function of tuning voltage c) 

negative pulse width as a function of tuning voltage d) positive pulse width as a function of tuning 

voltage e) positive amplitude as a function of the tuning voltage 
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Fig. 51.  Same Inverter chain 
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in Fig. 51, which are placed in the middle of three separated inverters shown in 

 

Fig. 53. a) First rising edge circuit output 

 

 

 

a) 

 

b) 

Fig. 52. a) First rising edge circuit input and output ports b) First rising edge schematic 
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Fig. 52.  The first rising edge circuit output and Layout are shown in Fig. 53 and 

54, respectively.  

 

a) 

 

b) 

Fig. 55. a) Second falling edge diagram b) Second falling edge diagram schematic  

 

 

 

 

Fig. 54. a) First rising edge circuit Layout 



Mahdi Alesheikh 

 

72 
 

 The second falling edge circuit includes the same six inverters as the first rising 

edge circuit, as well as two distinct inverters at its input. This circuit's 

Schematic, output, and Layout are depicted in Figs. 55, 56, and 57, respectively. 

 

 

 

 

Fig. 56. Second falling edge output 

Fig. 57. Second falling edge Layout 



Mahdi Alesheikh 

 

73 
 

5-2-2-6 Output stage 
 

The output stage functions similarly to the NOR and NAND gates depicted in 

Figs. 58 and 59. When one of the NOR gate input signals (A or B) is a high 

voltage, one of the differential pair transistors turns on. In contrast, another turns 

 

a) 

 

b) 

 

c) 

Fig 58. a) The output up stage b) The output up stage inputs c) and output 
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off, resulting in the output being connected to the ground and receiving the zero 

pulse. When both inputs are zero, the differential pair is disconnected, and the 

upside cascade circuit is activated, resulting in the output being abruptly 

connected to VCC. The output circuit's down part functions similarly to a NAND 

 

a) 

 

b) 

 

c) 

Fig 59. a) The output downstage b) The output downstage inputs c) and output 
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gate. When one of the B or C inputs is zero, one of the differential pair's 

transistors is turned on, and the output is connected to VCC. In addition, if both 

are zero, the output is connected to VCC. However, when B and C are both high 

voltages, the differential pair is disconnected, and the cascade is activated. By 

quickly connecting the output to the ground, the cascade circuit creates the 

Gaussian pulse's downside. The desired Monopulse can be obtained by 

combining these upside and downside signals, as shown in Fig 60. 

The Schematic, Layout, and output stage results are shown in Fig. 61 and 63, 

and 62.  Two capacitors remove the DC voltage and deliver the pure monopulse 

to the antenna following the output stage. These two capacitors function 

 

a) 

 

b) 

Fig. 60. a) each output of last stage b) final output 
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similarly to a simple matching circuit, lowering the deriving resistors to match 

50 ohms and transmit more power to the antenna. Finally, after the fabrication 

 

a) 

` 

b) 

Fig. 61. A) Last stage ports b) and schematic 
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of IC by the TSMC company, the Monopulse signal will be connected to the 

antenna for sending to the target. 

 

 

 

 

 

a) 

 

b) 

Fig. 62. A) each Last stage outputs b) and final output 
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5-2-3 Layout Results 

 

 

Fig. 63. Layout of the last stage 

 

 

Fig. 64. Layout of the total circuit 



Mahdi Alesheikh 

 

79 
 

Each block has its own Layout, which must pass all Layout tests (DRC, LVS 

PEX) before connecting to other blocks. The final Layout connects all of the 

layout blocks depicted in Fig. 64. The final outcome is a 12.5 ps symmetric 

Monopulse with an amplitude of 345 mV shown in Fig. 65. After obtaining the 

Layout result, a Vivaldi antenna is modeled with ADS software and connected 

to the circuit to determine its effect. By connecting this antenna, the second 

derivate of Monopulse with a pulse width of around 12 ps is obtained, as shown 

in Fig. 66. 

5-2-4 Post layout Results 
 

After layout design, post-layout simulation must be performed to add all 

parasitic elements to the circuit and investigate circuit operation in an actual 

 

Fig. 65. the final Layout output 
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situation. Two post layouts are created: post layout one contains all parasitic 

capacitors and posts Layout two, including all parasitic capacitors and resistors. 

The first post layout output, which includes parasitic capacitors, is shown in Fig. 

67; the output pulse width is 16 ps, and the amplitude is 308 mV. Note that the 

positive and negative pulse widths have roughly 1 to 2 ps difference for some 

simulations, so their average pulse width is mentioned in this design.  Also, the 

typical voltage between 260 to 300 mV is reported for each case; however, it is 

possible to increase or decrease amplitude by using the tunable resistors, leading 

to worse or better pulse width, respectively. Finally, the IC will connect to the 

Pads to connect the antenna out of the IC. These Pads contain capacitors and 

resistors that can affect the output pulse characteristics. As a result, the Pads 

 

Fig. 66. Output of antenna 



Mahdi Alesheikh 

 

81 
 

effects on the output of post layout one considered using the Pads model. Fig. 

68 shows the output pulse with a pulse width of 16.5 ps and an amplitude of 257 

mV when the pads effect is taken into account. It demonstrates that the pads 

reduce the amplitude by 50 mV.  

Fig. 69 depicts the output of the second post layout, which incorporates  all of 

the parasitic capacitors and resistors; the output pulse width is 17.5 ps, and the 

amplitude is 273 mV. These results show that the second post-layout simulation 

is more accurate than the first because it takes into account all parasitic resistor 

and capacitor effects, which increase the pulse width and decrease the amplitude 

of the final Monopulse. Pads are added to the second post-layout in the same 

way they were in the first to account for their effect. The output with pads effects 

is shown in Fig. 70, with a pulse width of 18.5 ps and an amplitude of 219 mV. 

 

Fig. 67. Post layout one output 
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It demonstrates that the pads have the same effect on the output as was 

investigated in the first post layout. 

 

Fig. 68. Post layout one output with Pad effect 

  

Fig. 69. Post layout two output without Pad effect 
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 The desired Monopulse is obtained in all four post-layout simulations by 

adjusting the tunable resistors. Table 4 compares all of the post-layout results. 

Positive and negative pulse widths increased by only 1.5 ps in the second post 

layout, while amplitude decreased by 36 mV. Furthermore, it was discovered 

that PAD does not affect pulse width; it only reduces amplitude by 40 mV. 

Table 4. comparison results of each post layout 

 Amplitude Pulse width 

Post layout 1 308 mv 16 ps 

Post layout 1 with pad 257 mv 16.5 ps 

Post layout 2 273 mv 17.5 ps 

Post layout 2 with pad 219 mv 18.5 ps 

 

Fig. 70. Post layout two output with Pad effect 
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5-2-4-1 Post layout simulation of the worst-case scenario (in corners) 
 

Some simulations depict the circuit's operation in the worst-case scenarios that 

could have occurred after manufacturing ICIn these simulations, the speed of 

each transistor is increased or decreased to create a situation in which each 

transistor does not work at its regular speed. These simulations were performed 

on the second post layout of our design, which contains all parasitic capacitors 

and parasitic resistors. 

5-2-4-2 Changing Speed 
 

The following four conditions are being investigated: 

1- (Slow, Slow mode) : By changing the speed of NMOS and PMOS 

transistors and decreasing their speed, we obtain the  Monopulse with 

22 ps pulse width and 258 mV amplitude shown in Fig 71. 

2- (Slow, Fast mode) : By decreasing the speed of NMOS and increasing 

PMOS transistors, we obtain the pulse with 16.5 ps pulse width and 

250 mV amplitude shown in Fig 71. 

3- (Fast, slow mode) : By increasing the speed of NMOS and decreasing 

PMOS, we obtain the 19.5 ps pulse width and 293 mV amplitude. The 

output is shown in Fig 71.  
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4- (Fast, Fast mode) : By changing the speed of NMOS and PMOS and 

increase their speed, we obtain the 18.5 ps pulse width and 300 mV 

amplitude. The output is shown in Fig 71. 

 

The adverse effects of the transistors' functionality in these four situations are 

absorbed into the tunability of the design. As a result, for all scenarios, the 

output Monopulse is redeemed by input tuning voltages. According to the 

graphs, these conditions only affect the pulse width and do not affect the output 

Monopulse shape. Furthermore, these results demonstrate that Slow Slow mode 

is the worst possible condition for our circuit. However, the desired pulse 

characteristics are achieved even in this mode. 

 

 

 

Fig. 71. Worst case situation outputs 

   Fast Fast             Fast Slow 

     Slow Fast           Slow Slow 
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5-2-4-3 Changing temperature 
 

Temperature fluctuations are another worst situation that can happen to a circuit. 

In this design, temperature simulation is performed, and the circuit temperature 

ranges from 27 to 70 degrees Celsius. The result of this simulation is shown in 

Fig. 75, which shows the circuit will work at higher temperatures. The output 

Monopulse has a pulse width of 20 ps and an amplitude of 281 mV. 

5-2-4-4 All worst cases together 

 

A specific simulation is performed to ensure that this design works after 

fabrication, covering all of the worst conditions, including speed and 

temperature. To cover all of the worst conditions after fabrication, the 

temperature changes in the Slow mode condition, which is the worst situation 

 

Fig. 72. Circuit output in 70-degree Celsius 
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we had before. Fig. 76 depicts the outcome of this situation. The worst-case 

simulation output includes pulse widths of 22 ps and amplitudes of 257 mV, 

proving that the IC will work in any scenario following fabrication. 

All of the worst-case situations are compared in Table 5.  

 

Table 5. output comparison of each worse case  

 Amplitude Pulse width 

SLOW-SLOW Mode 258 mv 22 ps 

SLOW-FAST Mode 250 mv 16.5 ps 

FAST-SLOW Mode 273 mv 19.5 ps 

FAST-FAST Mode 300 mv 18.5 ps 

70-degree temperature 281 mv 20 ps 

All worst case 257 mv 22 ps 

 

 

Fig. 73. Circuit output with all worse condition 
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5-2-5 Comparison 
 

This design is compared with some other published papers, which are listed in 

Table 6. The important properties of the output monopulse were compared, as 

well as their circuit properties. It should be noted that the pulse width is specified 

as the full width at half maximum (FWHM) of the output pulses. These designs 

incorporated a variety of technologies, resulting in a unique power supply for 

each of them. These circuits' ringing is expressed as a percentage of the ringing 

amplitude to the maximum signal amplitude. 

Table 6. the comparison between integrated circuits  

 Pulse width 
Amplitude 

(Vpp) 
Technology 

Power 

Consumption 
ringing 

[17] 40 ps 115.2 mV 180 nm 0.2mW 75% 

[32] 500 ps 673 mV 180 nm 1.38 mW 100% 

[49] 150 ps 200mV 90 nm 0.1 mW 7% 

[50] 20 ps 160 mV 
45 nm SOI 

CMOS 
0.04 mW 10% 

This work 18 ps 438 mV 65nm 5.9mW 5% 
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6- Conclusion 

 

Two methods for making a Gaussian pulse generator are presented by using 

discrete switches and integrated circuits. The first circuit generates a high-power 

Gaussian pulse with a three-stage Avalanche transistor, which improves 

detection range. This circuit is used for underwater imaging and detecting buried 

objects in a sandbox at a depth of 45cm. The second design, on the other hand  

generates a narrow pulse width Gaussian pulse with 65 nm technology that can 

be used in short-range but high-resolution applications. In this design, 

differential pair circuits, with the help of inverter chains, generates a Gaussian 

pulse. Compared to other studies, the first design has a higher figure of merit, 

and the second one has a very low pulse width and tunable ports, giving us the 

feature of the variable pulse width. Our results show that these circuits are 

suitable for UWB radar applications.  
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